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Preface to "CFD Based Researches and Applications
for Fluid Machinery and Fluid Device”

The demand for computational fluid dynamics (CFD)-based numerical techniques is increasing
rapidly with the development of the computing power system. These advanced CFD techniques are
applicable to various issues in the industrial engineering fields and especially contribute to the design
of fluid machinery and fluid devices, which have very complicated unsteady flow phenomena and
physics. In other words, to aid the rapid development of CFD techniques, the performances of fluid
machinery and fluid devices with complicated unsteady flows have been enhanced significantly. In
addition, many persistently troublesome problems of fluid machinery and fluid devices such as flow
instability, rotor—stator interaction, surging, cavitation, vibration, and noise are solved clearly using
advanced CFD techniques.

This Special Issue on “CFD-Based Research and Applications for Fluid Machinery and Fluid
Devices” aims to present recent novel research trends based on advanced CFD techniques for fluid
machinery and fluid devices. The following topics, among others, are included in this issue:

- CFD techniques and applications in fluid machinery and fluid devices;

- Unsteady and transient phenomena in fluid machinery and fluid devices;

- Pumps, fans, compressors, hydraulic turbines, pump-turbines, valves, etc.

Jin-Hyuk Kim, Sung-Min Kim, Minsuk Choi, Lei Tan, Bin Huang, Ji Pei
Editors
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The demand for computational fluid dynamics (CFD)-based numerical techniques is
increasing rapidly with the development of the computing power system. These advanced
CFD techniques are applicable to various issues in the industrial engineering fields and
especially contributing considerably to the design of fluid machinery and fluid devices,
which have very complicated unsteady flow phenomena and physics. In other words, with
the rapid development of CFD techniques, the performances of fluid machinery and fluid
devices with complicated unsteady flows have been enhanced significantly. In addition,
many persistently troublesome problems of fluid machinery and fluid devices such as
flow instability, rotor-stator interaction, surging, cavitation, vibration, and noise are solved
clearly using advanced CFD techniques.

The Special Issue on “CFD-Based Researches and Applications for Fluid Machinery
and Fluid Device” in Processes deals with topics related to CFD techniques and applications
in various fluid machines and devices. Specifically, the 31 papers published in this Special
Issue focus on the advancement in the detailed internal flow analyses and methodologies
for designing various fluid machines and devices, as the following summaries indicate.
The influence of a low-pressure environment on the aerodynamic and noise characteris-
tics of a centrifugal fan was studied numerically and experimentally by Zhang et al. [1].
Luo et al. [2] analyzed systematically the dynamic characteristics of mechanical seals under
different fault conditions. Yu et al. [3] numerically studied the influence of step casing
on unsteady cavitating flows and instabilities in inducers with equal and varying pitches.
A methodology to improve the aerodynamic design with low cost and high accuracy for
a 1-1/2 axial compressor was presented by Xie et al. [4]. Wang et al. [5] conducted the
multi-condition optimization to enhance the cavitation performance of a double-suction
centrifugal pump based on an artificial neural network (ANN) and nondominated sorting
genetic algorithm II (NSGA-II). Zhang et al. [6] proposed an improved aerodynamic opti-
mization method for designing effectively a low Reynolds number cascade. The design
optimization of a two-vane pump for wastewater treatment using machine-learning-based
surrogate modeling was carried out by Ma et al. [7]. Wang et al. [8] analyzed numerically
the axial vortex characteristics in a centrifugal pump as a turbine with an S-blade impeller.
Li et al. [9] studied numerically and experimentally the transient characteristics of a cen-
trifugal pump during the startup period with assisted valve. The thermal performance with
the geometric parametrization of T-shaped obstacles in a solar air heater was performed by
Ahn and Kim [10].
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On the other hand, the effect of rotor spacing and duct diffusion angle on the aero-
dynamic performances of a counter-rotating ducted fan in a hover mode was analyzed
numerically by Kim et al. [11]. Lei et al. [12] applied the CFD method to analyze the
aerodynamic performance of an octorotor small unmanned aerial vehicle with different
rotor spacing in hover. Shrestha and Choi [13] proposed a CFD-based shape design opti-
mization process to improve the flow uniformity in the fixed flow passages of a Francis
hydro turbine model. The influence analyses of the blade outlet angle on the flow and
pressure pulsation characteristics in a centrifugal fan were carried out by Ding et al. [14].
Rui et al. [15] performed experimental and numerical studies to investigate the effect of the
radius of a volute tongue on the aerodynamic and aeroacoustic characteristics of a Sirocco
fan. The effect and mechanism of the triple hole on the film-cooling performance based on
large eddy simulation (LES) were identified by Baek and Ahn [16]. Song et al. [17] verified
the influence of tip clearance on the flow characteristics of an axial compressor through
the CFD technique. Hur et al. [18] numerically investigated the effect of clearance and
cavity geometries on the leakage performance of a stepped labyrinth seal. The effect of root
clearance on the mechanical energy dissipation of an axial flow pump based on entropy pro-
duction was analyzed by Li et al. [19]. Gao et al. [20] explored the hydraulic performance
with different blade wrap angles of an impeller in an open-design vortex pump.

Moreover, the numerical and experimental studies on the waviness mechanical seal of
a reactor coolant pump were conducted by Feng et al. [21]. BeniSek et al. [22] suggested a
new design of the reversible axial jet fan impeller with symmetrical and adjustable blades.
Stelmach et al. [23] confirmed the influence of hydrodynamic changes in a system with a
pitched blade turbine on mixing power using a particle image velocimetry (PIV) method.
Wang et al. [24] optimized the shapes of the impeller and diffuser of a mixed-flow pump
using the inverse design method and CFD analysis. Rakibuzzaman et al. [25] designed
numerically a new prototype propeller-type tubular turbine utilizing discharge water
from a fish farm, and its performance was verified experimentally. The characteristic
implicit method based on the upwind differencing and implicit finite difference scheme
to solve the mixed free-surface-pressurized flow in a hydropower station was suggested
by Wang et al. [26]. Park et al. [27] carried out the multi-objective numerical optimization
to simultaneously enhance the heat transfer efficiency and reduce the pressure loss of
a wavy microchannel heat sink. Chen et al. [28] investigated numerically the dynamic
stresses of the runner during start-up in the turbine mode of a pump turbine. Portal-Porras
et al. [29] tested the accuracy of the cell-set model applied on vane-type sub-boundary
layer vortex generators by using CFD techniques. Shamsuddeen et al. [30] suggested a new
inducer-type guide vane to reduce the hydraulic losses at the inter-stage flow passage of a
multistage centrifugal pump. The effect of micro-tab on the lift enhancement of airfoil S-809
with trailing edge flap in wind turbine blades was analyzed numerically by Ye et al. [31].

Finally, as the guest editors of this Special Issue, we would like to especially thank
the Section Managing Editor, Ms. Shirley Wang, for organizing and helping the Special
Issue of Processes. We are also thankful to all the reviewers for their valuable comments for
improving the quality of papers published in this Special Issue. In addition, this valuable
Special Issue is available at https:/ /www.mdpi.com/journal/processes/special_issues/
CFD_Fluid_Device.

Author Contributions: Writing—original draft preparation, J.-H.K.; writing—review and editing,
J-HK,;S-MK;M.C,; L.T; B.H,, and ].P. All authors have read and agreed to the published version
of the manuscript.
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Abstract: Recently, the Trailing-Edge Flap with Micro-Tab (TEF with Micro-Tab) has been exploited
to enhance the performance of wind turbine blades. Moreover, it can also be used to generate more
lift and delay the onset of stall. This study focused mostly on the use of TEF with Micro-Tab in
wind turbine blades using NREL's S-809 as a model airfoil. In particular, the benefits generated by
TEF with Micro-Tab may be of great interest in the design of wind turbine blades. In this paper, an
attempt was made to evaluate the influence of TEF with Micro-Tab on the performance of NREL's
S-809 airfoils. Firstly, a computational fluid dynamics (CFD) model for the airfoil NREL’s S-809 was
established, and validated by comparison with previous studies and wind tunnel experimental data.
Secondly, the effects of the flap position (H) and deflection angle (xg) on the flow behaviors were
investigated. As a result, the effect of TEF on air-flow behavior was demonstrated by augmenting
the pressure coefficient at the lower surface of the airfoil at flap position 80% chord length (C) and
ag = 7.5°. Thirdly, the influence of TEF with Micro-Tab on the flow behaviors of the airfoil NREL's
S-809 was studied and discussed. Different Micro-Tab positions and constant TEF were examined.
Finally, the effects of TEF with Micro-Tab on the aerodynamic characteristics of the S-809 with TEF
were compared. The results showed that an increase in the maximum lift coefficient by 25% and a
delay in the air-flow stall were accomplished due to opposite sign vortices, which was better than
the standard airfoil and S-809 with TEF. Therefore, it was deduced that the benefits of TEF with
Micro-Tab were apparent, especially at the lower surface of the airfoil. This particularly suggests that
the developed model could be used as a new trend to modify the designs of wind turbine blades.

Keywords: computational fluid dynamics (CFD); trailing edge flap (TEF); trailing edge flap with
Micro-Tab; deflection angle of the flap («f); aerodynamic performance

1. Introduction

Wind energy plays a crucial role in tackling global climate issues and shaping to-
morrow’s energy systems. Recently, the wind turbine industry is becoming one of the
best choices for energy production among all renewable energy choices [1]. The wind
industry shows extensive financial progress and it is assumed to seriously compete with
fossil fuel energy generation in the coming years. This progression attracts most scientists’
attention to investigate feasible modifications that can enhance wind turbine performance
and sustainability. This is supported by numerous recent studies, in which they claim
that the efficiency of a wind turbine depends on many factors, including the rotational
speed of the electrical generator [2] and the control of the airfoil aerodynamic shape and
forces [3]. It is especially problematic for air-flow separation in the region near the hub. It
was reported that the efficiency of wind turbines was diminished due to the drag penalty
coming from air-flow separation at large angles of attack around the airfoil [4]. Due to
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the increase in the angle of attack («), the adverse stream-wise pressure counter-gradients
increase correspondingly and lead to air-flow separation.

Consequently, it is essential to study air-flow separation control methods to enhance
wind turbines’ aerodynamic performance. Thus, specialists could use modern methods,
such as TEF, Micro-Tabs at the TEF with Tab, and vortex generators, to improve the wind
turbine blades’ performance. These methods can be applied at a low Reynolds number
(Re) number to achieve high aerodynamics efficiency [5]. Hence, this work presents a
convenient simulation to modify the airfoil design by using a flap and tabs at the airfoil’s
trailing edge. By employing a CFD simulation and using shear stress transport SST k-w
model, the standard airfoil shape is compared to different airfoil shapes with a TEF, and
airfoil with TEF with Tab. The latter obtained the highest output power efficiency for the
wind turbine blades [6,7].

Compared with the standard shape airfoil, TEF airfoils have been proven useful as
wind turbine airfoils since they can be adopted in larger sectional areas, produce more
aerodynamic forces (Cy, Cp and Cp), and are insensible to leading-edge roughness [8,9].
Therefore, by using TEF airfoils, further improvement for both the structural strength and
the aerodynamic performance of wind turbine blades could be achieved [10,11]. Different
angles of installation can be applied in TEF with Micro-Tabs to increase the aerodynamic
performance. It was suggested that Micro-Tabs should be maintained below 95% C to
maximize the aerodynamic benefits [12]. After conducting a systematic experimental
campaign on different shapes of the airfoil, there is compelling evidence that Micro-Tabs
enhance the value of Cy, of airfoils and decrease the Cp [13,14]. Figure 1 depicts the shape
and flow of the streamlines with and without micro tabs

Streamline
flow turned
toward TEF
_ with Tab

3 Upstream Opposite
v sel;:all;z:)tllon S sign vortices
Vortices flow ubble  TEF with
Tab

(a) (b)

Figure 1. Aerodynamic performance for the streamline over the Micro-Tabs [15]. (a) Streamline over the standard airfoil;

(b) streamline over the standard airfoil with a Micro-Tab.

Many researchers and studies later confirmed the presence of a characteristic separa-
tion bubble and rotating vortices as a result of installing a Micro-Tab [16,17]. Consequently,
this part was fixed to the airfoil surface; it was responsible for an increasing suction on the
airfoil upper surface and a pressure on the lower surface of the airfoil.

Interestingly, the aerodynamic impact of Micro-Tabs strongly depends on their design
configuration parameters, such as Micro-Tab geometry and their mounting details, whereby
the height and angle of installation of the Micro-Tab are indeed one of the most important
design parameters. Furthermore, the Cy, parameter enhances the aerodynamic performance
of any airfoil in different weather conditions. Likewise, for a certain threshold value of
the Cp parameter, it is confirmed that its size and angles could nullify the Micro-Tabs
advantage. Therefore, many researchers are now looking for the best size and the best
angle for an optimal installation of the Micro-Tabs [18,19]. Thus, this could provide the
domain with the suite’s highest efficiency and obtain a beneficial Cy /Cp.

Micro-Tabs have been confirmed to have interesting inferences in a wide range of
flow fields. Wang et al. and Troolin [20,21] provided an extensive overview of Micro-Tab
applications, which include different wind speeds [22], aircraft, and wind turbine blade
design analysis [23]. In this paper, we focus on the latter application, and many literature
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instances suggested Micro-Tabs as a small but useful device for active air-flow control over
the airfoil and wind turbine blade’s aerodynamic performance increase [24].

Therefore, this study’s main purpose is to scrutinize the influences of TEF with Micro-
Tab on the performance of the airfoil S-809 with TEF using 2D CFD simulations by using
shear stress transport SST k-w model [25]. In particular, this study sets some important
parameters that selectively tuned the aerodynamic performance by setting different TEF
positions of the chord length (C), deflection angle, and angle of incidence TEF. Interestingly,
it has been shown that this study is capable of predicting the qualitative effect of TEF with
Micro-Tab at different positions on the airfoil surface of the airfoil with TEF, the highest
aerodynamic performance, and improves the Cp at a small o. In conclusion, when TEF
was deflected, the flow was trapped on the airfoil’s lower surface. In turn, a decrease in
the flow velocities, an increase in pressure at the airfoil’s lower surface, and an adverse
pressure gradient may be achieved.

2. Geometric Description of the Trailing Edge Flap with Micro-Tab Airfoil

This section discusses the TEF airfoil geometry parameters with a Micro-Tab at dif-
ferent position by using the airfoil S-809 with TEF. The position of TEF at H = 80% C and
deflection angle «g of TEF 7.5° are shown in Figure 2a,b when TEF with Micro-Tab are
mounted at the trailing edge of the TEF airfoil. Figure 2 and Table 1 show three patterns
with different Micro-Tabs positions. The S-809 airfoil has been selected as the standard
airfoil that has been identified as the most popular wind turbine on the market [26-29].
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Figure 2. Geometrical parameters (a) of Trailing Edge Flap (TEF), (b) of Trailing-Edge Flap with Micro-Tab (TEF with

Micro-Tab).

Table 1. The parameters of the airfoil with TEF with Micro-Tab.

Patterns H%C og (°) K (%C) TEF with Micro-Tab
Pattern 1 80%C 7.5° 95%C Lower
Pattern 2 80%C 7.5° 95%C Upper
Pattern 3 80%C 7.5° 95%C Upper/Lower

The TEF was attached at the Trailing-Edge Standard airfoil S-809. For the length of the
airfoil chord (C), a suitable length of 0.6 m was chosen. Moreover, the TEF’s position and
deflection angle were selected to generate the highest dynamic performance (according to
the previous article [28]).

Therefore, the current study is based on TEF with a Micro-Tab at three different pattern
positions according to the airfoil chord, and they are all further investigated using CFD
simulation. Data and illustrations in Table 1 and Figure 3 show the design parameters and
the tab position.

All TEF with Micro-Tabs have a height of 2% C with the position K = 95% C, and
maximum width is 0.4% C, the lower position at k = 95% C, the upper position at K = 95%
C, and upper/lower positions at K = 95% C, which are denoted as “Pattern 1”, “Pattern 2”,
and “Pattern 3,” respectively, as shown Figure 3a—c.
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Figure 3. The geometry of TEF with Micro-Tab positions: (a) 3D front view, (b) Pattern 1 with lower Micro-Tab, (c) Pattern 2

with upper Micro-Tab, (d) Pattern 3 with upper and lower Micro-Tabs.

3. Description of the Numerical Method
3.1. The Governing Equations

In this study, ANSYS Fluent was used to generate the 2D CFD model simulation.
A finite volume method was applied. The solver was set as a pressure-based viscous,
incompressible solver, and the shear stress transport SST k-w model [30-32] is used in the
steady flow Re-averaged Navier-Stokes (RANS) equations. The spatial RANS equations
with second-order accuracy were used and are illustrated as follows:

Mass equation

do . 0 -
§+8_3ci(pui) =0 1)

Momentum equation

ou; o au\ P o [ au\ . 9
p(7+uka_3q<)_ a—ﬂ+a—ﬁ<ﬂa—%>+a—%ﬂf 2

Here, Uj is the free stream velocity component in the x-direction. P is the pressure, t, u
and p are the time, the dynamic viscosity, and air-flow density.

The SIMPLEC algorithm for the treatment of the pressure-velocity coupling was used.
Second-order up-wind discretization was adopted for the convection terms and central
difference schemes for the diffusion terms.

The SST k-w (Shear Stress Transport) turbulence model (previously proposed by
Menter [31]) was chosen in this work as it has shown good aerodynamic performance in
wind turbines and turbo-machinery experiencing air-flow separation as expected for the
blades during rotation [33].
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This model’s core idea was to utilize the robustness of the k-w model to capture the
flow within the viscous sub-layer. Moreover, one can use the k-e model in the mainstream
area to ban the disadvantage of the k-w turbulence model. Overall, the SST k-w model
combines the advantages of the standard k-« model and the standard k-e model by mixing
functions. Therefore, the SST k-w model has higher accuracy and reliability in a wide range
of flow fields. Yu et al. and Zhang et al. reported simulation results for the Spalart-Allmaras
(S-A) turbulence model [34,35]. There was a good agreement between the simulation and
the experimental data.

Additionally, Menter and Rogers et al. detected that for most high-lift problems [36],
the S-A and SST k-w model estimations were similar. However, it was proposed that the
SST k-w model is superior in accurately predicting pressure-induced separation. Therefore,
the SST k-w model was assumed to be more suitable in the present study than the S-A
model [34,35] This will be shown in the results and discussions Section 4.1.2.

dok 0 90 ok .
? + E)Tc](pu]k) = Tx] (]/l+0'k‘1/lt)87x] +Tl]Sl] —‘B p(dk (3)
w) = 9 w|  Cup g g2 _ £\0%2 Ok ow

(oujw) = (y—i-awyt)axj + " T;Sij — Bow” +2(1 — f1) w ox; 0x; 4)

where Uj is the velocity component in the x-direction. 8, C,, 0k, and o, are coefficients of
the SST turbulence model that can be obtained by blending the coefficients of the k-w model.

3.2. CFD Gird Model

This research adopts the chord length C = 0.6 m and the free stream velocity V ~ 51 m/s,
and the Reynolds number Re =2 x 10°. The C-type mesh provided by the elliptical method
in ICEM CFD was used because of its high accuracy, as verified by Ma et al. [37]. The
computational grid, shown in Figure 4, constituted 9 x 10° grid elements on the airfoil
surface. The respective distance of the inlet and outlet boundaries away from the leading
edge was 20 C and 30 C, respectively. The top and bottom boundaries were 15 C away
from the chord. In particular, to capture the boundary layer, the grid should have a y+
value of less than one (y+ < 1). The y+ is a non-dimensional distance that indicates the
degree of grid fineness in the near-wall region. In the current simulation, the first grid
node above the surface was 1.5 x 1075 times of chord length, in turn, y+ = 0.02. The mesh
quality and the mesh at the edge of the airfoil for the TEF with Micro-Tab are depicted in
Figure 4b. Figure 4b shows several details of the computational grid used for the airfoil’s
CFD simulations analysis, with a specific focus on the improvement zones used to properly
discretize the airfoil LE and TE, such as the Pattern 3 configuration. The whole count of
elements demonstrated that there is a very fine meshing in the sections inside the airfoil
and a relatively rough meshing outside. However, the number of elements inside the
airfoil was about 11 x 10°. To capture the boundary layer for Pattern 3, the grid should
have a y+ value of y+ < 1. A mesh independency test was achieved to emphasize that the
difference in the number of elements did not affect the solution, as shown in the results
and discussions Section 4.1.1.
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Figure 4. Detail of the grid structure of the airfoil: (a) boundary conditions and mesh domain on the
airfoil S-809 with TEF; (b) mesh domain of TEF with Micro-Tab pattern 3.

4. Results and Discussion
4.1. Validation of Accuracy 5-809 and S-809 with TEF Airfoil
4.1.1. Grid Independence Validation

To ensure grid independence in the CFD simulation predictions, calculations have
been made for a typical TEF airfoil shape and air-flow configuration, using different grid
accuracies. The verification of the predicted Cy, with the total number of the grid elements
for the considered TEF airfoil and Pattern 3 is displayed in Figure 5a,b. The achievement
of sufficient grid independence for grids with elements larger than 8 x 10° is observed

10
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in Figure 5a. Thereby, the grids created by the ICEM program and using the same grid
strategy possessed an even finer resolution corresponding to the number of elements
9 x 10° and according to the grid independence curve.

0.635
0.732
0.630 —_
- =
O, 0.625- O 0.730
~—
T 06201 5
-2 5 07284
o p—
& 0615 =
2 st 2 0.726
o o
& &=
= 0.605 = 0.724
0.600 -
T T T T T 0.722 T T T T T T
0 2 4 6 8 10 6 7 8 9 10 11
mesh elements (10°) mesh elements (10°)
(a) (b)
Figure 5. Mesh verification: (a) mesh independence for TEF airfoil S-809; (b) mesh independence for TEF with Micro-Tab
(pattern 3).

The illustrations in Figure 5b verify the grid independence around the airfoil for
Pattern 3 (Micro-Tab position at the upper and lower on the TEF surface), where the flow-
field model of grid elements ranged from 6 x 10° to 11 x 10°. From these findings, it was
observed that the convergence was determined with high accuracy and the aerodynamic
performance reached a stable value when the number of grid elements reached a value of
more than 9 x 10°. Therefore, a model with a grid element number of 11 x 10° was further
selected for the next modelling assessments.

4.1.2. Comparison between CFD and Experimental Data for TEF Airfoil S-809

To validate the CFD simulation, the experimental data of the S-809 airfoil with TEF
provided by the Ohio State University were compared with the numerical results [38,39]
The Mach number (Ma ~ 0.15) and the Re = 2 x 10° in the numerical simulation are the
same as those of the wind tunnel test. The chord of the S-809 airfoil with TEF was C = 0.6 m.
The simulation results are compared with the experimental data in Figure 6. The findings
illustrate that the Cp, coincides with the measurement for the range of angles of attack
from —2° to 13°, as shown in Figure 6a. After the flow separation took place, the Cy was
a little overestimated but within an acceptable range. Moreover, the variation trend was
well observed. The Cp was obviously overestimated, as shown in Figure 6b. The possible
reason was that the S-809 with TEF was a laminar airfoil, and there probably existed a
transition flow on the airfoil surface during the experiment. Table 2 shows a comparison
of the CFD results and experimental data for the TEF airfoil. For example, for the angle
= 4°, the CFD simulation lift coefficient is now equal to the experimental value. Table 2
presents the results obtained from the preliminary CFD analysis (SST-kw and S-A). The
C1, compared with the experimental data has a 2% error and the error in the calculated
drag has been reduced to 9%. The errors in the coefficients at 0° and 1° have also been
significantly reduced. These angles of attack were rerun using the same grid as for all cases.
In summary, the numerical results concur with the experimental data. This indicated the
accuracy of the numerical method in this study. Besides, Ramsay carried out a similar
validation strategy to validate their numerical results [40]. Therefore, the present study’s
subsequent research used the full turbulence model to carry out the numerical simulations.

11
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Figure 6. Comparisons between the computational fluid dynamics (CFD) calculated and experimen-
tally determined pressure distributions for TEF airfoil with angles of attack of 0°: (a) Cp, distribution;

(b) Cp distribution; (¢) Cp distribution.

Table 2. Comparisons between CFD results and experimental data for the TEF airfoil.

CL_SST Kw (2 Eq.) Cr_Spalart—All Maras (1 Eq.) Cp_SST_Kw
o’ CFD Exper. o CFD Exper. o CFD Exper. o
Calc. Data Error % Calc. Data Error % Calc. Data Error %
0 0.56625 0.57418 2.48639 0.5600 0.57418 2.53214 0.01300 0.01368 5.23077
4 0.77832 0.760 2.35379 0.78078 0.76087 2.46757 0.01655 0.01809 9.30514
8 0.89883 0.89423 2.07158 0.90033 1.0054 11.0573 0.02900 0.03145 8.44828

Figure 6¢ shows the comparison between the CFD calculated and experimental surface
pressure coefficient distributions for an angle of attack of 0° [40]. The C}, comparisons for
0° are in a reasonably good agreement over the entire S-809 airfoil with TEF surface except
in the regions of the laminar separation bubbles. The experimental pressure distributions
show the laminar separation bubbles just near the chord on both the upper and lower
surfaces. They are indicated in the experimental data that become more-or-less constant
with respect to X/C, followed by an abrupt increase in pressure as the flow undergoes
turbulent reattachment. Since the calculations assume a fully turbulent flow, no separation
is indicated in the numerical results.

4.2. Effect of the Trailing Edge Flap with Micro-Tab (TEF with Micro-Tab) on the
Air-Flow Behaviour

This section presents the results of our investigation on the aerodynamic performance
of TEF with Micro-Tab attachment. The aerodynamic performance results presented

12
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include stall angles of attack «, Cp, Cp, and Cy /Cp distribution. In order to articulate the
results, the 2D air-flow streamlines distribution and vortices in the wake area have been
analyzed. Different TEF’s aerodynamic performance with Micro-Tab at different positions
have been analyzed to control the proposed TEF’s control aerodynamic performance with
Micro-Tab. The angles of attack ranging from 0° to 25° to simulate the S-809 airfoil by
using TEF with Micro-Tab were chosen. The position of the TEF (H = 80% C) and deflection
angle (op =7.5°) was chosen based on airfoil S-809 with TEF results (the TEF result in
Section 4.1.2); as it showed the highest aerodynamic performance. Subsequently, the TEF
with Micro-Tab attachments was readjusted to S-809 with TEF (H = 80% and deflection
angle ag =7.5°).

Figure 7a shows a comparison of the different settings for the aerodynamic perfor-
mance effect. As seen in the figure, the Cy, curves depict a gradual upward shift due to the
TEF airfoil with Micro-Tab for the proposed « values and for the TEEF. When o = 13°, Cr.
was enhanced by 15% and 28.6% for Pattern 2 and Pattern 3, respectively. Figure 7b shows
the variation of Cp with varying « at different TEF airfoil with Micro-Tab configurations.
Thus, when the TEF with Micro-Tab was positioned at both directions (up and lower
flap surface), as seen in Pattern 3, the F}, showed the highest values compared with the
other configurations.
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Figure 7. The aerodynamic performance effect of TEF with Micro-Tab: (a) comparison of Cr; (b) comparison of Cp,

(c) comparison of Cp /Cp; (d) comparison of Cp distribution at o« = 0°.

The analysis of the Fy and Fp curves described before is not comprehensive enough
to design blades. Thus, a comprehensive understanding of blades” design needs the
estimation of the Cp /Cp ratio for the design of the wind turbine blades. The Cy/Cp

13



Processes 2021, 9, 547

ratio is important in determining the most appropriate angle and TEF with Micro-Tab
configurations for the proposed blade design. The estimate of Cy /Cp based on parameters
in Figure 7a,b is shown in Figure 7c. The results reaffirm that value of C;, was increasing
due to the TEF airfoil with Micro-Tab attachment. A possible explanation for the increase
in the C /Cp ratio of an airfoil is due to TEF with Micro-Tab attachment. The C, ranged
between 0.9 (Pattern 1) and 1.6 (Pattern 3) at & = 15°, and the value of Cp decreased from
0.03536 to 0.03219 when the TEF airfoil with Micro-Tab was attached.

The o was readjusted between 5° to 15° to obtain the optimal effect on the Cp /Cp
ratio, as seen in Pattern 3 in Figure 7c. Comparing the airfoil with TEF to the other patterns,
no air-flow separation on the airfoil was observed at an angle less than 23°. Pattern 3
depicts the highest lifting force compared to other patterns.

A possible explanation for this might be the opposite sign vortices caused by fitting
the TEF with upper/lower Micro-Tabs.

Upon closer inspection of Pattern 3, as seen in both Cp (Figure 7b) and Cp/Cp
(Figure 7c), one observes a higher aerodynamic performance (Cr,/Cp > 35%) in comparison
to the standard airfoil and other patterns. A higher aerodynamic performance results from
the opposite sign vortices and, at the same time, the contribution of the low Cp decreases.
Another important finding is that Pattern 3 is an optimal choice when « is between 15° to
23° and for an airfoil with TEF with Micro-Tab. The high efficacy experienced for Pattern
3 is assumed to be due to the C /Cp ratio that increases by over 35% and due to the low
Cp contribution.

Figure 7d illustrates the Cp distribution on the standard airfoil, airfoil with TEF, and
TEF with Micro-Tab patterns. The Cp factor of the Trailing-Edge changed when deploying
TEF with Micro-Tab.

The Cp factor of the Trailing-Edge changed from —1200 Pa at the TEF airfoil to 1000 Pa
when TEF airfoil with Micro-Tab was attached. Correspondingly, an enhancement in
the suction of the upper surface for the airfoil and an increase in the pressure at the
lower surface was observed and the performance of the airfoil was increased. Finally,
the configuration of Pattern 3 did not show the air-flow separation compared with the
TEF airfoil. This was probably due to the separation bubble and opposite sign vortices.
Therefore, the air flowed smoothly along the upper surface of the airfoil without separation.

The next section gives a detailed discussion of the pressure distribution at the small
and large angles of attack for each pattern.

4.3. Discussion of the Surface Pressure Distribution of the TEF Airfoil with/without Micro-Tab

In order to investigate the effects of different Micro-Tab positions on the pressure
distribution, contours of Cp are used, as shown in Figure 8. Each subplot in Figure 8
represents the Cp values as a function of airfoil chord location in the x-axis direction and
the Micro-Tab positions.

The upper-pressure distribution represents the airfoil’s suction side, whereas the lower
Cp distribution represents the pressure side of the airfoil. The Micro-Tab position at 98% C
Pattern 1 at the lower surface for the TEF airfoil, for the Pattern 2 the Micro-Tab position
98% C and the upper surface for the TEF airfoil, for the Pattern 3 the MicroTab at 98% C
at the lower and upper surface for the TEF airfoil, and the TEF airfoil when there is no
Micro-Tab on the airfoil S-809.

To better explain the Cp displayed in this analysis at o = 0°~13°, the traditional Cp
polar for the TEF airfoil upper and lower sides is presented for the three patterns of the
TEF airfoil with Micro-Tab that are specified by the solid and dashed lines on the color
contour plots. Figure 8 displays an overview of the Cp distribution corresponding to
o = 0 to 13° with standard airfoil, TEF airfoil, Pattern 1, Pattern 2, and Pattern 3. These
pressure distributions over the airfoil were then integrated to determine the lift (C) and
drag (Cp) coefficients.
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Two Cp distributions are presented for two different &, which represent low and high
«, respectively. Unsurprisingly, for both angles, Pattern 1 increases the pressure on the
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pressure side of the airfoil, Pattern 2 decreases the suction on the suction side, and Pattern 3
increases the pressure on the pressure side and the suction side of the airfoil compared to
TEF airfoil and standard airfoil. A case-study approach was used to evaluate TEF airfoil’s
effectiveness with Micro-Tab on pressure distributions and lift force. This effectiveness
clearly comes from the increased adverse pressure gradient, opposite sign vortices, and
separation bubbles generated in front of the Micro-Tab on the side on which it has been
attached. On the other hand, it is important to indicate that the TEF airfoil with Micro-Tab
has also changed the effective aerodynamic performance, angle of attack, and the effective
airfoil camber, both of which can considerably impact the pressure distribution over both
surface sides of the TEF airfoil. The Micro-Tab effect on the suction side of the airfoil is also
noticeable; this appears in Pattern 1 and Pattern 3, as shown in Figure 8c,e.

Pattern 1 has improved the suction on the TEF airfoil’s top surface, even though, at
the lowest «, the effect is not high, and, as the angle of attack increases, this effect becomes
enhanced. Pattern 2 also affects the pressure the side of the airfoil. As observed for lower
angles of attack, Pattern 2 has significantly reduced the pressure on the bottom side of
the TEF airfoil, and, for the highest angles, this effect is not high. As for Pattern 3, it
combined each of the features of Pattern 1 and Pattern 2. This is because both of these
enhance the lower pressure of the wing and increase the lift force, as shown in Figure 8e.
It is also fairly apparent that, for average angles, Pattern 1, Pattern 2, and Pattern 3
show comparable effectiveness of the aerodynamic performance on both sides of the TEF
airfoil. This investigation of the pressure measurements clearly shows that the Micro-
Tab’s effectiveness is not only Micro-Tab dependent but also depends considerably on the
airfoil angle of attack and the TEF of the airfoil. The velocity profiles and the streamline
distribution data from the CFD simulation can better clarify this dependency.

4.4. Discussion of the Streamline Distribution and the Velocity Profiles of the TEF Airfoil
with/without Micro-Tab

This study identified the dependency of the angle of attack () of the TEF airfoil with
Micro-Tab performance on the TEF airfoil. CFD results near the airfoil trailing edge are
shown for different patterns in Figure 9. Each column in Figure 9 shows three different
TEF configurations for the same angle of attack («). The deflection of the airfoil trailing-
edge flow when the TEF with Micro-Tab is deployed is clear for each attack angle. When
Pattern 1 is attached, the findings show that the down-wash flow is more apparent, as
shown in Figure 9c. This would imply that the lift is greater in these cases. On the other side,
Pattern 2 decreases the down-wash flow, which insinuates a smaller lift at the small angle
of attack, as shown in Figure 9d. At o = 0° Pattern 2 has induced an up-wash that implies a
negative lift in this configuration. These deflections in the airfoil down-wash imply that the
effective camber and angle of attack have changed. These changes significantly affect the
pressure distribution and, as a result, the lift and moment behavior of the airfoil change.

Following the previous discussion that suggested the dependency of the TEF airfoil
with Micro-Tab effectiveness on the angle of attack, it can be clearly observed that, at lower
angles, Pattern 2 is more exposed to the flow. Concurrently, Pattern 1 is more exposed to
the flow at higher angles of attack. The CFD results clearly show this dependency and
support the observations in the pressure distributions. Physically, it can be inferred that, for
the Pattern 1 cases at lower angles of attack, the pressure gradient on the airfoil’s pressure
side is so high that the increment produced by the flap is no longer significant. As a result
of configuringthe opposite sign vortices at the Micro-Tab, as shown in Figure 9¢c. For a
higher angle of attack, when the Micro-Tab is exposed to the suction side of the airfoil, the
pressure gradient on the suction side of the airfoil is so high that the Micro-Tab cannot
affect the flow in a manner as significant as at smaller angles of attack; as a result, the
pressure gradients are much weaker. Finally, Pattern 3 has an overall advantage because it
combines Pattern 1 and Pattern 2 to the same TEF airfoil. Pattern 3 can work at both small
and large angles of attack as a result of high aerodynamic performance.

16



Processes 2021, 9, 547

a=0° a=5° a=13°
Standard airfoil k
(a)
TEF airfoil
(b) - '
Pattern 1 \
(©) ite sign
vortices
Pattern 2 Q
(@ : Opposite sign
vortices
Pattern 3 \ \
C) i Opposite sign
vortice

Figure 9. Comparison of streamline distribution of the TEF airfoil with/without Micro-Tab at three different positions,
(a) Standard airfoil, (b) TEF airfoil, (c) Pattern 1, (d) Pattern 2, (e) Pattern 3.
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5. Conclusions

This paper describes a methodology for computing the effect of TEF with Micro-Tab
on airfoil sections by using CFD. A grid generation method was developed to allow an
easy way for repositioning the TEF in the chord-wise direction on the S-809 airfoil. This
study was able to predict the qualitative effect of TEF with Micro-Tab, and it was possible
to obtain the highest aerodynamic performance at a high Cp value. The findings indicated
that the best pattern with the highest aerodynamic performance was provided by three
patterns of TEF with Micro-Tab. Based on the above, the following may be concluded:

e  For the TEF study, the TEF has been deflected, and the flow has been trapped on the
lower surface of the airfoil. In return, the flow velocities decreased, and there was
an increase in the pressure at the lower surfaces of the airfoil. However, the increase
of the adverse pressure gradient with TEF and different deflection angles &y, may
yield an inverse vortex flow behind the TEF and increase the pressure at the lower
surface of the airfoil and TEF. Moreover, the highest aerodynamic performance has
been produced at ag = 7.5° at H = 80% C.

e  Concerning the TEF with Micro-Tab study, the numerical simulation has shown that
the TEF with Micro-Tabs can significantly improve the Cr, of the low Reynolds number
airfoil adopted in this investigation. The more obvious the TEF with the Micro-Tabs
position, the larger the effect of lift-enhancement will be. Interestingly, Micro-Tabs can
delay the air-flow stall at a small x < 2°. At a different angle of attack «, Cp and C,
increased due to the bubble separation and the opposite sign vortices. Moreover, the
increase of the Cy, has also been detected while holding a constant position of TEF at
80% C and changing the position of TEF with Micro-Tab. Therefore, the utilization
of the TEF with Micro-Tab at aerodynamics H = 80%, deflection angle o = 7.5°,
and K = 95%; the C, and Cp was increased, and the highest aerodynamic performance
was achieved for Pattern 3.
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Abbreviations

C Airfoil chord length (m)

Cp Drag coefficient (dimensionless)
Cp Lift coefficient (dimensionless)

CrL/Cp  Lift coefficient/Drag coefficient ratio (dimensionless)
Cimax Maximum lift coefficient (dimensionless)

Re Reynolds number (dimensionless)

P Pressure

Cp Pressure coefficient(dimensionless)

H TEF position

K TEF with Micro-Tab position

foes Deflect angle of flap (°)
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« Angle of attack (°)
CFD Computational fluid dynamics
TEF Trailing-Edge Flap
TEF with Tab  Trailing-Edge Flap Micro-Tab
References
1. MacPhee, D.W,; Beyene, A. Performance analysis of a small wind turbine equipped with flexible blades. Renew. Energy 2019, 132,
497-508. [CrossRef]
2. Ram, K.R;Lal, S.P.; Ahmed, M.R. Design and optimization of airfoils and a 20 kW wind turbine using multi-objective genetic
algorithm and HARP_Opt code. Renew. Energy 2019, 144, 56—67. [CrossRef]
3. Rocha, PC; de Araujo, ].C.; Lima, R.P; da Silva, M.V,; Albiero, D.; de Andrade, C.; Carneiro, F. The effects of blade pitch angle on
the performance of small-scale wind turbine in urban environments. Energy 2018, 148, 169-178. [CrossRef]
4. Chamorro, L.P.; Arndt, R.; Sotiropoulos, F. Drag reduction of large wind turbine blades through riblets: Evaluation of riblet
geometry and application strategies. Renew. Energy 2013, 50, 1095-1105. [CrossRef]
5. Aramendia, I.; Saenz-Aguirre, A.; Fernandez-Gamiz, U.; Zulueta, E.; Lopez-Guede, ].M.; Boyano, A.; Sancho, J. Gurney Flap
Implementation on a DU91W250 Airfoil; Multidisciplinary Digital Publishing Institute Proceedings: Basel, Switzerland, 2018;
p. 1448.
6. Anaya-Lara, O.; Jenkins, N.; Ekanayake, ].B.; Cartwright, P.; Hughes, M. Wind Energy Generation: Modelling and Control; John
Wiley & Sons: Hoboken, NJ, USA, 2011.
7. Manwell, J.F; McGowan, ].G.; Rogers, A.L. Wind Energy Explained: Theory, Design and Application; John Wiley & Sons: Hoboken,
NJ, USA, 2010.
8.  Berry, D.; Lockard, S.; Jackson, K.; Zuteck, M.; van Dam, C. Innovative design approaches for large wind turbine blades final
report. In SAND2004-0074; Sandia National Laboratories: Albuquerque, NM, USA, 2004.
9. Jackson, K.; Zuteck, M.V,; Van Dam, C.; Standish, K.; Berry, D. Innovative design approaches for large wind turbine blades. Wind
Energy Anu. Int. |. Prog. Appl. Wind Power Convers. Technol. 2005, 8, 141-171. [CrossRef]
10. Simic, Z.; Havelka, J.G.; Vrhovcak, M.B. Small wind turbines—A unique segment of the wind power market. Renew. Energy 2013,
50, 1027-1036. [CrossRef]
11. Barlas, TK,; van Kuik, G.A. Review of state of the art in smart rotor control research for wind turbines. Prog. Aerosp. Sci. 2010, 46,
1-27. [CrossRef]
12.  Giguere, P; Lemay, J.; Dumas, G. Gurney flap effects and scaling for low-speed airfoils. In Proceedings of the 13th Applied
Aerodynamics Conference, San Diego, CA, USA, 19-22 June 1995; p. 1881.
13. Fernandez-Gamiz, U.; Zulueta, E.; Boyano, A.; Fernandez-Gauna, B. Parametric study of a microtab on a DU airfoil. WSEAS
Trans. Fluid Mech. 2016, 11, 121-126.
14. Fernandez-Gamiz, U.; Zulueta, E.; Boyano, A.; Ramos-Hernanz, J.A.; Lopez-Guede, ].M. Microtab design and implementation on
a 5 MW wind turbine. Appl. Sci. 2017, 7, 536. [CrossRef]
15.  Battisti, L.; Ricci, M. Wind Energy Exploitation in Urban Environment; Springer: Berlin, Germany, 2018.
16. Li, Y,; Wang, J.; Zhang, P. Influences of mounting angles and locations on the effects of Gurney flaps. J. Aircr. 2003, 40, 494—498.
[CrossRef]
17.  Jeffrey, D.; Zhang, X.; Hurst, D.W. Aerodynamics of Gurney flaps on a single-element high-lift wing. J. Aircr. 2000, 37, 295-301.
[CrossRef]
18. Li, Y.; Wang, ].; Zhang, P. Effects of Gurney flaps on a NACAOQ012 airfoil. Flow Turbul. Combust. 2002, 68, 27. [CrossRef]
19. Xie, Y, Jiang, W.; Lu, K.; Zhang, D. Numerical investigation into energy extraction of flapping airfoil with Gurney flaps. Energy
2016, 109, 694-702. [CrossRef]
20. Wang, J.; Li, Y.; Choi, K.-S. Gurney flap—Lift enhancement, mechanisms and applications. Progr. Aerosp. Sci. 2008, 44, 22-47.
[CrossRef]
21. Troolin, D.R. A Quantitative Study of the Lift-Enhancing Flow Field Generated by an Airfoil with a Gurney Flap. Ph.D. Thesis,
University of Minnesota, Minneapolis, MN, USA, December 2009.
22. Bae, E.; Gandhi, F. Upstream active Gurney flap for rotorcraft vibration reduction. In Proceedings of the American Helicopter
Society 68th Annual Forum, Fort Worth, TX, USA, 1-3 May 2012; pp. 1354-1362.
23. Chen, H.; Qin, N. Trailing-edge flow control for wind turbine performance and load control. Renew. Energy 2017, 105, 419-435.
[CrossRef]
24. Frunzulica, F; Dumitrescu, H.; Dumitrache, A. Numerical investigations of dynamic stall control. Incas Bull. 2014, 6, 67.
25. Uddin, M.A.; Hasan, A.T. A CFD Analysis on the Effects of Geometry of Gurney Flap on Aerodynamics of NACAQ012 Airfoil. In
Proceedings of the International Conference on Mechanical Engineering (ICME2011), Dhaka, Bangladesh, 18-20 December 2011;
pp- 18-20.
26. Ashwill, T.D.; Gershin, S. CFD Calculations of S809 Aerodynamic Characteristics; Sandia National Lab (SNL-NM): Albuquerque,
NM, USA, 2011.
27.  Wolfe, W.; Ochs, S.; Wolfe, W.; Ochs, S. CFD calculations of S809 aerodynamic characteristics. In Proceedings of the 35th Aerospace

Sciences Meeting and Exhibit, Reno, NV, USA, 6-10 January 1997; p. 973.

19



Processes 2021, 9, 547

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

Bofeng, X.; Junheng, F; Qing, L.; Chang, X.; Zhenzhou, Z.; Yue, Y. Aerodynamic performance analysis of a trailing-edge flap for
wind turbines. J. Phys. Conf. Ser. 2018, 1037, 022020. [CrossRef]

Timmer, W.; Van Rooij, R. Summary of the Delft University wind turbine dedicated airfoils. J. Sol. Energy Eng. 2003, 125, 488-496.
[CrossRef]

Menter, F. Two-equation eddy-viscosity turbulence models for engineering applications. AIAA J. 2002, 40, 254-266. [CrossRef]
Menter, ER. Two-equation eddy-viscosity turbulence models for engineering applications. AIAA J. 1994, 32, 1598-1605. [CrossRef]
Mishra, P.; Aharwal, K. A review on selection of turbulence model for CFD analysis of air flow within a cold storage. IOP Conf.
Ser. Mater. Sci. Eng. 2018, 402, 012145. [CrossRef]

Menter, F. Zonal two equation kw turbulence models for aerodynamic flows. In Proceedings of the 23rd Fluid Dynamics,
Plasmadynamics, and Lasers Conference, Orlando, FL, USA, 6-9 July 1993; p. 2906. [CrossRef]

Rogers, S.; Menter, E; Durbin, P.; Mansour, N. A comparison of turbulence models in computing multi-element airfoil flows. In
Proceedings of the 32nd Aerospace Sciences Meeting and Exhibit, Reno, NV, USA, 10-13 January 1994; p. 291. [CrossRef]

Yu, T.; Wang, J.; Zhang, P. Numerical simulation of Gurney flap on RAE-2822 supercritical airfoil. ]. Aircr. 2011, 48, 1565-1575.
[CrossRef]

Zhang, P; Liu, A.; Wang, ]. Aerodynamic modification of NACA 0012 airfoil by trailing-edge plasma gurney flap. AIAA J. 2009,
47,2467-2474. [CrossRef]

Ma, D.; Zhao, Y.; Qiao, Y.; Li, G. Effects of relative thickness on aerodynamic characteristics of airfoil at a low Reynolds number.
Chin. J. Aeronaut. 2015, 28, 1003-1015. [CrossRef]

Ramsay, R.; Janiszewska, J.; Gregorek, G. Wind Tunnel Testing of Three S809 Aileron Configurations for Use on Horizontal Axis Wind
Turbines; Airfoil Performance Report NREL/TP-442-7817; National Renewable Energy Laboratory: Golden, CO, USA, July 1996.
Ramsay, R.; Hoffman, M.; Gregorek, G. Effects of Grit Roughness and Pitch Oscillations on the S809 Airfoil; Airfoil Performance
Report DE-AC36-83CH10093; National Renewable Energy Laboratory: Golden, CO, USA, December 1995.

Ramsay, R.; Janiszewska, J.; Gregorek, G. Wind tunnel testing of an S809 spoiler flap model. In Proceedings of the 35th Aerospace
Sciences Meeting and Exhibit, Reno, NV, USA, 6-10 January 1997; p. 976. [CrossRef]

20



2 M processes MBPY

Article

Effect of an Inducer-Type Guide Vane on Hydraulic Losses at
the Inter-Stage Flow Passage of a Multistage Centrifugal Pump

Mohamed Murshid Shamsuddeen 2(0, Sang-Bum Ma 2, Sung Kim 2, Ji-Hoon Yoon 3, Kwang-Hee Lee 4,

Changjun Jung # and Jin-Hyuk Kim

check for

updates
Citation: Shamsuddeen, M.M.; Ma,
S.-B.; Kim, S.; Yoon, J.-H.; Lee, K.-H.;
Jung, C.; Kim, J.-H. Effect of an
Inducer-Type Guide Vane on
Hydraulic Losses at the Inter-Stage
Flow Passage of a Multistage
Centrifugal Pump. Processes 2021, 9,
526. https://doi.org/10.3390/
pro030526

Academic Editor:

Krzysztof Rogowski

Received: 15 February 2021
Accepted: 12 March 2021
Published: 15 March 2021

Publisher’s Note: MDPI stays neutral
with regard to jurisdictional claims in
published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.
Licensee MDPI, Basel, Switzerland.
This article is an open access article
distributed under the terms and
conditions of the Creative Commons
Attribution (CC BY) license (https://
creativecommons.org/licenses /by /
4.0/).

1,2,%

Industrial Technology (Green Process and Energy System Engineering), Korea University of Science &
Technology, Daejeon 34113, Korea; murshishams@kitech.re.kr

Clean Energy R&D Department, Korea Institute of Industrial Technology, Cheonan-si 31056, Korea;
sbma@kitech.re.kr (S.-B.M.); ks2928@kitech.re.kr (S.K.)

Dongyang Chemical Pump Company, Paju 10832, Korea; isimi@dycp.co.kr

GS Caltex Corporation, Seoul 06141, Korea; kayhlee@gscaltex.com (K.-H.L.); cjjung@gscaltex.com (C.].)
*  Correspondence: jinhyuk@kitech.re kr; Tel.: +82-41-5898447

Abstract: A multistage centrifugal pump was developed for high head and high flow rate appli-
cations. A double-suction impeller and a twin-volute were installed at the first stage followed
by an impeller, diffuser and return vanes for the next four stages. An initial design feasibility
study was conducted using three-dimensional computational fluid dynamics tools to study the
performance and the hydraulic losses associated with the design. Substantial losses in head and
efficiency were observed at the interface between the first stage volute and the second stage impeller.
An inducer-type guide vane (ITGV) was installed at this location to mitigate the losses by reducing
the circumferential velocity of the fluid exiting the volute. The ITGV regulated the pre-swirl of the
fluid entering the second stage impeller. The pump with and without ITGV is compared at the
design flow rate. The pump with ITGV increased the stage head by 63.28% and stage efficiency by
47.17% at the second stage. As a result, the overall performance of the pump increased by 5.78% and
3.94% in head and efficiency, respectively, at the design point. The ITGV has a significant impact on
decreasing losses at both design and off-design conditions. An in-depth flow dynamic analysis at the
inducer-impeller interface is also presented.

Keywords: multistage centrifugal pump; double-suction impeller; twin-volute; computational fluid
dynamics; inducer-type guide vane

1. Introduction

According to statistics, electric motors consume 46 percent of the world’s electricity
and account for nearly 70% of the net consumption of industrial energy [1]. Power con-
sumption by pump systems alone accounts for about 22% of the world’s energy out of
which centrifugal pumps consume 16% [2]. Centrifugal pumps have tremendous energy
consumption and substantial potential for energy savings. Therefore, researching the
possibilities of increasing the efficiency of pump units are need of the hour.

Multistage centrifugal pumps are capable of increasing liquid pressure and pump
fluids to a large distance and are widely used in field irrigation, urban afforestation,
groundwater supply, and chemical and petroleum industries. Among them, the double-
suction centrifugal pumps can achieve twice the flow rate of a single-suction pump with
the same diameter and have better cavitation performance [3]. A double-suction multistage
centrifugal pump requires a great deal of energy for the year-round operation and achieving
an energy-efficient design can save cost and improve the overall pump performance.

A double-suction multistage centrifugal pump was designed for specific applications
in the petrochemical processing plants. The design feasibility study of the pump showed
effectiveness in handling multiple fluids without performance degradation [4]. In our
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previous study [5], the hydraulic loss analysis of the pump revealed vast potentiality in
stage-wise performance recovery specifically at the second stage. The losses were mostly
associated with large radial forces in the fluid passing from Stage 1 to 2 through a twin
volute. The high circumferential velocity of the fluid at the interface between Stages 1
and 2 caused excessive pre-swirl at the second stage impeller inlet. The fluid pre-swirl
induced losses at the second stage impeller thereby decreasing the pump efficiency. Certain
design recommendations were provided to control the pre-swirl and enhance the pump
characteristics. The recommendation to use a guide vane between the first and second
stages is presented in this paper.

Inlet guide vane installation is a common technique to control the fluid circulation
and pressure ratio at the inlet of a turbomachine. This method was initially carried out
in compressors and fans and was recently applied to centrifugal pumps to regulate fluid
pre-swirl at the inlet [6]. Tan et al. [7] studied the effect of an adjustable inlet guide vane
for the pre-swirl regulation of a single-stage centrifugal pump and obtained a higher
efficiency and head at the design point at an angle of 24°. Yuchuan et al. [8] studied the
same IGV for angles £36° and £60° to find the influence of guide vanes on unsteady
flow. Qu et al. [9] studied the clocking effect of the same IGV and found little influence
on pump performance. Liu et al. [10] compared the performance between a 2D IGV and a
3D IGV with a similar design and obtained a higher efficiency with a minimum impact
velocity moment for the 3D IGV model. Further investigation by Liu et al. [11] succeeded in
suppressing the losses associated with high pressure near the impeller inlet and facilitated
a uniform distribution of pressure in the impeller channels at the rotational frequency.
Liu et al. [12] studied the influence of the IGV angle and axial distance range between IGV
and impeller. The IGV angle had a significant impact in reducing the pressure fluctuation
at the blade leading edge while the axial distance had only a slight impact on the pump
performance. Lin et al. [13] used an adjustable two plate inlet guide vane at the suction
pipe of a single-stage centrifugal pump to reduce the negative pressure at the impeller
leading edge. The pump performance was improved at a vane angle of 25°, weakening the
vortex flow at the pump inlet. Hou et al. [14] studied the effect of the number of IGV
vanes on the hydraulic characteristics and suggested a six-vane design for a higher head
and better efficiency. It is evident from the literature that an IGV is capable of regulating
the pre-swirl at the impeller inlet. However, all these IGV configurations were applied
to regulate the pre-swirl in single-stage pumps with an option to control the IGV angle.
This is not the case with multistage centrifugal pumps. The usage of pre-swirl regulation
of IGV is extremely rare for multistage pumps simply due to the physical constraint to
control the IGV angle using gears or levers during operation. Typically, radial diffusers
and return guide vanes of fixed angles are used in multistage pumps to transfer fluid from
one stage to another. However, a radial diffuser-return vane combination cannot be used
to regulate the axial flow exiting the twin volute of the proposed pump. An axial diffuser
or a guide vane with a fixed angle is the technically feasible unit that can be installed to
regulate this flow.

In order to govern the pre-swirl of the flow between the volute and the second stage
impeller, the stationary guide vane design must be meticulously configured since the
vane angle is not adjustable. An inducer type, a screw-type, or a helico-axial design is
selected for this purpose since the twisted vane design can convert the rotational inertia
of the fluid to axial momentum without the need to adjust the angle. Several inducer
type pump designs can be found in the literature. Li et al. [15] studied the flow through
a three-blade inducer on an axial flow pump and found that the maximum pressure is
generated when the inducer angle is aligned with the impeller such that the wake from
the inducer impinges the impeller blade minimizing hydraulic losses. Campos-Amezcua
et al. [16] studied a two-blade inducer design in a turbo-pump with and without clearance
and observed that a uniform axial velocity profile is obtained for an inducer without
clearance. Yang et al. [17] studied the clocking effect between the inducer and impeller
in a high-speed centrifugal pump and obtained the best performance when the relative
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passage

angle between the inducer trailing edge and impeller leading edge was 0°. Several pump
designers used inducers at the upstream of the impeller to reduce pump cavitation [18-22].
Although inducers were used in centrifugal pumps for decades, they are not commonly
found in multistage centrifugal pumps. Sedlar et al. [23] installed a three-bladed inducer
in a two-stage centrifugal pump between the inlet guide vane and the first stage impeller.
The pump with an inducer showed better cavitation reduction than the pump without an
inducer. From these works of literature, it can be said that the application of inducers in
centrifugal pumps showed great potential in improving the performance and decreasing
the cavitation phenomena. However, all the inducers mentioned are rotating devices with
the same speed as the impeller. Since a stationary guide vane is the requirement of the
proposed pump, the number of vanes and other design configurations of the inducer shape
is influenced by the literature to create an inducer-type guide vane. The ITGV design
specifications are provided in the next section.

A multistage centrifugal pump design with an ITGV device to minimize the hydraulic
losses occurring at the inter-stage flow passage between the twin volute and second-stage
impeller is presented in this paper. The effect of the ITGV design on the overall performance
of the pump and the dynamics of the fluid passing through the ITGV is explained in detail.

2. Design Configurations

The centrifugal pump is designed to pump fluids used in petrochemical refineries
satisfying high-head and high-flow rate requirements. The number of stages, the impeller
dimensions and other design parameters are determined by API BB5 centrifugal pump
standards [24]. The initial pump model is obtained from a dynamically similar scaled-
down pump model used for low flow rate operations. The multistage centrifugal pump
consists of an inlet passage, a double-suction impeller and a twin-volute in the first stage.
Stages 2—4 have a single-suction impeller, a stationary diffuser and return guide vanes.
The fifth stage consists of the impeller, diffuser, and outlet volute. Figure 1 shows the
exploded view of the pump components.
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Figure 1. Exploded view of the multistage centrifugal pump and its components.

The theoretical performance curve of the pump is obtained from the pump affinity
laws as shown below:

Q_ <M> Hy _ (”1)2 Py _ <”1>3 M
Q \m) H \m) P \m
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where Q, H, P, and n represents the flow rate, head, input power and rotational velocity,
respectively. The subscripts 1 and 2 correspond to the model and the prototype.

Water is chosen as the working fluid for the simulations as the pump affinity laws ap-
ply only for water or pure liquids with kinematic viscosity less than 10 cS [25].
The five-stage centrifugal pump has a flow coefficient of @ = 0.01 and head coefficient
1y = 0.67. The impellers at stages 2-5 have a diameter 20% larger than the first stage im-
peller. The fifth stage diffuser is 16% larger in diameter than the diffusers in stages 2—4.
The twin-volute is staggered at 180° to each other to balance out the radial forces. The im-
pellers contain seven blades while the diffuser and return vane consist of eight vanes.

The flow coefficient, the head coefficient and efficiency are calculated using the fol-
lowing equations:

H
y=45 @
p=2 ©
y= P98 @

where D, g, 17, and p corresponds to the diameter of the impeller, acceleration due to gravity,
the efficiency and the density of the fluid, respectively.

A stationary inducer-type guide vane is installed between the first and the second
stage with a length of 0.27D. The ITGV consists of three blades shrouded to the casing
without clearance. The preliminary design is inspired by a helico-axial impeller designed
and optimized in our laboratory [26-28]. The design thus obtained is modified to suit the
pump dimensions. The ITGV inlet is designed symmetrically with the fluid which exits
the volute being with perfect hydraulic symmetry at all flow conditions. The exit blade
angle is matched with the second stage impeller inlet blade angle. The shroud diameter
of the ITGV is chosen to be the same as the second stage impeller diameter while the hub
diameter is equal to the diameter of the pump shaft. The thickness is maintained equally
throughout the blade length. Figure 2 shows the 3D ITGV CAD model and the overall
pump design with ITGV.

(@) (b)

Figure 2. (a) The ITGV CAD model and, (b) the entire pump with ITGV.
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3. Numerical Model

Three-dimensional mass and momentum equations are solved in a commercial CFD
solver to study the flow behavior inside the pump. The fluid transportation equations are
based on the steady incompressible Reynolds-averaged Navier—Stokes (RANS) equations
solved using an iterative approach in ANSYS CFX 19.1®software (ANSYS, Inc., Pennsylva-
nia, PA, USA). These equations are very well documented in numerous literature [29-31].
The turbulence model, k—-w based shear stress transport (SST) is used to predict the turbu-
lence occurring inside the pump. The SST model uses an integrated feature to shift from a
high Reynold’s number form of the k-¢ model away from the boundary layer and the k-w
model near the wall region [32]. A blending function is used to ensure a smooth transition
between the models. Similar studies by the authors using the SST model are well proved
to predict the turbulent behavior in a three-stage centrifugal pump [33,34].

The 3D design of the impeller blades, ITGV blades, diffuser and return channel
vanes are generated using ANSYS Bladegen®tools (ANSYS, Inc. Pennsylvania, PA, USA)
while the inlet passage, the twin-volute and the outlet volute are designed using CAD
software. The fluid domains are extracted using ANSYS SpaceClaim®module (ANSYS,
Inc. Pennsylvania, PA, USA)while ANSYS meshing tool is used for the grid generation.
The impeller domain grids are created using ANSYS TurboGrid®software (ANSYS, Inc.
Pennsylvania, PA, USA)which provides an exceptional level of mesh quality with preferred
boundary layer resolution. The CFD model including the boundary conditions for the
numerical analysis was prepared using CFX-Pre. The governing equations were solved
in CFX-Solver and the post-processing was done in CFX-Post. Figure 3a shows the CFD
domain used for the pump without the ITGV component. Due to the periodic nature of
the geometry; the impellers, diffuser, and return channel domains are chosen as a single
passage to save computational resources without compromising on the accuracy of the
results. The impeller domains are rotating along the rotational axis while all other domains
remain stationary. The outlet pipe is extended to avoid any unlikely backflow occurring at
the outlet. The working fluid is water. Atmospheric pressure condition and mass flow rate
is defined at the inlet and outlet, respectively. Since the pitch ratio is high at the interface
between the stationary domains and rotating domains, the mixing-plane (stage) interface
model is applied for the steady-state simulations. General Grid Interface (GGI) mesh
connection is provided at all the interfaces to connect the non-conformal elements between
the domains. The GGI determines the connectivity between the grids on either side of
the interface using an intersection algorithm [35]. The convergence criterion for the RMS
residual target was set at 1 x 10°. Due to the complexity of the multistage pump geometry,
the convergence was ensured by monitoring important variables such as the flow rate at
the pump outlet, the torque at the impeller blades and the head generated by the pressure
gradient at all timesteps. A reasonable convergence was obtained for all the simulations.
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Figure 3. (a) Computational domain of entire pump. (b) Generated grids.

Owerview of Grid Generation

The simulation-based study requires a grid independency test to ensure that the results
obtained do not vary with grid size. Due to the complexity of the multistage centrifugal
pump, the grid study was carried out separately for stages 1 and 2. The optimum grids
thus obtained would satisfy the entire pump model since the other stages are a replication
of the second stage. The grid number for the outlet volute in the fifth stage is generated
analogously to the first stage inlet passage. Since the simulations for the grid independency
tests are carried out in two stages, the boundary domains of the individual stages are
extended to avoid possible backflow in the simulations. The generated grids are shown
in Figure 3b. To resolve the boundary layers, multiple layers of hexahedral meshes are
stationed along the blade suction and pressure side surfaces for the impeller, diffuser,
and return vanes. The y+ values at these boundaries are kept below 30 while they are
maintained below 100 at other locations.

The grid convergence index (GCI), derived based on the Richardson extrapolation
method, is the most reliable method for a grid convergence study [36]. An approximate
relative error (¢;) and fine grid convergence index (GCljy,) is calculated for a key variable
obtained from three different sets of grids with significant resolutions. The efficiency of the
centrifugal pump is taken as the key variables in this study. The grid convergence index

can be calculated from: 105
25¢
GClyine = —— 1” (5)

where r is the grid refinement factor.

The GClgy,e for stage 1 and stage 2 were obtained as 0.6% and 0.91%, respectively.
Since the efficiency obtained for the fine grid has GCI value of less than 1%, it can be
said that the generated grids are optimum and further grid refinement is not necessary.
The number of nodes for the optimum grid was 1.75 and 1.35 million for stages 1 and 2,
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respectively. The total number of nodes generated to create the entire pump domain was
6.25 million. Based on the optimum grid, the grid for the ITGV domain was generated with
almost the same number of nodes as the impeller blades. Therefore, further grid study
with the ITGV pump is unnecessary.

4. Pump Performance

The performance of the pump design obtained from the affinity laws are firstly calcu-
lated theoretically and then numerically using CFD tools. The overall pump performance
curve obtained by the theoretical calculation is compared with the CFD results in Figure 4.
The head coefficient, flow coefficient and efficiency are normalized by their corresponding
design point values. The predicted trend of the head and efficiency curves along the
change of flow has concurred with the theoretical prediction. The curves obtained from
the CFD simulations are in reasonable agreement with the theoretical calculations with an
error percentage of less than 8%. The calculation accuracy has a certain influence because
of the limitations of the steady-state simulation, the simplified geometrical model and
overlooking of losses in the CFD simulation. Since this is a preliminary design feasibility
study prior to experimental analysis without considering the unaccounted mechanical
losses, the obtained CFD results are acceptable for further analysis.
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Figure 4. Pump performance comparison of theoretical calculation and numerical simulations.

The overall performance of the pump with and without ITGV is compared in Figure 5.
The efficiency of the pump remains unaffected in the low flow rate condition while the
head increases slightly due to a minor increase in pressure gradient at the ITGV. At the
best efficiency point (BEP), the efficiency has increased by 3.94% while the head increased
by 5.78%. The overall performance of the pump has increased by a great margin with
the installation of ITGV. The improvement in the pump performance, however, comes at
a cost of increased power consumption. The power consumption increased by 1.78% at
the BEP and by 8.85% at the maximum flow rate condition with the installation of ITGV.
The increase in power consumption is not high at the BEP point at which the pump would
be operated normally, and it is high at the maximum flow rate, which is seldom operated.
Even with the rise in power consumption at the maximum flow rate condition, the increase
in efficiency and head is large enough to offset the difference.
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Figure 5. Performance comparison of the pump with and without ITGV.

The performance study of the individual stages is as important as the overall perfor-
mance in a multistage centrifugal pump. The stage-wise efficiency and head coefficient
curves of the two pumps are presented in Figure 6. The efficiency at the low flow rate
is almost the same at all stages for the pump with and without ITGV. As the flow rate
increases, the hydraulic efficiency improves for all stages except for stage 2. The efficiency
at stage 2 descends at high rates beyond BEP for the reference pump. Similarly, the head
coefficient drops near 0.1 at the maximum flow rate. The large drop in efficiency and head
of the reference pump indicates a very large loss at the second stage. The pump with ITGV
has improved the efficiency by 47.17% and head by 63.28% at the design point of stage 2.
A similar increase is also observed at the maximum flow rate condition of stage 2. The small
improvement in the parameters can be found in other stages as well. Installing the IGTV
has thus not only improved the performance of stage 2 by a great margin but also improved
the performance at all stages. This increase in efficiency and head at all stages reflects the
overall improvement in the pump performance as found in Figure 5.
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Figure 6. Stage performance comparison: (a) Efficiency; (b) head coefficient.
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A detailed analysis of the losses observed at stage 2 and the influence of the ITGV
in mitigating these losses must be studied in-depth to understand the flow physics at the
ITGV-Impeller interface. The pump is operated at the design point more often than others
and as a reason; the pump operating at the design point is chosen for the in-depth analysis.
The second stage consists of the impeller, diffuser and return vanes. The losses are mostly
observed at the inlet of the impeller and, thus, the loss analysis is focused on the flow
through the ITGV and second stage impeller only. Henceforth, the term ‘impeller” refers to
the second stage impeller unless stated otherwise.

The blade loading at the mid-span of the impeller along the streamwise direction of
the pump with and without ITGV is shown in Figure 7. The pressure is normalized by its
maximum value. A large drop in pressure at the leading edge is observed in the reference
pump indicating the location of the maximum loss. Such sharp pressure drops may cause
the formation of cavitation bubbles and can easily lead to pump failure. The installation of
the ITGV device at the upstream of the impeller has decreased the pressure drop by 66.13%
at the leading edge of the impeller. The overall blade loading has improved significantly
by a weighted average of 35.6% with the installation of the ITGV. The weighted average
is calculated to accurately represent the average of the percentage change in quantity.
The ITGV not only has an impact on the stage 2 impeller but also on the downstream
impellers. The blade loading of impellers at stages 3, 4, and 5 (not shown here) was also
improved by a weighted average of 17.96%, 10.32%, and 7.09%, respectively.

0.20 0.40 0.60 0.80 1.00
Streamwise
—With ITGV
— Without ITGV

Figure 7. Blade loading comparison of the second stage impeller at mid-span.

The significance of improvement in the blade loading is explained by its effect on
individual stages. The head and efficiency trend graph along the mid-span of the impellers
for stages 2-5 at the design point is plotted in Figure 8. The parameters are normalized
by the corresponding maximum values of the reference pump. Since the ITGV does
not affect the upstream flow, the trend line is not plotted for stage 1. A head drop is
observed at the second stage of the reference pump at about 20% of the streamwise direction.
This corresponds to the pressure drop observed in Figure 7 at 0.2 streamwise. The head
rises again towards the trailing edge of the impeller. The head increases at each stage and
finally achieves the maximum head at the end of the 5th stage. The ITGV has prevented
the drop in pressure gradient at the 2nd stage, which resulted in an increase of head at
this stage and an overall increase in the consecutive stages. The overall head trend graph
increased by a weighted average of 17.87% with ITGV compared to the reference pump.
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Figure 8. Head (a), and efficiency (b) trend graphs plotted at the mid-span of the impellers at the
design point.

The efficiency trend graph shows the rise in efficiency at each stage. At the beginning
of each stage, the dive in the efficiency curve is due to the abrupt change in the pressure
gradient as the fluid travels from one stage to another. While the efficiency dives at each
impeller’s leading-edge, it immediately climbs back up and rises sharply at the trailing
edge. However, the efficiency remains the lowest at the second stage of the reference pump
due to the losses mentioned earlier. The introduction of ITGV has aided in reducing the
losses and improving the efficiency at the second stage as well as an overall increase in the
consecutive stages. The weighted average increase in the overall efficiency trend graph is
14.48% compared to the pump without ITGV. The potential of the ITGV is remarkable in
improving the pump characteristics. However, how the ITGV design affects the fluid flow
behavior and the reason for losses and the effects of ITGV are studied qualitatively in the
next section.

5. Flow Field Analysis

The fluid flowing through the volute, ITGV and the second stage impeller is analyzed
in detail to determine the causes for the losses and the correction by the ITGV at the design
point. From the first stage impeller, the fluid entering the volute splits into the two arms
of the 180° staggered twin-volute, flows along the surfaces of the volute and joins back
towards the exit of the volute. The fluid is found to have a greater radial force than the
axial force at the volute exit and, as a result, produces a pre-swirl at the inlet of the second
stage impeller. This high-intensity swirl flow causes deviation between the fluid incidence
angle and blade angle at the impeller leading edge. The flow through the volute and
the impeller is shown in Figure 9a. The 3D velocity streamlines show a shift in the flow
direction due to the fluid moving from a stationary domain to a rotating domain. However,
the flow direction entering the impeller flows away from the blade incidence angle due
to the high swirl intensity. The absolute velocity increases at the impeller inlet due to the
large circumferential velocity at the volute exit. This causes flow separation at the leading
edge and gives rise to recirculation regions at the inlet and the pressure side of the impeller,
leading to the formation of vortices in the flow. The vortex core region formed at the
impeller is shown in Figure 9b. The vortices thus formed cause blockage to the incoming
flow thereby decreasing the pressure at this region. The pressure drop directly affects the
stage performance and result in losses at the second stage impeller.
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Figure 9. (a) Three-dimensional velocity streamlines of the fluid flowing through the volute and impeller, (b) Vortex core
region inside the second stage impeller (velocity swirling strength = 1500 s~ 1).

The installation of the ITGV does not prevent the formation of the high-intensity swirl
flow observed at the exit of the twin-volute; it rather continues the flow along the ITGV
blades without changing its direction. The magnitude of the velocity decreases as the fluid
flows through the stationary blades of the ITGV as shown in Figure 10a. The average
velocity of the fluid decreased from 33.86 m/s at the volute exit to 22.65 m/s at the ITGV
exit. The decrease in circumferential velocity at the exit of the ITGV allows the fluid to flow
towards the incidence angle of the blade leading edge. This is because the ITGV exit blade
angle is configured to match the impeller inlet blade angle. As a result, the flow separation
at the impeller leading edge is moderated and thereby decrease the intensity of the vortices
formed at the impeller. Figure 10b shows the decrease in vortex core in the second stage
impeller. The blockage in the flow is removed with the installation of ITGV and hence the
pressure losses are diminished.

The flow angles are explained in detail by plotting the velocity diagram at the leading
edge of the impeller in Figure 11. The vectors U and Cy represent the blade velocity and
the tangential velocity, respectively. In Figure 11a, the relative flow angle is g = 128.5°
while the absolute flow angle is @ = 11.86° at the inlet of the impeller for pump without
ITGV. The large relative flow angle force the fluid to flow virtually perpendicular to the
blade. The relative flow angle decreases sharply to p = 56.4° and the absolute flow angle
rises to & = 17.6° for the pump with ITGV as shown in Figure 11b. The magnitude of the
relative velocity (W) remains essentially the same while the direction changes towards the
blade angle similar to the observation in Figure 10a. The magnitude of the absolute velocity
(C) decreases by 22.46%. The velocity triangles of the rest of the stages are approximately
the same for both pumps.
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Figure 10. (a) Three-dimensional velocity streamlines of the fluid flowing through the volute, ITGV, and impeller. (b) Vortex

core region inside the second stage impeller (velocity swirling strength = 1500 s~ 1).
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Figure 11. Velocity triangles at the leading edge of the impeller (a) pump without ITGV,
and (b) pump with ITGV.

The relative flow angle correction achieved by the ITGV has a significant impact on
the fluid inside the impeller. The velocity streamlines at the mid-span of the impeller is
compared in Figure 12a,b. There is an adverse pressure gradient between the blades leading
to the formation of the vortex and a non-uniform flow is observed at the reference pump.
The flow through the impellers appears to be smooth and uniform with the disappearance
of vortices in the pump with ITGV. The total pressure in stationary frame contour is shown
in Figure 12¢,d. The low-pressure region at the pressure-side of the blades is eliminated
to obtain a smooth transition of fluid pressure from the inlet to the outlet of the ITGV
pump impeller. The increasing pressure increases the head developed at this stage as
observed earlier.
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Figure 12. Velocity streamlines at the mid-plane of the impeller for (a) a pump without ITGV, (b) a pump with ITGV, and the

total pressure contour in a stationary frame at the mid-plane of the impeller for (c) a pump without ITGV and (d) a pump

with ITGV.

6. Performance Analysis at Off-Design Conditions

The centrifugal pump is generally operated at its design point (Qq) at which the
efficiency curve reaches its maximum. However, the pump may be operated at off-design
points at times by force of circumstances to deliver fluid either below or above the capacity
at BEP. An adverse pressure gradient, flow separation, and flow recirculation at the inlet
and exit always occurs under off-design points. The flow phenomenon is more complex
than the design point, especially at the high flow rate conditions. Therefore, it is necessary
to study the pump performance at these conditions too. Two off-design conditions are
tested at 25% below and excess flow capacity of the design point. The head trend line is
compared for low flow rate and high flow rate for both the pumps in Figure 13a,b. There is
a minor increase in the head trend line of the pump with ITGV at 0.75Q4 and a significant
increase at the 1.25Q4 flow condition. The head increases by a weighted average of 3.58%
at the low flow rate and gains a weighted average of 20.48% at the high flow rate condition
for the ITGV pump. A similar increase of weighted average head by 17.87% was observed
previously at the design point, too. The losses inside the pump escalate as the flow rate
rises but the ITGV is capable of executing head loss correction at all flow rates.
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Figure 13. Head and efficiency trend graphs (a—d) and second stage blade loading chart (e,f) comparison at the mid-span of

the impellers at off-design conditions for the pump with and without ITGV.

The efficiency trend graph measured at the mid-span of the impellers at both flow
rates is compared for the two pumps in Figure 13c,d. A notable improvement in efficiency
is found at the second stage of 0.75Qy for the ITGV pump while there is only a slight
improvement at other stages. Meanwhile, there is no significant improvement in efficiency
at the leading edge of the second stage impeller at 1.25Q4 for the pump with ITGV, but it
rises near the trailing edge. The rise in efficiency continues for stages 3-5. The ITGV
installation improved the overall efficiency of the stages by a weighted average of 13.7%
and 18.45% at 0.75Q4 and 1.25 Qq, respectively. This also proves that correcting the losses
at the second stage improves the performance at other downstream stages too. This can be
analyzed by plotting the blade loading curve at the mid-span of the second stage impeller
along the streamwise direction as shown in Figure 13e,f. The blade loading distribution was
improved by a weighted average of 24.9% and 37.6% at 0.75Q4 and 1.25Q)4, respectively,
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for the pump with ITGV. Even though the pressure-drop at the leading edge of the impeller
decreased by 41% at the high flow rate of the ITGV pump, the pressure is still low enough
to cause cavitation damage in the long run. A detailed cavitation analysis may be necessary
to find the cavitation zones in the off-design points.

The vortex core region formed near the second stage impeller has practically disap-
peared with the installation of ITGV at the 0.75Q4 flow condition as shown in Figure 14a,b.
Several large and small vortices are observed at the high flow rate condition near the
impeller inlet (Figure 14c). The large vortices are formed due to huge flow separation at
the leading edge which increases with the flow rate. The ITGV pump has diminished the
large vortices formed at the blade suction side and decreased the intensity of the vortices
formed at the pressure side of the impeller (Figure 14d). Further suppression of the vortices
may be achieved after a design optimization strategy applied to optimize the ITGV and
impeller shapes with an objective function to minimize leakage vortices and improve the
pump performance at this particular flow condition.

(b) (c) (d)

Figure 14. Vortex core region inside the second stage impeller (velocity swirling strength = 1500 s~!) calculated at (a) 0.75Qq
without ITGV (b) 0.75Q4 with ITGV (c) 1.25Q4 without ITGV, and (d) 1.25Q4 with ITGV

The installation of ITGV has aided in improving the pump efficiency and head at
various flow rates. The losses associated with the twin-volute and the second stage blades
have been successfully diminished by placing the ITGV between them. However, the ITGV
installation comes with certain restrictions. Firstly, the ITGV installation expanded the
pump size by 0.27D. This may come as a drawback at locations with size restrictions for a
multistage centrifugal pump. Secondly, manufacturing the ITGV unit requires precision
machining tools and skilled operators which may induce additional cost to the pump
manufacturer. This is determined in the economic analysis and feasibility study of the
pump in the manufacturing stage.

7. Conclusions

Installation of an inducer-type guide vane at the inter-stage flow passage of a mul-
tistage centrifugal pump is studied for its loss mitigating capability and performance
enhancement. The CFD model consisted of an inlet passage that contains a double-suction
impeller and a twin volute in the first stage. Series of impeller, diffuser, and return vanes
were installed for the rest of the stages with an outlet volute at the end of the fifth stage.
The grids generated are tested for grid independency and they satisfy the GCI criteria.
The pump performance was analyzed analytically and compared with the CFD results for
initial validation. The design was tested for loss analysis at individual stages. Very large
losses were observed at the inlet of the second stage impeller due to the large circum-
ferential velocity of the fluid exiting the twin volute. A stationary ITGV was installed
between the twin volute and the second stage impeller to regulate the pre-swirl and correct
the incoming flow angle at the blade inlet. The beta angle at the ITGV trailing edge was
designed to match the beta angle at the leading edge of the impeller such that the relative
flow angle is tangential to the blade incidence angle. The effects of the ITGV compared to
the initial pump model are:

35



Processes 2021, 9, 526

References

1.  The overall efficiency of the ITGV pump was improved by 3.94% while the head
rose by 5.78% at the design point. The pump power consumption was 1.78% higher
than the reference pump but the overall increase in performance has offset the rise
in power.

2. The stage efficiency at the second stage increased by a huge margin of 47.17% while
the stage head developed by 63.28% at the design point. Similar growth was observed
at other flow rates as well.

3. The pressure loss at the second stage impeller was identified by plotting the blade
loading diagram along the mid-span of the impeller. The pressure drop declined
sharply at the leading edge by 66.13% with an overall weighted average increase of
pressure by 35.6%. The effect on the second stage also reflected in the subsequent
stages, too.

4.  Plotting the efficiency and head trend graph along the mid-span of the impellers
provided a clear picture of the ITGV effect on individual stages. The overall weighted
average increase of the head trend graph was 17.87% while that of the efficiency trend
graph was 14.48%.

5. A detailed flow field analysis at the volute-impeller interface aided in understanding
the change in flow phenomenon with the ITGV installation. The circumferential
velocity reduced by 21.65% while the absolute flow velocity decreased by 22.46%.
Thus, the blade velocity triangle was corrected to meet the expectation.

6. The pump performance improvement at the off-design points also proved to be
effective with the ITGV pump. The head and efficiency improved by 3.58% and 13.7%
at the low flow rate while it was improved by 17.87% and 18.45% at the high flow rate
condition. The head development resulted in an overall increase of the impeller blade
loading by 24.9% and 27.6% at the 0.75Q4 and 1.25 Qgq, respectively.

The ITGV was successful not only in decreasing the circumferential velocity of the
fluid but also improved the overall performance of the pump by diminishing the losses
occurring at the second stage. The ITGV pump would be tested experimentally to validate
the CFD results and is ongoing research. The effect of ITGV on pump cavitation and the
optimization of the ITGV blade design is the future work of this study. The optimized
design would be tested again in the laboratory before commercialization.
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Abstract: Vortex Generators (VGs) are applied before the expected region of separation of the
boundary layer in order to delay or remove the flow separation. Although their height is usually
similar to that of the boundary layer, in some applications, lower VGs are used, Sub-Boundary
Layer Vortex Generators (SBVGs), since this reduces the drag coefficient. Numerical simulations
of sub-boundary layer vane-type vortex generators on a flat plate in a negligible pressure gradient
flow were conducted using the fully resolved mesh model and the cell-set model, with the aim on
assessing the accuracy of the cell-set model with Reynolds-Averaged Navier-Stokes (RANS) and
Large Eddy Simulation (LES) turbulence modelling techniques. The implementation of the cell-set
model has supposed savings of the 40% in terms of computational time. The vortexes generated
on the wake behind the VG; vortical structure of the primary vortex; and its path, size, strength,
and produced wall shear stress have been studied. The results show good agreements between
meshing models in the higher VGs, but slight discrepancies on the lower ones. These disparities are
more pronounced with LES. Further study of the cell-set model is proposed, since its implementation
entails great computational time and resources savings.

Keywords: vortex generator (VG); computational fluid dynamics (CFD); cell-set model; RANS; LES

1. Introduction

Vortex Generators (VGs) are passive flow control devices, whose objective is to delay
or remove the flow separation, transferring the energy generated from the outer region
to the boundary layer region. They are small vanes placed before the expected region of
separation of the boundary layer. They are usually mounted in pairs, with an incident
angle with the oncoming flow. Regarding their shape, VGs can be of various geometries,
but they are mainly triangular or rectangular. Their height is typically similar to the
boundary layer thickness where the VG is applied, in order to ensure a good interaction
between the boundary layer and the vortex generated in the VG. However, since tall
VGs lead to high drag forces, VGs with smaller heights than the local boundary thick-
ness, i.e., Sub-Boundary-Layer Vortex Generators (SBVGs), are used in many applications,
see Ashill et al. [1,2]. Aramendia et al. [3,4] comprehensively reviewed the available flow
control devices, including VGs, and Lin [5] conducted an in-depth review of the control of
flow separation in the boundary layer using SBVGs.

Since their introduction by Taylor [6] in the late 1940s, VGs have been used in a wide
range of industries for numerous applications. Among these industries, aerodynamics
and thermodynamics are the most remarkable. Jye [7] and Miller [8] implemented VGs
on 1 MW and 2.5 MW wind turbines, respectively. Heyes and Smith [9] added VGs of
numerous shapes on the wing tip of an aircraft, and Tai [10] studied the effect of Micro-
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Vortex Generators (MVGs) on V-22 aircraft. All of them showed a significant aerodynamic
performance improvement when implementing VGs.

Another sector in which VGs are widely used is thermodynamics. Currently, ma-
jor efforts are being made in the thermodynamics field to increase heat and mass transfer,
see Agnew et al. [11]. For this reason, numerous authors have implemented in different
thermodynamic systems. For example, Joardar and Jacobi [12] studied the heat transfer
and pressure drop of a heat exchanger before and after the addition of VGs, showing an
increase of the heat transfer coefficient between 16.5% and 44% with a single VG pair and
between 30% and 68.8% with 3 VG pairs.

Although many studies use experimental techniques, the use of Computational Fluid
Dynamics (CFD) tools for performing numerical studies is becoming a very popular choice
for studying VGs. CFD studies of VGs are currently focused on two main goals. The first
goal is to optimize the position and distribution of VGs, see the studies of Subbiah et al. [13]
and Yu et al. [14]. The second goal is to analyze the swirling vortexes generated on the
wake behind the VG, see the studies of Carapau and Janela [15] and Sheng et al. [16] about
this phenomenon.

Many authors have studied SBVGs using CFD. Ibarra-Udaeta et al. [17] and Martinez-
Filgueira et al. [18] analyzed the vortices generated by rectangular vane-type SBVGs on
a flat plate under negligible pressure gradient flow conditions. They analyzed VGs with
heights equal to 0.2, 0.4, 0.6, 0.8, 1, and 1.2 § and incident angles equal to 10°, 15°, 18°,
and 20°. Fernandez-Gamiz et al. [19] studied three different SBVGs with heights of 0.21,
0.25, and 0.31 § and an incident angle equal to 18°. Gutierrez-Amo et al. [20] analyzed
a rectangular, a triangular, and a symmetrical NACA0012 SBVG. Fully resolved mesh
modelling technique was used in all the mentioned studies, and all of them showed good
agreements with experimental data.

The main disadvantage of the fully resolved mesh model is the fine mesh that requires
to accurately capture the physical phenomena, especially in the near-VG region and in
the wake behind the VG. For that reason, numerous authors [21-23] have implemented
alternative models. The majority of these models are based on the BAY model developed by
Bender et al. [24], which models the force produced by a VG. Errasti et al. [25] implemented
the jBAY source-term model developed by Jirasek [26] in vane-type SBVGs under adverse
pressure flow conditions and showed accurate results in terms of vortex path, vortex decay,
and vortex size.

The cell-set model is another alternative model, which consists of leveraging the
previously generated mesh to build the desired geometry. Besides the advantages that the
cell-set model provides over the fully resolved mesh model, there are not many studies in
which this model has been applied. Ballesteros-Coll et al. [21,27] used the cell-set model to
generate Gurney flaps and microtabs on DU91W250 airfoils, and Ibarra-Udaeta et al. [28]
modelled conventional vane-type VGs with this model.

The goal of the present paper is to evaluate the accuracy of the cell-set model applied
on SBVGs with heights of 0.2, 0.4, 0.6, 0.8, and 1 6. For that purpose, CFD simulations of
SBVGs on a flat plate in a negligible streamwise pressure gradient flow conditions are con-
ducted using the fully resolved mesh model and the cell-set model, and the results obtained
with the fully resolved mesh model are taken as benchmark. With the purpose of testing
the cell-set model with RANS and LES, both models are used to conduct the simulations.

The remainder of the manuscript is structured as follows: Section 2 provides a general
description of the used numerical domain and meshing models. Section 3 explains the
results obtained in the present work. Finally, Section 4 summarizes the main conclusions
reached from the results and future directions.

2. Numerical Setup

CFD simulations of sub-boundary layer vane-type VGs on a flat plate in a negligible
streamwise pressure gradient flow were conducted with the intention of investigating the
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accuracy cell-set model. Star CCM+v14.02.012 [29] CFD commercial code was used to
conduct all the simulations.

2.1. Computational Domain and Physic Models

The computational domain consists of a block with a rectangular VG situated on
its lower surface. The flow goes from the upstream part of the block to its downstream
part; hence, they are set as inlet and outlet, respectively. The bottom surface of the block
and the faces of the VG are set as no-slip walls, and symmetry plane conditions are
assigned to the rest of the surfaces, ensuring that the flow is not affected by their presence.
The computational domain has been designed to ensure that the boundary layer thickness
() at the location of the VG is equal to 0.25 m.

Regarding the fluid, an incompressible turbulent flow is considered, in a steady-state
with RANS and in an unsteady-state with LES. According to expression (1), the Reynolds
number (Re) of this flow is around 27,000.

U0

Re = p_— 1)

where v refers to the kinematic viscosity and U to the free stream velocity of the flow,
which is set at 20 m/s for this study.

As the objective of this paper is to analyze the cell-set model on SBVGs, 10 different
SBVGs are considered. Five different VG heights (H), 0.2, 0.4, 0.6, 0.8, and 1 6, and two
different incident () angles, 18° and 25°, are considered. The length (L) of the VG is equal
to 2 b for every case. More information about the VGs and the computational domain is
shown in Table 1 and Figure 1.

Table 1. Vortex Generator (VG) dimensions.

VG Height (H) Vane Height to Boundary Layer Thickness (H/5) VG Length (L) Aspect Ratio
0.05m 0.2 0.50 m 10
0.10m 0.4 0.50 m 5
0.15m 0.6 0.50 m 3.33
0.20m 0.8 0.50 m 2.5
0.25m 1 0.50 m 2

For the simulations in which « is equal to 18°, Menter’s k-w SST (Shear Stress Trans-
port) [30]. RANS-based turbulence model is selected. This model has been selected since,
as demonstrated by Allan et al. [31], SST models provide more accurate vortex trajec-
tory and streamwise peak vorticity predictions than other RANS models. In contrast,
Urkiola et al. [32] showed that when working with high incident angles, RANS-based
models are not able to capture flow characteristics as accurately as when working with
low incident angles. Hence, for the simulations in which the incident angle is equal to 25°,
LES Smagorinsky SGS (sub-grid-scale) [33] model is selected. Furthermore, this selection
of turbulence models allows the cell-set model to be analyzed using both RANS and LES.

For data extraction, 12 spanwise planes normal to the streamwise direction located on
the wake behind the VG are considered. These planes are located from 3 to 25 § from the
LE (Leading Edge), separated 2  between each other.

2.2. Fully Resolved Mesh Model

Five different structured meshes of around 11.5 million hexahedral cells were gener-
ated, one for each VG height. In all the cases, the normalized height of the closest cell to
the wall (Az/5) was set at 1.5x107%. For the generation of these meshes, the procedure
described by Urkiola et al. [32] was followed. In order to obtain more accurate results in the
near-VG region, these meshes are refined in this zone. The meshes were rotated to obtain
the desired incident angles (o« = 18° and « = 25°). Figure 2 shows the mesh refinement
around the VG for the case H=1 3.
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Figure 1. (a) Numerical domain (not to scale). (b) Vortex Generator (VG) parameters.
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Figure 2. Refined mesh around the VG for H =1 5. (a) Top view and (b) side view.
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The skewness angle, volume change, and face validity cell quality parameters have
been selected to assess the quality of the tested meshes. The skewness angle is the angle
between a face normal vector of a cell and the vector connecting the centroids of this cell
and the neighbor cells. The volume change is the ratio of the volume of a cell to that of
its largest neighbor. The face validity is a measure of the correctness of the face normal
relative to its attached cell centroid.

According to [29], the skewness angle should be as low as possible, and cells with a
skewness angle greater that 85° could result in solver convergence issues, so they are con-
sidered low-quality cells. These problems appear since the diffusion term for transported
scalar variables contains in its denominator the dot product between the face normal vector
and the vector connecting the centroids, and therefore, skewness angles close to 90° imply
very high values of this term. The volume change ratio should be close to 1, since large
jump in volume from one cell to its neighbor can cause inaccuracies and instability in
the solvers. Therefore, cells with volume changes below 0.01 are considered inadequate.
The face validity must be equal to 1, since different values mean that the face normals do
not point away from the cell centroid correctly, and values below 0.5 signify a negative
volume cell. As Table 2 shows, all the meshes fulfill these criteria.

Table 2. Cell quality parameters of the used meshes with the fully resolved mesh model.

VG Height Maximum Skewness Angle Minimum Volume Change Minimum Face Validity
029 81.1° 0.029 1
045 75.1° 0.029 1
0.6 66.7° 0.029 1
089 64.8° 0.03 1
16 65.3° 0.03 1

To verify sufficient mesh resolution, two different procedures were followed, one for
each turbulence model. Both mesh resolution studies were applied for the case H=1 6.
For RANS, the General Richardson Extrapolation method [34] was performed, applied to
lift and drag forces of the VG. This method consists of estimating the value of the analyzed
parameter when the cell quantity tends to infinite from a minimum of three meshes. For this
study, a coarse mesh (0.2 million cells), a medium mesh (1.4 million cells), and a fine mesh
(the previously explained mesh, 11.5 million cells) were considered. As summarized in
Table 3, the convergence condition, which should be between 0 and 1 to ensure a mono-
tonic convergence, is fulfilled, and the estimated values (RE) of the evaluated parameters
are close to the ones obtained with the fine mesh. Therefore, the mesh is suitable for
RANS simulations.

Table 3. Mesh verification for Reynolds-Averaged Navier-Stokes (RANS).

Mesh Resolution Richardson Extrapolation
Variable
Coarse (N) Medium (N) Fine (N) RE (N) P R
Drag force 98.0699 89.8929 87.199 85.875 1.6018 0.329
Lift force 261.605 247.715 241.39 236.1 1.135 0.455

In LES, Taylor length-scale (A) was examined to verify sufficient mesh resolution.
According to Kuczaj et al. [35], the mesh resolution (A = {/V,,j;) should at least be in order
of A to completely solve the Taylor length-scale. As explained in [35], Taylor length-scale
calculation procedure consists of obtaining the autocorrelation function from the Taylor
expansion coefficient, then, calculating the Taylor time-scale, and finally, estimating A from
the Taylor hypothesis [36]. This method has been applied on the wake behind the VG,
aty/6 =1, since this area is expected to be the area where the effects of the turbulence are
most noticeable, and therefore, the area where the best resolution is required. As Figure 3
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shows that the criteria proposed by Kuczaj et al. [35] is fulfilled along the whole wake
behind the VG, which means that the mesh is suitable for LES simulations.

Taylor length scale and mesh resolution with Fully-Resolved Mesh

107+ 1
£
e
8 5
@ 107 e
60 fri =
= |
) |
= It
10 J‘ —Mesh resolution
1077 = Taylor length scale
0 5 10 15 20 25

x/H from the VG TE

Figure 3. Mesh resolution and Taylor length scale on the wake behind the VG at y/6 =1 for the case
H =1 b with the fully resolved mesh model.

2.3. Cell-Set Model

In the present work, the accuracy of the cell-set model applied on sub-boundary layer
VGs is evaluated. This model consists of generating the desired geometry in a mesh that
initially does not contain such geometry. To apply the cell-set model, the place where
the geometry should be located in the mesh is indicated, as displayed in Figure 4a. Later,
the cells that correspond to this geometry are selected by means of their cell ID. Finally,
with the selected cells a new cell-set region is created, as shown in Figure 4b, and wall
conditions are assigned to this new region.

(@) (b)

Figure 4. Sketch of the selected cells when using the cell-set model. (a) Geometry of the VG and

(b) cell-set representation.

With the cell-set model, meshes of around 7.2 million cells have been generated.
Thus, the meshes are coarser with this model than with the fully resolved mesh model.
In addition, the mesh design and generation processes are faster with the cell-set model.
As in the fully resolved mesh, Az/$§ is equal to 1.5x10°. Figure 5 shows the top and side
views of the VG generated with the cell-set model for H=1 6 and o« = 18°.
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Figure 5. Cell-set construction of the VG with the cell-set model for « = 18° and H=1 5. (a) Top view
and (b) side view.

As with the fully resolved mesh model, the quality of the meshes generated with the
cell-set model has been evaluated with skewness angle, volume change and face validity
parameters. As shown in Table 4, and according to the previously explained criteria, the cell
quality of the meshes generated with the cell-set model is adequate.

Table 4. Cell quality parameters of the used meshes with the cell-set model.

VG Height Maximum Skewness Angle Minimum Volume Change Minimum Face Validity
0296 83.8° 0.365 1
045 83.8° 0.365 1
0.60 87.2° 0.359 1
0.80% 81.5° 0.355 1
16 80.6° 0.352 1

To verify sufficient mesh resolution, as with the fully resolved mesh model, two differ-
ent procedures have been followed, one for each turbulence model. In both cases, the mesh
verification has been performed with the H = 1 6 case. For RANS, the General Richard-
son Extrapolation method has been applied. However, in this case, the three meshes are
made of 7.2 million cells (fine mesh), 3.6 million cells (medium mesh), and 1.8 million
cells (coarse mesh). As Table 5 shows, the results fulfill the convergence condition. Thus,
the mesh generated using the cell-set model is adequate for RANS simulations.

For LES simulations, Taylor length-scale (A) is examined to verify sufficient mesh reso-
lution. As shown in Figure 6, the mesh satisfies the criteria proposed by Kuczaj et al. [35]
on the whole wake behind the VG, and therefore, it is suitable for LES simulations.
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Table 5. Mesh verification for RANS.

Mesh Resolution Richardson Extrapolation
Variable
Coarse (N) Medium (N) Fine (N) RE (N) P R
Drag force 101.632 98.1029 96.3945 94.5856 1.0466 0.484
Lift force 259.1973 252912 248.5026 237.7241 0.0495 0.7015
Taylor length scale and mesh resolution with Cell-Set
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Figure 6. Mesh resolution and Taylor length scale on the wake behind the VG at y/6 = 1 for the case
H =1 5 with the cell-set model.

3. Results and Discussion

In this study, the vortices generated in the wake behind the VGs have been analyzed.
Moreover, an exhaustive analysis of the primary vortex has been performed, studying its
path, size, and strength and the wall shear stress behind it.

For the interpretation of RANS results, the last obtained values have been considered,
whereas for the results of LES simulations, the average values of 2 s of simulation have
been considered, after the flow is completely developed.

Parallel computing with 56 Intel Xeon 5420 cores and 45 GB of RAM were used to
carry out all the simulations. Simulations performed with fully resolved mesh modelling
were run for about 47 h using the RANS turbulence model and for around 184 h using the
LES model. In contrast, simulations in which cell-set modelling was applied were run for
approximately 28 h for RANS and 111 h for LES.

3.1. Vortex Structure Regimes in the Wake

As measured by Velte [37], two basic vortex mechanism appear in the wake behind
the VG. The main vortex system is composed of a primary vortex (P), which is formed on
the wing tip, and a horseshoe vortex, which is generated from the rollup vortex around the
LE of the VG. This horseshoe vortex is divided in two sides, the pressure side (Hp) and the
suction side (Hs). As the primary vortex is stronger than these sides, the primary vortex
pulls the suction side. As the primary vortex and the pressure side have the same sign,
the pressure side remains undisturbed.

The secondary vortex structure is created by the local separation of the boundary layer
in the lateral direction between the primary vortex and the wall. Due to the dragging of
the suction side by the primary vortex, the primary vortex becomes stronger, the boundary
layer region grows, and finally detaches, forming a discrete vortex (D). Figure 7 shows a
representation of the primary and secondary vortexes.
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Figure 7. Vortex mechanisms in the wake behind a VG.

Nevertheless, Velte [37] showed that these structures can vary, depending on the
incident angle and the height of the VG. Figure 8 displays a comparison of the vortical
structures predicted by the numerical simulations with both studied models at a distance
of 5 & from the VG Trailing Edge (TE), and the vortical structures measured by Velte [37].

Regarding the main vortex structure, the results show that both RANS and LES are
able to accurately predict the primary vortex with the fully resolved mesh model and the
cell-set model. In LES simulations, the horseshoe vortex, which is expected to appear in
VGs with heights above 0.4 9, is predicted for all the heights, including 0.2 §. In contrast,
RANS is not able to capture the pressure side of this horseshoe vortex for heights below
0.85.

The largest discrepancies between the simulations and the experimental results appear
in the secondary vortex structure. This vortex structure is expected to appear in VGs whose
heights are below 0.4 6. In LES, this vortex is only visible for H = 0.2 6 with the fully
resolved mesh model. This vortex is not predicted in RANS for neither height.

Despite showing different values, the fully resolved mesh model and the cell-set
model predict very similar vortexes in terms of vortex shape and direction.

3.2. Vortical Structure of the Primary Vortex

The Q-criterion [38] method has been used to compare qualitatively the primary vortex
generated by each VG in terms of shape and size. This method visualizes structures of the

flow, and its value is defined by Q = % (||Q 12=1s ||2> , where Q) is the spin tensor and S

the strain-rate tensor. As the value of Q is set at Q = 2500 s~ 2, the vortical structures are
displayed. Figure 9 shows the representation of the primary vortex at 5 6 from the VG TE
by means of the Q-criterion.

The results show that for « = 18°, the taller the VG, the larger the vortex. However,
for o = 25°, although this also occurs, the differences between heights are smaller, with the
size of the vortices being more similar than when o = 18°.
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Figure 8. Vortical structures predicted on the wake behind the VG. (a) Reynolds-Averaged Navier-
Stokes (RANS) (x = 18°) and (b) Large Eddy Simulation (LES) (& = 25°).
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Figure 9. Primary vortex represented by the Q-criterion with a value of Q = 2500 s 2. The black
squares are the projections of the VG Trailing Edges: (a) RANS Fully Resolved Mesh model (x = 18°),
(b) RANS cell-set model (x = 18°), (c) LES fully resolved mesh model («x = 25°), and (d) LES cell-set
model (x = 25°).

With RANS, even if they have the same circular shape, the vortexes predicted by
the cell-set model are larger than the ones predicted by the fully resolved mesh model.
With LES, generally, the vortexes predicted by the cell-set model are smaller than those
predicted by the fully resolved mesh model. In this case, slight disparities between models
are visible in terms of vortex shape, which are attributed to the unsteadiness of the flow.

3.3. Vortex Path

In order to analyze the vortex path of the primary vortex, the location of the center of
this vortex is studied. According to Yao et al. [39], the vortex center is the point in where
the peak vorticity appears. Figure 10 shows the vertical and lateral path of the primary
vortex normalized with the height of each VG. The lateral path obtained in the present
study for « = 18° is compared to the one obtained experimentally by Bray [40].

The lateral path shows that in all the cases, the vortex tends to follow the flow di-
rection, showing a linear trend. With both turbulence models, the lower the height of
the VG, the greater the horizontal displacement. Good agreements are obtained with
the experimental data reported by Bray [40]. Near the VG, the lateral displacements are
nearly equal, except with H = 0.2 § and « = 18°, but as the flow distances from the VG,
the differences between cases increase, most notably with o = 25°.

Corresponding the vertical path, the results show that the vortexes tend to collapse
near y/H =1, except for the case H = 0.2 §, in which the vortex continues its upward climb
as it distances from the VG, this is more noticeable with o = 18° than with « = 25°.
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Figure 10. Non-dimensional path of the primary vortex obtained with the fully resolved mesh model
(FM), the cell-set model (CS), and experimentally (EXP). (a) Non-dimensional lateral path with
RANS, (b) non-dimensional lateral path with LES, (c) non-dimensional vertical path with RANS,
and (d) non-dimensional vertical path with LES.
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The comparison between the fully resolved mesh model and the cell-set model shows
that in both cases, the same trend is followed with both models. With RANS, larger lateral
displacements are obtained with the cell-set model, while with LES, the larger lateral
displacements are obtained with the fully resolved mesh model. The cell-set model predicts
larger vertical displacements with RANS and LES. For the highest VGs, the results are very
similar with both models, but as the VG height decreases, the differences between models
increase, especially with LES.

3.4. Vortex Size

The vortex size is analyzed by the Half-Life Radius (Rg5) parameter developed by
Bray [40]. This parameter determines the distance between the vortex center and the point
where the local vorticity is equal to w’”zmk. As shown in Figure 9, the vortex shape is not
always circular, therefore, Rg5 has been estimated by averaging the values in vertical and
lateral directions. Figure 11 shows the Rgs values normalized with 4 on the wake behind

the VG for the tested cases.
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Figure 11. Ry5 normalized with 5. (a) RANS and (b) LES.

The results show that the greatest vortexes appear in the taller VGs. In RANS, the Rgs
increases linearly from the near-VG region, but in LES, Rp5 remains almost constant near
the VG, and it starts increasing at 10 6 from the VG LE.

Despite showing the same trend, in all the cases, the cell-set model predicts smaller
vortexes than the fully resolved mesh model, these differences are more notable with

LES. The largest discrepancies between models are visible in the lower VGs, most notably
with LES.
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1.5

3.5. Vortex Strength

To quantify the vortex strength, vortex circulation (I') is considered. This parameter
determines the capacity of the vortex to mix the outer flow with the boundary layer [2].
According to Yao et al. [39], the vortex circulation can be estimated by expression (2).
Figure 12 shows the vortex circulation normalized with the VG height and the flow stream-
wise velocity.
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Figure 12. Vortex circulation normalized with the VG height and the flow streamwise velocity. (a) RANS and (b) LES.

As expected, the vortex losses its strength as it distances from the VG. Close to the VG,
the stronger vortices appear in the lower VGs. With RANS, as the distance between the VG
and the flow increases, the results tend to collide with both models. In contrast, with LES,
this trend is only visible with fully resolved mesh modelling, since with the cell-set model,
despite following a falling tendency, the collision of the results is not achieved. With this
turbulence model, the normalized circulations are considerably higher with the cell-set
model than with the fully resolved mesh model for the lower VGs, but for the higher ones,
the differences decrease.

Although, as mentioned before, the Rys values predicted with the fully resolved
mesh model are higher, vortex circulation values are very similar with the RANS model.
This is attributed to the consideration of the vorticity in the expression of the circulation.
With LES, despite showing less differences in I' than in Rys, differences are significant for
low VG cases.

3.6. Wall Shear Stress

Wall shear stress is a major parameter to quantify the capacity of the VG to delay the
flow separation. Figure 13 shows the values of the wall shear stress on the wake behind
the VG for all the tested cases.

In the tested cases, the wall shear stress goes from a low value to a maximum value,
which appears between x/8 = 3 and x/6 = 6, depending on the case. The lower the VG,
the closer to the VG the maximum appears. Then, as expected, wall shear stress slightly
decreases as it distances from the VG.

According to Godard and Stanislas [41], the optimum angle for the maximum wall
shear stress is around 18°, and the wall shear stress is not very sensitive to the aspect ratio.
The obtained results are in accordance to these statements, since the values obtained with
o = 18° are greater than the ones obtained with « = 25°, and in the majority of the cases,
very similar values are obtained, specially far away from the VG.
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Figure 13. Wall shear stress on the wake behind the Trailing Edge (TE) of the VG. (a) RANS and (b) LES.

With RANS, nearly equal locations of the maximums are obtained with both models.
Considering the values, very similar values are obtained with both models, but the biggest
deviations between models appear when H = 0.2 6 and H = 0.4 6. With LES, larger dis-
crepancies between models are visible regarding the locations of the maximumes, since the
cell-set predicts the maximum closer to the VG. The values of the maximums show that
the cell-set underpredicts these values for the taller VGs (H= 0.8 $ and H =1 ¢) and
overpredicts the values for the lower VGs (H =0.2 6 and H = 0.4 §). Far away from the
VG, the cell-set model underpredicts the wall shear stress value for all the cases, except for
H=0.25.

The differences visible on the lower VGs for the LES case are attributed to the fact that
these VGs are located on the buffer layer region, where the viscous effects are dominant
and the flow is strongly turbulent. In this region, the cell-set seems not to be able to provide
accurate predictions of both the viscous and turbulent shear stresses.

4. Conclusions

Numerical simulations of 10 different SBVGs on a flat plate in a negligible streamwise
pressure gradient flow conditions were conducted using the fully resolved mesh model and
the cell-set model with RANS and LES turbulence models, with the objective of analyzing
the accuracy of the cell-set model.

The meshes generated with the fully mesh model are made of around 11.5 million cells,
while the meshes generated with the cell-set model are composed of around 7.2 million
cells. This fact has resulted in savings of around the 40% in terms of computational time.
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This study is mainly focused on analyzing the vortexes generated on the wake behind
the VG. Therefore, the vortex structure regimes on the wake behind the VG; the path, size,
and strength of the primary vortex; and the wall shear stress behind it have been studied.
The results demonstrate that the cell-set model is able to predict the vortexes generated
on the wake behind the VG. Regarding the primary vortex, nearly equal values of its path
and fairly accurate predictions of its size have been obtained. The vortex size and strength
show that the cell-set models overpredict the vorticity of the core of the primary vortex,
but underpredicts its size, especially with LES. This is reflected in the large differences that
appear in the Rys, but close values obtained in I' and wall shear stress.

The major agreements between models appear in the higher VGs, and the biggest
disparities appear in the lower ones. This is attributed to the location of the VGs on the
boundary layer, since the lower VGs (H = 0.2 5) are located on the buffer layer and the
higher ones (H = 0.8 6 and H =1 §) on the outer region. These discrepancies are more
notable in LES.

In conclusion, it has been demonstrated that the cell-set model is suitable for RANS
turbulence modelling with all the tested SBVGs. With LES, it is adequate for VGs whose
height is around the boundary layer, but for lower VGs, the differences with the fully
resolved mesh model are significant. Hence, the cell-set model presented in the current
work seems to be not very accurate for vane heights within the buffer layer.

Since the cell-set model represents a great advantage in terms of computational and
meshing time savings, additional research is proposed, applying the studied meshing
model on VGs with different conditions and geometries, or using it for generating other
devices. Furthermore, more investigations should be done in order to improve the accuracy
of the cell-set modelled geometries with heights within the buffer layer.
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Nomenclature

Definition
CFD Computational Fluid Dynamics
CS Cell-Set model
D Discrete vortex
FM Fully resolved Mesh model
H Height of the VG
Hg Suction side of the horseshoe vortex
Hp Pressure side of the horseshoe vortex
L Length of the VG
LE Leading Edge
LES Large Eddy Simulation
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MVG  Micro-Vortex Generator

p Primary vortex

RANS Reynolds-Averaged Navier-Stokes
SBVG  Sub-Boundary Layer Vortex Generator
SGS Sub-Grid-Scale

SST Shear Stress Transport

TE Trailing Edge

VG Vortex Generator
x/0 Normalized axial distance
y/8 Normalized vertical distance
z/d Normalized lateral distance
o4 Incident angle (°)
A Mesh resolution (m)
5 Boundary layer thickness (m)
A Taylor length-scale (m)
r Circulation (m?-s~1)
Re Reynolds number
Ros Half-Life Radius (m)
U Free stream velocity (m/s)
v Kinematic viscosity (m?/s)
w Vorticity (s™hH
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Abstract: The startup process occurs frequently for pumped storage units. During this process,
the rotating rate that changes rapidly and unsteady flow in runner cause the complex dynamic
response of runner, sometimes even resonance. The sharp rise of stress and the large-amplitude
dynamic stresses of runner will greatly shorten the fatigue life. Thus, the study of start-up process
in turbine mode is critical to the safety operation. This paper introduced a method of coupling one
dimensional (1D) pipeline calculation and three-dimensional computational dynamics (3D CFD)
simulation to analyze transient unsteady flow in units and to obtain more accurate and reliable
dynamic stresses results during start up process. According to the results, stress of the ring near fixed
support increased quickly as rotating rate rose and became larger than at fillets of leading edge and
band in the later stages of start-up. In addition, it was found that dynamic response can be caused by
rotor stator interaction (RSI), but also could even be generated by the severe pressure fluctuation in
clearance, which can also be a leading factor of dynamic stresses. This study will facilitate further
estimation of dynamic stresses in complex flow and changing rotating rate cases, as well as fatigue
analysis of runner during transient operation.

Keywords: pump-turbine; dynamic stress; start-up process; pressure fluctuation; clearance

1. Introduction

Pumped storage units have great significance to the power grid. Recent years have
witnessed the development of new renewable energy sources such as wind and solar.
However, both wind and solar are not stable and continuous, causing large oscillation
for the load of electrical power grid. Therefore, pumped storage units are required to
absorb extra electric energy generated by wind or sun, maintaining the safety and stability
of power grid. In addition, pumped storage units can also help solving the problem of
frequency modulation, phase modulation as well as peak regulation for their effective
storage and flexible switch between turbine mode and pump mode [1]. As the critical
component of pumped storage unit, the pump turbine runner may suffer from dynamic
stresses, and sometimes cracks at the location of stress concentration. Damages have been
reported by many researchers [2-4] and may cause a great loss to power station.

The complex and unstable internal flow is one of the main causes of dynamic stresses.
Rotor-stator interaction (RSI) is one of the most common phenomena in hydraulic units
and has been studied for many years [1,5,6]. For a runner with low specific speed, it is the
main reason of dynamic stresses at full load conditions [7]. When working at part load,
the vortex rope in draft tube also affects the dynamic stresses of runner. The rate of damage
caused by dynamic stresses becomes larger as the load decreases, and at part load it can
be 100 times higher than at best efficiency point (BEP) [8]. At some working conditions,
the Von-Karman vortex shedding induces the vibration of blades [9]. The S-shaped region
of pump turbine has been studied widely and deep understanding is still needed because
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the flow structure is very complicated. When runner is working in the S-shaped region,
the greater static stress and dynamic stress amplitudes can result in earlier occurrence of
cracks and fatigue failures. Moreover, the stochastic hydraulic loads tend appear in the
S-shaped region, especially at no-load condition [10]. C Mende et al. [11] and JF Morissette
et al. [12] suggested that Large Eddy Simulation (LES) turbulence model is a better choice
to predict the stochastic pressure fluctuations, and low-frequency events can be captured
by one-way fluid structure interaction (FSI) simulation method.

Dynamic stresses in transient processes can lead to more damage to runner than
normal working conditions because the hydraulic loads and performance characteristics
change rapidly. Many researches focused on the operating mechanism of pump turbine and
studied the unstable behavior during transient processes. Rotating stall has been studied
both in turbine mode [13,14] and in pump mode [15]. Rotating stall was observed in a
reduced scale model at runaway and became more obvious when discharge decreased [16].
The flow separations in several neighboring runner channels caused a stall cell, and back-
flow and vortices were induced. Several studies [17-21] indicated the vortex appearing
in runner and vaneless space is the main reason of dynamic instability in transient pro-
cess. The vortex varies with time, enhances the pressure fluctuations, and causes some
low-frequency components in pressure fluctuations. In addition, Li et al. [22] observed
a ring-shaped flow enlaced the vaneless space and blocked the flow during start up in
turbine mode. Zuo et al. [23] summarized the stability criteria of the overall system which
can evaluate the unstable characteristics of pump-turbine. These unstable behaviors affect
the dynamic stresses of runner. The measurements on runner [24] suggested that the static
stress and the amplitude of dynamic stress during start-stop are both greater than at normal
operating conditions and can cause severe damage to runner.

As described above, the research on dynamic stresses and its influencing factors
mainly focused on the normal working conditions. Various studies have discussed the
hydraulic excitation and its unsteady and complex characteristics in transient process.
However, only a few papers have dealt with its influence on dynamic stresses of runner,
especially in the transient process. Furthermore, other factors such as rotating rate and
flow in clearance were rarely mentioned.

In this paper, the dynamic stresses of a pump-turbine runner during start up are
analyzed using FSI method. The hydraulic loads during start up are obtained from compu-
tational fluid dynamics (CFD) simulation, with one dimensional (1D) pipeline calculation
providing the boundary conditions. The paper initially discusses the effects of rotating
rate, torque of runner, and the axial force. Then, the dynamic stresses are analyzed not
only from viewpoint of the RSI but also under angle of the severe pressure fluctuation
in clearance. This study can provide a better understanding to the dynamic response of
runner under complex external excitation.

2. Numerical Method
2.1. Sturctural Governing Equations

The dynamic response of structure can be solved using finite element method (FEM).
The matrix formulation of the governing equations can be expressed as

M {ii} + [Cl{i} + K{u} = {F} )

where [M], [C], and [K] represent for structure mass matrix, damping matrix and stiffness
matrix, respectively, {Fs} is the load vector and {u} is the displacement vector.

Normally, the Von-Mises equivalent stress o, is used to evaluate the stress character-
istics of runner. It can be expressed as

1

@W—Jg@—@f+@—@f+@—mﬁ @)

where 01, 02, and 03 represent for first, second and third principal stress, respectively.
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2.2. 1D Pipeline Governing Equations

The flow in pipeline can be simplified into one dimensional flow and solved by
method of characteristics (MOC). The continuity equation and momentum equation are

oH oH ) a? oV
Va—Fa—Vsmtx—}—Ea—O 3)

OH oV oV  fV|V|
g5+ Vot o+ =0 )

where V is the average velocity at cross section, H is piezometric head, « is the angle
between center line of pipe and horizontal line. a is wave speed, g is gravity acceleration, f
is Darcy—Weisbach friction factor, D is the pipe diameter.

Other components in hydraulic system such as surge tank and pipe with branches can
also be simplified and solved.

2.3. CFD Governing Equations and Turbulence Model

The flow in the unit is assumed as three-dimensional incompressible unsteady flow.
According to the Reynolds averaged theory, the governing equations are described as follows:

om
9%, =0 ®)
om0 _ o 19p P D (o
ot Ui oxj g 0 0x; +V8xi8xj ox; (ul u]) ©)

where u is velocity, p is pressure, F is body force, p is density, and v is kinematic viscosity.
Turbulence model is needed to close the equations above. In this paper, the Shear-Stress
Transport (SST) k-w model is used to calculate the turbulence in pump-turbine.

3. Calculation Model and Boundary Conditions
3.1. The Pump-Turbine Runner
3.1.1. The Finite Element Model

The runner has 5 main blades and 5 splitter blades with the inlet diameter of 4.3 m
and outlet diameter of 2.125 m. The runner is made of stainless steel. The Young’s modulus
is 2.1 x 10! Pa, Poisson’s ratio is 0.3 and density is 7850 kg/m3.

The finite element model of runner is shown in Figure 1. Most of the meshes are
hexahedral and in regions of low stress gradients, some wedges are used. Refinements are
made at the stress contribution regions, as shown in Figure 1.
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refinement at the fillet
of leading edge and crown

mesh of runner

refinement at the ring refinement at the fillet
near fixed support of leading edge and band

Figure 1. Finite element model of runner (R1 is the node at the ring near fixed support; R2 is the node at the fillet of leading
edge and crown; R3 is the node at the fillet of leading edge and band).
3.1.2. Mesh Independency Check

The calculation grids were checked with gravity and centrifugal force acting on the
runner. The results shown in Figure 2 indicate that the grid with 305,505 nodes is enough
for this calculation. This mesh was used in the following analysis.

140

>

80‘ ._a-—f‘.__. *

” ——Rl—=—R2—+—R3
10 20 30 40 50 60 70

the number of grids (X 10%)

Figure 2. Mesh independency analysis.

It is worth noting that besides the fillets of leading edge, a ring near fixed support is
also the stress concentration area and suffers from higher stress than other parts. On one
hand, the centrifugal force of whole runner results in a bending moment acting on the
ring. On the other hand, the geometry changes suddenly at the corner of ring without any
fillets for transition and, thus, concentrates the stress sharply. Stress singularity appears
at the nodes closest to the corner. Fillets with 5-20 mm radius can help reduce the stress
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singularity but cannot eliminate it. Thus, the results of nodes closest to the corner were
ignored. Node with the convergence stress (node R1 in Figure 1) was chosen in mesh
independency check and in the following analysis.

3.1.3. Boundary Conditions

Fixed support is defined at area where bolts connect the shaft and runner. The loads of
runner include gravity acceleration, centrifugal force and hydraulic loads. The rotating rate
is changed over time during start-up process. Therefore, the centrifugal force is different at
different time. The hydraulic loads on both inner surface and outer surface can be obtained
from CFD simulation, as shown in Figure 3. In traditional FSI simulation, only loads
on inner surface are considered. However, the loads on outer surface also have a great
influence on the stress-state of runner [25] and were considered in this paper.

fixed support

outer surface

inner surface

Figure 3. The fluid structure interaction (FSI) interface.

3.2. The Hydraulic System of Pump Storage Station

The considered hydraulic system consists of reservoirs, surge tanks, tunnels, pipelines,
pump turbine units, and valves. The diagram of the hydraulic system is shown in Figure 4.
The layout of three units with one diversion tunnel is adopted. The total length of the
pipeline is more than 3.6 km. Surge tanks are placed at the upstream and downstream to
reduce the rapid change of pressure caused by water hammer.

surge tank

upstream
reservoir

pump-turbine units

/ @Il
pipeline l‘
& downstream

Wiy reservoir

Figure 4. The diagram of the hydraulic system.

In this paper, the start-up process of 1# unit is the major concern. The other 2 units
operate at normal condition and suffer small fluctuations induced by the start-up of 1# unit.
The water level is 762.1 m at upstream reservoir and 98.0 m at downstream reservoir and
assumed to remain constant during start up process. The guide vane opens with the rate of
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0.48 degrees per second until the rotating rate reaches rated value, then speed controller
begins to work and controls the guide vane opening angle.

3.3. Pump-Turbine Unit

The internal flow of casing, stay vane, guide vane, runner, and draft tube can be
simulated as three-dimensional (3D) turbulent flow. The unit is shown in Figure 5. In order
to provide complete hydraulic loads of runner, the labyrinth seals and clearances around
runner are also considered. The rated head of the unit is 653 m. There are 16 guide vanes
and the maximum opening degree is 24°.

casing -
'\S/’ ] stay vane
@ V guide vane

clearance

draft tube

(a) (b)

Figure 5. The pump-turbine unit (a) pump-turbine unit; (b) runner (blue) and clearances (green).

The flow domain was discretized by tetrahedral mesh and hexahedral mesh. The total
number of nodes is 4,643,402 and the number of elements is 9,737,666. The domain of
runner has 1,171,402 nodes and the clearance has 1,771,714 nodes. In the region of high
stress gradient, the size of mesh cells in CFD analysis is similar to that in FEM analysis.
The mesh is shown in Figure 6.

The internal flow of the pump-turbine unit at typical time points was calculated,
as shown in Table 1. Figure 7 shows the boundary conditions of CFD method. In this paper,
the relative pressure coefficient C, is defined as

p— ref

C
P pgH

@)
where p is pressure, Py, is the pressure at the end of downstream pipeline, H is the rated
head. In Figure 7, Py, is total pressure coefficient at casing inlet, and Py is static pressure
coefficient at draft tube. These are calculated though 1D MOC and used as inlet and outlet
boundary conditions of 3D CFD. All walls are set as no-slip walls. The domain of runner
and clearances are rotating domains. The model of interface between rotating domain and
stationary domain is set as transient rotor-stator to simulate the RSI phenomenon. The un-
steady calculation is conducted with steady simulation result as initial guess. The number
of timesteps is 300 in each revolution. In addition, the pressure-based solver is used in this
study. Second-order accuracy is used for the pressure equation and second-order upwind
discretization for other convection-diffusion equations.

62



Processes 2021, 9, 499

(¢) clearance between
runner and head cover

(b) runner

) clearance between run-

(a) the whole tflow domain ner and bottom ring

Figure 6. Mesh of the flow domain (a) the whole flow domain; (b) runner; (c) clearance between
runner and head cover; (d) clearance between runner and bottom ring.

Table 1. Time points.

Time Point Number Time [s]
TP1 3
TP2 6
TP3 9
TP4 12
TP5 15
TP6 18
TP7 21
TP8 24
TP9 27
1.4
1] p, p,, & time point
s
[=¥
@)

0 5 10 15 20 25 30
time (s)
Figure 7. The inlet and outlet boundary conditions.

3.4. The Structure-Fluid Coupling Model

In this study, the influence of 3D flow on the dynamic response of runner is analyzed
by one-way FSI simulation method, which is calculated using a coupling of Fluent and
ANSYS Mechanical. The coupling process is as follows.
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First, the Fluent simulation is conducted. The hydraulic loads at each step are obtained.

Second, the data transfer is performed manually. Pressure from the cell zones of Fluent
simulation can be mapped onto locations associated with the ANSYS Mechanical mesh by
using an interpolation method provided by ANSYS (ANSYS, Inc., Pittsburgh, PA, USA).
Many FSI simulations require strict match at the interface of CFD grid and structural grid,
which increases the complexity of meshing, and may cause a too fine mesh in modeling the
dynamic stresses of runner. The interpolation method effectively avoids this problem.

Third, the ANSYS Mechanical simulation is performed, and the timestep is the same
with CFD calculation.

4. Results and Discussion
4.1. The Variation of Performance Characteristics

The energy characteristics such as discharge and power change rapidly during start-up
process. Meanwhile, the pressure wave as a result of the operating condition change of
unit travels through pipeline, and this travel in turn affects the operating condition change
of unit. Through 1D MOC, this complex process can be simulated. However, in this paper,
the pressure wave is not the key point and is not discussed here.

3D simulation was conducted based on the result of 1D MOC at typical time points.
Total pressure and static pressure are set as inlet and outlet boundary condition respectively,
so head is a given quantity. Discharge and torque on blades of 1# unit are calculated by
3D simulation and the verification is shown in Figure 8. The guide vane opening is also
plotted here. The discharge, torque and guide vane opening are expressed as relative
values: Q/Qy, T/ T, and A/ Ay, where Qy, and T;, are rated discharge and torque, Aj;ax
is the maximum guide vane opening. The calculation of 1D MOC are based on model test,
therefore the consistency of 3D CFD results and 1D MOC results in Figure 8 indicates that
the accuracy of 3D CFD is enough for this study.
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Figure 8. The variation of torque and discharge during start-up process.

The relative rotating rate is plotted in Figure 9, where N is the rated rotating rate.
The start-up process in turbine mode can be divided into three stages. In the first stage,
guide vane opens at preset speed. As a consequence of increasing water flow, torque on
the blades increases. The increasing torque accelerates the rotation of runner, raising the

64



Processes 2021, 9, 499

rotating rate. At 18 s, rotating rate nearly reaches the rated value. Then the unit goes
through the second stage. Torque on blades is reduced by closing the guide vanes while the
rotating rate is maintained at rated value. At 25 s, the torque almost drops to zero. In third
stage, the unit reaches speed-no-load condition and stabilizes in this condition.

1.5 . .

' I - =
1.2 1 | I

4 n/N i
0.9 - ® time point '

0.3 -

relative rotaing rate [-]
(e}
(@)

0.0 v I ' I ' | ! ) ! ) ! ! I
o 3 6 9 12 15 18 21
time [s]

T —
24 27 30
Figure 9. The variation of rotating rate (n/N).

In steady state CFD calculation, the flow in runner is modelled with Moving Reference
Frame (MRF), and the phenomenon of RSI cannot be considered. Therefore, the static
stress calculation at each point is not enough to reflect the true stress of runner. In this
paper, unsteady simulation was conducted to model the flow in a whole rotation cycle.
The dynamic stresses of runner were calculated using FSI method, which encounter for their
temporal changes as the relative position of runner and guide vanes changing. Then the
mean value is defined to describe the stress at each time point. It can be called as mean
stress and expressed as

qu — T ‘ qud
: ’1 ./t—O : ( )
V\/Ile]e ] iS t] e ti“le 1()[ a VV][()le ]()tati()]l Cy(ﬁle ()1 eaC]l ti“le p()illt.

4.2. Mean Stresses of Runner

The stress characteristics of pump-turbine runner were obtained by FEM simulation.
Two different types of stress distribution can be observed, as shown in Figure 10. In the
first stage of start-up process, the fillets of leading edge and band suffered the maximum
stress, as shown Figure 10a. There was no stress concentration appearing in other parts
of runner. Among time points 1-6, the maximum stress at the concentration region was
245.7 MPa at TP3, the stress of other parts was less than 78 MPa. In the last two stages of
start-up process, the ring near fixed support was the region of maximum stress, as shown
in Figure 10b. The fillets of leading edge and band suffered low stress less than 55 MPa.

Further observation indicates that in the last two stages of start-up process, stress
concentration also appeared at the fillets of leading edge and crown. For further explanation
of the stress characteristics during start-up process, five nodes were selected in the high
stress regions and marked as S1-S5, as shown in Figure 11. S2 and S3 locate at splitter
blade while S4 and S5 locate at the main blade.
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Figure 10. Stress distribution at start-up process (a) TP3; (b) TP9.

fixed support

Figure 11. Selected nodes in high stress regions.

The mean stress of S1-S5 during start-up process is plotted in Figure 12. In order to
make the influence of hydraulic loads explicit, the FEM analysis considering only hydraulic
loads was performed and the mean stress is also shown in Figure 12. The stress at rated
working condition was calculated, and marked as grey dotted lines.
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Figure 12. The change of mean stresses in start-up process (a) S1; (b) S2 and S4; (c) S3 and S5.

As indicated in Figure 12, for S1, S2, and 5S4, the high stress in the last two stages of
start-up process was mainly caused by centrifugal force. The stress is slightly higher than
the value under rated working condition. Meanwhile, the hydraulic loads lead to the high
stress of S3 and S5 in the first stage. The maximum stress of S5 at TP3 can be 3.56 times of
rated working condition.

During start-up process, the rotating rate rises quickly in the first stage, and later
the growth rate is under control, the value is near the rated value. Thus, centrifugal
force contributes to a rapid rise of stress in first stage and the stable high stress in the
last two stages. In addition to large centrifugal force, high rotating rate also leads to flow
instabilities [26,27], which is another factor causing the high stress. There is circumferential
velocity gradient between upper wall and lower wall of clearance, as shown in Figure 13.
As rotating rate rises, velocity gradient increases; thus, the shear stress becomes larger,
leading to the high stress of runner.

Vyp =0

! >
| , > W

Vdown = WT

Figure 13. The velocity gradient in clearance.

Due to the shape of the runner, the regions with sudden change of geometry such as
S1-S5 can be easily influenced by centrifugal force. In addition, the fillets of trailing edge
and crown\band are also high stress regions though these regions are not discussed in
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detail in this paper. Other parts of runner, for instance, the middle parts of blades, suffer
low stress in the whole process and are hardly affected by centrifugal force.

From Figure 12b, more information can be found that the mean stress of 52 was larger
than S4. Considering the fact that the size of elements near S2 is similar to that near
54, a reasonable explanation is the geometry difference of main blade and splitter blade
caused the difference of mean stress. The leading edges of the two blades are almost the
same. However, the splitter blade is more curved than main blade, as shown in Figure 14.
The centrifugal force of blade causes the bending moment on the fillet of blade and crown,
which is one of the reasons for the stress of S2 and S4. The more curved blade leads to the
lager moment and larger mean stress.
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Figure 14. The comparison of geometry between main blade and splitter blade.

For all the five nodes, the mean stress caused by hydraulic loads followed a similar
law: increase and reach the maximal value in the first stage and then decrease. In this
paper, the hydraulic loads on runner can be simplified as two axial forces (Ferown and Fyapg)
and a torque on blades (T). It is the superposition of axial hydraulic forces and hydraulic
torque on the blade that leads to this law.

Figure 15 provides the relative value of Ferown and Fypg, which are defined as

E

Pc*rown = TC:;;I;H )
Fpand

Fljand = ming (10)

where m;, is the mass of all the rotating components. According to the regulations, the down-
ward axial force is defined as positive. At TP1-6, F.;oun and Fy,y,y drag crown and band
away from each other. At TP7, Fyown and Fy,py both drop to near zero. AT TP8 and
TP9, Ferown and Fyupg change direction and begin to push crown and band to each other.
The stress of runner decreases to the minimum value at TP7 and then increases under the
influence of axial forces.
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Figure 15. Axial forces of runner.
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The variation of T can be found in Figure 8 as relative value T/T),. At TP3-6, the value
of T is higher than other time points, making the stress of runner higher. At TP7-9, T is
close to 0, and the stress of runner also decreases.

The axial force and the torque both have great influence on the mean stress of runner.
They are loaded together on the runner, causing the higher stress at TP3—4 and the lower
stress at TP7-9.

However, compared to centrifugal force, the hydraulic loads effected only S3 and S5,
as shown in Figure 12. The maximum stress caused by hydraulic loads of S1, S2, and S4 was
less than 35 MPa, while that of S3 and S5 was as high as 236 MPa. First, the discharge is
quite small in start-up process, so the flow direction is different from blade angle. When the
water flows into runner, it impacts on the pressure side of blade, causing a high-pressure
region at the impact point, as shown in Figure 16. The pressure distribution shows the
pressure difference mainly affects the inlet area of blade. Therefore, S3 and S5 are easier
to suffer large stress. Second, the angle between leading edge and axis is 32.9 degree for
main blade and 32.6 degree for splitter blade. Compared with other pump-turbine runner
shown in Figure 17, the runner in this paper has a more leaning leading edge. As shown in
the sketch map, this leaning leading edge contributes to the gentle transition to crown and
the steep transition to band. When hydraulic loads act on the runner, S3 concentrates stress
more quickly than S2, as do S5 and S4.
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Figure 16. Pressure distribution and streamlines in the middle section of runner (Cp).

runner in this paper

other runner

crown

/

S2

’),)7 leading edge

ballnd A\

s3 —

Figure 17. The leaning leading edge of runner studied in this paper.
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At most time points, there was little difference between the pressure distributions in
each passage of runner. Therefore, the mean stresses of S3 and S5 were almost the same.
At TP3, the pressure distributions of two neighboring passages were different from each
other, which can be seen in Figure 16. That is the reason why the mean stress of S5 was
larger than of S3 at TP3.

4.3. The Amplitudes and Frequency Components of Dynamic Stresses

At each time point, the stress of runner will change as the relative position of runner
and guide vanes changes, also known as RSI. The pressure fluctuations induced by RSI are
the main reason of dynamic stresses of runner. In this section, the variation of amplitudes
and frequencies of dynamic stresses during start-up process will be discussed.

Figure 18 is the frequency domain diagram of dynamic stresses at TP6. The variable
of horizontal axis is the ratio of frequency and rotating frequency f,. As can be seen from
Figure 18, the amplitudes of S3 and S5 were far lager that of S1, S2, and S4. This is consistent
with the previous analysis that stress of S3 and S5 were mainly affected by hydraulic loads
while 51, S2, and 54 were by centrifugal force.
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Figure 18. Frequency domain diagram of dynamic stresses at TP6.

Two points in flow domain were selected to reflect the pressure fluctuation. The point
in runner was named P1 and the point in clearance was P2, as shown in Figure 19. Figure 20
is the frequency domain diagram of relative pressure coefficient at TP6. The main frequency
was 16f,, usually called as vane passing frequency (VPF). The pressure fluctuations also
included low frequency components (1-4f,), which were induced by the irregular flow in
runner with small discharge. Under the effect of pressure fluctuation, the main frequency
of dynamic stresses was also VPF. The low frequency components also existed in dynamic
stresses, as shown in Figure 18.

The dynamic stresses at other time points were also investigated. The peak-to-peak
value during start-up process is shown in Figure 21. In first stage, though the discharge
and rotating rate were increasing, the peak-to-peak value did not show a significant growth
trend and stabilized about 20 MPa. At TP7, the value increased and reached 50 MPa. Later
on, it dropped back to about 20 MPa. Compared with the normal condition, peak-to-peak
value in start-up process was far larger and may cause fatigue crack after a few times.

70



Processes 2021, 9, 499

P1

Figure 19. The pressure fluctuation measure points (P1 is the pressure fluctuation recording point in
runner; P2 is the pressure fluctuation recording point in clearance).
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Figure 20. Frequency domain diagram of pressure coefficient at TP6. (a) P1; (b) P2.
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Figure 21. The peak-to-peak value of dynamic stress.

Figure 22 shows the amplitudes of 1/4 VPF and VPF in start-up process. At TP1,
the pressure fluctuation in runner was mainly caused by RSI, thus VPF was the main
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amplitude of o, [MPa]

frequency of dynamic stress while the amplitude of 1/4 VPF was almost zero. Later as the
discharge and torque of runner increased, the amplitude of VPF rose slightly. The irregular
flow in runner also became violent and led to an amplitude growth of 1/4 VPE. In second
and third stage, the torque and discharge began to drop, but the influence of RSI continued,
so the amplitude of VPF did not decrease. Moreover, there was a sudden rise of 1/4 VPF
at TP7, and the amplitude fell rapidly at TP8. That was the reason for the maximum
peak-to-peak value at TP7 in Figure 21.
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Figure 22. The dynamic stress amplitude of 1/4 VPF and VPF. (a) S3; (b) S5.

The modal analysis was performed to tell whether the sudden rise of 1/4 VPF was
caused by resonance. The natural frequency of first mode is 95.95 Hz and the mode shape
is shown in Figure 23. There is a nodal diameter in this mode shape, so it is usually marked
as IND [28]. This is a common mode shape for most runners and other structure similar
with the disc [29,30]. The rotating rate at TP7 is 489.24 rpm, and the value of 1/4 VPF is
32.62 Hz, far from 95.95 Hz. Therefore, the steeply increase of dynamic stress at TP7 is not
the contribution of resonance.
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Figure 23. The mode shape of runner. (a) front view; (b) top view.

Then the effect of pressure fluctuation is taken into consideration. The amplitudes of
two specific frequencies, 1/4 VPF and VPF at all time points were obtained and shown in
Figure 24. For P1, VPF was the main frequency at most time points, as shown in Figure 24a.
The pressure fluctuation induced by RSI and the vortex flow were violent in guide vane
and runner. When it spread to clearances, the amplitude decreased. Thus, in most cases,
the amplitude of P2 was far smaller than P1, as shown in Figure 24b. However, at TP7,
the amplitude of 1/4 VPF was much greater than other time points. Considering the
high-speed rotating flow in clearances and the approximately axial symmetry of clearances,
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the amplitude of pressure fluctuation is similar in the circumferential direction. When the
strength of pressure fluctuation in clearances is enough, it can have a great influence on
the dynamic stress of runner. At other time points, the strength of pressure fluctuation in
clearance is low, the dynamic stress is mainly affected by the pressure fluctuation in runner.
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Figure 24. The pressure fluctuation amplitude at 1/4 VPF and VPF. (a) P1; (b) P2.

The low frequency component such as 1/4 VPF in clearance may come from the
vortex generation and shedding process or the stochastic events as mentioned in Ref. [12].
The reasons of the sudden increase of 1/4 VPF pressure fluctuation will be discussed in
further work.

5. Conclusions

The dynamic stresses of pump-turbine runner during start-up process in turbine mode
were calculated in this paper. The coupling of 1D pipeline and 3D pump-turbine unit was
conducted to obtain the performance characteristics and internal flow characteristics of the
unit during the transient process. The dynamic stresses of runner were simulated using
one-way FSI method. The influence of both inner surface and outer surface was taken into
consideration in the interaction of fluid and structure. The conclusions are as follows:

(1) The start-up process was divided into three stages in this paper. In the first stage
the discharge and hydraulic torque rise up, the runner is accelerated. In the second stage,
rotating rate reaches the rated value, the guide vane begins to close, and the hydraulic
torque of blades decreases gradually to zero. Finally, in the third stage, the unit stabilizes
in speed-no-load condition.

(2) In the first stage of start-up, the maximum stress could be generated at the fillets
of leading edge and band, and can reach 3.56 times of rated working condition. It was
mainly induced by the increasing torque on blades and the large axial forces of crown
and band. Moreover, as rotating rate rise, the centrifugal force and fluid shear stress in
clearance increases. As a result, stress of the ring near fixed support quickly increased in
first stage and was finally maximized in contrast with other parts of runner in the second
and third stage.

(3) The amplitude of dynamic stresses could be maximized at the fillets of leading edge
and band. In most of time during start-up, the dynamic stress was mainly characterized
by VPF due to the RSI, which was the determining factor causing pressure fluctuation.
However, the severe pressure fluctuation in clearance was found in the second stage with
the main frequency of 1/4 VPE. It can also be a leading factor of dynamic stresses in a short
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time. Therefore, the pressure fluctuation in clearance should be taken into consideration in
the stage of runner design.

In this paper, the added mass and transient integral effect were not taken into con-
sideration. Their influence on the dynamic stresses in start-up process will be studied in
further work.
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Abstract: In this study, a wavy microchannel heat sink with grooves using water as the working fluid
is proposed for application to cooling microprocessors. The geometry of the heat sink was optimized
to improve heat transfer and pressure loss simultaneously. To achieve optimization goals, the average
friction factor and thermal resistance were used as the objective functions. Three dimensionless
parameters were selected as design variables: the distance between staggered grooves, groove
width, and groove depth. A modified Latin hypercube sampling (LHS) method that combines the
advantages of conventional LHS and a three-level full factorial method is also proposed. Response
surface approximation was used to construct surrogate models, and Pareto-optimal solutions were
obtained with a multi-objective genetic algorithm. The modified LHS was proven to have better
performance than the conventional LHS and full factorial methods in the present optimization
problem. A representative optimal design showed that both the thermal resistance and friction factor
improved by 1.55% and 3.00%, compared to a reference design, respectively.

Keywords: microchannel heat sink; wavy microchannel; groove; heat transfer performance; laminar
flow; multi-objective optimization; LHS; full factorial methods

1. Introduction

Microprocessors generate high heat flux and thermally interact with their surround-
ings. Because they are composed of many integrated components, their efficiency and
performance are significantly influenced by temperature. The temperature must be kept
between 363 K and 383 K to maintain the best performance [1]. Therefore, it is essential
to develop an effective cooling system to maintain a proper temperature even with high
heat generation.

Cooling systems are being made less noisy and smaller, and it is estimated that heat
sinks capable of cooling at more than 1000 W /cm? will be required in the near future [2].
Both air and water can be used for cooling systems, but as the heat generation increases with
the development of microprocessors, air cooling systems have a limitation in maintaining
effective cooling performance [1]. In addition, to increase air-cooling performance, the fan
speed must be increased, which increases noise.

Water-cooling microchannel heat sinks have been widely used to reduce noise and
meet increased requirements for cooling. Numerical and experimental studies on these
heat sinks have been actively conducted. Tuckerman and Pease [3] experimented with a
microchannel heat sink consisting of straight channels with heat flux of 790 W/cm? using
water as a coolant. They confirmed that the water had great heat transfer characteristics.
Wang et al. [4] carried out experiments and numerical analyses on a microchannel heat sink
consisting of straight channels with ribs and grooves. They found that secondary flows
occurring behind the ribs and grooves prevented the formation of the thermal boundary
layer and promoted fluid mixing and heat transfer.

Ansari et al. [5] and Farhanieh et al. [6] investigated the cooling performance of
straight microchannels with grooves. They found that the interfacial area of heat transfer
is increased by the grooves, thereby increasing the cooling performance. Ansari et al. [5]
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suggested that high local Nusselt numbers are obtained near the upstream and downstream
regions of the groove structures. Farhanieh et al. [6] confirmed that although the heat
transfer performance was low due to recirculating flow in the grooved area, the groove
structure prevented the formation of the thermal boundary layer, enhancing the overall
heat transfer performance.

Greiner et al. [7] evaluated the friction coefficient and cooling performance of flow
paths with triangular grooves through experimental and numerical analyses. In the case
of laminar flow, the friction coefficient decreased as the hydraulic diameter was increased
by the grooves. As the Reynolds number increased, the flow over the triangular grooves
became more complex. Consequently the heat transfer performance improved. Xie et al. [8]
confirmed that in the case of grooved channels, the heat transfer performance improved in
the area, where the fluid velocity increased due to the narrowed channel.

Recently, some studies were performed on curved microchannel heat sinks [9,10].
Gong et al. [9] proposed wavy microchannels for a heat sink and studied its cooling
performance. They found that the wavy microchannel heat sink caused a vortex at the
trough and crest sections in each cycle, resulting in a significant improvement in cooling
performance compared to a straight-microchannel heat sink. The pressure losses did not
increase significantly. Sui et al. [10] investigated a wavy microchannel heat sink for various
flow conditions and amplitudes. They compared three-dimensional numerical analyses
and experiments in all cases. The numerical results of the cooling performance and friction
coefficient were reliable, and vortices were developed at the trough and crest sections in
each cycle.

With the rapid development of computing power, optimization designs that can
handle a huge amount of data have become practical [11-13]. In particular, optimization
based on a surrogate model has been widely used to reduce the computing time [14-16]. A
surrogate model is constructed using sample data at several selected points in the design
space. Design of experiments (DOE) is used to extract the sample data. The prediction
accuracy of surrogate models is affected by the sample data, so DOE should be carried out
carefully [17]. DOE can typically be classified into two categories according to the extraction
method: factorial design [18] based on orthogonal extraction and Latin hypercube sampling
(LHS) [19], which uses random extraction.

Factorial designs are experiments that combine all levels of each factor with all levels
of all other factors in an experiment [18]. This method is very intuitive, and the number of
sample data is determined by the number of design variables. Therefore, it is easy to use
because it can be applied without considering the distribution and number of sample data.
However, the features within the design space are considered less because the sample data
are focused on the boundaries of the design space.

LHS uses a random extraction method for sample points within the design space. This
method is widely used because the space-filling quality of the sampling points is good. In
addition, it can create any allotted number of sampling points [19]. However, since LHS
extracts sample data inside the design space, the boundary values of each design variable
are not considered. Therefore, a surrogate model based on LHS often makes predictions
that are too high at the bounds of design variables.

In the present work, a modified LHS that uses the advantages of orthogonal and
random extraction methods is proposed. The modified LHS extracts sample data by
applying LHS inside the design space and prevents excessive prediction of the surrogate
model by applying the three-level full factorial method to the boundaries of the design
space. A wavy microchannel heat sink improves the heat transfer efficiency compared with
straight microchannels. In this study, a wavy microchannel heat sink with grooves attached
to the channel walls is proposed. A numerical analysis of the laminar flow and heat transfer
in the microchannels was performed using three-dimensional Navier-Stokes equations.

Multi-objective optimization of the wavy microchannels was also performed to simul-
taneously enhance the heat transfer efficiency and reduce the pressure loss. The proposed
modified LHS was compared with conventional DOE methods to determine the effec-
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tiveness of the proposed sampling method in constructing surrogate models. For the
optimization, response surface approximation (RSA) [20] and a genetic algorithm [21] were
used as a surrogate model and searching algorithm, respectively.

2. Numerical Analysis

The computational domain and design variables are shown in Figure 1. The heat sink
consists of 62 wavy microchannels, and the computational domain includes one of them,
which is composed of 10 cycles. Two grooves are attached to each channel wall in one cycle
of the channel, as shown in Figure 1. The amplitude of the wavy channel is 138 pm, and
the total length (20P) is 25,000 um. The thickness of the side wall (2t) is 193 um, the channel
width (W) is 207 um, and the height of the flow path (k) is 406 pum.

20P

Computational domain

W)

- —— =

Figure 1. Geometry of the wavy microchannel with grooves and computational domain comprising 10 cycles of wavy channel.

The information for the reference channel is shown in Table 1. In the reference channel,
the horizontal locations of grooves on both the walls are the same (D = 0). Grooves are
attached to crests and troughs when D = 0. As D increases, grooves on the left wall (located
at z =400 pum in Figure 1) move in the —x direction, and grooves on the right wall (located
at z = 0 in Figure 1) move in the +x direction from a crest (or a trough).

Table 1. Dimensions of the reference wavy channel with grooves.

Parameter Value (um)

Width of channel, W 207
Wall thickness of channel, 2¢ 193

Length of channel 25,000
Half of wave length, P 1250
Depth of groove, d 48.5
Width of groove, w 187.5
Distance between staggered grooves, D 0.0
Amplitude of channels 138
Height of flow path, h 406
Height of microchannel, H 502.5
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Conjugate heat transfer analysis was carried out on the flow channel and solid domain
for laminar flow in steady state using three-dimensional Navier-Stokes equations. The
commercial computational fluid dynamics code ANSYS CFX 15.0° (Version 15.0, ANSYS
Inc., Canonsburg, PA, USA, 2013) [22] was used for the analysis. The boundary conditions
are shown in Figure 2. The boundary conditions were used in the same way as in a
previous study [10]. The working fluid was water at 300 K, and the material of the solid
wall was copper.

Adiabatic condition on
the top surface

ot

Periodic condition
on both side walls

5

Heat flux at a substrate

water

Copper

z
‘ origin

wt
Figure 2. Boundary conditions.

The inlet Reynolds number (Re = pUDj,/p) was 700, and the corresponding flow rate
was assigned at the inlet. The average velocity of water at the inlet is 1.992 m/s. The static
pressure was used as an exit boundary condition. Periodic conditions for temperature
were applied to both side boundaries (i.e., wavy surfaces) considering the neighboring
microchannels. Uniform heat flux conditions (50 W/cm?) were applied to the bottom
boundary (substrate), and the upper boundary was assumed to be adiabatic.

The fluid and solid computational domains consist of hexahedral and unstructured
tetrahedral meshes, respectively. Since the flow velocity changes near the groove, dense
meshes are placed there. Near the solid wall, dense meshes were also placed in anticipation
of large temperature and velocity gradients due to the boundary layer. Figure 3 shows
an example of the grid system. Convergence conditions were set so that the root-mean-
squared residual values of all parameters fell to 1.00 x 10~°. Each computation took about
5-6 h on a computer with an Intel Core i7-4790K 4GHz CPU.

Figure 3. Example of a computational grid system on one cycle of wavy channel.
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3. Optimization Procedure

The multi-objective optimization problem was formulated as follows:

Minimize: F(x) = [F1(x), F2(x)]

Design variable bound: LB < x < UB, x€R,

where F(x) is the vector of real-valued objective functions, x is a vector of the design
variables, and LB and UB indicate the vectors of the lower and upper bounds, respec-
tively [23]. Figure 4 shows a flowchart for the multi-objective genetic algorithm (MOGA)
optimization process using a surrogate model. Firstly, the objective functions and con-
straints are defined according to the design goals. Secondly, the design variables and their
ranges are selected.

<Problem Setup>
Selection of design variables and
objective functions

l

<Design of Experiments>
Selection of design points by
Latin Hypercube Sampling (LHS),
Modified LHS, Full Factorial Design

I

<Numerical Analysis>
Calculation of the objective function values
of the designs by RANS solver

!

<Construction of Surrogate>
Surrogate model construction using
the evaluated objectives

I

<Search for Optimal Solutions>
Optimal solutions search from constructed
surrogate using MOGA

<Design Space Selection>
Setting lower and upper bounds of
design variables

Are optimal
solutions within
design space?

Pareto-optimal Solutions

l

<Validation>
Representation of Pareto-optimal solutions
using K-means clustering

Figure 4. Multi-objective optimization procedure.

The full factorial method, LHS, and modified LHS were used in DOE to select design
points (i.e., sample designs). Values of the objective functions were evaluated by numerical
analysis at these design points. Next, to approximate the objective functions, surrogate
models were constructed using these objective function values. A genetic algorithm (GA)
was used to find the global optima. Finally, Pareto-optimal solutions (a collection of non-
dominated solutions) were derived using MATLAB (Release 14, the Math Work Inc., Natick,
MA, USA, 2004) [24].

3.1. Design Variables and Objective Functions

For optimization, three geometric parameters were selected as the design variables
through a preliminary parametric study: the ratio of the groove depth to half of the side
wall thickness (d/t), the ratio of the groove width to half of the cycle length (w/P), and the
distance between staggered grooves on the opposite walls to half of the cycle length (D/P).
The depth and width of the grooves were expected to affect the vortices occurring around
the grooves and thus have sensitive effects on the heat transfer. The distance between
staggered grooves affects the disturbance of the main flow.

The average Nusselt number Nu is defined as follows [10]:

hDy,

Nu =
kZU

)
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where Dy, is the hydraulic diameter of the microchannel, and k;, is the thermal conductivity
of water. h is the average convective heat transfer coefficient, which is defined as follows:

7 9
h = 2
(Ap +2A5)(Tw — T) @
where g is the heat flux, A; and A, are the bottom area and the side area of the flow channel,
and Ty, and T, are the average temperature at the solid wall and the average of the inlet

and outlet temperatures, respectively.
The friction factor f is defined as follows [10]:

dp/dx)D
/- i

where dp, p, and U are the pressure difference between the inlet and outlet, the density

of water, and the average velocity at the inlet, respectively. The thermal resistance Ry, is

defined as follows [5]:

Ts,max - Tf,inlet
qA

where T yax and Ty are the highest temperature at the bottom substrate and the av-
erage temperature of the cooling fluid at the inlet, respectively, and A is the area of the
microchannel substrate. The local Nusselt number (Nu,) is defined as follows:

Ry, = 4)

71Dy,
(Tw,l - Tf,inlet>kw

Nu, = 5)

where q; and T;,; are the local heat flux and local temperature at the surface of the solid
wall, respectively.

Ry, and f were selected as objective functions for the multi-objective optimization:
Frin = Ry, and Fr=f. The thermal resistance Ry, is related to the highest local temperature,
which affects the performance of micro devices. The friction factor f was used to reduce
the pressure drop through the microchannel. A parametric study was carried out for
the performance functions using three design variables: D/P, w/P, and d/t. Based on
the parametric study, the ranges of the three design variables were selected, as shown in
Table 2.

Table 2. Ranges of design variables.

dlt w/P D/P
Lower bound 0.1 0.05 -1.0
Reference 0.5 0.15 0
Upper bound 0.9 0.25 1.0

3.2. Modified LHS

Factorial design [18,25] is a classical DOE method that explores the design space.
2-level and 3-level full factorial designs are widely used to estimate interactions between
design variables. Figure 5 shows examples of 2— and 3-level full factorial designs for two
design variables. In the 2-level full factorial design, the sample points are located at the
ends of each boundary, as shown in Figure 5a. In the 3-level full factorial design, the sample
points are located at the ends and middle of each boundary, as shown in Figure 5b. In these
full factorial designs, the distribution and number of the sample points are determined
according to the number of design variables when the level is determined.
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Figure 5. Examples of the full factorial designs.

LHS [19] is one of the most popular DOE methods for random sample distributions.
To allocate p samples using LHS, the range of each parameter is separated into p bins, which
yields a total number of p" bins for n design variables in the design space. The samples are
randomly chosen in the design space, each sample is randomly arranged inside a bin, and
for all one-dimensional projections of the p samples and bins, there is exactly one sample in
each bin, as shown in Figure 6. Therefore, LHS is relatively incapable of handling samples
at the boundaries of the design space compared to the full factorial designs.

1.00 L

0.88 ®

0.75 L]

0.63 L ]

V,
o
a
°

0.38 [ ]

025 @

0.13 L]

0.00 ®
0.00 013 025 038 050 063 0.75 0.88 1.00

Vi
Figure 6. Example of conventional LHS.

Since the surrogate model is built using the data at the sample points, the distribution
of the sample points has a very significant influence on the prediction accuracy of the
surrogate model. Therefore, when using LHS with sample points concentrated inside
the design space, it is possible to predict the interaction well inside the design space, but
predictions that are too high may occur at the boundaries where there are no data. On the
other hand, in the full factorial design, the sample points are focused on the boundaries of
the design space, so it is possible to make a relatively accurate prediction at the boundaries,
but there is a problem in the prediction inside the design space.

To solve this problem, a modified LHS is proposed. In the modified LHS, sample
points are extracted using the 2-level full factorial method at the boundaries of the design
space, and the LHS method is used to select sample points inside the design space. An
example of the modified LHS for two design variables is shown in Figure 7. In this method,
the surrogate model does not show high predictions at the boundaries of the design space.
Furthermore, by selecting the sample points inside the design space, the shortcomings of
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the full factorial design can be overcome. MATLAB [24] was used to extract the sample
points. Three-level full factorial design, LHS, and the modified LHS were tested for the
same optimization problem. Twenty-seven sample points were extracted for all these
DOE methods.

100 & 9

0.88

000 & L ]
0.00 0.13 025 038 050 063 075 088 100

Vi

Figure 7. Example of the modified LHS.

3.3. Surrogate Model and Searching Algorithm

The surrogate model was configured based on the sample points obtained using DOE
methods. Response surface approximation (RSA) [20] was used as the surrogate model.
MOGA coupled with the RSA model was used to obtain Pareto-optimal solutions [24].

The RSA model is multivariate polynomial model, and a continuous response y/(x) is
usually modeled as follows [20]:

N
y(x) = Y Bifi(x) +e& E(e) =0, V(e)=0c? ©6)
j=1

where x is a vector of design variables, fj(x) j =1, ..., N) are the terms of the model, §; (j =
1, ..., N) are the coefficients, and the error ¢ is assumed to be uncorrelated and distributed
with a mean of 0 and constant variance [20]. A second-order polynomial is used for the
RSA model, and the model can be expressed as follows:

N N N
y(x) = Bo+ Y Bixi+ Y Bixi + Y Bijxix; )
i=1 j—

i=1 i<j

The model involves an intercept, linear terms, quadratic interaction terms, and squared
terms (from left to right). R? and Radjz are used to decide the goodness of the fit and should
be close to 1 for a good fit [20].

GA is a random global search technique that solves problems based on natural evo-
lution. An initial population of individuals is defined to represent a part of the solution
to a problem [21]. Before starting the search, a set of chromosomes is randomly selected
from the design space to obtain the initial population. Through subsequent computations,
the individuals adapt in a competitive way. The initially selected set of chromosomes is
called the parental generation, and the subsequent selected set of chromosomes is called
the child generation. In this process, genetic search operators (selection, mutation, and
crossover) are used to obtain chromosomes that are superior to the previous generation [21].
MATLAB [24] was used to invoke the GA for multi-objective optimization.
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4. Results and Discussion
4.1. Grid Dependency Test and Validation of Numerical Results

A grid dependency test was carried out for the reference shape based on Richardson’s
extrapolation method and grid convergence index (GCI), which represents numerical
uncertainty by estimating the discretization error according to the procedure presented by
Roache [26] and Celik and Karatekin [27].

Table 3 shows the results of calculating the discretization error for Nu. The number of
grid nodes was adjusted by setting the grid segmentation index to 1.3, and three different
grid systems were analyzed. When N, was used, the extrapolation error (¢2},) was about
0.3%, and GC Ij%l-ln ,was about 0.4%, which indicate small numerical uncertainty. Therefore,

N, was selected as the optimal grid system.

Table 3. Analysis of grid convergence index.

Parameter Value
N; 2.58 x 100
Number of cells N, 2.37 x 10°
N3 2.22 % 10°
Grid refinement factor r 1.3
o El 20.09
Computed efficiency (Nu ) corresponding to N7, Ny, N3 Nu , 20.02
Nu 3 19.88
Apparent order P 2.90
Extrapolated values Poxt 20.15
Approximate relative error 2l 3.35x 1071%
Extrapolated relative error e?}t 2.93 x 10~ 1%
Grid convergence index GCI]%I.ln . 3.68 x 1071%

To verify the numerical results, they were compared with experimental data obtained
by Sui et al. [10] for the Nusselt number and friction factor in a wavy microchannel under
the same boundary conditions, as shown in Figure 8. As shown in Figure 8, the numerical
results for the friction factor show good agreement with the experimental data, except
at the lowest Reynolds number. The numerical results for the Nusselt number deviate
slightly from the experimental data over the whole Re range but show the same qualitative
tendency. At Re = 300, the errors are relatively large because the pressure drop and the flow
rate are relatively small, as discussed by Sui et al. [10].

25 0.7
++--®ees NU'....Numerical results
O 'Nu'...Experimental data[10]
2i
20 ook P Numerical results ?? """""" @ 0.6
O f......Experimental data[10] ....-: S o
15 §b """ 0.5
s 10 e é’ 0.4
’Z &o S~
5 A 0.3
@ g
0 @J """ By, 0.2
we--...... D@_ .......... I@
5 0.1
-10 0
250 350 450 550 650 750 850
Re

Figure 8. Validation of numerical results compared with experimental data [10].
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4.2. Heat Transfer Performance Enhancement by Grooves

Table 4 shows the comparison of the performance parameters between the smooth
and reference wavy microchannels. In the wavy channel with grooves, Nu increased by
about 8.34%, and Ry, decreased by about 2%, but the friction factor f also increased by
about 1.25% in comparison with the smooth wavy channel. This means that the grooves
largely enhance the heat transfer but with less increase in the friction. This improvement in
the heat sink performance with grooves is expected to be further increased by optimization.

Table 4. Performance comparison between reference and smooth wavy microchannels.

Performance Function

Nu Ry, (KIW) f
Reference microchannel 20.02 4.58 1.61 x 1071
Smooth microchannel 18.48 4.67 1.59 x 1071

The temperature distributions on the wavy wall on the right side of the reference
and smooth microchannels are shown in Figure 9. In the case of the reference design, it
can be seen that the temperature increase in the flow direction is smaller than that of the
smooth microchannel, resulting in lower maximum temperature. This shows improved
heat transfer performance on the sidewalls and confirms the results shown in Table 4.

()
(h) > /2P

>

0 10

Temperature ]
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Figure 9. Temperature distributions on a right side wall: (a) smooth microchannel and (b) refer-
ence design.

The local Nusselt number (Nuy) distributions on the wavy side walls are shown in
Figure 10. High Nu, regions are found between the crest and the trough (e.g., x/2P = 5.75-6.25)
on the left wall, but they are found between a trough and crest (e.g., x/2P = 6.25-6.75) on
the right wall. In addition, most of the high Nu, regions are distributed near the top and
bottom of the flow path. In the case of the smooth microchannel, a low Nu, region is found
near the middle height of the flow path immediately after each crest (e.g., x/2P = 5.75). In
the reference design, the high Nu, regions are found just downstream of the grooves, and
the total area of the high Nu, regions is larger than that of the smooth channel. This results
in high Nu in the grooved microchannel, as shown in Table 4.

y
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Figure 10. Local Nusselt number distributions on wavy walls: (a) smooth microchannel and (b) ref-
erence design.
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Figure 11 shows the flow fields of the reference design and the smooth wavy mi-
crochannel. Figure 11a shows that the velocity gradients near the left wall are larger than
those near the right wall between a crest and trough (x/2P = 5.75-6.25), but vice versa
between the trough and crest (x/2P = 6.25-6.75). This phenomenon occurs due to the
fluid inertia. The regions with high velocity gradients and those with high Nu, shown in
Figure 10 are nearly the same. Thus, it can be inferred that the high velocity gradient near
the wall promotes the heat transfer and enhances Ni,.

Smooth wavy microchannel

Smooth wavy microchannel

@ =S % (b) Reference design

Reference desig

2P L
625 65 2P=575 X2P=5 875

T

575 5F

(arest) o [
(rough) (crest) (edge of groove)

Figure 11. Velocity vectors on x—z plane and y—z plane (a) velocity vectors on the x—z plane (y/H = 0.6)
(b) velocity vectors on the y—z plane.

Figure 11b shows the velocity vectors in the y—z plane. Vortices are found near the
top and bottom of the flow channel in the crest. In the case of the reference design with
grooves, a complicated flow structure is found near the left wavy wall at the edge of a
groove (x/2P = 5.875) due to the upward flow escaping from the groove, which promotes
mixing of the fluid (and thereby heat transfer) in these regions. This is due to sudden
contraction of the flow area just downstream of a groove and provides a reason for the high
Nuy regions downstream of the grooves shown in Figure 10b. Even though the grooves are
at the same locations on both the wavy walls, the flow fields shown in Figure 11b are not
symmetric in the z direction because the main flow upstream of the groove proceeds in the
+z direction.

Figure 12 shows the temperature distributions in the y—z plane at the inflection point
of the wavy channel (x/2P = 6). The temperature gradient is relatively small near the upper
and lower sides of the flow path in common. This is thought to be due to the strong vortices
shown in Figure 11b. These low temperature gradients also contribute to the distribution
of high Nu, in these regions (Figure 10). Figure 12 shows that the temperature on the left
side in the reference design is still low, even at the medium height, unlike in the smooth
wavy microchannel. This is due to the fluid mixing caused by the strong secondary flow
downstream of the grooves.

Smooth wavy microchannel  Reference design

Left side Right side

Temperature K]

,BQ'LQ é‘:e@,;l«s@% ,5&?“,5&’6,55"2&%2@% ’é\hs@Q
Figure 12. Temperature distributions at inflection point (x/2P = 6) in the y—z plane.
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4.3. Parametric Study

Figure 13 shows the results of the parametric study for Nu, Ry, and f. When one
parameter was changed, the other parameters were fixed at the reference values shown
in Table 2. With the change of parameters, the friction factor f shows small variations of
less than 2.5%. Atd/t = 0.5, the maximum Nu and f and minimum Ry, are found, which
indicates that there is an optimum groove depth for heat transfer enhancement.
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Figure 13. Results of the parametric study.

Ry, and Nu are inversely correlated with the variation of d/t. Nu and f have maximum
values at w/P = 0.15, but Ry, has a minimum value at w/P = 0.25. Ry, decreases as w/P
increases in the tested range. This means that wide grooves are effective in reducing
thermal resistance. In the case of D/P, Nu and f increase as D/P increases, but Ry, shows a
maximum at D/P = 0 (non-staggered grooves). This indicates that if the absolute value of
D is fixed, the relative locations of grooves between the two wavy walls do not affect Ry,
unlike Nu and f.

At D/P = 0.5, Nu shows the maximum value of 20.2. This is the value improved by
23.2% from the value (Nu = 16.4) of the wavy microchannel heat sink without grooves
predicted by Sui et al. [10] under the same geometric and Reynolds number conditions.

4.4. Optimization Results with Different DOEs

Figure 14 shows the distribution of sample points of three different DOEs. In Figure 14a,
the 3-level full factorial design shows that the sample points are located on only the
boundaries of the design space. In the case of the conventional LHS, the sample points are
distributed in only the design space, as shown in Figure 14b. However, in the modified
LHS, the sample points are located on the boundaries and inside of the design space,
as shown in Figure 14c. The RSA models for the objective functions, Fy and Fgyy,, were
formulated in terms of the design variables normalized between 0 and 1 for three different
DOEs as follows:
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Figure 15 shows the Pareto-optimal solutions using three different DOEs. The Pareto-
optimal solutions are the best solutions that can be achieved for one objective without
disadvantaging another objective and are sensitive to the constructed surrogate model [28].
Pareto-optimal fronts obtained using the conventional and modified LHS methods have
similar smooth curves, as shown in Figure 15. However, the full factorial design shows a
curve that has two inflection points, unlike the other curves. The Pareto-optimal front from
modified LHS predicts the lowest optimum values of the two objective functions among
the tested DOEs in most of the range. The Pareto-optimal fronts of the two LHS methods
cover wider ranges than that of the full factorial design.

To compare the optimization results, three Pareto-optimal designs (PODs) were ex-
tracted from each Pareto-optimal front using K-means clustering [29], as presented in
Figure 15. The predicted objective function values at the PODs and numerical calcula-
tions at the same PODs are compared in Table 5. In case of the full factorial design, the
PODs are close to the boundaries of one or two design variables. However, the PODs
of conventional LHS are found inside the design space. In this case, a POD close to a
boundary (D/P = —0.8802 in POD A) yields a larger relative error between the predicted
and calculated objective function values than the other PODs. As mentioned earlier, the
surrogate model obtained using conventional LHS over-predicts the values at the boundary
of the design space, and the error increases near the boundary.
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Figure 14. Distributions of sample points for three different DOEs.
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Figure 15. Pareto-optimal solutions for three different DOEs.

In the case of the modified LHS, even the POD located close to the boundary shows
good prediction with maximum relative error less than 1.5%. Thus, the modified LHS
shows the best prediction accuracy among the tested DOEs. The full factorial design
and conventional LHS generally over-predict the objective function values with positive
relative errors at the three PODs, but the modified LHS generally under-predicts the values.
Therefore, there is not much difference in the calculated objective function values at the
PODs among the tested DOEs.
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Table 5. Results of optimizations with three different DOEs. (a) Full factorial design; (b) Conventional LHS; (c) Modified LHS.

(@)
Design Variables Predicted Values Numerical Solutions Relative Errors (%)
Full Factorial Design
dlt D/P w/P Fren (KIW) F¢ Fren (KIW) F¢ Fren (KIW) F¢
POD a 0.7862  0.9300 0.2462 4.360 0.1640 4.328 0.1679 0.7301 —2.365
PODDb 0.2226  0.8809  0.2472 4.530 0.1568 4.512 0.1549 0.3890 1.216
POD c 0.1095 0.2327  0.2473 4.683 0.1518 4.519 0.1573 3.496 —3.630
(b)
Design Variables Predicted Values Numerical Solutions Relative Errors (%)
Conventional LHS
dlt D/p w/P Frin (KIW) F¢ Frn (KIW) F¢ Frn (KIW) F¢
POD A 0.7218  —0.8802 0.2083 4.288 0.1645 4.534 0.1608 —5.731 2.278
POD B 04156 —0.3492 0.2026 4.446 0.1588 4.593 0.1580 —3.287 0.5225
POD C 0.1580  —0.4159 0.2198 4.731 0.1547 4.701 0.1536 0.6289 0.6969
(©)
Design Variables Predicted Values Numerical Solutions Relative Errors (%)
Modified LHS
dlt D/P w/P FRth (K/W) Ff FRth (K/W) Ff FRth (K/W) Pf
POD 1 0.8879  1.0000  0.2163 4.246 0.1672 4.309 0.1675 —1.496 —0.1857
POD 2 0.2942 0.8214 0.2491 4.510 0.1552 4.512 0.1556 —0.0465 —0.2670
POD 3 0.1452  —0.1498 0.2211 4.781 0.1536 4.843 0.1558 —1.295 —1.412

The R? and adjusted R? values of the RSA models constructed using three different
DOE:s are listed in Table 6. As mentioned earlier, values closer to 1 indicate a better
surrogate model. In this respect, the modified LHS shows the best results in Table 6. This
is consistent with the results shown in Table 5. In addition, the RSA model with the full
factorial design has the worst performance. Applying a DOE method that properly locates
the sample points on the boundaries and inside of the design space makes it possible to
construct a more accurate surrogate model and obtain superior optimization results.

Table 6. Statistical analysis of the RSA models. (a) Full factorial design; (b) Conventional LHS;

(c) Modified LHS.
(a)
R? Adjusted R?
Frn 0.7905 0.6454
f 0.8451 0.7379
(b)
R? Adjusted R?
Fre 0.8751 0.8039
f 0.8579 0.7964
(©)
R? Adjusted R?
Fre 0.9339 0.9005
f 0.9175 0.8927

4.5. Analysis of the Optimized Design

POD 2 obtained with the modified LHS was selected for further analysis because the
values of both the objective functions were improved compared to the reference design. In
POD 2, Ry, and f are reduced by 1.55% and 3.00%, respectively, compared with those of the
reference design. The Nu, distributions on the wavy walls are shown in Figure 16, which
compares the heat transfer performance between POD 2 and the reference design. In the

91



Processes 2021, 9, 373

case of the reference design, there are high Nu, regions on the left wall between the grooves
in the crest and the trough (x/2P = 5.75-6.25). In the case of POD 2, high Nu, regions are
shown on the left side wall between the inflection point where the groove is located and
the trough (x/2P = 5.50-6.25). The right wall between x/2P = 7.00 and 7.50 shows the same
Nuy distribution as the left wall between x/2P = 5.50 and 6.25. Unlike the reference design,
the high Nu, distribution for POD 2 from the inflection point to the crest (x/2P = 5.50-5.75)
seems to be one of the important factors in reducing Ry, compared to the reference design.

y
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(b) ¥

1
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Figure 16. Local Nusselt number distributions on wavy walls: (a) reference design, and (b) optimal
design (POD2).

Figure 17 shows the streamlines and velocity vectors. Figure 17a shows that the
recirculating flow develops in the grooves in the reference design. These recirculating
flow regions correspond to the low Nu, regions in the grooves in Figure 16. This occurs
because the flow recirculation hinders the heat transfer on the wall. Figure 17b shows the
velocity vectors at the cross sections perpendicular to the flow direction. As mentioned
earlier, in the reference design, a strong interaction between the vortical flow in the channel
and upward flow from the groove is found near the left wall at the edge of the groove
(x/2P =5.875). In the case of POD 2, this phenomenon is also found near the left wavy
wall at the edge of the groove (x/2P = 5.593) but is weaker than in the reference design.
This seems to be affected by the location of the groove (which is the crest in the reference
design but an inflection point in POD 2) and the fact that the two grooves on both the walls
are attached at the same location in the reference design.

However, in POD 2, the vortices in the channel become stronger at a location down-
stream (x/2P = 5.875). This is consistent with the Nu, distributions shown in Figure 16. In
the reference design, the high Nu, region persists from the groove edge (x/2P = 5.875) to a
location far downstream but disappears before the next groove. However, in POD 2, the
high Nu, region is relatively narrow at the edge of the groove (x/2P = 5.593) but grows
downstream and becomes widest at the upstream edge of the next groove. Thus, the total
area of the high Nu, regions is larger in POD 2 than that in the reference design.
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Figure 17. Streamlines and velocity vectors: (a) streamline distributions on the x—z plane (y/H = 0.6)
(b) velocity vector in cross-section perpendicular to flow direction.

5. Conclusions

A wavy microchannel heat sink with grooves was optimized using RANS analysis
of the flow and conjugate heat transfer. In the reference wavy channel with grooves, Nu
increased by about 8.34%, and Ry, decreased by about 2%, but the friction factor f also
increased by about 1.25% compared to the smooth wavy channel. Thus, using grooves, the
enhancement of the heat transfer surpasses the increase in the friction.

For optimization, the distance between staggered grooves on opposite wavy walls,
the groove depth, and the groove width were selected as design variables. The thermal
resistance (Ry,) and friction factor (f) were used as objective functions. A modified LHS that
uses the advantages of conventional LHS and the three-level full factorial method was also
proposed. The optimization performance of three DOE methods was estimated. Surrogate
models of the objective functions were constructed by RSA with each DOE method. The
corresponding Pareto optimal solutions were derived, and three representative optimal
solutions were selected to compare the predictions of the DOE methods.

The results showed that the optimal solutions using modified LHS methods have the
best predictions with less than 1.5% error compared to the numerical calculations. They also
had the largest R? and adjusted R? values, which indicate the best statistical accuracy of the
RSA models. For one of the representative optimal solutions, POD2, Ry, and f decreased
by 1.55% and 3.00%, respectively, compared to the reference design, indicating that both
the objective functions were improved. Therefore, the multi-objective optimization with
modified LHS could effectively improve the performance of the wavy microchannel heat
sink with grooves.
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Abbreviations

Ay The bottom area of the flow channel (m?2)
As Side area of the flow channel (m?)
d Groove depth (um)
D Distance between staggered grooves (um)
Dy, Hydraulic diameter (m)
F Friction factor
h Height of flow path (um)
H Height of microchannel (um)
kw Thermal conductivity (W/K)
Nu Nusselt number
Nu, Local Nusselt number

Average velocity at the inlet (m/s)

p Pressure (N/m?)

P Half of wave length of channel wall (um)

q Heat flux (W/cm?)

Re Reynolds number

Ry, Thermal resistance (K/W)

t Side wall thickness of channel (pm)

Tw Average temperature at the solid wall (K)

T Average temperature of the inlet and outlet (K)

Tsmax Highest temperature at the bottom substrate (K)
Triner  Average temperature of the cooling fluid at the inlet (K)

w Groove width (um)
144 Width of channel (um)
x,Y,z Rectangular coordinates
0 Density (kg/m?)
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Abstract: The mixed free-surface-pressurized flow in the tailrace tunnel of a hydropower station has
a great impact on the pressure, velocity, and operation stability of the power station. In the present
work, a characteristic implicit method based on the upwind differencing and implicit finite difference
scheme is used to solve the mixed free-surface-pressurized flow. The results of the characteristic
implicit method agree well with the experimental results, which validates the accuracy of the method.
Four factors that influence the amplitude of pressure fluctuation are analyzed and optimized, and
the results show that the relative roughness can influence the maximum pressure in the tailrace
tunnel. Additionally, the maximum pressure decreases with the increase of the tunnel’s relative
roughness. When the surface relative roughness increases from 0.010 to 0.018, the maximum pressure
can decrease by 4.33%. The maximum pressure in the tailrace tunnel can be effectively restrained by
setting vent holes in the flat-topped tunnel section (tunnel (4)) and a vent hole at 81.25%L (L is the
length of tunnel (4)), which can reduce the maximum pressure by 56.72%. Increasing the vent hole
number can also reduce the maximum pressure of the mixed free-surface-pressurized flow in the
tailrace tunnel. An optimal set of two ventilation holes 10 m in diameter at 93.75%L and 56.25%L
is proposed, which can reduce the maximum pressure by 15.30% in comparison with the single

vent case.

Keywords: the mixed free-surface-pressurized flow; characteristic implicit method; relative rough-

ness; vent holes; optimization control

1. Introduction

Energy is one of the most important basic elements of economic and social develop-
ment, and the utilization of energy can greatly improve the living quality of humans. After
hundreds of years of exploitation and utilization, traditional fossil energy is decreasing
day by day. As a consequence, the development of renewable energy has become an
important development direction for global energy. Every country takes the development
of renewable energy, such as hydropower, wind energy, and solar energy, as an important
means to meet the challenges of energy security and climate change [1-4]. Among them,
hydropower, with its low power generation cost and high power generation efficiency, has
become a great alternative in recent years [5-10].

With the development of the national economy and hydropower, many large-scale
water conservancy and hydropower projects have been built in China, such as the Three
Gorges power station, Baise Underground power station, Xiangjiaba power station, and
Xiluodu power station. To ensure the safe operation of hydropower stations, sufficient
hydraulic analysis and hydraulic calculation must be carried out for the hydraulic tran-
sition process. The purpose of the transition process calculation is to reveal the dynamic
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hydro-mechanical characteristics of the water transmission and power generation sys-
tem of a hydropower station in various transitional processes. To improve the reliability,
stability, flexibility, and overall economy of hydropower station operation, reasonable
control methods and technical measures are necessary. The hydraulic transition process
of the hydropower station is complex and involves many theoretical and computational
problems. In the tailrace tunnel of the hydropower station, the free surface flow and the
pressurized flow may appear alternately in the transition process, which is called the mixed
free-surface-pressurized flow. When the mixed free-surface-pressurized flow occurs, the
wave velocity and pressure at the interface will change rapidly.

This complicated flow phenomenon will have an important impact on the stability of
the whole system’s operation and will cause great pressure fluctuation in the transition
process, especially for the tailwater systems of hydropower stations. Therefore, it is nec-
essary to establish a reasonable, feasible, and identical model for calculation. At present,
the main calculation methods are the virtual slit method [11-13], the shock wave fitting
method [14,15], and the rigid water body method [16]. The virtual slit method was pro-
posed by Preissmann [17], which assumes that there is a very narrow gap at the top of the
closed tunnel and the gap does not increase the cross-section of the pressure water pipe and
the hydraulic radius. When the pipeline is full of water, it can be regarded as an open chan-
nel with a very small water surface, and then the unified St. Venant equation can be used
to solve free surface flow and pressurized flow. This model has been successfully used by
Chaudhry and Kao [18] to analyze the mixed free-surface-pressurized flow in the tailwater
system of the Shrum hydropower station in Canada. Ji [13] also used this model to calculate
the mixed free-surface-pressurized flow in a rainwater drainage pipe. Trajkovic et al. [19]
used the Maccormack scheme to simulate the mixed free-surface-pressurized flow in a
circular cross-section pipeline, and the numerical results were in good agreement with the
experimental results. Ferreri et al. [20] analyzed the steady pressurized flow in a sewer by
using the virtual slit method. Maranzoni et al. [21] applied the virtual slit method to the
two-dimensional transient mixed flow.

However, the setting of the virtual slit method is not consistent with actual situations
under some conditions. Firstly, the criterion to determine the open channel flow and the
pressurized flow is that the water pressure is lower or higher than the pipe’s top. If there is
a large bubble, even if the pressure is higher than the pipe’s top, the open channel flow
will not become the pressurized flow. Secondly, the equation of unsteady flow in an open
channel is only applicable to the gradual change flow. Guo and Song [22] found that when
the sudden change flow was formed and the surge wavefront was steep, the calculation of
the virtual slit method would be unstable or not convergent when they studied the mixed
free-surface-pressurized flow in the joint underground drainage system in Chicago.

When bubbles and negative pressure appear in the mixed free-surface-pressurized
flow, the shock wave fitting method is proposed, which regards the free surface flow and
pressurized flow as two flow states and calculates the velocity and position of the moving
interface. Wiggert [23] introduced a moving interface between the free surface flow and
pressurized flow to modify the Pressimann slit method, and the free surface flow was
solved by the characteristic line method. Miyashiro and Yoda [15] used the characteristic
line method to solve the Venant equation for free surface flow in a study of the mixed
free-surface-pressurized flow in the underground drainage system. Song [24] used a shock
wave moving equation and interface characteristic line equation to calculate the free surface
flow and pressurized flow for the transition process of the pipeline.

However, some calculation results showed that the shock wave fitting method was
not stable enough. When the surge wavefront is steep, it will lead to numerical divergence.
Because the wave velocities of the free surface flow and the pressurized flow are quite
different, special mesh generation technology should be adopted to meet the requirements
of calculation accuracy and stability. When the moving interface passes through boundary
conditions such as bifurcation pipes and surge chambers, it will become very difficult
to deal with the shock wave. In particular, the shock wave fitting method considers
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Upstream

Water turbine

that the interface of the mixed free-surface-pressurized flow and positive surge wave is
consistent, which is not suitable for some cases, such as a positive surge wave in a tailrace
tunnel with a variable top height. Hamam and McCorquodale [25,26] proposed the rigid
water body method to solve the mixed free-surface-pressurized flow, which assumes that
water is incompressible and the flow velocity is uniform. Rigid water body theory is
adopted for the liquid phase, and compressible flow theory is adopted for the gas phase.
Li and Alex [16] developed the rigid water body method to calculate the bubble motion.
However, the algorithm of the rigid water body method is complex, and there are many
discrepancies with physical reality. Therefore, this method is rarely used to simulate the
mixed free-surface-pressurized flow.

The existing work outlined above shows that the three calculation methods to solve
the mixed free-surface-pressurized flow have their limits. Therefore, it is vital to propose a
stable calculation format for the mixed free-surface-pressurized flow which can smoothly
calculate and obtain results consistent with the actual situation, even when the water
surface fluctuates greatly and the pressure fluctuates violently.

The basic structure of the present work is as follows. Firstly, the characteristic implicit
scheme method [27] is used to solve the mixed free-surface-pressurized flow, and the
experimental validation is carried out. Then, the influence of the relative roughness of
the tailrace tunnel on the maximum pressure in the tunnel is analyzed. The restraining
effect of setting single vent holes at different positions in the flat-topped tunnel section on
the maximum pressure in the tunnel is discussed. The influence of ventilation holes with
different diameters on the maximum pressure in the tunnel is calculated. The influence of
setting multiple vent holes in the flat-topped tunnel section on suppressing the pressure
fluctuation in the tunnel is also studied.

2. Research Object and Mathematical Model
2.1. Research Object

Figure 1 shows the layout of the water conveyance system of a hydropower station.
The downstream is a tailwater tunnel that starts at the altitude of 548.70 m and ends at the
altitude of 577.00 m. As shown in Tables 1 and 2, the total length of tunnels (1), (2), (3), and
(4) is 1541.10 m, where the mixed free-surface-pressurized flow may occur. The shape of
tunnel (4) is rectangular with an arch crown; its width is 18 m, and its height is 20 m. The
operating conditions are 825 m at the upstream and 597 m at the downstream, respectively,
which means that the downstream water level is equal to the top of tunnel (4).

Downstream

Tailwater
surge chamber
vy ; 1

y oA

Figure 1. The layout of the water conveyance system of a hydropower station.
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Table 1. Tunnel parameters.

Tunnel Number Tunnel Shape Number Length (m) Roughness Starting Elevation (m) Ending Elevation (m)
(1) 1 614.73 0.014 548.70 562.00
() 2 20.00 0.014 562.00 562.00
3) 3 101.12 0.014 562.00 577.00
(4) 4 805.25 0.014 577.00 577.00

Table 2. Description of the tunnel shape.

Tunnel Shape Number

Description of the Tunnel Shape

Arch-like. The bottom width changes linearly from 18 m to 15 m, the tunnel height changes linearly

1 from 21 m to 25 m, and the radius of the circular arc at the top of the tunnel changes linearly from 9 m
to 7.5 m.

2 Arch-like. The bottom width is 16 m, the tunnel height is 17 m, and the tunnel top arc radius is 10.5 m.
Arch-like. The bottom width changes linearly from 16 m to 18 m, the tunnel height changes linearly

3 from 17 m to 20 m, and the radius of the circular arc at the top of the tunnel changes linearly from
10.5mto 11.25 m.

4 Arch-like. The bottom width is 18 m, the tunnel height is 20 m, and the circular radius of the top of

the tunnel is 11.25 m.

2.2. Mathematical Model

In recent work, the virtual slit method was mainly used to calculate the alternating
full flow. According to the Preissmann model [17], a virtual slot on the top of the pipe
or tunnel is assumed, and the slot will slightly influence the tunnel cross-section area A.
The wave velocity of the free surface flow c is determined by ¢ = \/gA/ B, where B is the
surface width and g is gravity. Then, the wave velocity of the pressurized flow a can be
chosen as a = c. This is a way to simulate the pressurized flow by modifying the free surface
wave velocity. Then, the free surface flow and the pressurized flow can be described by the
same partial equations [28] as follows:

oh Jdu  0Jv .
g—ax +v—ax + 5= Q(i— ]f) 1)
oh oh a%dv
%9 Tar T gax @)

where /1 is the flow depth, v is the flow velocity, i is the tunnel slope, and J¢ is the slope of
the energy grade line.

2.3. Characteristic Implicit Method

With the rapid increase of the wave velocity c, the numerical calculation would be
difficult to converge when the interface of the free surface flow and the pressurized flow
passes the computational nodes. In the present work, the characteristic implicit method
provides a differencing scheme with good stability and high accuracy to solve the mixed
free-surface-pressurized flow. Since the system made up of the continuity and momentum
equations is a hyperbolic system, upwind differencing can avoid nonphysical oscillations,
and the implicit scheme is used for stability and accuracy.

To transform Equations (1) and (2) into the norm forms of the hyperbolic system and
to replace v with Q/A, where Q is the volume flow, Equations (3) and (4) are derived
as follows:

_oh Lon, 0Q  ,9Q.

Bc (g +a)—(§ C+g>-f 3)
oh  _oh. 9Q _aQ.

Bc*(g%—c 352 (5t ) = (4)
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where ¢t = Q +/§A/B, f=—gA(i—Jf), Jf = A2R4/3, and R is the hydraulic diameter.
Equations (3) and (4) are differenced at the point of (m, n) by using the differencing scheme
as follows. The forward differencing in time is found by

aQ Qn+l Qn
ot At
5
T ©)
or At

For the upwind differencing in space, Equation (3) is differenced along the ¢* line:

aQ Qnm+l Qn+l oh B hnerl _ hZ;ill

oax Ax ox Ax ©)
Equation (4) is differenced along the ¢ line:

Q _ Q- an I - -

dox Ax ox Ax

The substitution of Equations (5) and (6) into Equation (3), as well as the substitution
of Equations (5) and (7) into Equation (4), lead to the system in Equation (8):
hn—i—ll + len—H + Clhn+1 + den—H =e (8)

azh”+1 + b2Q"+1 ool +d QR = e

BccAtbl

where a1 = — ,c1 = Bjlc™ —aj,and dy = —(1 + bp). Additionally,

e1 = Bp,c hy, — Qn, + Atf, ay = Bl'ct +ay,
c At
b - — 1 _ ), = —daq,
2 ( Ax ) €2 a1
d, = —(1 + bz), e = Bfnc+hﬁ1 — Q% —|-Atf,

oE = ii gA%,
Al B

n*Q|Q|
A2R4/3 "

n+1
f=—gAn (i -

)

Equation (8) is constituted by a set of two nonlinear algebraic equations with six
independent unknowns, two of which are the same in any two neighboring nodes, and a
similar pair of equations are written for each of the M-2 internal points in the tunnel. Thus,
there are two M-2 equations in 2 M unknowns. Equation (8) can provide one equation for
each boundary point. The boundary condition at the end of the tunnel can provide two
additional equations, so a unique solution can be obtained. In this paper, the new method
is named the characteristic implicit method with first-order accuracy. By using the friction
term and gravity term of the n + 1 time step, the computation precision and stability can
be improved.

2.4. Experimental Validation

The purpose of this experiment was to verify the correctness of the characteristic
implicit method for solving the mixed free-surface-pressurized flow. In this experimental
model, the diversion system and tailwater system adopted the diversion mode that one
tunnel distributed one machine. The tailrace adopted the four-in-one arrangement scheme,
in which four branch tunnels converged to one main tunnel. Figure 2 shows the diagram
and experimental rig of the tailrace tunnel.
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Figure 2. The diagram (a) and experimental rig (b) of the tailrace tunnel.

The experimental tunnel was a model with a proportion scale A = 30, according to
the gravity similarity principle [29]. The prototype of the tailrace runner was the concrete
surface, and its relative roughness was 0.014. According to the scale of relative roughness,
the relative roughness of the model material was 0.0079, while the relative roughness of
the plexiglass pipe was also 0.0079, so the tailrace channel model was made of plexiglass
could meet the requirement.

The model structure and schematic diagram of the monitoring points on the main
tailrace tunnel are shown in Figure 2a, in which the tailrace of the power station was
connected with a large tailwater pond. The reason for this was that the tailrace of the
prototype power station flowed into the natural river channel, and the tailrace water level
of the power station was determined by the discharge flow of the discharge structure
and the discharge flow of the power station. The discharge flow of the power station
was relatively low, and the tailrace water level of the power station was relatively stable
in the transient process. In the present experiment, the discharge flow was only from
the power station, so it was necessary to manually adjust the actual tailrace level. In the
unsteady experiment, a relatively stable boundary condition of downstream tailrace could
be obtained by connecting a large pool with the model tailrace and adopting a wide weir
at the pool end.

In the present experiment, the flow rate was measured by the rectangular, thin-walled
weir, and the zero reading of the thin-walled weir was calibrated before the experiment.
The water depth at each point of the main tunnel was measured by the pulsating pressure
sensor. The pulsating pressure sensor was connected with the computer through a DJ800
multifunctional monitor to form a data acquisition and processing system. The system was
used to measure the fluctuation of the water depth at various points in the tailrace system.
To observe the obvious mixed free-surface-pressurized flow in the main tailrace tunnel,
the downstream water level was set to 0.807 m. Under this condition, the first half of the
tailrace was the pressurized flow, and the second half of the tailrace was the free surface
flow. The discharge was calculated to be 0.066279 m3/s, according to the Rehbock weir
formula [30]. When the butterfly valves at the inlets of four branch tunnels were suddenly
closed, the phenomenon of mixed free-surface-pressurized flow in the main tailrace tunnel
could be observed.

The flow rate condition was given at the upstream, and the flow rate of the four
adits was assumed to be the same at 0.016570 m>/s. When the butterfly valve quickly
closed, the flow rate became zero in a short time, and the variation of the flow rate was
recorded. Although the downstream was a large pool, there were still small fluctuations in
the water level, which were recorded and input into the calculation. Figure 3a—h shows
the comparison curves of the water depth in the experiment and calculations. The results
show that the water levels of the time domain agreed well between the experiment and
calculations. The frequency results of the experiment and calculations also coincided well,
and the dominant frequencies were both 0.1 Hz. It can be seen that the calculation results
and the experimental results were consistent, and the change period of the water depth
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(m)

(m)

was nearly the same. The water level at point 1 exceeded the tunnel’s top, so the flow in the
transient process was pressurized. The water level at point 4 was below the tunnel top, so
the flow in the transient process was a free surface flow. In the transient process, the water
level at the second and third points would be below or exceed the tunnel’s top, so the mixed
free-surface-pressurized flow would occur. This is consistent with the experimental results
that the separation interface between pressurized flow and free surface flow appeared near
point 3 under the initial water level of 0.807 m.

Figure 3e shows that when the water surface reached the tunnel’s top at point 3, the
free surface flow became the pressurized flow. The curve of the experimental results shows
a large pressure fluctuation at this time, which agrees well with the calculated results. Due
to the pressure fluctuation at measuring point 3, the pressure fluctuation also appeared at
points 1 and 2. Therefore, the calculation model could accurately predict the interface of
the free surface flow and the pressurized flow.
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Figure 3. The curve of the stage (pressure) in the tailrace tunnel, shown for (a) the time domain of point 1, (b) frequency
domain of point 1, (c) time domain of point 2, (d) frequency domain of point 2, (e) time domain of point 3, (f) frequency
domain of point 3, (g) time domain of point 4, and (h) frequency domain of point 4.

3. Analysis of Influencing Factors for the Mixed Free-Surface-Pressurized Flow

Many factors can affect the occurrence and development of mixed free-surface-
pressurized flow, which are important for the construction design of hydraulic engineering
and the operation of hydraulic machinery.

3.1. Influence of the Tunnel Relative Roughness

When the mixed free-surface-pressurized flow occurs in the tailrace tunnel, the wave
velocity at the interface between the free surface flow and the pressurized flow will change
suddenly and cause great pressure fluctuation. According to Equations (3) and (4), the
surface relative roughness of the tunnel wall will affect the amplitude of the pressure
fluctuation.

Tunnels with the relative roughness of 0.010/0.012/0.014/0.016/0.018 were selected
to calculate the influence of the tunnel surface relative roughness on the mixed free-surface-
pressurized flow. The maximum pressure in the tunnel with different relative roughnesses
was calculated and shown in Table 3, and the results show that the maximum pressure
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in the tunnel decreased with the increase of the tunnel’s relative roughness. This means
that increasing the relative roughness of the tunnel surface could suppress the maximum
pressure in the tunnel. The reason for this is that the increasing relative roughness will
increase the hydraulic loss, which makes the maximum pressure lower. When the surface
relative roughness increased from 0.010 to 0.018, the maximum pressure of the tunnel could
decrease by 4.33%. However, increasing the relative roughness of the tunnel surface would
reduce the power generation efficiency of the hydropower station. Therefore, a relative
roughness of 0.014 is recommended upon consideration of the balance of economy and
construction.

Table 3. Maximum pressure in the tailrace tunnel with different relative roughnesses.

Tunnel Relative Roughness Maximum Pressure (mH,O)
0.010 155.904
0.012 154.322
0.014 152.785
0.016 151.185
0.018 149.146

3.2. Influence of Vent Position

The vent can greatly discharge pressure when the mixed free-surface-pressurized flow
appears. To study the effect of vent holes at different positions on the maximum pressure in
the tunnel, the water level of the tailrace tunnel under the mixed free-surface-pressurized
flow was calculated, as is shown in Figure 4. The diameter of the vent hole was set as
D =10 m in the calculation. In Figure 4, the red line represents the water level in the
tunnel when the mixed free-surface-pressurized flow occurred, the blue line represents the
tunnel’s top, and the black line represents the tunnel’s bottom.
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Figure 4. Water level with a vent at different positions: (a) 6.25%L, (b) 18.75%L, (c) 31.25%L, (d) 43.75%L, (e) 56.25%L, (f)
68.75%L, (g) 81.25%L, (h) 93.75%L, and (i) no vent.

For the no vent scenario, the maximum value of the pressure in the tunnel was
152.785 mH,O. For the different vent positions of 6.25%L, 18.75%L, 31.25%L, 43.75%L,
56.25%L, 68.75%L, 81.25%L, and 93.75%L, the maximum values of the pressure in tun-
nel were 151.493 mH,0, 144.734 mH,0, 134.734 mH;0, 120.974 mH,0, 104.851 mH;0,
86.844 mH,O0, 66.124 mH,0, and 77.665 mH;O, respectively. It can be seen that the vent at
81.25%L had the best suppression effect on the maximum pressure in the tunnel, and the
corresponding maximum pressure was 66.124 mH,O with a decrease of 56.72%. When the
free surface flow turned into the pressurized flow, the wave velocity increased instanta-
neously, which caused a rapid increase of the pressure fluctuation in the tunnel. On the
one hand, according to the design manual of the hydropower station, the wave velocity of
the tailwater tunnel of the prototype power station was 1160 m/s under the pressurized
flow. On the other hand, the vents in the tunnel could be thought of as small open channels,
and the wave velocity in the vent could be calculated to be about 19 m/s by the wave
velocity formula. Therefore, the maximum values of the pressure in tunnel 4 could be
greatly reduced by setting proper vent positions. This method can be an alternative with
the surge shafts to guarantee the stable operation of the hydropower station.

3.3. Influence of the Vent Diameter

According to the formula of the wave velocity for the open channel, the wave ve-
locity decreased with the increase of the vent diameter. It can be inferred that the di-
ameter of the ventilation holes affected the maximum pressure inside the tunnel. Vent
holes with different diameters were set at 81.25%L, and the maximum pressure when the
mixed free-surface-pressurized flow occurred in the tunnel was calculated, as is shown in
Figure 5.

Three vent diameters of 5 m, 10 m, and 15 m were set to investigate the influence
of the vent diameter on the suppression effect on the maximum pressure in the tunnel.
The results show that the maximum pressure in the tunnel decreased with the increase of
the vent diameter. When the diameter of the vent hole increased from 5 m to 10 m and
15 m, the maximum values of the pressure in the tunnel were 68.541 mH,0, 66.124 mH,0O,
and 66.026 mH,O, with a decrease of 3.53% and 3.67%, respectively. Therefore, further
increasing the diameter had a slight effect on the maximum pressure suppression.
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Figure 5. Water level with different vent diameters: (a) vent diameter of 5 m, (b) vent diameter of 10 m, and (c) vent
diameter of 15 m.

3.4. Influence of the Vent Number

A vent can effectively reduce the maximum pressure in the tunnel, so the influence of
the vent number should be further investigated. Because the vent position at 93.75%L could
effectively suppress the maximum pressure at the upstream of the tunnel, the first vent
position was set at 93.75%L. Then, the second or third vent was set at different positions,
and five cases with different vent numbers and corresponding positions were determined,
as is shown in Table 4.

Table 4. Maximum pressure in the tailrace tunnel with different numbers of vents.

Items Number of Vents Vent Positions Maximum Pressure (mH,O)
Case 1 2 93.75%L 43.75%L 62.517
Case 2 2 93.75%L 56.25%L 56.006
Case 3 2 93.75%L 68.75%L 56.345
Case 4 2 93.75%L 81.25%L 61.087
93.75%L 68.75%L
Case 5 3 43.75%L 55.398

Figure 6 shows the maximum pressure of the mixed free-surface-pressurized flow
in the tunnel with vents. The results show that the maximum pressure in the tunnel was
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56.006 mH,O for vent positions at 93.75%L and 56.25%L, which was reduced by 15.30% in
comparison with the single-vent case. For the three vent positions at 93.75%L, 68.75%L,
and 43.75%L, the maximum pressure in the tunnel was 55.398 mH,0O, which was reduced
by 16.22% in comparison with the single-vent case. It can be concluded that increasing the
vent number can strengthen the suppression effect on the maximum pressure; however,

more vents may influence the safety of the tunnel structure.
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4. Conclusions

In the present work, the characteristic implicit method was used to investigate the
mixed free-surface-pressurized flow in the tailrace tunnels of a hydropower station, and
the main conclusions are as follows:

1.  Based on the upwind differencing and implicit finite difference scheme, the character-
istic implicit method can detect and simulate the mixed free-surface-pressurized flow,
which has good calculation stability. The experiment agreed well with the calculated
results and validated the accuracy of the characteristic implicit method;

2. The relative roughness of the tailrace tunnel influences the maximum pressure in the
tailrace tunnel, and the maximum pressure decreases with the increase of the tunnel’s
relative roughness when the mixed free-surface-pressurized flow occurs;

3. Setting vent holes in the flat-topped tunnel section can restrain the maximum pressure
caused by the mixed free-surface-pressurized flow in the tunnel, and a vent hole at
81.25%L can reduce the maximum pressure by 56.72%;

4. When the diameter of the vent hole is in the range of 5~15 m, the maximum pressure
in the tunnel decreases with the increase of the ventilation hole diameter;

5. By increasing the number of ventilation holes in the flat-topped tunnel section,
the maximum pressure in the tunnel can be reduced when the mixed free-surface-
pressurized flow occurs. An optimal set of two ventilation holes at 93.75%L and
56.25%L was proposed, which could reduce the maximum pressure by 15.30%. Mean-
while, when considering the suppression effect and tunnel safety, an optimal hole
diameter of 10 m is recommended.
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Abstract: Discharge water from fish farms is a clean, renewable, and abundant energy source that has
been used to obtain renewable energy via small hydropower plants. Small hydropower plants may
be installed at offshore fish farms where suitable water is obtained throughout the year. It is necessary
to meet the challenges of developing small hydropower systems, including sustainability and turbine
efficiency. The main objective of this study was to investigate the possibility of constructing a small
hydropower plant and develop 100 kW class propeller-type turbines in a fish farm with a permanent
magnet synchronous generator (PMSG). The turbine was optimized using a computer simulation,
and an experiment was conducted to obtain performance data. Simulation results were then validated
with experimental results. Results revealed that streamlining the designed shape of the guide vane
reduced the flow separation and improved the efficiency of the turbine. Optimizing the shape of the
runner vane decreased the flow rate, reducing the water power and increasing the efficiency by about
5.57%. Also, results revealed that tubular or cross-flow turbines could be suitable for use in fish farm
power plants, and the generator used should be waterproofed to avoid exposure to seawater.

Keywords: small hydropower; tubular turbine; fish farm; computational fluid dynamics; perfor-
mance test; design factors; optimum model

1. Introduction

Hydropower is expected to remain the world’s largest source of renewable electricity
and to play a critical role in decarbonizing the power system and improving system
flexibility. In 2016, world hydropower installed capacity was 1064 GW, and annual power
generation was 3940 TWh [1]. Hydropower generation has been declining in Southeast Asia
and the Americas due to continued drought caused by climate change. However, demand
for hydroelectric power generation is increasing to cope with the increasing proportion of
renewable energy and to adapt to increasing power demands from industrialization and
the climate change crisis [2]. The hydropower industry is improving its efficiency, output,
and system resilience through modernization, improving old facilities and renovating
and expanding existing facilities [3,4]. Small scale hydropower development is being
studied worldwide to improve technology to make it more reliable and economically
efficient, which is necessary due to climate change, high oil prices, and environmental
problems [2]. In addition, domestic small hydroelectric power generation technologies
are being localized due to new and renewable energy certificates (RECs) and the sale of
electric power in domestic institutions and corporations; a continuous decrease in the
development unit price has also been affected by small and medium enterprises [3,5,6].
Therefore, particular attention should be paid to small scale hydropower plants operating
in low head conditions [7,8], the significant possibility of which is still not fully identified.
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Small hydropower (SHP) has been used to produce renewable, clean, and abundant
energy [9]. In a study of SHP, Ma et al. conducted a study on runners to develop general
purpose 2.5 kW micro-water vehicles [10]. Borkowski et al. validated computational
fluid dynamics (CFD) on SHP with electrical generator integrated with experiments, and
the main results were the mechanical power losses in the hydro-set gap and selection of
suitable turbulence model [11]. Huidong et al. conducted a study on the possibility of
replacing composite runner blades and mechanical stainless steel runner blades as a way
to increase the economics of SHP in stream sites [12]. Wen-Quan et al. investigated the
development of water turbines available in rivers through computational fluid dynam-
ics [13]. Punys et al. [14], reviewed small scale hydropower resource assessment for the
development of small hydropower plants using sophisticated software tools.

However, it represents only around 1.5% of the world’s total installed electricity
capacity, 4.5% of its total renewable energy capacity, and 7.5% (<10 MW) of its total
hydropower capacity [15,16]. Currently, there are few possibilities to develop and construct
small hydropower plants [17].

In Korea, fish farms operate approximately 600 units from the southern area, which
is at 350 units, and Jeju Island, which is at 250 units. Fish farms are environmentally
friendly, pollution-free, low cost, and guarantee the income of fishing villages. A small
hydropower plant that produces from 20-500 kW can utilize surplus recirculated water
from fish farms [18-20]. Propeller-type tubular turbines could be suitable for use in fish
farm hydropower plants [21]. Propeller turbines have a simple structure and a fixed blade,
the cost is relatively lower than that of the Kaplan turbine, and they have a high likelihood
of successful use in small hydropower plants [22-25]. Li et al. [26], analyzed hydraulic
performance according to the operating conditions of turbines through numerical analysis
and studied the effects of the opening angle of the guide vanes.

CFD has been applied to the design of hydro turbines and can be used in numerical
simulation to obtain hydraulic performance. Vu et al. [27] studied a Pico propeller hydro
turbine using the old runner model and improved the performance of the turbine using
CFD. Park et al. [28] studied the flow analysis of 30 kW gate turbines using a permanent
magnetic generator as well as the dynamic behavior of the flow stability of operating con-
ditions. Nasir, B. A. [29] was focused on the selection of suitable micro-scale hydropower
plant components. In [30], the authors focused on preliminary studies of economic feasi-
bility, the design of civil works, and the selection of electro mechanical components, and
developed a 15 kW micro-scale hydropower plant for rural electrification. In [31], the
authors investigated four different propeller turbine models with head ranges of 4-9 m
and generated an efficiency of 68%. The efficiency of small hydropower plants is generally
in the range of 60-80% [27]. In [32], the authors studied the fish passage experience and
passage facilities, especially how fish friendly they were, at a small scale hydropower plant.
However, the study did not show design and performance improvements in a micro-scale
hydropower plant using seawater from a fish farm.

Therefore, this study has especially focused on the applicability of a 100 kW class small
propeller-type turbine (with an annular permanent magnetic generator). It is intended
to serve as a reference for researchers who want to approach this field in the future
by conducting prior research on the development of SHP available in Korea’s marine
characteristics, such as fish farms, through computational fluid dynamics and certificated
field tests. In addition, we intend to provide basic data on the possibility of hydrodynamic
characteristic changes due to simple feature changes in draft tubes, guide vanes, and runner
vanes, which are important components of SHP.

2. Hydropower Turbine Design
2.1. Fish Farm Facilities
In fish farm facilities, seawater is supplied through the water supply system by a

pipeline 20-30 m above sea level. The water is recirculated for use in the fish farm and
finally discharged through the discharge channel into the sea. Fish farm facilities are shown
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in Figure 1. The plan was to install the hydropower plant on a shared water surface along
the coast. Therefore, data regarding sea level and tide observations was important for the
development of the fish farm. Figure 2 illustrates the monthly average tide levels in the
southern sea off the coast of Korea [33].

(9

Figure 1. Fish farm facilities: (a) water supply system; (b) discharge water system; (c) fish farm.
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Figure 2. Monthly average tidal status, Southern sea, Korea.
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2.2. Hydroturbine Design

A horizontal propeller type tubular turbine was designed with nine fixed guide vanes,
which were attached via a guide vane casing. Runner blades were directly attached to the
end of the permanent magnet synchronous generator (PMSG) [34], and an s-shaped draft
tube, which was chosen to ensure maximum recovery with minimum loss. The generator
was designed to be installed on a shared seawater surface. The fish farm hydropower
plant layout was chosen for its low head and flow rate, compact and simple mechanism,
low maintenance needs, and environmental friendliness. Table 1 shows the major design
parameters of the tubular turbine. When the one dimensional (1-D) design of the turbine
was considered, specific speed (Ng) was a meaningful parameter for identical geometric
proportions if the sizes and speeds were different. The specific speed was expressed
as follows:

VP

where N is the turbine rotational speed in rpm, H is the net head in m, and P is the turbine
power in kW. The choice of the blade rotational speed depends on the generator and the
type of the drive used [35-37].

Table 1. Design specifications of the tubular turbine.

Description Dimension
Theoretical head (m) 15.00
Flow rate (m3/s) 1.13
Max. power (kW) 100
Rotational speed (rpm) 850
Runner blade 4
Guide vane 9

We considered two rotational speeds in this study, 600 rpm and 900 rpm. The turbine
selection was referenced from the H-Ng chart [37]. The chart shows that at 600 and 900
rpm, the specific speeds were 230 and 345 respectively. The diameter of the turbine is

calculated as follows:

D= 60k, \/2¢H @)

N

where, k; is the non-dimensional blade velocity, and the value is 1.5~2 [35]. The main
specifications of the turbine runner blade are shown in Table 2. The hub ratio was 0.5. The
block diagram of the design process for the new propeller turbine model has been shown
in Figure 3. The turbine design process used a trial and error-based algorithm with several
times numerical analyses for optimum geometry [35].

Table 2. Main design parameters of the turbine blade.

Description Dimension
Runner blade diameter (m) 0.50
Runner blade 4
Hub diameter (m) 0.25
Hub ratio 0.50
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Figure 3. Block diagram of the design process for the hydraulic turbine.
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3. Methodology

The installation location of the small hydropower plant was the southern area of Korea.
This fish farm was equipped with a water pump supply system. Seawater is recirculated
into the fish farm and discharged through the discharge water channel. The installation
facilities were designed to be installed in a shared water surface without a building, that is,
they were environmentally friendly. A schematic installation diagram of the marine small
hydropower plant has been shown in Figure 4.

Inlet water Over flow hole
l — /i7, —d
| [ ]
"

el

Total length : 25,330 mm

3,100

16.400

Automatic butterfly valve

Figure 4. Schematic installation diagram of an offshore small hydropower plant.
3.1. Numerical Method
3.1.1. Geometrical Model and Meshing

The three dimensional (3D) geometry of the horizontal prototype propeller type
tubular turbine was selected to analyze the flow characteristics as shown in Figure 5. The
3D turbine model was meshed by ANSYS ICEM-CFX (16.2) software (16.2, ANSYS Inc.,
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I $0.925m |

Canonsburg, PA, USA, 2016) The flexibility of the complex design of the hydraulic turbine
allowed the unstructured prism tetrahedral grid system to be employed to make the grid.
Overall, meshing grids comprised 1,192,047 nodes and 4,302,575 elements. Unstructured
tetra-prim meshing grids have been shown in Figure 6. To precisely simulate the flow in a
whole turbine channel, further grid refinement is required. However, the grid cannot be
too large, which is needed for a comparatively fine grid, as numerical simulations lead
to a considerable amount of computational data. To reduce the influence of grid number
on computational results, a grid dependency study at the rated head (15 m) operating
condition (GV 60° and RV 24°) was conducted. This showed that the efficiency deviation
was less than 1% [38,39], as shown in Figure 7. The grid independency test was carried out
based on the grid convergence index (GCI) method [40-42]. With this, the approximate
and extrapolated relative errors can be written as:

Enew ~ Eold |+ 100% 3)

8,1 ==
Enew

The grid convergence index can be calculated as

1.25 x ¢
=22 4
GCl= "5 4)

where ¢, is the relative error and r is the mesh ratio.

Generator Runner chamber

6.349m

(@)

Generator ~ Guide vane Shroud  Runner blade
Runner hub

(b) (c)

Figure 5. Three dimensional (3D) geometry of a propeller type turbine: (a) turbine; (b) generator, runner, and guide vane;

(c) dimension of runner.
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Figure 7. Grid independency test of the tubular turbine (vertical dotted line represents the used grid).

The cells’ finite volume approaches near the wall boundary are irregular, potentially
requiring a special procedure. First, prisms create a layer near the wall of regular prisms
and then mesh the remaining volume with tetrahedrons [39,43]. This grid approach
improves the near walls and provides better solutions and convergence of computational
methods [43].

The mesh quality of the tubular turbine is shown in Table 3. The estimated numerical
uncertainties in the hydraulic turbine are shown in the Table 4. From the table, the 1,192,047
grid density showed higher efficiency with lower uncertainties compared to the other
grid density. Therefore, 1,192,047 grid densities were selected as the final grid scheme for
numerical computation. The Y+ contour of the runner and hub has been shown in Figure 8.

Table 3. Grid quality of the tubular turbine.

Description Elements Nodes Min. Y+ Max. Y+

Inlet pipe 1,089,171 299,348 2.60 64.85
Guide vane 562,824 152,061 1.41 360.67
Runner 1,583,989 453,384 1.25 343.16
Draft tube 1,066,591 287,254 1.33 85.19
Total 4,302,575 1,192,047

Yplus
Contour 1
343.16

308.97
274.78
240.59
206.40
172.21
138.01
103.82
69.63
35.44
1.25

Figure 8. Y+ contour of the runner.
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Table 4. Grid convergence uncertainties in the numerical solutions.

No. Nodes Grid Ratio, r Efficiency (%) Error, ¢, GCI
1 912097 1.31 77.74 0.90043 1.5896
2 1192047 1.21 78.44 0.42070 1.1502
3 1438976 1.07 78.11 0.38407 3.0851
4 1546893 1.13 78.41 0.71419 3.3582
5 1740401 0.90 77.85 0.15414 1.0281

3.1.2. Governing Equations

Numerical analysis of the fluid flow was based on continuity and momentum equa-
tions [44,45], which are expressed as:

au,‘ -
ax, 0 ®)

ou; ou; ap d ou; ——
p(a—i—uja—x]) = —a—m—Fg(y%—puiuj) (6)
where p and y are density and dynamic viscosity respectively, p is the pressure scalar, and
—pu] u§ is the apparent turbulent stress tensor.

For numerical simulation, the tubular turbine domain was considered a steady-state,
incompressible flow. The flow through the tubular turbine was simulated with the com-
mercial code ANSYS-CFEX (16.2) based on finite volume methods (FVM) [44]. The runner
domain was rotating on the z-axis at a given rotating speed of 850 rpm, and the inlet pipe,
generator, guide vane, and draft tube were a stationary domain.

Figure 9 shows the tubular turbine domain for the computer simulation. All boundary
conditions were assumed as smooth walls with no-slip, and automatic wall functions
were considered in the near wall region. Moreover, regular smooth wall functions were
used, so that at a non-dimensional distance from the walls Y+ the first grids were placed.
Near a no-slip wall, there are negative gradients in dependent variables, according to
conventional theory. Also, the viscous effects on transport processes are relatively high;
these measurements are spread across the wall-adjacent viscosity-affected sublayer. Com-
puter performances and ability demands are greater than those of the wall function, and
a certain strong computational resolution in the near-wall area can be taken care of to
understand the rapid difference in variables [44]. An automated wall treatment mechanism
has been developed by ANSYS-CFX to minimize the resolution requirements, allowing a
gradual switch between wall functions and low-Reynolds number grids, without loss of
precision [44]. The well-accepted way to account for wall effects is through wall functions.

In CFX, an automatic near-wall treatment feature was reported in the near-wall region for
k-w-based models (including the SST model) [44,45].

Inlet
1.47 bar

L.

Outlet
- 0.0245 bar

Domain interfaces

Figure 9. Prototype turbine domain for computational analysis.

121



Processes 2021, 9, 266

The static pressure boundary conditions were imposed on the inlet and outlet of
1.47 bar and —0.0245 bar. A frozen rotor was applied to couple the rotation and stationary
domain. Menter’s shear stress transport (SST) k-w turbulence model [46,47] was used to
solve the turbulence phenomena of the fluid. Also, the SST model accounts give highly
accurate predictions of the onset and the amount of flow separation under adverse pressure
gradients [46]. Advection term dealt with high-resolution discretization scheme, and the
first-order upwind difference was used to solve the turbulence numeric. The residual value
was 1 x 107> controlled by convergence criteria.

3.2. Experimental Method

The performance of the manufactured water turbine was measured in the field. Ex-
perimental measurements and calibrations were taken using the IEC-60193 procedure and
guidelines [48]. The inlet pipe diameter was 925 mm. A pressure gauge at a range of 0~1
MPa was installed and located at the turbine upstream. Flow rates were measured by
the differential pressure sensors located near the generator. The flow rate was measured
based on the pressure differential chart provided by Korea Testing Certification (KTC). The
experiment was carried out three times at 30 min intervals. The combined standard uncer-
tainty in the hydraulic turbine is the effect of the standard uncertainty of the independent
variable on the uncertainty of the flow rate. Unfortunately, only three measurement data
for the degree of freedom (DoF) could not illustrate the 95% confidence limit and error
propagation from the result (Table 5) [39]. Figure 10 illustrates the experimental layout and
devices of the small hydropower plant at the fish farm.

Table 5. Comparison of experimental and simulation test results of the tubular turbine.

Description Rotational Speed (rpm) Head (m) Flow Rate (m®/s) Power (kW) Efficiency (%)
Experimental 496 13.00 0.95 98.70 79.90
Simulation 500 12.97 0.97 91.45 7343
Error (%) 0.806 0.231 2.105 7.345 8.097

Temperamre sensor Pressure sensor

C) (b)

Figure 10. Experimental layout and devices: (a) pressure and temperature sensor; (b) offshore small hydro power plant.

4. Results and Discussion
4.1. Validation of Numerical Results

Numerical simulations were validated with experimental data. Table 5 illustrates CFD
performance and experimental results for the tubular turbine. As shown in Table 6, the
average deviation of the head was 0.231%, and the flow rate deviation was only 2.105% at
a rotational speed of 496 rpm [39,49]. The power output and efficiency of the turbine were
different due to the different runner vane openings in the experiment and simulation. The
power and efficiency of the measuring procedure were different due to the different runner
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vane angles in the experiment and simulation. Also, in simulation, we did not take into
account the bearing and generator loss. In a hydraulic system, the three kinds of losses are
hydraulic loss, shaft loss, and generator or bearing loss. However, in the simulation, we
only considered the hydraulic part, as shown in Figure 11, that included hydraulic and shaft
losses. Also, different runner vane openings were used in the simulation because when
it created the exact opening angle, the runner blades were crossed the interface between
the guide vane outlet and runner vane inlet. If it could happen in the computer-aided
design (CAD) model, the simulation would not run by the ANSYS-CFX solver. Therefore,
we solved this issue as much by opening the runner vane angle which was closed to the
experimental vane opening. When the runner vane opening angle was 24°, and the guide
vane opening angle was 60°, the power output was 97.13 kW. As the opening angle of the
runner vane decreased, efficiency increased, but flow rate and power decreased. When
the opening angle of the guide vane angle was 40°, and the opening angle of the runner
vane was 19°; maximum power output (128.78 kW) was possible under a flow condition
of 1.13 m3/s. Further review of this part is needed. With an efficiency of 79.90% in close
proximity, the runner vane angle was between 26° and 28°. However, power and flow
decreased. A field performance test was conducted under the environmental conditions
of 1024 kg/m3, a working dry temperature of 26 °C, a relative humidity of 74%, and an
atmospheric pressure of 101 kPa. Turbine output obtained from the field performance test
was 98.7 kW, and the overall efficiency of the hydraulic turbine was 79.90%, which was
3.9% higher than the guaranteed efficiency of 76%. The turbine efficiency curve is shown
in Figure 12 as a comparison between the expected efficiency of the computer simulation
and the efficiency obtained from the field performance test.

Table 6. Performance according to guide vane shape (H = 14.84 m).

Runner Vane Guide Vane

. g 3 . . o,
Description Angle (°) Angle () Flow Rate (m?>/s) Power (kW) Efficiency (%)
Short chord 19 40 1.127 126.84 77.13
Long chord 19 40 1.091 12347 77.69

P\\' PS PG

Hydraulic Bearing, sealing losses etc.

Hydraulic power Shaft power | Generator power
loss i

Ignored by no roughness

Figure 11. Different losses in the hydraulic turbine (Py, = hydraulic power, Ps = shaft power, and
Pg = generator power).

123



Processes 2021, 9, 266

85
* Guide vane = 40°
®...... e e ...
80 ‘__~‘__1--:--'.' -@....... e... &
e - ®-......
v wi ®-...... ®
S8BT Rl "R
S ~a
= 70
g
2
<
& 65 |
89
60 - @ Experimental
- A -Numerical analysis
55 1 1 1 1 1 1 ! | 1 1 1 1
13 14 15 16 17 18 19 20 21 22 23 24 25

Runner vane (°)
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4.2. Performance Characteristics

Computer simulations were conducted at different flow rates by changing the guide
vane and runner vane opening angles of the tubular turbine. Guide vane opening angles var-
ied from 40°~60°, and runner vane opening angles varied from 14°~24°. Figures 13 and 14
show the efficiency, flow rate, and power performance characteristics of the tubular tur-
bine with different runner vane and guide vane opening angles. In the graph, maximum
efficiency was 81.67%, and power output was 101.54 kW at a flow rate of 0.854 m?/s. In
this case, the runner vane opening angle was 14°, and the guide vane opening angle was
50°. As the runner vane angle increased, the flow rate increased linearly, and the power
increased sharply as shown in Figure 14. Also, when runner vane and guide vane angles

varied to maximum (fully open, Figures 13 and 14), efficiency was low (67.13%), and power
was 97.13 kW at a flow rate of 0.994 m3/s.
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Figure 13. Efficiency changes according to runner vane and guide vane opening angles.
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Figure 14. Flow rates, power versus runner vane, and guide vane opening angles.

The rated flow rate was found when the runner vane opening angle was 19°, and the
guide vane opening angle was 40°. In this case, efficiency was found to be 78.44%, and
power output was 128.78 kW at a flow rate of 1.13 m?/s. Figure 15 shows the blade-to-
blade pressure and velocity (magnitude) distributions at a 0.5 span (non-dimensional blade
height = 0.5). In this figure, the dotted circle represents the leading edge and trailing edge
of the runner blade. The pressure was maximum, and the velocity was minimum at the
leading edge of the pressure side. Velocity was not distributed uniformly from the leading
edge to the trailing edge of the runner vane. Velocity decreased at the trailing edge of the
runner vane, and a small vortex formed in this region.

Pressure Velocity
189.413.53 22.67
141.456.63 20.40
93.499.72 18.14
45.542.81 15.87
-2.414.09 13.60
—50.370.97 11.33
—98.,327.88 9.07
—146.284.78 6.80
—194.241.67 4.53
—242.198.56 2.27
—290.155.47 0.00

(Pa) (ms1)

Figure 15. Blade-to-blade pressure and velocity contours (span = 0.5).

Figure 16 shows the velocity vector and streamlines of the blade-to-blade guide and
runner vane. The figure shows that the guide vane makes the flow pattern non-uniform
through the runner vane, and this phenomenon could not reach the desired value. A vortex
was also formed near the front of the guide vane and a recirculating flow occurred. Large
recirculation flow occurred near the hub of the runner outlet [49].
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Figure 16. Blade-to-blade velocity vector and velocity streamlines (span = 0.5).

4.3. Design Modification for Performance Improvement of Turbine
4.3.1. Shape of Guide Vanes

The performance of guide vanes with short and long chords was compared. Figure 17
shows the cross-section before and after the shape of the guide vane was changed. The
vane-to-vane streamlines distribution of guide vanes and runner vanes are shown in
Figure 18. In Figure 18, a vortex occurred at the leading edge of the guide vane in both
the short and long blade chords. When the blade chord was long, the pressure difference
between the leading edge and the trailing edge of the guide vane was large, but the size of
the recirculation area was slightly reduced. Additionally, velocity decreased slightly in the
leading edge of the guide vane.

Gap at short guide vane shape

< »
i >

<> Gap at long guide

Short guide vane shape

vane shape

d 'I

<— Runner front side

Long guide
vane shape

—

Figure 17. Shapes of short and long guide vanes.

Table 6 shows performance characteristics according to guide vane shape. As the size
of the blade chord of the guide vane increased, flow rate decreased, as a result of reducing
the water power and shaft power and increasing the efficiency by 0.56%. Compared to
guide vanes with short chords, guide vanes with long blade chords had lower flow rates
due to the change in pressure distribution, even though the recirculation area was slightly
reduced. Figure 19 shows the turbine loss analysis. From a loss analysis point of view,
efficiency changed generally around 1-2% according to changes in the length of the guide
vane. Additionally, it was more important to change the shape of the runner vane than the
shape of the guide vane.
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Figure 18. Vane-to-vane velocity streamline distribution of guide vanes and runner vanes: (a) at
short chord; (b) at long chord.
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Figure 19. Turbine loss analysis.

The optimum total efficiency depends on the design and operating conditions of
turbine, it is especially important to reduce the main losses which are divided the losses
into frictional and kinetic parts. Loss analysis states that loss due to runner is a mainly large
part of the number of losses and determines hydraulic overall efficiency [37,50]. Therefore,
it is necessary to first look at the efficiency changes caused by the change in runner shape
and analyze the effects of the closely related guide vane shape changes. From a loss analysis
point of view, efficiency changed generally around 1-2% according to changes in the length
of the guide vane. The flow rate into the runner is controlled by the shape of the guide
vanes. As a result, the velocity triangles in the runner will vary from section to section.
Thus, it was more important to change the shape of the runner vane than the shape of the
guide vane.

4.3.2. Guide Vanes Attached to the Generator Side

Figure 20 shows that the guide vane is attached to the generator side when the chord
is short. Figure 21 shows the vane-to-vane pressure and streamline distribution of the
guide vane and runner vane. Table 7 shows performance characteristics of the guide vane
attached to the generator side. Results showed that efficiency increased by 1.33% when

127



Processes 2021, 9, 266

guide vanes were attached to the generator side. However, a vortex flow occurred at the

front of the guide vane, and a large pressure drop appeared.

\
\ Before changing
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Figure 20. Guide vane attached to the generator side (short chord).
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Figure 21. Vane-to-vane pressure and streamline distribution of guide vanes and runner vanes:

(a) pressure contours; (b) streamline contours.

Table 7. Performance of guide vane attached to the generator side (short chord, H = 14.84 m).

Description Runner Vane Angle (°) Guide Vane Angle (°)  Flow Rate (m3/s)  Power (kW)  Efficiency (%)
Before attachment 19 40 1.127 126.84 77.13
After attachment 19 40 1.113 127.23 78.46

4.3.3. Streamlining the Shape of the Guide Vane
(1) In the case of a short cord

In this investigation, the shape of the guide vane was changed to a streamlined
shape. Figure 22 illustrates a cross-sectional view of the guide vane’s streamlined shape.
Figure 23 shows the vane-to-vane streamline distributions of guide vanes and runner vanes.
Changing the streamline shape of the guide vane improved its pressure distribution. As
shown in the streamline diagram (Figure 23), flow separation was also reduced due to
the streamlined shape around the front of the guide vane, improving the efficiency of the
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turbine. Table 8 shows performance characteristics of guide vanes with a streamlined shape
when the wing string was short. After guide vanes were streamlined, efficiency decreased,
and the rated flow rate was not reached. Changing the opening degrees of guide vanes
and runner vanes to bring out the rated flow increased efficiency by 0.21%. It was believed
that efficiency did not increase much, because the shape of the leading edge of the runner
vane was designed incorrectly.

=~

A
Guide vane 58
N\
s Blef01f:
. W\ Changing
Before After \\
changing changing "\
' \
N
RV side %o
e,
— After -
Generator .
changing

Figure 22. Changing the shape of guide vanes with short chords to make them streamlined.
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Figure 23. Vane-to-vane streamline distribution of guide vanes and runner vanes: (a) streamline

distribution before shape change; (b) streamline distribution after shape change.

Table 8. Performance characteristics according to guide vane shape (short chord, H = 14.84 m).

Description Runner Vane Angle (°)  Guide Vane Angle (°)  Flow Rate (m®/s) Power (kW) Efficiency (%)
Before change 19 40 1.113 127.23 78.46
19 40 1.086 123.91 78.35
19 42 1.067 121.06 77.95
After change 19 38 1.110 126.69 78.67
19 45 1.016 115.16 77.83
20 40 1.118 126.52 77.71
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(2) In the case of long chords

In this investigation, the long chord shape of the guide vane was chosen. Figure 24
shows the vane-to-vane pressure and streamlines distributions of guide vanes and runner
vanes. The flow separation was disappeared from the guide vane. Table 9 illustrates the
performance characteristics of streamlined guide vanes when the wing string was long. In
Table 9, efficiency changes were insignificant in the case of short and long chords.
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Figure 24. Vane-to-vane pressure and streamline distribution of guide vanes and runner vanes when chords were long: (a)

pressure distribution; (b) streamline distribution.

Table 9. Performance characteristics according to guide vane shape (long chord, H = 14.84 m).

Description Runner Vane Angle (°) Guide Vane Angle (°) Flow Rate (m3/s) Power (kW) Efficiency (%)
Attached short chord 19 38 1.110 126.69 78.67
19 40 1.011 114.57 77.84
19 38 1.043 118.80 78.24
Attached long chord 20 40 1.040 117.78 77.58
20 45 0.966 107.44 76.38
22 40 1.104 124.22 77.78

4.3.4. Runner Vane Shape

The shape of the runner vane was changed as shown in Figure 25. Table 10 shows the
performance characteristics of different runner vane shapes. Flow rate decreased according
runner vane shape, reducing the water power and increasing the efficiency by about 5.57%.

Table 10. Performance characteristics according to runner vane shape (H = 14.84 m).

Runner Vane Guide Vane

PO 3 . . 0,
Description Angle () Angle ) Flow Rate (m>/s) Water Power (kW) Power (kW) Efficiency (%)
Compact shape 19 40 1.011 147.20 114.57 77.84
19 40 0.966 140.55 116.53 8291
Expanded shape 24 40 1.101 159.96 133.43 83.41
24 38 1.131 164.50 135.37 82.31
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Figure 25. Changing the shape of the runner vane.

When the opening angle of the guide vane and runner vane was changed to reach
the rated flow rate (1.131 m3/s), efficiency increased by 4.47%. Figure 26 shows the vane-
to-vane pressure and streamline distribution of guide vanes and runner vanes. In the
figure, flow separation disappeared after changing the shape of the runner vane. Also,
performance characteristics of turbines with different shapes were compared. Figure 27
shows the efficiency and flow performance characteristics of guide vanes with different
opening degrees (GV-38° and GV-40°). Results showed that efficiency was lower in short

guide vanes than in long guide vanes.
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Figure 26. Pressure and streamline distribution between guide vanes and runner vanes: (a) pressure
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