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Preface to ”CFD Based Researches and Applications

for Fluid Machinery and Fluid Device”

The demand for computational fluid dynamics (CFD)-based numerical techniques is increasing 
rapidly with the development of the computing power system. These advanced CFD techniques are 
applicable to various issues in the industrial engineering fields and especially contribute to the design 
of fluid machinery and fluid devices, which have very complicated unsteady flow phenomena and 
physics. In other words, to aid the rapid development of CFD techniques, the performances of fluid 
machinery and fluid devices with complicated unsteady flows have been enhanced significantly. In 
addition, many persistently troublesome problems of fluid machinery and fluid devices such as flow 
instability, rotor–stator interaction, surging, cavitation, vibration, and noise are solved clearly using 
advanced CFD techniques.

This Special Issue on “CFD-Based Research and Applications for Fluid Machinery and Fluid 
Devices” aims to present recent novel research trends based on advanced CFD techniques for fluid 
machinery and fluid devices. The following topics, among others, are included in this issue:

- CFD techniques and applications in fluid machinery and fluid devices;

- Unsteady and transient phenomena in fluid machinery and fluid devices;

- Pumps, fans, compressors, hydraulic turbines, pump-turbines, valves, etc.

Jin-Hyuk Kim, Sung-Min Kim, Minsuk Choi, Lei Tan, Bin Huang, Ji Pei

Editors
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The demand for computational fluid dynamics (CFD)-based numerical techniques is
increasing rapidly with the development of the computing power system. These advanced
CFD techniques are applicable to various issues in the industrial engineering fields and
especially contributing considerably to the design of fluid machinery and fluid devices,
which have very complicated unsteady flow phenomena and physics. In other words, with
the rapid development of CFD techniques, the performances of fluid machinery and fluid
devices with complicated unsteady flows have been enhanced significantly. In addition,
many persistently troublesome problems of fluid machinery and fluid devices such as
flow instability, rotor–stator interaction, surging, cavitation, vibration, and noise are solved
clearly using advanced CFD techniques.

The Special Issue on “CFD-Based Researches and Applications for Fluid Machinery
and Fluid Device” in Processes deals with topics related to CFD techniques and applications
in various fluid machines and devices. Specifically, the 31 papers published in this Special
Issue focus on the advancement in the detailed internal flow analyses and methodologies
for designing various fluid machines and devices, as the following summaries indicate.
The influence of a low-pressure environment on the aerodynamic and noise characteris-
tics of a centrifugal fan was studied numerically and experimentally by Zhang et al. [1].
Luo et al. [2] analyzed systematically the dynamic characteristics of mechanical seals under
different fault conditions. Yu et al. [3] numerically studied the influence of step casing
on unsteady cavitating flows and instabilities in inducers with equal and varying pitches.
A methodology to improve the aerodynamic design with low cost and high accuracy for
a 1–1/2 axial compressor was presented by Xie et al. [4]. Wang et al. [5] conducted the
multi-condition optimization to enhance the cavitation performance of a double-suction
centrifugal pump based on an artificial neural network (ANN) and nondominated sorting
genetic algorithm II (NSGA-II). Zhang et al. [6] proposed an improved aerodynamic opti-
mization method for designing effectively a low Reynolds number cascade. The design
optimization of a two-vane pump for wastewater treatment using machine-learning-based
surrogate modeling was carried out by Ma et al. [7]. Wang et al. [8] analyzed numerically
the axial vortex characteristics in a centrifugal pump as a turbine with an S-blade impeller.
Li et al. [9] studied numerically and experimentally the transient characteristics of a cen-
trifugal pump during the startup period with assisted valve. The thermal performance with
the geometric parametrization of T-shaped obstacles in a solar air heater was performed by
Ahn and Kim [10].

1



Processes 2021, 9, 1137

On the other hand, the effect of rotor spacing and duct diffusion angle on the aero-
dynamic performances of a counter-rotating ducted fan in a hover mode was analyzed
numerically by Kim et al. [11]. Lei et al. [12] applied the CFD method to analyze the
aerodynamic performance of an octorotor small unmanned aerial vehicle with different
rotor spacing in hover. Shrestha and Choi [13] proposed a CFD-based shape design opti-
mization process to improve the flow uniformity in the fixed flow passages of a Francis
hydro turbine model. The influence analyses of the blade outlet angle on the flow and
pressure pulsation characteristics in a centrifugal fan were carried out by Ding et al. [14].
Rui et al. [15] performed experimental and numerical studies to investigate the effect of the
radius of a volute tongue on the aerodynamic and aeroacoustic characteristics of a Sirocco
fan. The effect and mechanism of the triple hole on the film-cooling performance based on
large eddy simulation (LES) were identified by Baek and Ahn [16]. Song et al. [17] verified
the influence of tip clearance on the flow characteristics of an axial compressor through
the CFD technique. Hur et al. [18] numerically investigated the effect of clearance and
cavity geometries on the leakage performance of a stepped labyrinth seal. The effect of root
clearance on the mechanical energy dissipation of an axial flow pump based on entropy pro-
duction was analyzed by Li et al. [19]. Gao et al. [20] explored the hydraulic performance
with different blade wrap angles of an impeller in an open-design vortex pump.

Moreover, the numerical and experimental studies on the waviness mechanical seal of
a reactor coolant pump were conducted by Feng et al. [21]. Benišek et al. [22] suggested a
new design of the reversible axial jet fan impeller with symmetrical and adjustable blades.
Stelmach et al. [23] confirmed the influence of hydrodynamic changes in a system with a
pitched blade turbine on mixing power using a particle image velocimetry (PIV) method.
Wang et al. [24] optimized the shapes of the impeller and diffuser of a mixed-flow pump
using the inverse design method and CFD analysis. Rakibuzzaman et al. [25] designed
numerically a new prototype propeller-type tubular turbine utilizing discharge water
from a fish farm, and its performance was verified experimentally. The characteristic
implicit method based on the upwind differencing and implicit finite difference scheme
to solve the mixed free-surface-pressurized flow in a hydropower station was suggested
by Wang et al. [26]. Park et al. [27] carried out the multi-objective numerical optimization
to simultaneously enhance the heat transfer efficiency and reduce the pressure loss of
a wavy microchannel heat sink. Chen et al. [28] investigated numerically the dynamic
stresses of the runner during start-up in the turbine mode of a pump turbine. Portal-Porras
et al. [29] tested the accuracy of the cell-set model applied on vane-type sub-boundary
layer vortex generators by using CFD techniques. Shamsuddeen et al. [30] suggested a new
inducer-type guide vane to reduce the hydraulic losses at the inter-stage flow passage of a
multistage centrifugal pump. The effect of micro-tab on the lift enhancement of airfoil S-809
with trailing edge flap in wind turbine blades was analyzed numerically by Ye et al. [31].

Finally, as the guest editors of this Special Issue, we would like to especially thank
the Section Managing Editor, Ms. Shirley Wang, for organizing and helping the Special
Issue of Processes. We are also thankful to all the reviewers for their valuable comments for
improving the quality of papers published in this Special Issue. In addition, this valuable
Special Issue is available at https://www.mdpi.com/journal/processes/special_issues/
CFD_Fluid_Device.

Author Contributions: Writing—original draft preparation, J.-H.K.; writing—review and editing,
J.-H.K.; S.-M.K.; M.C.; L.T.; B.H., and J.P. All authors have read and agreed to the published version
of the manuscript.
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Abstract: Recently, the Trailing-Edge Flap with Micro-Tab (TEF with Micro-Tab) has been exploited
to enhance the performance of wind turbine blades. Moreover, it can also be used to generate more
lift and delay the onset of stall. This study focused mostly on the use of TEF with Micro-Tab in
wind turbine blades using NREL’s S-809 as a model airfoil. In particular, the benefits generated by
TEF with Micro-Tab may be of great interest in the design of wind turbine blades. In this paper, an
attempt was made to evaluate the influence of TEF with Micro-Tab on the performance of NREL’s
S-809 airfoils. Firstly, a computational fluid dynamics (CFD) model for the airfoil NREL’s S-809 was
established, and validated by comparison with previous studies and wind tunnel experimental data.
Secondly, the effects of the flap position (H) and deflection angle (αF) on the flow behaviors were
investigated. As a result, the effect of TEF on air-flow behavior was demonstrated by augmenting
the pressure coefficient at the lower surface of the airfoil at flap position 80% chord length (C) and
αF = 7.5◦. Thirdly, the influence of TEF with Micro-Tab on the flow behaviors of the airfoil NREL’s
S-809 was studied and discussed. Different Micro-Tab positions and constant TEF were examined.
Finally, the effects of TEF with Micro-Tab on the aerodynamic characteristics of the S-809 with TEF
were compared. The results showed that an increase in the maximum lift coefficient by 25% and a
delay in the air-flow stall were accomplished due to opposite sign vortices, which was better than
the standard airfoil and S-809 with TEF. Therefore, it was deduced that the benefits of TEF with
Micro-Tab were apparent, especially at the lower surface of the airfoil. This particularly suggests that
the developed model could be used as a new trend to modify the designs of wind turbine blades.

Keywords: computational fluid dynamics (CFD); trailing edge flap (TEF); trailing edge flap with
Micro-Tab; deflection angle of the flap (αF); aerodynamic performance

1. Introduction

Wind energy plays a crucial role in tackling global climate issues and shaping to-
morrow’s energy systems. Recently, the wind turbine industry is becoming one of the
best choices for energy production among all renewable energy choices [1]. The wind
industry shows extensive financial progress and it is assumed to seriously compete with
fossil fuel energy generation in the coming years. This progression attracts most scientists’
attention to investigate feasible modifications that can enhance wind turbine performance
and sustainability. This is supported by numerous recent studies, in which they claim
that the efficiency of a wind turbine depends on many factors, including the rotational
speed of the electrical generator [2] and the control of the airfoil aerodynamic shape and
forces [3]. It is especially problematic for air-flow separation in the region near the hub. It
was reported that the efficiency of wind turbines was diminished due to the drag penalty
coming from air-flow separation at large angles of attack around the airfoil [4]. Due to
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the increase in the angle of attack (α), the adverse stream-wise pressure counter-gradients
increase correspondingly and lead to air-flow separation.

Consequently, it is essential to study air-flow separation control methods to enhance
wind turbines’ aerodynamic performance. Thus, specialists could use modern methods,
such as TEF, Micro-Tabs at the TEF with Tab, and vortex generators, to improve the wind
turbine blades’ performance. These methods can be applied at a low Reynolds number
(Re) number to achieve high aerodynamics efficiency [5]. Hence, this work presents a
convenient simulation to modify the airfoil design by using a flap and tabs at the airfoil’s
trailing edge. By employing a CFD simulation and using shear stress transport SST k-ω
model, the standard airfoil shape is compared to different airfoil shapes with a TEF, and
airfoil with TEF with Tab. The latter obtained the highest output power efficiency for the
wind turbine blades [6,7].

Compared with the standard shape airfoil, TEF airfoils have been proven useful as
wind turbine airfoils since they can be adopted in larger sectional areas, produce more
aerodynamic forces (CL, CD and CP), and are insensible to leading-edge roughness [8,9].
Therefore, by using TEF airfoils, further improvement for both the structural strength and
the aerodynamic performance of wind turbine blades could be achieved [10,11]. Different
angles of installation can be applied in TEF with Micro-Tabs to increase the aerodynamic
performance. It was suggested that Micro-Tabs should be maintained below 95% C to
maximize the aerodynamic benefits [12]. After conducting a systematic experimental
campaign on different shapes of the airfoil, there is compelling evidence that Micro-Tabs
enhance the value of CL of airfoils and decrease the CD [13,14]. Figure 1 depicts the shape
and flow of the streamlines with and without micro tabs

α

-ω

 

(a) (b) 

Figure 1. Aerodynamic performance for the streamline over the Micro-Tabs [15]. (a) Streamline over the standard airfoil;
(b) streamline over the standard airfoil with a Micro-Tab.

Many researchers and studies later confirmed the presence of a characteristic separa-
tion bubble and rotating vortices as a result of installing a Micro-Tab [16,17]. Consequently,
this part was fixed to the airfoil surface; it was responsible for an increasing suction on the
airfoil upper surface and a pressure on the lower surface of the airfoil.

Interestingly, the aerodynamic impact of Micro-Tabs strongly depends on their design
configuration parameters, such as Micro-Tab geometry and their mounting details, whereby
the height and angle of installation of the Micro-Tab are indeed one of the most important
design parameters. Furthermore, the CL parameter enhances the aerodynamic performance
of any airfoil in different weather conditions. Likewise, for a certain threshold value of
the CD parameter, it is confirmed that its size and angles could nullify the Micro-Tabs
advantage. Therefore, many researchers are now looking for the best size and the best
angle for an optimal installation of the Micro-Tabs [18,19]. Thus, this could provide the
domain with the suite’s highest efficiency and obtain a beneficial CL/CD.

Micro-Tabs have been confirmed to have interesting inferences in a wide range of
flow fields. Wang et al. and Troolin [20,21] provided an extensive overview of Micro-Tab
applications, which include different wind speeds [22], aircraft, and wind turbine blade
design analysis [23]. In this paper, we focus on the latter application, and many literature
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instances suggested Micro-Tabs as a small but useful device for active air-flow control over
the airfoil and wind turbine blade’s aerodynamic performance increase [24].

Therefore, this study’s main purpose is to scrutinize the influences of TEF with Micro-
Tab on the performance of the airfoil S-809 with TEF using 2D CFD simulations by using
shear stress transport SST k-ω model [25]. In particular, this study sets some important
parameters that selectively tuned the aerodynamic performance by setting different TEF
positions of the chord length (C), deflection angle, and angle of incidence TEF. Interestingly,
it has been shown that this study is capable of predicting the qualitative effect of TEF with
Micro-Tab at different positions on the airfoil surface of the airfoil with TEF, the highest
aerodynamic performance, and improves the CP at a small α. In conclusion, when TEF
was deflected, the flow was trapped on the airfoil’s lower surface. In turn, a decrease in
the flow velocities, an increase in pressure at the airfoil’s lower surface, and an adverse
pressure gradient may be achieved.

2. Geometric Description of the Trailing Edge Flap with Micro-Tab Airfoil

This section discusses the TEF airfoil geometry parameters with a Micro-Tab at dif-
ferent position by using the airfoil S-809 with TEF. The position of TEF at H = 80% C and
deflection angle αF of TEF 7.5◦ are shown in Figure 2a,b when TEF with Micro-Tab are
mounted at the trailing edge of the TEF airfoil. Figure 2 and Table 1 show three patterns
with different Micro-Tabs positions. The S-809 airfoil has been selected as the standard
airfoil that has been identified as the most popular wind turbine on the market [26–29].

 

-ω

α

α

α

  

(a) (b) 

Figure 2. Geometrical parameters (a) of Trailing Edge Flap (TEF), (b) of Trailing-Edge Flap with Micro-Tab (TEF with
Micro-Tab).

Table 1. The parameters of the airfoil with TEF with Micro-Tab.

Patterns H%C αF (◦) K (%C) TEF with Micro-Tab

Pattern 1 80%C 7.5◦ 95%C Lower
Pattern 2 80%C 7.5◦ 95%C Upper
Pattern 3 80%C 7.5◦ 95%C Upper/Lower

The TEF was attached at the Trailing-Edge Standard airfoil S-809. For the length of the
airfoil chord (C), a suitable length of 0.6 m was chosen. Moreover, the TEF’s position and
deflection angle were selected to generate the highest dynamic performance (according to
the previous article [28]).

Therefore, the current study is based on TEF with a Micro-Tab at three different pattern
positions according to the airfoil chord, and they are all further investigated using CFD
simulation. Data and illustrations in Table 1 and Figure 3 show the design parameters and
the tab position.

All TEF with Micro-Tabs have a height of 2% C with the position K = 95% C, and
maximum width is 0.4% C, the lower position at k = 95% C, the upper position at K = 95%
C, and upper/lower positions at K = 95% C, which are denoted as “Pattern 1”, “Pattern 2”,
and “Pattern 3,” respectively, as shown Figure 3a–c.
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(b) (c) (d) 

-ω

∂ρ∂t + 𝜕𝜕𝑥 𝜌𝑈 = 0
𝜌 𝜕𝑈𝜕𝑡 + 𝑈 𝜕𝑈𝜕𝑥 = − 𝜕𝑃𝜕𝑥 + 𝜕𝜕𝑥 μ 𝜕𝑈𝜕𝑥 + 𝜕𝜕𝑥 𝜏

μ and 𝜌

Figure 3. The geometry of TEF with Micro-Tab positions: (a) 3D front view, (b) Pattern 1 with lower Micro-Tab, (c) Pattern 2
with upper Micro-Tab, (d) Pattern 3 with upper and lower Micro-Tabs.

3. Description of the Numerical Method

3.1. The Governing Equations

In this study, ANSYS Fluent was used to generate the 2D CFD model simulation.
A finite volume method was applied. The solver was set as a pressure-based viscous,
incompressible solver, and the shear stress transport SST k-ω model [30–32] is used in the
steady flow Re-averaged Navier-Stokes (RANS) equations. The spatial RANS equations
with second-order accuracy were used and are illustrated as follows:

Mass equation
∂ρ

∂t
+

∂

∂xi
(ρUi) = 0 (1)

Momentum equation

ρ

(
∂Ui

∂t
+ Uk

∂Ui

∂xk

)
= − ∂P

∂xi
+

∂

∂xj

(
µ

∂Ui

∂xj

)
+

∂

∂xj
τij (2)

Here, Ui is the free stream velocity component in the x-direction. P is the pressure, t, µ
and ρ are the time, the dynamic viscosity, and air-flow density.

The SIMPLEC algorithm for the treatment of the pressure-velocity coupling was used.
Second-order up-wind discretization was adopted for the convection terms and central
difference schemes for the diffusion terms.

The SST k-ω (Shear Stress Transport) turbulence model (previously proposed by
Menter [31]) was chosen in this work as it has shown good aerodynamic performance in
wind turbines and turbo-machinery experiencing air-flow separation as expected for the
blades during rotation [33].
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This model’s core idea was to utilize the robustness of the k-ω model to capture the
flow within the viscous sub-layer. Moreover, one can use the k-ǫ model in the mainstream
area to ban the disadvantage of the k-ω turbulence model. Overall, the SST k-ω model
combines the advantages of the standard k-ω model and the standard k-ǫ model by mixing
functions. Therefore, the SST k-ω model has higher accuracy and reliability in a wide range
of flow fields. Yu et al. and Zhang et al. reported simulation results for the Spalart–Allmaras
(S–A) turbulence model [34,35]. There was a good agreement between the simulation and
the experimental data.

Additionally, Menter and Rogers et al. detected that for most high-lift problems [36],
the S–A and SST k-ω model estimations were similar. However, it was proposed that the
SST k-ω model is superior in accurately predicting pressure-induced separation. Therefore,
the SST k-ω model was assumed to be more suitable in the present study than the S–A
model [34,35] This will be shown in the results and discussions Section 4.1.2.

∂ρk

∂t
+

∂

∂xj

(
ρujk

)
=

∂

∂xj

[
(µ + σkµt)

∂k

∂xj

]
+ τijSij − β∗ρωk (3)

∂ρω

∂t
+

∂

∂xj

(
ρujω

)
=

∂

∂xj

[
(µ + σωµt)

∂ω

∂xj

]
+

Cωρ

µt
τijSij − βρω2 + 2(1 − f1)

ρσω2

ω

∂k

∂xj

∂ω

∂xj
(4)

where Uj is the velocity component in the x-direction. β, Cω, σk, and σω are coefficients of
the SST turbulence model that can be obtained by blending the coefficients of the k-ω model.

3.2. CFD Gird Model

This research adopts the chord length C = 0.6 m and the free stream velocity V ≃ 51 m/s,
and the Reynolds number Re = 2 × 106. The C-type mesh provided by the elliptical method
in ICEM CFD was used because of its high accuracy, as verified by Ma et al. [37]. The
computational grid, shown in Figure 4, constituted 9 × 105 grid elements on the airfoil
surface. The respective distance of the inlet and outlet boundaries away from the leading
edge was 20 C and 30 C, respectively. The top and bottom boundaries were 15 C away
from the chord. In particular, to capture the boundary layer, the grid should have a y+
value of less than one (y+ < 1). The y+ is a non-dimensional distance that indicates the
degree of grid fineness in the near-wall region. In the current simulation, the first grid
node above the surface was 1.5 × 10−5 times of chord length, in turn, y+ = 0.02. The mesh
quality and the mesh at the edge of the airfoil for the TEF with Micro-Tab are depicted in
Figure 4b. Figure 4b shows several details of the computational grid used for the airfoil’s
CFD simulations analysis, with a specific focus on the improvement zones used to properly
discretize the airfoil LE and TE, such as the Pattern 3 configuration. The whole count of
elements demonstrated that there is a very fine meshing in the sections inside the airfoil
and a relatively rough meshing outside. However, the number of elements inside the
airfoil was about 11 × 105. To capture the boundary layer for Pattern 3, the grid should
have a y+ value of y+ < 1. A mesh independency test was achieved to emphasize that the
difference in the number of elements did not affect the solution, as shown in the results
and discussions Section 4.1.1.
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(a) 

 

(b) 

 

Figure 4. Detail of the grid structure of the airfoil: (a) boundary conditions and mesh domain on the
airfoil S-809 with TEF; (b) mesh domain of TEF with Micro-Tab pattern 3.

4. Results and Discussion

4.1. Validation of Accuracy S-809 and S-809 with TEF Airfoil

4.1.1. Grid Independence Validation

To ensure grid independence in the CFD simulation predictions, calculations have
been made for a typical TEF airfoil shape and air-flow configuration, using different grid
accuracies. The verification of the predicted CL with the total number of the grid elements
for the considered TEF airfoil and Pattern 3 is displayed in Figure 5a,b. The achievement
of sufficient grid independence for grids with elements larger than 8 × 105 is observed
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in Figure 5a. Thereby, the grids created by the ICEM program and using the same grid
strategy possessed an even finer resolution corresponding to the number of elements
9 × 105 and according to the grid independence curve.
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Figure 5. Mesh verification: (a) mesh independence for TEF airfoil S-809; (b) mesh independence for TEF with Micro-Tab
(pattern 3).

The illustrations in Figure 5b verify the grid independence around the airfoil for
Pattern 3 (Micro-Tab position at the upper and lower on the TEF surface), where the flow-
field model of grid elements ranged from 6 × 105 to 11 × 105. From these findings, it was
observed that the convergence was determined with high accuracy and the aerodynamic
performance reached a stable value when the number of grid elements reached a value of
more than 9 × 105. Therefore, a model with a grid element number of 11 × 105 was further
selected for the next modelling assessments.

4.1.2. Comparison between CFD and Experimental Data for TEF Airfoil S-809

To validate the CFD simulation, the experimental data of the S-809 airfoil with TEF
provided by the Ohio State University were compared with the numerical results [38,39]
The Mach number (Ma ≃ 0.15) and the Re = 2 × 106 in the numerical simulation are the
same as those of the wind tunnel test. The chord of the S-809 airfoil with TEF was C = 0.6 m.
The simulation results are compared with the experimental data in Figure 6. The findings
illustrate that the CL coincides with the measurement for the range of angles of attack
from −2◦ to 13◦, as shown in Figure 6a. After the flow separation took place, the CL was
a little overestimated but within an acceptable range. Moreover, the variation trend was
well observed. The CD was obviously overestimated, as shown in Figure 6b. The possible
reason was that the S-809 with TEF was a laminar airfoil, and there probably existed a
transition flow on the airfoil surface during the experiment. Table 2 shows a comparison
of the CFD results and experimental data for the TEF airfoil. For example, for the angle
= 4◦, the CFD simulation lift coefficient is now equal to the experimental value. Table 2
presents the results obtained from the preliminary CFD analysis (SST-kω and S-A). The
CL compared with the experimental data has a 2% error and the error in the calculated
drag has been reduced to 9%. The errors in the coefficients at 0◦ and 1◦ have also been
significantly reduced. These angles of attack were rerun using the same grid as for all cases.
In summary, the numerical results concur with the experimental data. This indicated the
accuracy of the numerical method in this study. Besides, Ramsay carried out a similar
validation strategy to validate their numerical results [40]. Therefore, the present study’s
subsequent research used the full turbulence model to carry out the numerical simulations.
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α
ω − ω

α

Figure 6. Comparisons between the computational fluid dynamics (CFD) calculated and experimen-
tally determined pressure distributions for TEF airfoil with angles of attack of 0◦: (a) CL distribution;
(b) CD distribution; (c) CP distribution.

Table 2. Comparisons between CFD results and experimental data for the TEF airfoil.

α◦
CL_SST_Kω (2 Eq.) CL_Spalart−All Maras (1 Eq.) CD_SST_Kω

CFD
Calc.

Exper.
Data

Error %
CFD
Calc.

Exper.
Data

Error %
CFD
Calc.

Exper.
Data

Error %

0 0.56625 0.57418 2.48639 0.5600 0.57418 2.53214 0.01300 0.01368 5.23077
4 0.77832 0.760 2.35379 0.78078 0.76087 2.46757 0.01655 0.01809 9.30514
8 0.89883 0.89423 2.07158 0.90033 1.0054 11.0573 0.02900 0.03145 8.44828

Figure 6c shows the comparison between the CFD calculated and experimental surface
pressure coefficient distributions for an angle of attack of 0◦ [40]. The Cp comparisons for
0◦ are in a reasonably good agreement over the entire S-809 airfoil with TEF surface except
in the regions of the laminar separation bubbles. The experimental pressure distributions
show the laminar separation bubbles just near the chord on both the upper and lower
surfaces. They are indicated in the experimental data that become more-or-less constant
with respect to X/C, followed by an abrupt increase in pressure as the flow undergoes
turbulent reattachment. Since the calculations assume a fully turbulent flow, no separation
is indicated in the numerical results.

4.2. Effect of the Trailing Edge Flap with Micro-Tab (TEF with Micro-Tab) on the
Air-Flow Behaviour

This section presents the results of our investigation on the aerodynamic performance
of TEF with Micro-Tab attachment. The aerodynamic performance results presented
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include stall angles of attack α, CL, CD, and CL/CD distribution. In order to articulate the
results, the 2D air-flow streamlines distribution and vortices in the wake area have been
analyzed. Different TEF’s aerodynamic performance with Micro-Tab at different positions
have been analyzed to control the proposed TEF’s control aerodynamic performance with
Micro-Tab. The angles of attack ranging from 0◦ to 25◦ to simulate the S-809 airfoil by
using TEF with Micro-Tab were chosen. The position of the TEF (H = 80% C) and deflection
angle (αF = 7.5◦) was chosen based on airfoil S-809 with TEF results (the TEF result in
Section 4.1.2); as it showed the highest aerodynamic performance. Subsequently, the TEF
with Micro-Tab attachments was readjusted to S-809 with TEF (H = 80% and deflection
angle αF = 7.5◦).

Figure 7a shows a comparison of the different settings for the aerodynamic perfor-
mance effect. As seen in the figure, the CL curves depict a gradual upward shift due to the
TEF airfoil with Micro-Tab for the proposed α values and for the TEF. When α = 13◦, CL
was enhanced by 15% and 28.6% for Pattern 2 and Pattern 3, respectively. Figure 7b shows
the variation of CD with varying α at different TEF airfoil with Micro-Tab configurations.
Thus, when the TEF with Micro-Tab was positioned at both directions (up and lower
flap surface), as seen in Pattern 3, the FL showed the highest values compared with the
other configurations.

α

α

α α

α

  

(a) (b) 

  

(c) (d) 

α
Figure 7. The aerodynamic performance effect of TEF with Micro-Tab: (a) comparison of CL; (b) comparison of CD,
(c) comparison of CL/CD; (d) comparison of CP distribution at α = 0◦.

The analysis of the FL and FD curves described before is not comprehensive enough
to design blades. Thus, a comprehensive understanding of blades’ design needs the
estimation of the CL/CD ratio for the design of the wind turbine blades. The CL/CD
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ratio is important in determining the most appropriate angle and TEF with Micro-Tab
configurations for the proposed blade design. The estimate of CL/CD based on parameters
in Figure 7a,b is shown in Figure 7c. The results reaffirm that value of CL was increasing
due to the TEF airfoil with Micro-Tab attachment. A possible explanation for the increase
in the CL/CD ratio of an airfoil is due to TEF with Micro-Tab attachment. The CL ranged
between 0.9 (Pattern 1) and 1.6 (Pattern 3) at α = 15◦, and the value of CD decreased from
0.03536 to 0.03219 when the TEF airfoil with Micro-Tab was attached.

The α was readjusted between 5◦ to 15◦ to obtain the optimal effect on the CL/CD
ratio, as seen in Pattern 3 in Figure 7c. Comparing the airfoil with TEF to the other patterns,
no air-flow separation on the airfoil was observed at an angle less than 23◦. Pattern 3
depicts the highest lifting force compared to other patterns.

A possible explanation for this might be the opposite sign vortices caused by fitting
the TEF with upper/lower Micro-Tabs.

Upon closer inspection of Pattern 3, as seen in both CD (Figure 7b) and CL/CD
(Figure 7c), one observes a higher aerodynamic performance (CL/CD > 35%) in comparison
to the standard airfoil and other patterns. A higher aerodynamic performance results from
the opposite sign vortices and, at the same time, the contribution of the low CD decreases.
Another important finding is that Pattern 3 is an optimal choice when α is between 15◦ to
23◦ and for an airfoil with TEF with Micro-Tab. The high efficacy experienced for Pattern
3 is assumed to be due to the CL/CD ratio that increases by over 35% and due to the low
CD contribution.

Figure 7d illustrates the CP distribution on the standard airfoil, airfoil with TEF, and
TEF with Micro-Tab patterns. The CP factor of the Trailing-Edge changed when deploying
TEF with Micro-Tab.

The CP factor of the Trailing-Edge changed from −1200 Pa at the TEF airfoil to 1000 Pa
when TEF airfoil with Micro-Tab was attached. Correspondingly, an enhancement in
the suction of the upper surface for the airfoil and an increase in the pressure at the
lower surface was observed and the performance of the airfoil was increased. Finally,
the configuration of Pattern 3 did not show the air-flow separation compared with the
TEF airfoil. This was probably due to the separation bubble and opposite sign vortices.
Therefore, the air flowed smoothly along the upper surface of the airfoil without separation.

The next section gives a detailed discussion of the pressure distribution at the small
and large angles of attack for each pattern.

4.3. Discussion of the Surface Pressure Distribution of the TEF Airfoil with/without Micro-Tab

In order to investigate the effects of different Micro-Tab positions on the pressure
distribution, contours of CP are used, as shown in Figure 8. Each subplot in Figure 8
represents the CP values as a function of airfoil chord location in the x-axis direction and
the Micro-Tab positions.

The upper-pressure distribution represents the airfoil’s suction side, whereas the lower
CP distribution represents the pressure side of the airfoil. The Micro-Tab position at 98% C
Pattern 1 at the lower surface for the TEF airfoil, for the Pattern 2 the Micro-Tab position
98% C and the upper surface for the TEF airfoil, for the Pattern 3 the MicroTab at 98% C
at the lower and upper surface for the TEF airfoil, and the TEF airfoil when there is no
Micro-Tab on the airfoil S-809.

To better explain the CP displayed in this analysis at α = 0◦–13◦, the traditional CP
polar for the TEF airfoil upper and lower sides is presented for the three patterns of the
TEF airfoil with Micro-Tab that are specified by the solid and dashed lines on the color
contour plots. Figure 8 displays an overview of the CP distribution corresponding to
α = 0 to 13◦ with standard airfoil, TEF airfoil, Pattern 1, Pattern 2, and Pattern 3. These
pressure distributions over the airfoil were then integrated to determine the lift (CL) and
drag (CD) coefficients.
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Two CP distributions are presented for two different α, which represent low and high
α, respectively. Unsurprisingly, for both angles, Pattern 1 increases the pressure on the
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pressure side of the airfoil, Pattern 2 decreases the suction on the suction side, and Pattern 3
increases the pressure on the pressure side and the suction side of the airfoil compared to
TEF airfoil and standard airfoil. A case-study approach was used to evaluate TEF airfoil’s
effectiveness with Micro-Tab on pressure distributions and lift force. This effectiveness
clearly comes from the increased adverse pressure gradient, opposite sign vortices, and
separation bubbles generated in front of the Micro-Tab on the side on which it has been
attached. On the other hand, it is important to indicate that the TEF airfoil with Micro-Tab
has also changed the effective aerodynamic performance, angle of attack, and the effective
airfoil camber, both of which can considerably impact the pressure distribution over both
surface sides of the TEF airfoil. The Micro-Tab effect on the suction side of the airfoil is also
noticeable; this appears in Pattern 1 and Pattern 3, as shown in Figure 8c,e.

Pattern 1 has improved the suction on the TEF airfoil’s top surface, even though, at
the lowest α, the effect is not high, and, as the angle of attack increases, this effect becomes
enhanced. Pattern 2 also affects the pressure the side of the airfoil. As observed for lower
angles of attack, Pattern 2 has significantly reduced the pressure on the bottom side of
the TEF airfoil, and, for the highest angles, this effect is not high. As for Pattern 3, it
combined each of the features of Pattern 1 and Pattern 2. This is because both of these
enhance the lower pressure of the wing and increase the lift force, as shown in Figure 8e.
It is also fairly apparent that, for average angles, Pattern 1, Pattern 2, and Pattern 3
show comparable effectiveness of the aerodynamic performance on both sides of the TEF
airfoil. This investigation of the pressure measurements clearly shows that the Micro-
Tab’s effectiveness is not only Micro-Tab dependent but also depends considerably on the
airfoil angle of attack and the TEF of the airfoil. The velocity profiles and the streamline
distribution data from the CFD simulation can better clarify this dependency.

4.4. Discussion of the Streamline Distribution and the Velocity Profiles of the TEF Airfoil
with/without Micro-Tab

This study identified the dependency of the angle of attack (α) of the TEF airfoil with
Micro-Tab performance on the TEF airfoil. CFD results near the airfoil trailing edge are
shown for different patterns in Figure 9. Each column in Figure 9 shows three different
TEF configurations for the same angle of attack (α). The deflection of the airfoil trailing-
edge flow when the TEF with Micro-Tab is deployed is clear for each attack angle. When
Pattern 1 is attached, the findings show that the down-wash flow is more apparent, as
shown in Figure 9c. This would imply that the lift is greater in these cases. On the other side,
Pattern 2 decreases the down-wash flow, which insinuates a smaller lift at the small angle
of attack, as shown in Figure 9d. At α = 0◦ Pattern 2 has induced an up-wash that implies a
negative lift in this configuration. These deflections in the airfoil down-wash imply that the
effective camber and angle of attack have changed. These changes significantly affect the
pressure distribution and, as a result, the lift and moment behavior of the airfoil change.

Following the previous discussion that suggested the dependency of the TEF airfoil
with Micro-Tab effectiveness on the angle of attack, it can be clearly observed that, at lower
angles, Pattern 2 is more exposed to the flow. Concurrently, Pattern 1 is more exposed to
the flow at higher angles of attack. The CFD results clearly show this dependency and
support the observations in the pressure distributions. Physically, it can be inferred that, for
the Pattern 1 cases at lower angles of attack, the pressure gradient on the airfoil’s pressure
side is so high that the increment produced by the flap is no longer significant. As a result
of configuringthe opposite sign vortices at the Micro-Tab, as shown in Figure 9c. For a
higher angle of attack, when the Micro-Tab is exposed to the suction side of the airfoil, the
pressure gradient on the suction side of the airfoil is so high that the Micro-Tab cannot
affect the flow in a manner as significant as at smaller angles of attack; as a result, the
pressure gradients are much weaker. Finally, Pattern 3 has an overall advantage because it
combines Pattern 1 and Pattern 2 to the same TEF airfoil. Pattern 3 can work at both small
and large angles of attack as a result of high aerodynamic performance.
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Figure 9. Comparison of streamline distribution of the TEF airfoil with/without Micro-Tab at three different positions,
(a) Standard airfoil, (b) TEF airfoil, (c) Pattern 1, (d) Pattern 2, (e) Pattern 3.

17



Processes 2021, 9, 547

5. Conclusions

This paper describes a methodology for computing the effect of TEF with Micro-Tab
on airfoil sections by using CFD. A grid generation method was developed to allow an
easy way for repositioning the TEF in the chord-wise direction on the S-809 airfoil. This
study was able to predict the qualitative effect of TEF with Micro-Tab, and it was possible
to obtain the highest aerodynamic performance at a high CP value. The findings indicated
that the best pattern with the highest aerodynamic performance was provided by three
patterns of TEF with Micro-Tab. Based on the above, the following may be concluded:

• For the TEF study, the TEF has been deflected, and the flow has been trapped on the
lower surface of the airfoil. In return, the flow velocities decreased, and there was
an increase in the pressure at the lower surfaces of the airfoil. However, the increase
of the adverse pressure gradient with TEF and different deflection angles αF, may
yield an inverse vortex flow behind the TEF and increase the pressure at the lower
surface of the airfoil and TEF. Moreover, the highest aerodynamic performance has
been produced at αF = 7.5◦ at H = 80% C.

• Concerning the TEF with Micro-Tab study, the numerical simulation has shown that
the TEF with Micro-Tabs can significantly improve the CL of the low Reynolds number
airfoil adopted in this investigation. The more obvious the TEF with the Micro-Tabs
position, the larger the effect of lift-enhancement will be. Interestingly, Micro-Tabs can
delay the air-flow stall at a small α ≤ 2◦. At a different angle of attack α, CP and CL
increased due to the bubble separation and the opposite sign vortices. Moreover, the
increase of the CL has also been detected while holding a constant position of TEF at
80% C and changing the position of TEF with Micro-Tab. Therefore, the utilization
of the TEF with Micro-Tab at aerodynamics H = 80%, deflection angle αF = 7.5◦,
and K = 95%; the CL and CP was increased, and the highest aerodynamic performance
was achieved for Pattern 3.

Author Contributions: Conceptualization, J.Y. and S.S.; methodology, S.S.; software, S.S. and Y.W.;
validation, J.Y., J.W. and S.S.; formal analysis, W.W.; investigation, S.S. and Z.D.; resources, J.Y.; data
curation, Z.D.; writing “original draft preparation, S.S.; writing “review and editing, J.Y.; visualization,
J.Y.; supervision, J.Y. and J.W.; project administration, J.Y.; funding acquisition, Y.W. All authors have
read and agreed to the published version of the manuscript.

Funding: National Natural Science Foundation of China, Grant/Award Number: 51976067, the
Open Foundation of the Key Laboratory of Low-grade Energy Utilization Technologies and Systems,
Grant/Award Number: LLEUTS-201905, the Open Foundation of the State Key Laboratory of Fluid
Power and Mechatronic Systems, Grant/Award Number: GZKF-201811.

Data Availability Statement: The data used to support the findings of this study are available from
the corresponding author upon request.

Conflicts of Interest: The authors declare no conflict of interest.

Abbreviations

C Airfoil chord length (m)
CD Drag coefficient (dimensionless)
CL Lift coefficient (dimensionless)
CL/CD Lift coefficient/Drag coefficient ratio (dimensionless)
Cl,max Maximum lift coefficient (dimensionless)
Re Reynolds number (dimensionless)
P Pressure
CP Pressure coefficient(dimensionless)
H TEF position
K TEF with Micro-Tab position
αF Deflect angle of flap (◦)
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α Angle of attack (◦)
CFD Computational fluid dynamics
TEF Trailing-Edge Flap
TEF with Tab Trailing-Edge Flap Micro-Tab
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Abstract: A multistage centrifugal pump was developed for high head and high flow rate appli-
cations. A double-suction impeller and a twin-volute were installed at the first stage followed
by an impeller, diffuser and return vanes for the next four stages. An initial design feasibility
study was conducted using three-dimensional computational fluid dynamics tools to study the
performance and the hydraulic losses associated with the design. Substantial losses in head and
efficiency were observed at the interface between the first stage volute and the second stage impeller.
An inducer-type guide vane (ITGV) was installed at this location to mitigate the losses by reducing
the circumferential velocity of the fluid exiting the volute. The ITGV regulated the pre-swirl of the
fluid entering the second stage impeller. The pump with and without ITGV is compared at the
design flow rate. The pump with ITGV increased the stage head by 63.28% and stage efficiency by
47.17% at the second stage. As a result, the overall performance of the pump increased by 5.78% and
3.94% in head and efficiency, respectively, at the design point. The ITGV has a significant impact on
decreasing losses at both design and off-design conditions. An in-depth flow dynamic analysis at the
inducer-impeller interface is also presented.

Keywords: multistage centrifugal pump; double-suction impeller; twin-volute; computational fluid
dynamics; inducer-type guide vane

1. Introduction

According to statistics, electric motors consume 46 percent of the world’s electricity
and account for nearly 70% of the net consumption of industrial energy [1]. Power con-
sumption by pump systems alone accounts for about 22% of the world’s energy out of
which centrifugal pumps consume 16% [2]. Centrifugal pumps have tremendous energy
consumption and substantial potential for energy savings. Therefore, researching the
possibilities of increasing the efficiency of pump units are need of the hour.

Multistage centrifugal pumps are capable of increasing liquid pressure and pump
fluids to a large distance and are widely used in field irrigation, urban afforestation,
groundwater supply, and chemical and petroleum industries. Among them, the double-
suction centrifugal pumps can achieve twice the flow rate of a single-suction pump with
the same diameter and have better cavitation performance [3]. A double-suction multistage
centrifugal pump requires a great deal of energy for the year-round operation and achieving
an energy-efficient design can save cost and improve the overall pump performance.

A double-suction multistage centrifugal pump was designed for specific applications
in the petrochemical processing plants. The design feasibility study of the pump showed
effectiveness in handling multiple fluids without performance degradation [4]. In our
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previous study [5], the hydraulic loss analysis of the pump revealed vast potentiality in
stage-wise performance recovery specifically at the second stage. The losses were mostly
associated with large radial forces in the fluid passing from Stage 1 to 2 through a twin
volute. The high circumferential velocity of the fluid at the interface between Stages 1
and 2 caused excessive pre-swirl at the second stage impeller inlet. The fluid pre-swirl
induced losses at the second stage impeller thereby decreasing the pump efficiency. Certain
design recommendations were provided to control the pre-swirl and enhance the pump
characteristics. The recommendation to use a guide vane between the first and second
stages is presented in this paper.

Inlet guide vane installation is a common technique to control the fluid circulation
and pressure ratio at the inlet of a turbomachine. This method was initially carried out
in compressors and fans and was recently applied to centrifugal pumps to regulate fluid
pre-swirl at the inlet [6]. Tan et al. [7] studied the effect of an adjustable inlet guide vane
for the pre-swirl regulation of a single-stage centrifugal pump and obtained a higher
efficiency and head at the design point at an angle of 24◦. Yuchuan et al. [8] studied the
same IGV for angles ±36◦ and ±60◦ to find the influence of guide vanes on unsteady
flow. Qu et al. [9] studied the clocking effect of the same IGV and found little influence
on pump performance. Liu et al. [10] compared the performance between a 2D IGV and a
3D IGV with a similar design and obtained a higher efficiency with a minimum impact
velocity moment for the 3D IGV model. Further investigation by Liu et al. [11] succeeded in
suppressing the losses associated with high pressure near the impeller inlet and facilitated
a uniform distribution of pressure in the impeller channels at the rotational frequency.
Liu et al. [12] studied the influence of the IGV angle and axial distance range between IGV
and impeller. The IGV angle had a significant impact in reducing the pressure fluctuation
at the blade leading edge while the axial distance had only a slight impact on the pump
performance. Lin et al. [13] used an adjustable two plate inlet guide vane at the suction
pipe of a single-stage centrifugal pump to reduce the negative pressure at the impeller
leading edge. The pump performance was improved at a vane angle of 25◦, weakening the
vortex flow at the pump inlet. Hou et al. [14] studied the effect of the number of IGV
vanes on the hydraulic characteristics and suggested a six-vane design for a higher head
and better efficiency. It is evident from the literature that an IGV is capable of regulating
the pre-swirl at the impeller inlet. However, all these IGV configurations were applied
to regulate the pre-swirl in single-stage pumps with an option to control the IGV angle.
This is not the case with multistage centrifugal pumps. The usage of pre-swirl regulation
of IGV is extremely rare for multistage pumps simply due to the physical constraint to
control the IGV angle using gears or levers during operation. Typically, radial diffusers
and return guide vanes of fixed angles are used in multistage pumps to transfer fluid from
one stage to another. However, a radial diffuser-return vane combination cannot be used
to regulate the axial flow exiting the twin volute of the proposed pump. An axial diffuser
or a guide vane with a fixed angle is the technically feasible unit that can be installed to
regulate this flow.

In order to govern the pre-swirl of the flow between the volute and the second stage
impeller, the stationary guide vane design must be meticulously configured since the
vane angle is not adjustable. An inducer type, a screw-type, or a helico-axial design is
selected for this purpose since the twisted vane design can convert the rotational inertia
of the fluid to axial momentum without the need to adjust the angle. Several inducer
type pump designs can be found in the literature. Li et al. [15] studied the flow through
a three-blade inducer on an axial flow pump and found that the maximum pressure is
generated when the inducer angle is aligned with the impeller such that the wake from
the inducer impinges the impeller blade minimizing hydraulic losses. Campos-Amezcua
et al. [16] studied a two-blade inducer design in a turbo-pump with and without clearance
and observed that a uniform axial velocity profile is obtained for an inducer without
clearance. Yang et al. [17] studied the clocking effect between the inducer and impeller
in a high-speed centrifugal pump and obtained the best performance when the relative
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angle between the inducer trailing edge and impeller leading edge was 0◦. Several pump
designers used inducers at the upstream of the impeller to reduce pump cavitation [18–22].
Although inducers were used in centrifugal pumps for decades, they are not commonly
found in multistage centrifugal pumps. Sedlár et al. [23] installed a three-bladed inducer
in a two-stage centrifugal pump between the inlet guide vane and the first stage impeller.
The pump with an inducer showed better cavitation reduction than the pump without an
inducer. From these works of literature, it can be said that the application of inducers in
centrifugal pumps showed great potential in improving the performance and decreasing
the cavitation phenomena. However, all the inducers mentioned are rotating devices with
the same speed as the impeller. Since a stationary guide vane is the requirement of the
proposed pump, the number of vanes and other design configurations of the inducer shape
is influenced by the literature to create an inducer-type guide vane. The ITGV design
specifications are provided in the next section.

A multistage centrifugal pump design with an ITGV device to minimize the hydraulic
losses occurring at the inter-stage flow passage between the twin volute and second-stage
impeller is presented in this paper. The effect of the ITGV design on the overall performance
of the pump and the dynamics of the fluid passing through the ITGV is explained in detail.

2. Design Configurations

The centrifugal pump is designed to pump fluids used in petrochemical refineries
satisfying high-head and high-flow rate requirements. The number of stages, the impeller
dimensions and other design parameters are determined by API BB5 centrifugal pump
standards [24]. The initial pump model is obtained from a dynamically similar scaled-
down pump model used for low flow rate operations. The multistage centrifugal pump
consists of an inlet passage, a double-suction impeller and a twin-volute in the first stage.
Stages 2–4 have a single-suction impeller, a stationary diffuser and return guide vanes.
The fifth stage consists of the impeller, diffuser, and outlet volute. Figure 1 shows the
exploded view of the pump components.

 
Figure 1. Exploded view of the multistage centrifugal pump and its components.

The theoretical performance curve of the pump is obtained from the pump affinity
laws as shown below:
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where Q, H, P, and n represents the flow rate, head, input power and rotational velocity,
respectively. The subscripts 1 and 2 correspond to the model and the prototype.

Water is chosen as the working fluid for the simulations as the pump affinity laws ap-
ply only for water or pure liquids with kinematic viscosity less than 10 cS [25].
The five-stage centrifugal pump has a flow coefficient of ∅ = 0.01 and head coefficient
ψ = 0.67. The impellers at stages 2–5 have a diameter 20% larger than the first stage im-
peller. The fifth stage diffuser is 16% larger in diameter than the diffusers in stages 2–4.
The twin-volute is staggered at 180◦ to each other to balance out the radial forces. The im-
pellers contain seven blades while the diffuser and return vane consist of eight vanes.

The flow coefficient, the head coefficient and efficiency are calculated using the fol-
lowing equations:

ψ =
gH

n2D2 (2)

ϕ =
Q

nD3 (3)

η =
ρQgH

P
(4)

where D, g, η, and ρ corresponds to the diameter of the impeller, acceleration due to gravity,
the efficiency and the density of the fluid, respectively.

A stationary inducer-type guide vane is installed between the first and the second
stage with a length of 0.27D. The ITGV consists of three blades shrouded to the casing
without clearance. The preliminary design is inspired by a helico-axial impeller designed
and optimized in our laboratory [26–28]. The design thus obtained is modified to suit the
pump dimensions. The ITGV inlet is designed symmetrically with the fluid which exits
the volute being with perfect hydraulic symmetry at all flow conditions. The exit blade
angle is matched with the second stage impeller inlet blade angle. The shroud diameter
of the ITGV is chosen to be the same as the second stage impeller diameter while the hub
diameter is equal to the diameter of the pump shaft. The thickness is maintained equally
throughout the blade length. Figure 2 shows the 3D ITGV CAD model and the overall
pump design with ITGV.

 
(a) (b) 
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Figure 2. (a) The ITGV CAD model and, (b) the entire pump with ITGV.
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3. Numerical Model

Three-dimensional mass and momentum equations are solved in a commercial CFD
solver to study the flow behavior inside the pump. The fluid transportation equations are
based on the steady incompressible Reynolds-averaged Navier–Stokes (RANS) equations
solved using an iterative approach in ANSYS CFX 19.1®software (ANSYS, Inc., Pennsylva-
nia, PA, USA). These equations are very well documented in numerous literature [29–31].
The turbulence model, k–ω based shear stress transport (SST) is used to predict the turbu-
lence occurring inside the pump. The SST model uses an integrated feature to shift from a
high Reynold’s number form of the k–ε model away from the boundary layer and the k–ω
model near the wall region [32]. A blending function is used to ensure a smooth transition
between the models. Similar studies by the authors using the SST model are well proved
to predict the turbulent behavior in a three-stage centrifugal pump [33,34].

The 3D design of the impeller blades, ITGV blades, diffuser and return channel
vanes are generated using ANSYS Bladegen®tools (ANSYS, Inc. Pennsylvania, PA, USA)
while the inlet passage, the twin-volute and the outlet volute are designed using CAD
software. The fluid domains are extracted using ANSYS SpaceClaim®module (ANSYS,
Inc. Pennsylvania, PA, USA)while ANSYS meshing tool is used for the grid generation.
The impeller domain grids are created using ANSYS TurboGrid®software (ANSYS, Inc.
Pennsylvania, PA, USA)which provides an exceptional level of mesh quality with preferred
boundary layer resolution. The CFD model including the boundary conditions for the
numerical analysis was prepared using CFX-Pre. The governing equations were solved
in CFX-Solver and the post-processing was done in CFX-Post. Figure 3a shows the CFD
domain used for the pump without the ITGV component. Due to the periodic nature of
the geometry; the impellers, diffuser, and return channel domains are chosen as a single
passage to save computational resources without compromising on the accuracy of the
results. The impeller domains are rotating along the rotational axis while all other domains
remain stationary. The outlet pipe is extended to avoid any unlikely backflow occurring at
the outlet. The working fluid is water. Atmospheric pressure condition and mass flow rate
is defined at the inlet and outlet, respectively. Since the pitch ratio is high at the interface
between the stationary domains and rotating domains, the mixing-plane (stage) interface
model is applied for the steady-state simulations. General Grid Interface (GGI) mesh
connection is provided at all the interfaces to connect the non-conformal elements between
the domains. The GGI determines the connectivity between the grids on either side of
the interface using an intersection algorithm [35]. The convergence criterion for the RMS
residual target was set at 1 × 106. Due to the complexity of the multistage pump geometry,
the convergence was ensured by monitoring important variables such as the flow rate at
the pump outlet, the torque at the impeller blades and the head generated by the pressure
gradient at all timesteps. A reasonable convergence was obtained for all the simulations.
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(a) (b) 

Figure 3. (a) Computational domain of entire pump. (b) Generated grids.

Overview of Grid Generation

The simulation-based study requires a grid independency test to ensure that the results
obtained do not vary with grid size. Due to the complexity of the multistage centrifugal
pump, the grid study was carried out separately for stages 1 and 2. The optimum grids
thus obtained would satisfy the entire pump model since the other stages are a replication
of the second stage. The grid number for the outlet volute in the fifth stage is generated
analogously to the first stage inlet passage. Since the simulations for the grid independency
tests are carried out in two stages, the boundary domains of the individual stages are
extended to avoid possible backflow in the simulations. The generated grids are shown
in Figure 3b. To resolve the boundary layers, multiple layers of hexahedral meshes are
stationed along the blade suction and pressure side surfaces for the impeller, diffuser,
and return vanes. The y+ values at these boundaries are kept below 30 while they are
maintained below 100 at other locations.

The grid convergence index (GCI), derived based on the Richardson extrapolation
method, is the most reliable method for a grid convergence study [36]. An approximate
relative error (ea) and fine grid convergence index (GCIfine) is calculated for a key variable
obtained from three different sets of grids with significant resolutions. The efficiency of the
centrifugal pump is taken as the key variables in this study. The grid convergence index
can be calculated from:

GCI f ine =
1.25 ea

r − 1
(5)

where r is the grid refinement factor.
The GCIfine for stage 1 and stage 2 were obtained as 0.6% and 0.91%, respectively.

Since the efficiency obtained for the fine grid has GCI value of less than 1%, it can be
said that the generated grids are optimum and further grid refinement is not necessary.
The number of nodes for the optimum grid was 1.75 and 1.35 million for stages 1 and 2,
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respectively. The total number of nodes generated to create the entire pump domain was
6.25 million. Based on the optimum grid, the grid for the ITGV domain was generated with
almost the same number of nodes as the impeller blades. Therefore, further grid study
with the ITGV pump is unnecessary.

4. Pump Performance

The performance of the pump design obtained from the affinity laws are firstly calcu-
lated theoretically and then numerically using CFD tools. The overall pump performance
curve obtained by the theoretical calculation is compared with the CFD results in Figure 4.
The head coefficient, flow coefficient and efficiency are normalized by their corresponding
design point values. The predicted trend of the head and efficiency curves along the
change of flow has concurred with the theoretical prediction. The curves obtained from
the CFD simulations are in reasonable agreement with the theoretical calculations with an
error percentage of less than 8%. The calculation accuracy has a certain influence because
of the limitations of the steady-state simulation, the simplified geometrical model and
overlooking of losses in the CFD simulation. Since this is a preliminary design feasibility
study prior to experimental analysis without considering the unaccounted mechanical
losses, the obtained CFD results are acceptable for further analysis.

𝐺𝐶𝐼 =  1.25 𝑒𝑟 1

Figure 4. Pump performance comparison of theoretical calculation and numerical simulations.

The overall performance of the pump with and without ITGV is compared in Figure 5.
The efficiency of the pump remains unaffected in the low flow rate condition while the
head increases slightly due to a minor increase in pressure gradient at the ITGV. At the
best efficiency point (BEP), the efficiency has increased by 3.94% while the head increased
by 5.78%. The overall performance of the pump has increased by a great margin with
the installation of ITGV. The improvement in the pump performance, however, comes at
a cost of increased power consumption. The power consumption increased by 1.78% at
the BEP and by 8.85% at the maximum flow rate condition with the installation of ITGV.
The increase in power consumption is not high at the BEP point at which the pump would
be operated normally, and it is high at the maximum flow rate, which is seldom operated.
Even with the rise in power consumption at the maximum flow rate condition, the increase
in efficiency and head is large enough to offset the difference.
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Figure 5. Performance comparison of the pump with and without ITGV.

The performance study of the individual stages is as important as the overall perfor-
mance in a multistage centrifugal pump. The stage-wise efficiency and head coefficient
curves of the two pumps are presented in Figure 6. The efficiency at the low flow rate
is almost the same at all stages for the pump with and without ITGV. As the flow rate
increases, the hydraulic efficiency improves for all stages except for stage 2. The efficiency
at stage 2 descends at high rates beyond BEP for the reference pump. Similarly, the head
coefficient drops near 0.1 at the maximum flow rate. The large drop in efficiency and head
of the reference pump indicates a very large loss at the second stage. The pump with ITGV
has improved the efficiency by 47.17% and head by 63.28% at the design point of stage 2.
A similar increase is also observed at the maximum flow rate condition of stage 2. The small
improvement in the parameters can be found in other stages as well. Installing the IGTV
has thus not only improved the performance of stage 2 by a great margin but also improved
the performance at all stages. This increase in efficiency and head at all stages reflects the
overall improvement in the pump performance as found in Figure 5.

(a) (b) 

Figure 6. Stage performance comparison: (a) Efficiency; (b) head coefficient.
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A detailed analysis of the losses observed at stage 2 and the influence of the ITGV
in mitigating these losses must be studied in-depth to understand the flow physics at the
ITGV-Impeller interface. The pump is operated at the design point more often than others
and as a reason; the pump operating at the design point is chosen for the in-depth analysis.
The second stage consists of the impeller, diffuser and return vanes. The losses are mostly
observed at the inlet of the impeller and, thus, the loss analysis is focused on the flow
through the ITGV and second stage impeller only. Henceforth, the term ‘impeller’ refers to
the second stage impeller unless stated otherwise.

The blade loading at the mid-span of the impeller along the streamwise direction of
the pump with and without ITGV is shown in Figure 7. The pressure is normalized by its
maximum value. A large drop in pressure at the leading edge is observed in the reference
pump indicating the location of the maximum loss. Such sharp pressure drops may cause
the formation of cavitation bubbles and can easily lead to pump failure. The installation of
the ITGV device at the upstream of the impeller has decreased the pressure drop by 66.13%
at the leading edge of the impeller. The overall blade loading has improved significantly
by a weighted average of 35.6% with the installation of the ITGV. The weighted average
is calculated to accurately represent the average of the percentage change in quantity.
The ITGV not only has an impact on the stage 2 impeller but also on the downstream
impellers. The blade loading of impellers at stages 3, 4, and 5 (not shown here) was also
improved by a weighted average of 17.96%, 10.32%, and 7.09%, respectively.

Figure 7. Blade loading comparison of the second stage impeller at mid-span.

The significance of improvement in the blade loading is explained by its effect on
individual stages. The head and efficiency trend graph along the mid-span of the impellers
for stages 2–5 at the design point is plotted in Figure 8. The parameters are normalized
by the corresponding maximum values of the reference pump. Since the ITGV does
not affect the upstream flow, the trend line is not plotted for stage 1. A head drop is
observed at the second stage of the reference pump at about 20% of the streamwise direction.
This corresponds to the pressure drop observed in Figure 7 at 0.2 streamwise. The head
rises again towards the trailing edge of the impeller. The head increases at each stage and
finally achieves the maximum head at the end of the 5th stage. The ITGV has prevented
the drop in pressure gradient at the 2nd stage, which resulted in an increase of head at
this stage and an overall increase in the consecutive stages. The overall head trend graph
increased by a weighted average of 17.87% with ITGV compared to the reference pump.
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(a) (b) 

Figure 8. Head (a), and efficiency (b) trend graphs plotted at the mid-span of the impellers at the
design point.

The efficiency trend graph shows the rise in efficiency at each stage. At the beginning
of each stage, the dive in the efficiency curve is due to the abrupt change in the pressure
gradient as the fluid travels from one stage to another. While the efficiency dives at each
impeller’s leading-edge, it immediately climbs back up and rises sharply at the trailing
edge. However, the efficiency remains the lowest at the second stage of the reference pump
due to the losses mentioned earlier. The introduction of ITGV has aided in reducing the
losses and improving the efficiency at the second stage as well as an overall increase in the
consecutive stages. The weighted average increase in the overall efficiency trend graph is
14.48% compared to the pump without ITGV. The potential of the ITGV is remarkable in
improving the pump characteristics. However, how the ITGV design affects the fluid flow
behavior and the reason for losses and the effects of ITGV are studied qualitatively in the
next section.

5. Flow Field Analysis

The fluid flowing through the volute, ITGV and the second stage impeller is analyzed
in detail to determine the causes for the losses and the correction by the ITGV at the design
point. From the first stage impeller, the fluid entering the volute splits into the two arms
of the 180◦ staggered twin-volute, flows along the surfaces of the volute and joins back
towards the exit of the volute. The fluid is found to have a greater radial force than the
axial force at the volute exit and, as a result, produces a pre-swirl at the inlet of the second
stage impeller. This high-intensity swirl flow causes deviation between the fluid incidence
angle and blade angle at the impeller leading edge. The flow through the volute and
the impeller is shown in Figure 9a. The 3D velocity streamlines show a shift in the flow
direction due to the fluid moving from a stationary domain to a rotating domain. However,
the flow direction entering the impeller flows away from the blade incidence angle due
to the high swirl intensity. The absolute velocity increases at the impeller inlet due to the
large circumferential velocity at the volute exit. This causes flow separation at the leading
edge and gives rise to recirculation regions at the inlet and the pressure side of the impeller,
leading to the formation of vortices in the flow. The vortex core region formed at the
impeller is shown in Figure 9b. The vortices thus formed cause blockage to the incoming
flow thereby decreasing the pressure at this region. The pressure drop directly affects the
stage performance and result in losses at the second stage impeller.
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(a) (b) 

−
Figure 9. (a) Three-dimensional velocity streamlines of the fluid flowing through the volute and impeller, (b) Vortex core
region inside the second stage impeller (velocity swirling strength = 1500 s−1).

The installation of the ITGV does not prevent the formation of the high-intensity swirl
flow observed at the exit of the twin-volute; it rather continues the flow along the ITGV
blades without changing its direction. The magnitude of the velocity decreases as the fluid
flows through the stationary blades of the ITGV as shown in Figure 10a. The average
velocity of the fluid decreased from 33.86 m/s at the volute exit to 22.65 m/s at the ITGV
exit. The decrease in circumferential velocity at the exit of the ITGV allows the fluid to flow
towards the incidence angle of the blade leading edge. This is because the ITGV exit blade
angle is configured to match the impeller inlet blade angle. As a result, the flow separation
at the impeller leading edge is moderated and thereby decrease the intensity of the vortices
formed at the impeller. Figure 10b shows the decrease in vortex core in the second stage
impeller. The blockage in the flow is removed with the installation of ITGV and hence the
pressure losses are diminished.

The flow angles are explained in detail by plotting the velocity diagram at the leading
edge of the impeller in Figure 11. The vectors U and CU represent the blade velocity and
the tangential velocity, respectively. In Figure 11a, the relative flow angle is β = 128.5◦

while the absolute flow angle is α = 11.86◦ at the inlet of the impeller for pump without
ITGV. The large relative flow angle force the fluid to flow virtually perpendicular to the
blade. The relative flow angle decreases sharply to β = 56.4◦ and the absolute flow angle
rises to α = 17.6◦ for the pump with ITGV as shown in Figure 11b. The magnitude of the
relative velocity (W) remains essentially the same while the direction changes towards the
blade angle similar to the observation in Figure 10a. The magnitude of the absolute velocity
(C) decreases by 22.46%. The velocity triangles of the rest of the stages are approximately
the same for both pumps.
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Figure 10. (a) Three-dimensional velocity streamlines of the fluid flowing through the volute, ITGV, and impeller. (b) Vortex
core region inside the second stage impeller (velocity swirling strength = 1500 s−1).

(a) (b) 

Figure 11. Velocity triangles at the leading edge of the impeller (a) pump without ITGV,
and (b) pump with ITGV.

The relative flow angle correction achieved by the ITGV has a significant impact on
the fluid inside the impeller. The velocity streamlines at the mid-span of the impeller is
compared in Figure 12a,b. There is an adverse pressure gradient between the blades leading
to the formation of the vortex and a non-uniform flow is observed at the reference pump.
The flow through the impellers appears to be smooth and uniform with the disappearance
of vortices in the pump with ITGV. The total pressure in stationary frame contour is shown
in Figure 12c,d. The low-pressure region at the pressure-side of the blades is eliminated
to obtain a smooth transition of fluid pressure from the inlet to the outlet of the ITGV
pump impeller. The increasing pressure increases the head developed at this stage as
observed earlier.
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(a) (b) 

 

(c) (d) 

Figure 12. Velocity streamlines at the mid-plane of the impeller for (a) a pump without ITGV, (b) a pump with ITGV, and the
total pressure contour in a stationary frame at the mid-plane of the impeller for (c) a pump without ITGV and (d) a pump
with ITGV.

6. Performance Analysis at Off-Design Conditions

The centrifugal pump is generally operated at its design point (Qd) at which the
efficiency curve reaches its maximum. However, the pump may be operated at off-design
points at times by force of circumstances to deliver fluid either below or above the capacity
at BEP. An adverse pressure gradient, flow separation, and flow recirculation at the inlet
and exit always occurs under off-design points. The flow phenomenon is more complex
than the design point, especially at the high flow rate conditions. Therefore, it is necessary
to study the pump performance at these conditions too. Two off-design conditions are
tested at 25% below and excess flow capacity of the design point. The head trend line is
compared for low flow rate and high flow rate for both the pumps in Figure 13a,b. There is
a minor increase in the head trend line of the pump with ITGV at 0.75Qd and a significant
increase at the 1.25Qd flow condition. The head increases by a weighted average of 3.58%
at the low flow rate and gains a weighted average of 20.48% at the high flow rate condition
for the ITGV pump. A similar increase of weighted average head by 17.87% was observed
previously at the design point, too. The losses inside the pump escalate as the flow rate
rises but the ITGV is capable of executing head loss correction at all flow rates.
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(c) (d) 

(e) (f) 

Figure 13. Head and efficiency trend graphs (a–d) and second stage blade loading chart (e,f) comparison at the mid-span of
the impellers at off-design conditions for the pump with and without ITGV.

The efficiency trend graph measured at the mid-span of the impellers at both flow
rates is compared for the two pumps in Figure 13c,d. A notable improvement in efficiency
is found at the second stage of 0.75Qd for the ITGV pump while there is only a slight
improvement at other stages. Meanwhile, there is no significant improvement in efficiency
at the leading edge of the second stage impeller at 1.25Qd for the pump with ITGV, but it
rises near the trailing edge. The rise in efficiency continues for stages 3–5. The ITGV
installation improved the overall efficiency of the stages by a weighted average of 13.7%
and 18.45% at 0.75Qd and 1.25 Qd, respectively. This also proves that correcting the losses
at the second stage improves the performance at other downstream stages too. This can be
analyzed by plotting the blade loading curve at the mid-span of the second stage impeller
along the streamwise direction as shown in Figure 13e,f. The blade loading distribution was
improved by a weighted average of 24.9% and 37.6% at 0.75Qd and 1.25Qd, respectively,
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for the pump with ITGV. Even though the pressure-drop at the leading edge of the impeller
decreased by 41% at the high flow rate of the ITGV pump, the pressure is still low enough
to cause cavitation damage in the long run. A detailed cavitation analysis may be necessary
to find the cavitation zones in the off-design points.

The vortex core region formed near the second stage impeller has practically disap-
peared with the installation of ITGV at the 0.75Qd flow condition as shown in Figure 14a,b.
Several large and small vortices are observed at the high flow rate condition near the
impeller inlet (Figure 14c). The large vortices are formed due to huge flow separation at
the leading edge which increases with the flow rate. The ITGV pump has diminished the
large vortices formed at the blade suction side and decreased the intensity of the vortices
formed at the pressure side of the impeller (Figure 14d). Further suppression of the vortices
may be achieved after a design optimization strategy applied to optimize the ITGV and
impeller shapes with an objective function to minimize leakage vortices and improve the
pump performance at this particular flow condition.

 

(a) (b) (c) (d) 

−

 

 

 

Figure 14. Vortex core region inside the second stage impeller (velocity swirling strength = 1500 s−1) calculated at (a) 0.75Qd

without ITGV (b) 0.75Qd with ITGV (c) 1.25Qd without ITGV, and (d) 1.25Qd with ITGV

The installation of ITGV has aided in improving the pump efficiency and head at
various flow rates. The losses associated with the twin-volute and the second stage blades
have been successfully diminished by placing the ITGV between them. However, the ITGV
installation comes with certain restrictions. Firstly, the ITGV installation expanded the
pump size by 0.27D. This may come as a drawback at locations with size restrictions for a
multistage centrifugal pump. Secondly, manufacturing the ITGV unit requires precision
machining tools and skilled operators which may induce additional cost to the pump
manufacturer. This is determined in the economic analysis and feasibility study of the
pump in the manufacturing stage.

7. Conclusions

Installation of an inducer-type guide vane at the inter-stage flow passage of a mul-
tistage centrifugal pump is studied for its loss mitigating capability and performance
enhancement. The CFD model consisted of an inlet passage that contains a double-suction
impeller and a twin volute in the first stage. Series of impeller, diffuser, and return vanes
were installed for the rest of the stages with an outlet volute at the end of the fifth stage.
The grids generated are tested for grid independency and they satisfy the GCI criteria.
The pump performance was analyzed analytically and compared with the CFD results for
initial validation. The design was tested for loss analysis at individual stages. Very large
losses were observed at the inlet of the second stage impeller due to the large circum-
ferential velocity of the fluid exiting the twin volute. A stationary ITGV was installed
between the twin volute and the second stage impeller to regulate the pre-swirl and correct
the incoming flow angle at the blade inlet. The beta angle at the ITGV trailing edge was
designed to match the beta angle at the leading edge of the impeller such that the relative
flow angle is tangential to the blade incidence angle. The effects of the ITGV compared to
the initial pump model are:
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1. The overall efficiency of the ITGV pump was improved by 3.94% while the head
rose by 5.78% at the design point. The pump power consumption was 1.78% higher
than the reference pump but the overall increase in performance has offset the rise
in power.

2. The stage efficiency at the second stage increased by a huge margin of 47.17% while
the stage head developed by 63.28% at the design point. Similar growth was observed
at other flow rates as well.

3. The pressure loss at the second stage impeller was identified by plotting the blade
loading diagram along the mid-span of the impeller. The pressure drop declined
sharply at the leading edge by 66.13% with an overall weighted average increase of
pressure by 35.6%. The effect on the second stage also reflected in the subsequent
stages, too.

4. Plotting the efficiency and head trend graph along the mid-span of the impellers
provided a clear picture of the ITGV effect on individual stages. The overall weighted
average increase of the head trend graph was 17.87% while that of the efficiency trend
graph was 14.48%.

5. A detailed flow field analysis at the volute-impeller interface aided in understanding
the change in flow phenomenon with the ITGV installation. The circumferential
velocity reduced by 21.65% while the absolute flow velocity decreased by 22.46%.
Thus, the blade velocity triangle was corrected to meet the expectation.

6. The pump performance improvement at the off-design points also proved to be
effective with the ITGV pump. The head and efficiency improved by 3.58% and 13.7%
at the low flow rate while it was improved by 17.87% and 18.45% at the high flow rate
condition. The head development resulted in an overall increase of the impeller blade
loading by 24.9% and 27.6% at the 0.75Qd and 1.25 Qd, respectively.

The ITGV was successful not only in decreasing the circumferential velocity of the
fluid but also improved the overall performance of the pump by diminishing the losses
occurring at the second stage. The ITGV pump would be tested experimentally to validate
the CFD results and is ongoing research. The effect of ITGV on pump cavitation and the
optimization of the ITGV blade design is the future work of this study. The optimized
design would be tested again in the laboratory before commercialization.
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Abstract: Vortex Generators (VGs) are applied before the expected region of separation of the
boundary layer in order to delay or remove the flow separation. Although their height is usually
similar to that of the boundary layer, in some applications, lower VGs are used, Sub-Boundary
Layer Vortex Generators (SBVGs), since this reduces the drag coefficient. Numerical simulations
of sub-boundary layer vane-type vortex generators on a flat plate in a negligible pressure gradient
flow were conducted using the fully resolved mesh model and the cell-set model, with the aim on
assessing the accuracy of the cell-set model with Reynolds-Averaged Navier-Stokes (RANS) and
Large Eddy Simulation (LES) turbulence modelling techniques. The implementation of the cell-set
model has supposed savings of the 40% in terms of computational time. The vortexes generated
on the wake behind the VG; vortical structure of the primary vortex; and its path, size, strength,
and produced wall shear stress have been studied. The results show good agreements between
meshing models in the higher VGs, but slight discrepancies on the lower ones. These disparities are
more pronounced with LES. Further study of the cell-set model is proposed, since its implementation
entails great computational time and resources savings.

Keywords: vortex generator (VG); computational fluid dynamics (CFD); cell-set model; RANS; LES

1. Introduction

Vortex Generators (VGs) are passive flow control devices, whose objective is to delay
or remove the flow separation, transferring the energy generated from the outer region
to the boundary layer region. They are small vanes placed before the expected region of
separation of the boundary layer. They are usually mounted in pairs, with an incident
angle with the oncoming flow. Regarding their shape, VGs can be of various geometries,
but they are mainly triangular or rectangular. Their height is typically similar to the
boundary layer thickness where the VG is applied, in order to ensure a good interaction
between the boundary layer and the vortex generated in the VG. However, since tall
VGs lead to high drag forces, VGs with smaller heights than the local boundary thick-
ness, i.e., Sub-Boundary-Layer Vortex Generators (SBVGs), are used in many applications,
see Ashill et al. [1,2]. Aramendia et al. [3,4] comprehensively reviewed the available flow
control devices, including VGs, and Lin [5] conducted an in-depth review of the control of
flow separation in the boundary layer using SBVGs.

Since their introduction by Taylor [6] in the late 1940s, VGs have been used in a wide
range of industries for numerous applications. Among these industries, aerodynamics
and thermodynamics are the most remarkable. Øye [7] and Miller [8] implemented VGs
on 1 MW and 2.5 MW wind turbines, respectively. Heyes and Smith [9] added VGs of
numerous shapes on the wing tip of an aircraft, and Tai [10] studied the effect of Micro-
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Vortex Generators (MVGs) on V-22 aircraft. All of them showed a significant aerodynamic
performance improvement when implementing VGs.

Another sector in which VGs are widely used is thermodynamics. Currently, ma-
jor efforts are being made in the thermodynamics field to increase heat and mass transfer,
see Agnew et al. [11]. For this reason, numerous authors have implemented in different
thermodynamic systems. For example, Joardar and Jacobi [12] studied the heat transfer
and pressure drop of a heat exchanger before and after the addition of VGs, showing an
increase of the heat transfer coefficient between 16.5% and 44% with a single VG pair and
between 30% and 68.8% with 3 VG pairs.

Although many studies use experimental techniques, the use of Computational Fluid
Dynamics (CFD) tools for performing numerical studies is becoming a very popular choice
for studying VGs. CFD studies of VGs are currently focused on two main goals. The first
goal is to optimize the position and distribution of VGs, see the studies of Subbiah et al. [13]
and Yu et al. [14]. The second goal is to analyze the swirling vortexes generated on the
wake behind the VG, see the studies of Carapau and Janela [15] and Sheng et al. [16] about
this phenomenon.

Many authors have studied SBVGs using CFD. Ibarra-Udaeta et al. [17] and Martinez-
Filgueira et al. [18] analyzed the vortices generated by rectangular vane-type SBVGs on
a flat plate under negligible pressure gradient flow conditions. They analyzed VGs with
heights equal to 0.2, 0.4, 0.6, 0.8, 1, and 1.2 δ and incident angles equal to 10◦, 15◦, 18◦,
and 20◦. Fernandez-Gamiz et al. [19] studied three different SBVGs with heights of 0.21,
0.25, and 0.31 δ and an incident angle equal to 18◦. Gutierrez-Amo et al. [20] analyzed
a rectangular, a triangular, and a symmetrical NACA0012 SBVG. Fully resolved mesh
modelling technique was used in all the mentioned studies, and all of them showed good
agreements with experimental data.

The main disadvantage of the fully resolved mesh model is the fine mesh that requires
to accurately capture the physical phenomena, especially in the near-VG region and in
the wake behind the VG. For that reason, numerous authors [21–23] have implemented
alternative models. The majority of these models are based on the BAY model developed by
Bender et al. [24], which models the force produced by a VG. Errasti et al. [25] implemented
the jBAY source-term model developed by Jirasek [26] in vane-type SBVGs under adverse
pressure flow conditions and showed accurate results in terms of vortex path, vortex decay,
and vortex size.

The cell-set model is another alternative model, which consists of leveraging the
previously generated mesh to build the desired geometry. Besides the advantages that the
cell-set model provides over the fully resolved mesh model, there are not many studies in
which this model has been applied. Ballesteros-Coll et al. [21,27] used the cell-set model to
generate Gurney flaps and microtabs on DU91W250 airfoils, and Ibarra-Udaeta et al. [28]
modelled conventional vane-type VGs with this model.

The goal of the present paper is to evaluate the accuracy of the cell-set model applied
on SBVGs with heights of 0.2, 0.4, 0.6, 0.8, and 1 δ. For that purpose, CFD simulations of
SBVGs on a flat plate in a negligible streamwise pressure gradient flow conditions are con-
ducted using the fully resolved mesh model and the cell-set model, and the results obtained
with the fully resolved mesh model are taken as benchmark. With the purpose of testing
the cell-set model with RANS and LES, both models are used to conduct the simulations.

The remainder of the manuscript is structured as follows: Section 2 provides a general
description of the used numerical domain and meshing models. Section 3 explains the
results obtained in the present work. Finally, Section 4 summarizes the main conclusions
reached from the results and future directions.

2. Numerical Setup

CFD simulations of sub-boundary layer vane-type VGs on a flat plate in a negligible
streamwise pressure gradient flow were conducted with the intention of investigating the
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accuracy cell-set model. Star CCM+v14.02.012 [29] CFD commercial code was used to
conduct all the simulations.

2.1. Computational Domain and Physic Models

The computational domain consists of a block with a rectangular VG situated on
its lower surface. The flow goes from the upstream part of the block to its downstream
part; hence, they are set as inlet and outlet, respectively. The bottom surface of the block
and the faces of the VG are set as no-slip walls, and symmetry plane conditions are
assigned to the rest of the surfaces, ensuring that the flow is not affected by their presence.
The computational domain has been designed to ensure that the boundary layer thickness
(δ) at the location of the VG is equal to 0.25 m.

Regarding the fluid, an incompressible turbulent flow is considered, in a steady-state
with RANS and in an unsteady-state with LES. According to expression (1), the Reynolds
number (Re) of this flow is around 27,000.

Re =
U∞·δ

v
, (1)

where v refers to the kinematic viscosity and U∞ to the free stream velocity of the flow,
which is set at 20 m/s for this study.

As the objective of this paper is to analyze the cell-set model on SBVGs, 10 different
SBVGs are considered. Five different VG heights (H), 0.2, 0.4, 0.6, 0.8, and 1 δ, and two
different incident (α) angles, 18◦ and 25◦, are considered. The length (L) of the VG is equal
to 2 δ for every case. More information about the VGs and the computational domain is
shown in Table 1 and Figure 1.

Table 1. Vortex Generator (VG) dimensions.

VG Height (H) Vane Height to Boundary Layer Thickness (H/δ) VG Length (L) Aspect Ratio

0.05 m 0.2 0.50 m 10
0.10 m 0.4 0.50 m 5
0.15 m 0.6 0.50 m 3.33
0.20 m 0.8 0.50 m 2.5
0.25 m 1 0.50 m 2

For the simulations in which α is equal to 18◦, Menter’s k-ω SST (Shear Stress Trans-
port) [30]. RANS-based turbulence model is selected. This model has been selected since,
as demonstrated by Allan et al. [31], SST models provide more accurate vortex trajec-
tory and streamwise peak vorticity predictions than other RANS models. In contrast,
Urkiola et al. [32] showed that when working with high incident angles, RANS-based
models are not able to capture flow characteristics as accurately as when working with
low incident angles. Hence, for the simulations in which the incident angle is equal to 25◦,
LES Smagorinsky SGS (sub-grid-scale) [33] model is selected. Furthermore, this selection
of turbulence models allows the cell-set model to be analyzed using both RANS and LES.

For data extraction, 12 spanwise planes normal to the streamwise direction located on
the wake behind the VG are considered. These planes are located from 3 to 25 δ from the
LE (Leading Edge), separated 2 δ between each other.

2.2. Fully Resolved Mesh Model

Five different structured meshes of around 11.5 million hexahedral cells were gener-
ated, one for each VG height. In all the cases, the normalized height of the closest cell to
the wall (∆z/δ) was set at 1.5×10−6. For the generation of these meshes, the procedure
described by Urkiola et al. [32] was followed. In order to obtain more accurate results in the
near-VG region, these meshes are refined in this zone. The meshes were rotated to obtain
the desired incident angles (α = 18◦ and α = 25◦). Figure 2 shows the mesh refinement
around the VG for the case H = 1 δ.
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Figure 1. (a) Numerical domain (not to scale). (b) Vortex Generator (VG) parameters.

Figure 2. Refined mesh around the VG for H = 1 δ. (a) Top view and (b) side view.
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The skewness angle, volume change, and face validity cell quality parameters have
been selected to assess the quality of the tested meshes. The skewness angle is the angle
between a face normal vector of a cell and the vector connecting the centroids of this cell
and the neighbor cells. The volume change is the ratio of the volume of a cell to that of
its largest neighbor. The face validity is a measure of the correctness of the face normal
relative to its attached cell centroid.

According to [29], the skewness angle should be as low as possible, and cells with a
skewness angle greater that 85◦ could result in solver convergence issues, so they are con-
sidered low-quality cells. These problems appear since the diffusion term for transported
scalar variables contains in its denominator the dot product between the face normal vector
and the vector connecting the centroids, and therefore, skewness angles close to 90◦ imply
very high values of this term. The volume change ratio should be close to 1, since large
jump in volume from one cell to its neighbor can cause inaccuracies and instability in
the solvers. Therefore, cells with volume changes below 0.01 are considered inadequate.
The face validity must be equal to 1, since different values mean that the face normals do
not point away from the cell centroid correctly, and values below 0.5 signify a negative
volume cell. As Table 2 shows, all the meshes fulfill these criteria.

Table 2. Cell quality parameters of the used meshes with the fully resolved mesh model.

VG Height Maximum Skewness Angle Minimum Volume Change Minimum Face Validity

0.2 δ 81.1◦ 0.029 1
0.4 δ 75.1◦ 0.029 1
0.6 δ 66.7◦ 0.029 1
0.8 δ 64.8◦ 0.03 1
1 δ 65.3◦ 0.03 1

To verify sufficient mesh resolution, two different procedures were followed, one for
each turbulence model. Both mesh resolution studies were applied for the case H = 1 δ.
For RANS, the General Richardson Extrapolation method [34] was performed, applied to
lift and drag forces of the VG. This method consists of estimating the value of the analyzed
parameter when the cell quantity tends to infinite from a minimum of three meshes. For this
study, a coarse mesh (0.2 million cells), a medium mesh (1.4 million cells), and a fine mesh
(the previously explained mesh, 11.5 million cells) were considered. As summarized in
Table 3, the convergence condition, which should be between 0 and 1 to ensure a mono-
tonic convergence, is fulfilled, and the estimated values (RE) of the evaluated parameters
are close to the ones obtained with the fine mesh. Therefore, the mesh is suitable for
RANS simulations.

Table 3. Mesh verification for Reynolds-Averaged Navier-Stokes (RANS).

Variable
Mesh Resolution Richardson Extrapolation

Coarse (N) Medium (N) Fine (N) RE (N) P R

Drag force 98.0699 89.8929 87.199 85.875 1.6018 0.329
Lift force 261.605 247.715 241.39 236.1 1.135 0.455

In LES, Taylor length-scale (λ) was examined to verify sufficient mesh resolution.
According to Kuczaj et al. [35], the mesh resolution (∆ = 3

√
Vcell) should at least be in order

of λ to completely solve the Taylor length-scale. As explained in [35], Taylor length-scale
calculation procedure consists of obtaining the autocorrelation function from the Taylor
expansion coefficient, then, calculating the Taylor time-scale, and finally, estimating λ from
the Taylor hypothesis [36]. This method has been applied on the wake behind the VG,
at y/δ = 1, since this area is expected to be the area where the effects of the turbulence are
most noticeable, and therefore, the area where the best resolution is required. As Figure 3
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shows that the criteria proposed by Kuczaj et al. [35] is fulfilled along the whole wake
behind the VG, which means that the mesh is suitable for LES simulations.

Figure 3. Mesh resolution and Taylor length scale on the wake behind the VG at y/δ = 1 for the case
H = 1 δ with the fully resolved mesh model.

2.3. Cell-Set Model

In the present work, the accuracy of the cell-set model applied on sub-boundary layer
VGs is evaluated. This model consists of generating the desired geometry in a mesh that
initially does not contain such geometry. To apply the cell-set model, the place where
the geometry should be located in the mesh is indicated, as displayed in Figure 4a. Later,
the cells that correspond to this geometry are selected by means of their cell ID. Finally,
with the selected cells a new cell-set region is created, as shown in Figure 4b, and wall
conditions are assigned to this new region.

Figure 4. Sketch of the selected cells when using the cell-set model. (a) Geometry of the VG and
(b) cell-set representation.

With the cell-set model, meshes of around 7.2 million cells have been generated.
Thus, the meshes are coarser with this model than with the fully resolved mesh model.
In addition, the mesh design and generation processes are faster with the cell-set model.
As in the fully resolved mesh, ∆z/δ is equal to 1.5×10−6. Figure 5 shows the top and side
views of the VG generated with the cell-set model for H = 1 δ and α = 18◦.
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Figure 5. Cell-set construction of the VG with the cell-set model for α = 18◦ and H = 1 δ. (a) Top view
and (b) side view.

As with the fully resolved mesh model, the quality of the meshes generated with the
cell-set model has been evaluated with skewness angle, volume change and face validity
parameters. As shown in Table 4, and according to the previously explained criteria, the cell
quality of the meshes generated with the cell-set model is adequate.

Table 4. Cell quality parameters of the used meshes with the cell-set model.

VG Height Maximum Skewness Angle Minimum Volume Change Minimum Face Validity

0.2 δ 83.8◦ 0.365 1
0.4 δ 83.8◦ 0.365 1
0.6 δ 87.2◦ 0.359 1
0.8 δ 81.5◦ 0.355 1
1 δ 80.6◦ 0.352 1

To verify sufficient mesh resolution, as with the fully resolved mesh model, two differ-
ent procedures have been followed, one for each turbulence model. In both cases, the mesh
verification has been performed with the H = 1 δ case. For RANS, the General Richard-
son Extrapolation method has been applied. However, in this case, the three meshes are
made of 7.2 million cells (fine mesh), 3.6 million cells (medium mesh), and 1.8 million
cells (coarse mesh). As Table 5 shows, the results fulfill the convergence condition. Thus,
the mesh generated using the cell-set model is adequate for RANS simulations.

For LES simulations, Taylor length-scale (λ) is examined to verify sufficient mesh reso-
lution. As shown in Figure 6, the mesh satisfies the criteria proposed by Kuczaj et al. [35]
on the whole wake behind the VG, and therefore, it is suitable for LES simulations.
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Table 5. Mesh verification for RANS.

Variable
Mesh Resolution Richardson Extrapolation

Coarse (N) Medium (N) Fine (N) RE (N) P R

Drag force 101.632 98.1029 96.3945 94.5856 1.0466 0.484
Lift force 259.1973 252.912 248.5026 237.7241 0.0495 0.7015

Figure 6. Mesh resolution and Taylor length scale on the wake behind the VG at y/δ = 1 for the case
H = 1 δ with the cell-set model.

3. Results and Discussion

In this study, the vortices generated in the wake behind the VGs have been analyzed.
Moreover, an exhaustive analysis of the primary vortex has been performed, studying its
path, size, and strength and the wall shear stress behind it.

For the interpretation of RANS results, the last obtained values have been considered,
whereas for the results of LES simulations, the average values of 2 s of simulation have
been considered, after the flow is completely developed.

Parallel computing with 56 Intel Xeon 5420 cores and 45 GB of RAM were used to
carry out all the simulations. Simulations performed with fully resolved mesh modelling
were run for about 47 h using the RANS turbulence model and for around 184 h using the
LES model. In contrast, simulations in which cell-set modelling was applied were run for
approximately 28 h for RANS and 111 h for LES.

3.1. Vortex Structure Regimes in the Wake

As measured by Velte [37], two basic vortex mechanism appear in the wake behind
the VG. The main vortex system is composed of a primary vortex (P), which is formed on
the wing tip, and a horseshoe vortex, which is generated from the rollup vortex around the
LE of the VG. This horseshoe vortex is divided in two sides, the pressure side (Hp) and the
suction side (Hs). As the primary vortex is stronger than these sides, the primary vortex
pulls the suction side. As the primary vortex and the pressure side have the same sign,
the pressure side remains undisturbed.

The secondary vortex structure is created by the local separation of the boundary layer
in the lateral direction between the primary vortex and the wall. Due to the dragging of
the suction side by the primary vortex, the primary vortex becomes stronger, the boundary
layer region grows, and finally detaches, forming a discrete vortex (D). Figure 7 shows a
representation of the primary and secondary vortexes.
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Figure 7. Vortex mechanisms in the wake behind a VG.

Nevertheless, Velte [37] showed that these structures can vary, depending on the
incident angle and the height of the VG. Figure 8 displays a comparison of the vortical
structures predicted by the numerical simulations with both studied models at a distance
of 5 δ from the VG Trailing Edge (TE), and the vortical structures measured by Velte [37].

Regarding the main vortex structure, the results show that both RANS and LES are
able to accurately predict the primary vortex with the fully resolved mesh model and the
cell-set model. In LES simulations, the horseshoe vortex, which is expected to appear in
VGs with heights above 0.4 δ, is predicted for all the heights, including 0.2 δ. In contrast,
RANS is not able to capture the pressure side of this horseshoe vortex for heights below
0.8 δ.

The largest discrepancies between the simulations and the experimental results appear
in the secondary vortex structure. This vortex structure is expected to appear in VGs whose
heights are below 0.4 δ. In LES, this vortex is only visible for H = 0.2 δ with the fully
resolved mesh model. This vortex is not predicted in RANS for neither height.

Despite showing different values, the fully resolved mesh model and the cell-set
model predict very similar vortexes in terms of vortex shape and direction.

3.2. Vortical Structure of the Primary Vortex

The Q-criterion [38] method has been used to compare qualitatively the primary vortex
generated by each VG in terms of shape and size. This method visualizes structures of the

flow, and its value is defined by Q = 1
2

(
‖Ω‖2 − ‖S‖2

)
, where Ω is the spin tensor and S

the strain-rate tensor. As the value of Q is set at Q = 2500 s−2, the vortical structures are
displayed. Figure 9 shows the representation of the primary vortex at 5 δ from the VG TE
by means of the Q-criterion.

The results show that for α = 18◦, the taller the VG, the larger the vortex. However,
for α = 25◦, although this also occurs, the differences between heights are smaller, with the
size of the vortices being more similar than when α = 18◦.
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Figure 8. Vortical structures predicted on the wake behind the VG. (a) Reynolds-Averaged Navier-
Stokes (RANS) (α = 18◦) and (b) Large Eddy Simulation (LES) (α = 25◦).
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Figure 9. Primary vortex represented by the Q-criterion with a value of Q = 2500 s−2. The black
squares are the projections of the VG Trailing Edges: (a) RANS Fully Resolved Mesh model (α = 18◦),
(b) RANS cell-set model (α = 18◦), (c) LES fully resolved mesh model (α = 25◦), and (d) LES cell-set
model (α = 25◦).

With RANS, even if they have the same circular shape, the vortexes predicted by
the cell-set model are larger than the ones predicted by the fully resolved mesh model.
With LES, generally, the vortexes predicted by the cell-set model are smaller than those
predicted by the fully resolved mesh model. In this case, slight disparities between models
are visible in terms of vortex shape, which are attributed to the unsteadiness of the flow.

3.3. Vortex Path

In order to analyze the vortex path of the primary vortex, the location of the center of
this vortex is studied. According to Yao et al. [39], the vortex center is the point in where
the peak vorticity appears. Figure 10 shows the vertical and lateral path of the primary
vortex normalized with the height of each VG. The lateral path obtained in the present
study for α = 18◦ is compared to the one obtained experimentally by Bray [40].

The lateral path shows that in all the cases, the vortex tends to follow the flow di-
rection, showing a linear trend. With both turbulence models, the lower the height of
the VG, the greater the horizontal displacement. Good agreements are obtained with
the experimental data reported by Bray [40]. Near the VG, the lateral displacements are
nearly equal, except with H = 0.2 δ and α = 18◦, but as the flow distances from the VG,
the differences between cases increase, most notably with α = 25◦.

Corresponding the vertical path, the results show that the vortexes tend to collapse
near y/H = 1, except for the case H = 0.2 δ, in which the vortex continues its upward climb
as it distances from the VG, this is more noticeable with α = 18◦ than with α = 25◦.
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Figure 10. Non-dimensional path of the primary vortex obtained with the fully resolved mesh model
(FM), the cell-set model (CS), and experimentally (EXP). (a) Non-dimensional lateral path with
RANS, (b) non-dimensional lateral path with LES, (c) non-dimensional vertical path with RANS,
and (d) non-dimensional vertical path with LES.
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The comparison between the fully resolved mesh model and the cell-set model shows
that in both cases, the same trend is followed with both models. With RANS, larger lateral
displacements are obtained with the cell-set model, while with LES, the larger lateral
displacements are obtained with the fully resolved mesh model. The cell-set model predicts
larger vertical displacements with RANS and LES. For the highest VGs, the results are very
similar with both models, but as the VG height decreases, the differences between models
increase, especially with LES.

3.4. Vortex Size

The vortex size is analyzed by the Half-Life Radius (R05) parameter developed by
Bray [40]. This parameter determines the distance between the vortex center and the point
where the local vorticity is equal to

ωpeak

2 . As shown in Figure 9, the vortex shape is not
always circular, therefore, R05 has been estimated by averaging the values in vertical and
lateral directions. Figure 11 shows the R05 values normalized with δ on the wake behind
the VG for the tested cases.

Figure 11. R05 normalized with δ. (a) RANS and (b) LES.

The results show that the greatest vortexes appear in the taller VGs. In RANS, the R05
increases linearly from the near-VG region, but in LES, R05 remains almost constant near
the VG, and it starts increasing at 10 δ from the VG LE.

Despite showing the same trend, in all the cases, the cell-set model predicts smaller
vortexes than the fully resolved mesh model, these differences are more notable with
LES. The largest discrepancies between models are visible in the lower VGs, most notably
with LES.
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3.5. Vortex Strength

To quantify the vortex strength, vortex circulation (Γ) is considered. This parameter
determines the capacity of the vortex to mix the outer flow with the boundary layer [2].
According to Yao et al. [39], the vortex circulation can be estimated by expression (2).
Figure 12 shows the vortex circulation normalized with the VG height and the flow stream-
wise velocity.

Γ =
ωpeak × π × R05

2

0.693
. (2)

Figure 12. Vortex circulation normalized with the VG height and the flow streamwise velocity. (a) RANS and (b) LES.

As expected, the vortex losses its strength as it distances from the VG. Close to the VG,
the stronger vortices appear in the lower VGs. With RANS, as the distance between the VG
and the flow increases, the results tend to collide with both models. In contrast, with LES,
this trend is only visible with fully resolved mesh modelling, since with the cell-set model,
despite following a falling tendency, the collision of the results is not achieved. With this
turbulence model, the normalized circulations are considerably higher with the cell-set
model than with the fully resolved mesh model for the lower VGs, but for the higher ones,
the differences decrease.

Although, as mentioned before, the R05 values predicted with the fully resolved
mesh model are higher, vortex circulation values are very similar with the RANS model.
This is attributed to the consideration of the vorticity in the expression of the circulation.
With LES, despite showing less differences in Γ than in R05, differences are significant for
low VG cases.

3.6. Wall Shear Stress

Wall shear stress is a major parameter to quantify the capacity of the VG to delay the
flow separation. Figure 13 shows the values of the wall shear stress on the wake behind
the VG for all the tested cases.

In the tested cases, the wall shear stress goes from a low value to a maximum value,
which appears between x/δ = 3 and x/δ = 6, depending on the case. The lower the VG,
the closer to the VG the maximum appears. Then, as expected, wall shear stress slightly
decreases as it distances from the VG.

According to Godard and Stanislas [41], the optimum angle for the maximum wall
shear stress is around 18◦, and the wall shear stress is not very sensitive to the aspect ratio.
The obtained results are in accordance to these statements, since the values obtained with
α = 18◦ are greater than the ones obtained with α = 25◦, and in the majority of the cases,
very similar values are obtained, specially far away from the VG.
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Figure 13. Wall shear stress on the wake behind the Trailing Edge (TE) of the VG. (a) RANS and (b) LES.

With RANS, nearly equal locations of the maximums are obtained with both models.
Considering the values, very similar values are obtained with both models, but the biggest
deviations between models appear when H = 0.2 δ and H = 0.4 δ. With LES, larger dis-
crepancies between models are visible regarding the locations of the maximums, since the
cell-set predicts the maximum closer to the VG. The values of the maximums show that
the cell-set underpredicts these values for the taller VGs (H = 0.8 δ and H = 1 δ) and
overpredicts the values for the lower VGs (H = 0.2 δ and H = 0.4 δ). Far away from the
VG, the cell-set model underpredicts the wall shear stress value for all the cases, except for
H = 0.2 δ.

The differences visible on the lower VGs for the LES case are attributed to the fact that
these VGs are located on the buffer layer region, where the viscous effects are dominant
and the flow is strongly turbulent. In this region, the cell-set seems not to be able to provide
accurate predictions of both the viscous and turbulent shear stresses.

4. Conclusions

Numerical simulations of 10 different SBVGs on a flat plate in a negligible streamwise
pressure gradient flow conditions were conducted using the fully resolved mesh model and
the cell-set model with RANS and LES turbulence models, with the objective of analyzing
the accuracy of the cell-set model.

The meshes generated with the fully mesh model are made of around 11.5 million cells,
while the meshes generated with the cell-set model are composed of around 7.2 million
cells. This fact has resulted in savings of around the 40% in terms of computational time.
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This study is mainly focused on analyzing the vortexes generated on the wake behind
the VG. Therefore, the vortex structure regimes on the wake behind the VG; the path, size,
and strength of the primary vortex; and the wall shear stress behind it have been studied.
The results demonstrate that the cell-set model is able to predict the vortexes generated
on the wake behind the VG. Regarding the primary vortex, nearly equal values of its path
and fairly accurate predictions of its size have been obtained. The vortex size and strength
show that the cell-set models overpredict the vorticity of the core of the primary vortex,
but underpredicts its size, especially with LES. This is reflected in the large differences that
appear in the R05, but close values obtained in Γ and wall shear stress.

The major agreements between models appear in the higher VGs, and the biggest
disparities appear in the lower ones. This is attributed to the location of the VGs on the
boundary layer, since the lower VGs (H = 0.2 δ) are located on the buffer layer and the
higher ones (H = 0.8 δ and H = 1 δ) on the outer region. These discrepancies are more
notable in LES.

In conclusion, it has been demonstrated that the cell-set model is suitable for RANS
turbulence modelling with all the tested SBVGs. With LES, it is adequate for VGs whose
height is around the boundary layer, but for lower VGs, the differences with the fully
resolved mesh model are significant. Hence, the cell-set model presented in the current
work seems to be not very accurate for vane heights within the buffer layer.

Since the cell-set model represents a great advantage in terms of computational and
meshing time savings, additional research is proposed, applying the studied meshing
model on VGs with different conditions and geometries, or using it for generating other
devices. Furthermore, more investigations should be done in order to improve the accuracy
of the cell-set modelled geometries with heights within the buffer layer.
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Nomenclature

Definition

CFD Computational Fluid Dynamics
CS Cell-Set model
D Discrete vortex
FM Fully resolved Mesh model
H Height of the VG
Hs Suction side of the horseshoe vortex
Hp Pressure side of the horseshoe vortex
L Length of the VG
LE Leading Edge
LES Large Eddy Simulation
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MVG Micro-Vortex Generator
P Primary vortex
RANS Reynolds-Averaged Navier-Stokes
SBVG Sub-Boundary Layer Vortex Generator
SGS Sub-Grid-Scale
SST Shear Stress Transport
TE Trailing Edge
VG Vortex Generator
x/δ Normalized axial distance
y/δ Normalized vertical distance
z/δ Normalized lateral distance
α Incident angle (◦)
∆ Mesh resolution (m)
δ Boundary layer thickness (m)
λ Taylor length-scale (m)
Γ Circulation (m2·s−1)
Re Reynolds number
R05 Half-Life Radius (m)
U∞ Free stream velocity (m/s)
υ Kinematic viscosity (m2/s)
ω Vorticity (s−1)
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Abstract: The startup process occurs frequently for pumped storage units. During this process,
the rotating rate that changes rapidly and unsteady flow in runner cause the complex dynamic
response of runner, sometimes even resonance. The sharp rise of stress and the large-amplitude
dynamic stresses of runner will greatly shorten the fatigue life. Thus, the study of start-up process
in turbine mode is critical to the safety operation. This paper introduced a method of coupling one
dimensional (1D) pipeline calculation and three-dimensional computational dynamics (3D CFD)
simulation to analyze transient unsteady flow in units and to obtain more accurate and reliable
dynamic stresses results during start up process. According to the results, stress of the ring near fixed
support increased quickly as rotating rate rose and became larger than at fillets of leading edge and
band in the later stages of start-up. In addition, it was found that dynamic response can be caused by
rotor stator interaction (RSI), but also could even be generated by the severe pressure fluctuation in
clearance, which can also be a leading factor of dynamic stresses. This study will facilitate further
estimation of dynamic stresses in complex flow and changing rotating rate cases, as well as fatigue
analysis of runner during transient operation.

Keywords: pump-turbine; dynamic stress; start-up process; pressure fluctuation; clearance

1. Introduction

Pumped storage units have great significance to the power grid. Recent years have
witnessed the development of new renewable energy sources such as wind and solar.
However, both wind and solar are not stable and continuous, causing large oscillation
for the load of electrical power grid. Therefore, pumped storage units are required to
absorb extra electric energy generated by wind or sun, maintaining the safety and stability
of power grid. In addition, pumped storage units can also help solving the problem of
frequency modulation, phase modulation as well as peak regulation for their effective
storage and flexible switch between turbine mode and pump mode [1]. As the critical
component of pumped storage unit, the pump turbine runner may suffer from dynamic
stresses, and sometimes cracks at the location of stress concentration. Damages have been
reported by many researchers [2–4] and may cause a great loss to power station.

The complex and unstable internal flow is one of the main causes of dynamic stresses.
Rotor-stator interaction (RSI) is one of the most common phenomena in hydraulic units
and has been studied for many years [1,5,6]. For a runner with low specific speed, it is the
main reason of dynamic stresses at full load conditions [7]. When working at part load,
the vortex rope in draft tube also affects the dynamic stresses of runner. The rate of damage
caused by dynamic stresses becomes larger as the load decreases, and at part load it can
be 100 times higher than at best efficiency point (BEP) [8]. At some working conditions,
the Von-Karman vortex shedding induces the vibration of blades [9]. The S-shaped region
of pump turbine has been studied widely and deep understanding is still needed because
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the flow structure is very complicated. When runner is working in the S-shaped region,
the greater static stress and dynamic stress amplitudes can result in earlier occurrence of
cracks and fatigue failures. Moreover, the stochastic hydraulic loads tend appear in the
S-shaped region, especially at no-load condition [10]. C Mende et al. [11] and JF Morissette
et al. [12] suggested that Large Eddy Simulation (LES) turbulence model is a better choice
to predict the stochastic pressure fluctuations, and low-frequency events can be captured
by one-way fluid structure interaction (FSI) simulation method.

Dynamic stresses in transient processes can lead to more damage to runner than
normal working conditions because the hydraulic loads and performance characteristics
change rapidly. Many researches focused on the operating mechanism of pump turbine and
studied the unstable behavior during transient processes. Rotating stall has been studied
both in turbine mode [13,14] and in pump mode [15]. Rotating stall was observed in a
reduced scale model at runaway and became more obvious when discharge decreased [16].
The flow separations in several neighboring runner channels caused a stall cell, and back-
flow and vortices were induced. Several studies [17–21] indicated the vortex appearing
in runner and vaneless space is the main reason of dynamic instability in transient pro-
cess. The vortex varies with time, enhances the pressure fluctuations, and causes some
low-frequency components in pressure fluctuations. In addition, Li et al. [22] observed
a ring-shaped flow enlaced the vaneless space and blocked the flow during start up in
turbine mode. Zuo et al. [23] summarized the stability criteria of the overall system which
can evaluate the unstable characteristics of pump-turbine. These unstable behaviors affect
the dynamic stresses of runner. The measurements on runner [24] suggested that the static
stress and the amplitude of dynamic stress during start-stop are both greater than at normal
operating conditions and can cause severe damage to runner.

As described above, the research on dynamic stresses and its influencing factors
mainly focused on the normal working conditions. Various studies have discussed the
hydraulic excitation and its unsteady and complex characteristics in transient process.
However, only a few papers have dealt with its influence on dynamic stresses of runner,
especially in the transient process. Furthermore, other factors such as rotating rate and
flow in clearance were rarely mentioned.

In this paper, the dynamic stresses of a pump-turbine runner during start up are
analyzed using FSI method. The hydraulic loads during start up are obtained from compu-
tational fluid dynamics (CFD) simulation, with one dimensional (1D) pipeline calculation
providing the boundary conditions. The paper initially discusses the effects of rotating
rate, torque of runner, and the axial force. Then, the dynamic stresses are analyzed not
only from viewpoint of the RSI but also under angle of the severe pressure fluctuation
in clearance. This study can provide a better understanding to the dynamic response of
runner under complex external excitation.

2. Numerical Method

2.1. Sturctural Governing Equations

The dynamic response of structure can be solved using finite element method (FEM).
The matrix formulation of the governing equations can be expressed as

[M]
{ ..

u
}
+ [C]

{ .
u
}
+ [K]{u} = {Fs} (1)

where [M], [C], and [K] represent for structure mass matrix, damping matrix and stiffness
matrix, respectively, {Fs} is the load vector and {u} is the displacement vector.

Normally, the Von-Mises equivalent stress σequ is used to evaluate the stress character-
istics of runner. It can be expressed as

σequ =

√
1
2
[(σ1 − σ2)

2 + (σ2 − σ3)
2 + (σ3 − σ1)

2] (2)

where σ1, σ2, and σ3 represent for first, second and third principal stress, respectively.
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2.2. 1D Pipeline Governing Equations

The flow in pipeline can be simplified into one dimensional flow and solved by
method of characteristics (MOC). The continuity equation and momentum equation are

V
∂H
∂x

+
∂H
∂t

− V sin α +
a2

g

∂V
∂x

= 0 (3)

g
∂H
∂x

+ V
∂V
∂x

+
∂V
∂t

+
f V|V|

2D
= 0 (4)

where V is the average velocity at cross section, H is piezometric head, α is the angle
between center line of pipe and horizontal line. a is wave speed, g is gravity acceleration, f
is Darcy–Weisbach friction factor, D is the pipe diameter.

Other components in hydraulic system such as surge tank and pipe with branches can
also be simplified and solved.

2.3. CFD Governing Equations and Turbulence Model

The flow in the unit is assumed as three-dimensional incompressible unsteady flow.
According to the Reynolds averaged theory, the governing equations are described as follows:

∂ui

∂xi
= 0 (5)

∂ui

∂t
+ uj

∂ui

∂xj
= Fi −

1
ρ

∂p

∂xi
+ ν

∂2ui

∂xi∂xj
− ∂

∂xj

(
ui

′uj
′
)

(6)

where u is velocity, p is pressure, F is body force, ρ is density, and ν is kinematic viscosity.
Turbulence model is needed to close the equations above. In this paper, the Shear-Stress
Transport (SST) k-ω model is used to calculate the turbulence in pump-turbine.

3. Calculation Model and Boundary Conditions

3.1. The Pump-Turbine Runner

3.1.1. The Finite Element Model

The runner has 5 main blades and 5 splitter blades with the inlet diameter of 4.3 m
and outlet diameter of 2.125 m. The runner is made of stainless steel. The Young’s modulus
is 2.1 × 1011 Pa, Poisson’s ratio is 0.3 and density is 7850 kg/m3.

The finite element model of runner is shown in Figure 1. Most of the meshes are
hexahedral and in regions of low stress gradients, some wedges are used. Refinements are
made at the stress contribution regions, as shown in Figure 1.
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Figure 1. Finite element model of runner (R1 is the node at the ring near fixed support; R2 is the node at the fillet of leading
edge and crown; R3 is the node at the fillet of leading edge and band).

3.1.2. Mesh Independency Check

The calculation grids were checked with gravity and centrifugal force acting on the
runner. The results shown in Figure 2 indicate that the grid with 305,505 nodes is enough
for this calculation. This mesh was used in the following analysis.

             
 

 

 
                                                   

                             

       
                         
                               

                     

 

 
         

                                 
                             
                             

Figure 2. Mesh independency analysis.

It is worth noting that besides the fillets of leading edge, a ring near fixed support is
also the stress concentration area and suffers from higher stress than other parts. On one
hand, the centrifugal force of whole runner results in a bending moment acting on the
ring. On the other hand, the geometry changes suddenly at the corner of ring without any
fillets for transition and, thus, concentrates the stress sharply. Stress singularity appears
at the nodes closest to the corner. Fillets with 5–20 mm radius can help reduce the stress
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singularity but cannot eliminate it. Thus, the results of nodes closest to the corner were
ignored. Node with the convergence stress (node R1 in Figure 1) was chosen in mesh
independency check and in the following analysis.

3.1.3. Boundary Conditions

Fixed support is defined at area where bolts connect the shaft and runner. The loads of
runner include gravity acceleration, centrifugal force and hydraulic loads. The rotating rate
is changed over time during start-up process. Therefore, the centrifugal force is different at
different time. The hydraulic loads on both inner surface and outer surface can be obtained
from CFD simulation, as shown in Figure 3. In traditional FSI simulation, only loads
on inner surface are considered. However, the loads on outer surface also have a great
influence on the stress-state of runner [25] and were considered in this paper.
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Figure 3. The fluid structure interaction (FSI) interface.

3.2. The Hydraulic System of Pump Storage Station

The considered hydraulic system consists of reservoirs, surge tanks, tunnels, pipelines,
pump turbine units, and valves. The diagram of the hydraulic system is shown in Figure 4.
The layout of three units with one diversion tunnel is adopted. The total length of the
pipeline is more than 3.6 km. Surge tanks are placed at the upstream and downstream to
reduce the rapid change of pressure caused by water hammer.
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               Figure 4. The diagram of the hydraulic system.

In this paper, the start-up process of 1# unit is the major concern. The other 2 units
operate at normal condition and suffer small fluctuations induced by the start-up of 1# unit.
The water level is 762.1 m at upstream reservoir and 98.0 m at downstream reservoir and
assumed to remain constant during start up process. The guide vane opens with the rate of
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0.48 degrees per second until the rotating rate reaches rated value, then speed controller
begins to work and controls the guide vane opening angle.

3.3. Pump-Turbine Unit

The internal flow of casing, stay vane, guide vane, runner, and draft tube can be
simulated as three-dimensional (3D) turbulent flow. The unit is shown in Figure 5. In order
to provide complete hydraulic loads of runner, the labyrinth seals and clearances around
runner are also considered. The rated head of the unit is 653 m. There are 16 guide vanes
and the maximum opening degree is 24◦.
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Figure 5. The pump-turbine unit (a) pump-turbine unit; (b) runner (blue) and clearances (green).

The flow domain was discretized by tetrahedral mesh and hexahedral mesh. The total
number of nodes is 4,643,402 and the number of elements is 9,737,666. The domain of
runner has 1,171,402 nodes and the clearance has 1,771,714 nodes. In the region of high
stress gradient, the size of mesh cells in CFD analysis is similar to that in FEM analysis.
The mesh is shown in Figure 6.

The internal flow of the pump-turbine unit at typical time points was calculated,
as shown in Table 1. Figure 7 shows the boundary conditions of CFD method. In this paper,
the relative pressure coefficient Cp is defined as

Cp =
p − Pre f

ρgH
(7)

where p is pressure, Pre f is the pressure at the end of downstream pipeline, H is the rated
head. In Figure 7, Pin is total pressure coefficient at casing inlet, and Pout is static pressure
coefficient at draft tube. These are calculated though 1D MOC and used as inlet and outlet
boundary conditions of 3D CFD. All walls are set as no-slip walls. The domain of runner
and clearances are rotating domains. The model of interface between rotating domain and
stationary domain is set as transient rotor-stator to simulate the RSI phenomenon. The un-
steady calculation is conducted with steady simulation result as initial guess. The number
of timesteps is 300 in each revolution. In addition, the pressure-based solver is used in this
study. Second-order accuracy is used for the pressure equation and second-order upwind
discretization for other convection-diffusion equations.
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Figure 6. Mesh of the flow domain (a) the whole flow domain; (b) runner; (c) clearance between
runner and head cover; (d) clearance between runner and bottom ring.

Table 1. Time points.

Time Point Number Time [s]

TP1 3
TP2 6
TP3 9
TP4 12
TP5 15
TP6 18
TP7 21
TP8 24
TP9 27
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Figure 7. The inlet and outlet boundary conditions.

3.4. The Structure-Fluid Coupling Model

In this study, the influence of 3D flow on the dynamic response of runner is analyzed
by one-way FSI simulation method, which is calculated using a coupling of Fluent and
ANSYS Mechanical. The coupling process is as follows.
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First, the Fluent simulation is conducted. The hydraulic loads at each step are obtained.
Second, the data transfer is performed manually. Pressure from the cell zones of Fluent

simulation can be mapped onto locations associated with the ANSYS Mechanical mesh by
using an interpolation method provided by ANSYS (ANSYS, Inc., Pittsburgh, PA, USA).
Many FSI simulations require strict match at the interface of CFD grid and structural grid,
which increases the complexity of meshing, and may cause a too fine mesh in modeling the
dynamic stresses of runner. The interpolation method effectively avoids this problem.

Third, the ANSYS Mechanical simulation is performed, and the timestep is the same
with CFD calculation.

4. Results and Discussion

4.1. The Variation of Performance Characteristics

The energy characteristics such as discharge and power change rapidly during start-up
process. Meanwhile, the pressure wave as a result of the operating condition change of
unit travels through pipeline, and this travel in turn affects the operating condition change
of unit. Through 1D MOC, this complex process can be simulated. However, in this paper,
the pressure wave is not the key point and is not discussed here.

3D simulation was conducted based on the result of 1D MOC at typical time points.
Total pressure and static pressure are set as inlet and outlet boundary condition respectively,
so head is a given quantity. Discharge and torque on blades of 1# unit are calculated by
3D simulation and the verification is shown in Figure 8. The guide vane opening is also
plotted here. The discharge, torque and guide vane opening are expressed as relative
values: Q/Qn, T/Tn and A/Amax, where Qn and Tn are rated discharge and torque, Amax

is the maximum guide vane opening. The calculation of 1D MOC are based on model test,
therefore the consistency of 3D CFD results and 1D MOC results in Figure 8 indicates that
the accuracy of 3D CFD is enough for this study.
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Figure 8. The variation of torque and discharge during start-up process.

The relative rotating rate is plotted in Figure 9, where N is the rated rotating rate.
The start-up process in turbine mode can be divided into three stages. In the first stage,
guide vane opens at preset speed. As a consequence of increasing water flow, torque on
the blades increases. The increasing torque accelerates the rotation of runner, raising the
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rotating rate. At 18 s, rotating rate nearly reaches the rated value. Then the unit goes
through the second stage. Torque on blades is reduced by closing the guide vanes while the
rotating rate is maintained at rated value. At 25 s, the torque almost drops to zero. In third
stage, the unit reaches speed-no-load condition and stabilizes in this condition.
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Figure 9. The variation of rotating rate (n/N).

In steady state CFD calculation, the flow in runner is modelled with Moving Reference
Frame (MRF), and the phenomenon of RSI cannot be considered. Therefore, the static
stress calculation at each point is not enough to reflect the true stress of runner. In this
paper, unsteady simulation was conducted to model the flow in a whole rotation cycle.
The dynamic stresses of runner were calculated using FSI method, which encounter for their
temporal changes as the relative position of runner and guide vanes changing. Then the
mean value is defined to describe the stress at each time point. It can be called as mean
stress and expressed as

σequ =
1
T

∫ T

t=0
σequdt (8)

where T is the time for a whole rotation cycle of each time point.

4.2. Mean Stresses of Runner

The stress characteristics of pump-turbine runner were obtained by FEM simulation.
Two different types of stress distribution can be observed, as shown in Figure 10. In the
first stage of start-up process, the fillets of leading edge and band suffered the maximum
stress, as shown Figure 10a. There was no stress concentration appearing in other parts
of runner. Among time points 1–6, the maximum stress at the concentration region was
245.7 MPa at TP3, the stress of other parts was less than 78 MPa. In the last two stages of
start-up process, the ring near fixed support was the region of maximum stress, as shown
in Figure 10b. The fillets of leading edge and band suffered low stress less than 55 MPa.

Further observation indicates that in the last two stages of start-up process, stress
concentration also appeared at the fillets of leading edge and crown. For further explanation
of the stress characteristics during start-up process, five nodes were selected in the high
stress regions and marked as S1–S5, as shown in Figure 11. S2 and S3 locate at splitter
blade while S4 and S5 locate at the main blade.
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Figure 10. Stress distribution at start-up process (a) TP3; (b) TP9.
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               Figure 11. Selected nodes in high stress regions.

The mean stress of S1–S5 during start-up process is plotted in Figure 12. In order to
make the influence of hydraulic loads explicit, the FEM analysis considering only hydraulic
loads was performed and the mean stress is also shown in Figure 12. The stress at rated
working condition was calculated, and marked as grey dotted lines.
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Figure 12. The change of mean stresses in start-up process (a) S1; (b) S2 and S4; (c) S3 and S5.

As indicated in Figure 12, for S1, S2, and S4, the high stress in the last two stages of
start-up process was mainly caused by centrifugal force. The stress is slightly higher than
the value under rated working condition. Meanwhile, the hydraulic loads lead to the high
stress of S3 and S5 in the first stage. The maximum stress of S5 at TP3 can be 3.56 times of
rated working condition.

During start-up process, the rotating rate rises quickly in the first stage, and later
the growth rate is under control, the value is near the rated value. Thus, centrifugal
force contributes to a rapid rise of stress in first stage and the stable high stress in the
last two stages. In addition to large centrifugal force, high rotating rate also leads to flow
instabilities [26,27], which is another factor causing the high stress. There is circumferential
velocity gradient between upper wall and lower wall of clearance, as shown in Figure 13.
As rotating rate rises, velocity gradient increases; thus, the shear stress becomes larger,
leading to the high stress of runner.
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Figure 13. The velocity gradient in clearance.

Due to the shape of the runner, the regions with sudden change of geometry such as
S1–S5 can be easily influenced by centrifugal force. In addition, the fillets of trailing edge
and crown\band are also high stress regions though these regions are not discussed in
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detail in this paper. Other parts of runner, for instance, the middle parts of blades, suffer
low stress in the whole process and are hardly affected by centrifugal force.

From Figure 12b, more information can be found that the mean stress of S2 was larger
than S4. Considering the fact that the size of elements near S2 is similar to that near
S4, a reasonable explanation is the geometry difference of main blade and splitter blade
caused the difference of mean stress. The leading edges of the two blades are almost the
same. However, the splitter blade is more curved than main blade, as shown in Figure 14.
The centrifugal force of blade causes the bending moment on the fillet of blade and crown,
which is one of the reasons for the stress of S2 and S4. The more curved blade leads to the
lager moment and larger mean stress.
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Figure 14. The comparison of geometry between main blade and splitter blade.

For all the five nodes, the mean stress caused by hydraulic loads followed a similar
law: increase and reach the maximal value in the first stage and then decrease. In this
paper, the hydraulic loads on runner can be simplified as two axial forces (Fcrown and Fband)
and a torque on blades (T). It is the superposition of axial hydraulic forces and hydraulic
torque on the blade that leads to this law.

Figure 15 provides the relative value of Fcrown and Fband, which are defined as

F∗
crown =

Fcrown

mrg
(9)

F∗
band =

Fband

mrg
(10)

where mr is the mass of all the rotating components. According to the regulations, the down-
ward axial force is defined as positive. At TP1–6, Fcrown and Fband drag crown and band
away from each other. At TP7, Fcrown and Fband both drop to near zero. AT TP8 and
TP9, Fcrown and Fband change direction and begin to push crown and band to each other.
The stress of runner decreases to the minimum value at TP7 and then increases under the
influence of axial forces.
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Figure 15. Axial forces of runner.
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The variation of T can be found in Figure 8 as relative value T/Tn. At TP3–6, the value
of T is higher than other time points, making the stress of runner higher. At TP7–9, T is
close to 0, and the stress of runner also decreases.

The axial force and the torque both have great influence on the mean stress of runner.
They are loaded together on the runner, causing the higher stress at TP3–4 and the lower
stress at TP7–9.

However, compared to centrifugal force, the hydraulic loads effected only S3 and S5,
as shown in Figure 12. The maximum stress caused by hydraulic loads of S1, S2, and S4 was
less than 35 MPa, while that of S3 and S5 was as high as 236 MPa. First, the discharge is
quite small in start-up process, so the flow direction is different from blade angle. When the
water flows into runner, it impacts on the pressure side of blade, causing a high-pressure
region at the impact point, as shown in Figure 16. The pressure distribution shows the
pressure difference mainly affects the inlet area of blade. Therefore, S3 and S5 are easier
to suffer large stress. Second, the angle between leading edge and axis is 32.9 degree for
main blade and 32.6 degree for splitter blade. Compared with other pump-turbine runner
shown in Figure 17, the runner in this paper has a more leaning leading edge. As shown in
the sketch map, this leaning leading edge contributes to the gentle transition to crown and
the steep transition to band. When hydraulic loads act on the runner, S3 concentrates stress
more quickly than S2, as do S5 and S4.
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                         Figure 16. Pressure distribution and streamlines in the middle section of runner (Cp).
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Figure 17. The leaning leading edge of runner studied in this paper.
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At most time points, there was little difference between the pressure distributions in
each passage of runner. Therefore, the mean stresses of S3 and S5 were almost the same.
At TP3, the pressure distributions of two neighboring passages were different from each
other, which can be seen in Figure 16. That is the reason why the mean stress of S5 was
larger than of S3 at TP3.

4.3. The Amplitudes and Frequency Components of Dynamic Stresses

At each time point, the stress of runner will change as the relative position of runner
and guide vanes changes, also known as RSI. The pressure fluctuations induced by RSI are
the main reason of dynamic stresses of runner. In this section, the variation of amplitudes
and frequencies of dynamic stresses during start-up process will be discussed.

Figure 18 is the frequency domain diagram of dynamic stresses at TP6. The variable
of horizontal axis is the ratio of frequency and rotating frequency fn. As can be seen from
Figure 18, the amplitudes of S3 and S5 were far lager that of S1, S2, and S4. This is consistent
with the previous analysis that stress of S3 and S5 were mainly affected by hydraulic loads
while S1, S2, and S4 were by centrifugal force.
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Figure 18. Frequency domain diagram of dynamic stresses at TP6.

Two points in flow domain were selected to reflect the pressure fluctuation. The point
in runner was named P1 and the point in clearance was P2, as shown in Figure 19. Figure 20
is the frequency domain diagram of relative pressure coefficient at TP6. The main frequency
was 16 fn, usually called as vane passing frequency (VPF). The pressure fluctuations also
included low frequency components (1–4 fn), which were induced by the irregular flow in
runner with small discharge. Under the effect of pressure fluctuation, the main frequency
of dynamic stresses was also VPF. The low frequency components also existed in dynamic
stresses, as shown in Figure 18.

The dynamic stresses at other time points were also investigated. The peak-to-peak
value during start-up process is shown in Figure 21. In first stage, though the discharge
and rotating rate were increasing, the peak-to-peak value did not show a significant growth
trend and stabilized about 20 MPa. At TP7, the value increased and reached 50 MPa. Later
on, it dropped back to about 20 MPa. Compared with the normal condition, peak-to-peak
value in start-up process was far larger and may cause fatigue crack after a few times.
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Figure 19. The pressure fluctuation measure points (P1 is the pressure fluctuation recording point in
runner; P2 is the pressure fluctuation recording point in clearance).
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Figure 20. Frequency domain diagram of pressure coefficient at TP6. (a) P1; (b) P2.
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Figure 21. The peak-to-peak value of dynamic stress.

Figure 22 shows the amplitudes of 1/4 VPF and VPF in start-up process. At TP1,
the pressure fluctuation in runner was mainly caused by RSI, thus VPF was the main
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frequency of dynamic stress while the amplitude of 1/4 VPF was almost zero. Later as the
discharge and torque of runner increased, the amplitude of VPF rose slightly. The irregular
flow in runner also became violent and led to an amplitude growth of 1/4 VPF. In second
and third stage, the torque and discharge began to drop, but the influence of RSI continued,
so the amplitude of VPF did not decrease. Moreover, there was a sudden rise of 1/4 VPF
at TP7, and the amplitude fell rapidly at TP8. That was the reason for the maximum
peak-to-peak value at TP7 in Figure 21.
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Figure 22. The dynamic stress amplitude of 1/4 VPF and VPF. (a) S3; (b) S5.

The modal analysis was performed to tell whether the sudden rise of 1/4 VPF was
caused by resonance. The natural frequency of first mode is 95.95 Hz and the mode shape
is shown in Figure 23. There is a nodal diameter in this mode shape, so it is usually marked
as 1ND [28]. This is a common mode shape for most runners and other structure similar
with the disc [29,30]. The rotating rate at TP7 is 489.24 rpm, and the value of 1/4 VPF is
32.62 Hz, far from 95.95 Hz. Therefore, the steeply increase of dynamic stress at TP7 is not
the contribution of resonance.
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Figure 23. The mode shape of runner. (a) front view; (b) top view.

Then the effect of pressure fluctuation is taken into consideration. The amplitudes of
two specific frequencies, 1/4 VPF and VPF at all time points were obtained and shown in
Figure 24. For P1, VPF was the main frequency at most time points, as shown in Figure 24a.
The pressure fluctuation induced by RSI and the vortex flow were violent in guide vane
and runner. When it spread to clearances, the amplitude decreased. Thus, in most cases,
the amplitude of P2 was far smaller than P1, as shown in Figure 24b. However, at TP7,
the amplitude of 1/4 VPF was much greater than other time points. Considering the
high-speed rotating flow in clearances and the approximately axial symmetry of clearances,
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the amplitude of pressure fluctuation is similar in the circumferential direction. When the
strength of pressure fluctuation in clearances is enough, it can have a great influence on
the dynamic stress of runner. At other time points, the strength of pressure fluctuation in
clearance is low, the dynamic stress is mainly affected by the pressure fluctuation in runner.
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Figure 24. The pressure fluctuation amplitude at 1/4 VPF and VPF. (a) P1; (b) P2.

The low frequency component such as 1/4 VPF in clearance may come from the
vortex generation and shedding process or the stochastic events as mentioned in Ref. [12].
The reasons of the sudden increase of 1/4 VPF pressure fluctuation will be discussed in
further work.

5. Conclusions

The dynamic stresses of pump-turbine runner during start-up process in turbine mode
were calculated in this paper. The coupling of 1D pipeline and 3D pump-turbine unit was
conducted to obtain the performance characteristics and internal flow characteristics of the
unit during the transient process. The dynamic stresses of runner were simulated using
one-way FSI method. The influence of both inner surface and outer surface was taken into
consideration in the interaction of fluid and structure. The conclusions are as follows:

(1) The start-up process was divided into three stages in this paper. In the first stage
the discharge and hydraulic torque rise up, the runner is accelerated. In the second stage,
rotating rate reaches the rated value, the guide vane begins to close, and the hydraulic
torque of blades decreases gradually to zero. Finally, in the third stage, the unit stabilizes
in speed-no-load condition.

(2) In the first stage of start-up, the maximum stress could be generated at the fillets
of leading edge and band, and can reach 3.56 times of rated working condition. It was
mainly induced by the increasing torque on blades and the large axial forces of crown
and band. Moreover, as rotating rate rise, the centrifugal force and fluid shear stress in
clearance increases. As a result, stress of the ring near fixed support quickly increased in
first stage and was finally maximized in contrast with other parts of runner in the second
and third stage.

(3) The amplitude of dynamic stresses could be maximized at the fillets of leading edge
and band. In most of time during start-up, the dynamic stress was mainly characterized
by VPF due to the RSI, which was the determining factor causing pressure fluctuation.
However, the severe pressure fluctuation in clearance was found in the second stage with
the main frequency of 1/4 VPF. It can also be a leading factor of dynamic stresses in a short
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time. Therefore, the pressure fluctuation in clearance should be taken into consideration in
the stage of runner design.

In this paper, the added mass and transient integral effect were not taken into con-
sideration. Their influence on the dynamic stresses in start-up process will be studied in
further work.
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Abstract: In this study, a wavy microchannel heat sink with grooves using water as the working fluid
is proposed for application to cooling microprocessors. The geometry of the heat sink was optimized
to improve heat transfer and pressure loss simultaneously. To achieve optimization goals, the average
friction factor and thermal resistance were used as the objective functions. Three dimensionless
parameters were selected as design variables: the distance between staggered grooves, groove
width, and groove depth. A modified Latin hypercube sampling (LHS) method that combines the
advantages of conventional LHS and a three-level full factorial method is also proposed. Response
surface approximation was used to construct surrogate models, and Pareto-optimal solutions were
obtained with a multi-objective genetic algorithm. The modified LHS was proven to have better
performance than the conventional LHS and full factorial methods in the present optimization
problem. A representative optimal design showed that both the thermal resistance and friction factor
improved by 1.55% and 3.00%, compared to a reference design, respectively.

Keywords: microchannel heat sink; wavy microchannel; groove; heat transfer performance; laminar
flow; multi-objective optimization; LHS; full factorial methods

1. Introduction

Microprocessors generate high heat flux and thermally interact with their surround-
ings. Because they are composed of many integrated components, their efficiency and
performance are significantly influenced by temperature. The temperature must be kept
between 363 K and 383 K to maintain the best performance [1]. Therefore, it is essential
to develop an effective cooling system to maintain a proper temperature even with high
heat generation.

Cooling systems are being made less noisy and smaller, and it is estimated that heat
sinks capable of cooling at more than 1000 W/cm2 will be required in the near future [2].
Both air and water can be used for cooling systems, but as the heat generation increases with
the development of microprocessors, air cooling systems have a limitation in maintaining
effective cooling performance [1]. In addition, to increase air-cooling performance, the fan
speed must be increased, which increases noise.

Water-cooling microchannel heat sinks have been widely used to reduce noise and
meet increased requirements for cooling. Numerical and experimental studies on these
heat sinks have been actively conducted. Tuckerman and Pease [3] experimented with a
microchannel heat sink consisting of straight channels with heat flux of 790 W/cm2 using
water as a coolant. They confirmed that the water had great heat transfer characteristics.
Wang et al. [4] carried out experiments and numerical analyses on a microchannel heat sink
consisting of straight channels with ribs and grooves. They found that secondary flows
occurring behind the ribs and grooves prevented the formation of the thermal boundary
layer and promoted fluid mixing and heat transfer.

Ansari et al. [5] and Farhanieh et al. [6] investigated the cooling performance of
straight microchannels with grooves. They found that the interfacial area of heat transfer
is increased by the grooves, thereby increasing the cooling performance. Ansari et al. [5]
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suggested that high local Nusselt numbers are obtained near the upstream and downstream
regions of the groove structures. Farhanieh et al. [6] confirmed that although the heat
transfer performance was low due to recirculating flow in the grooved area, the groove
structure prevented the formation of the thermal boundary layer, enhancing the overall
heat transfer performance.

Greiner et al. [7] evaluated the friction coefficient and cooling performance of flow
paths with triangular grooves through experimental and numerical analyses. In the case
of laminar flow, the friction coefficient decreased as the hydraulic diameter was increased
by the grooves. As the Reynolds number increased, the flow over the triangular grooves
became more complex. Consequently the heat transfer performance improved. Xie et al. [8]
confirmed that in the case of grooved channels, the heat transfer performance improved in
the area, where the fluid velocity increased due to the narrowed channel.

Recently, some studies were performed on curved microchannel heat sinks [9,10].
Gong et al. [9] proposed wavy microchannels for a heat sink and studied its cooling
performance. They found that the wavy microchannel heat sink caused a vortex at the
trough and crest sections in each cycle, resulting in a significant improvement in cooling
performance compared to a straight-microchannel heat sink. The pressure losses did not
increase significantly. Sui et al. [10] investigated a wavy microchannel heat sink for various
flow conditions and amplitudes. They compared three-dimensional numerical analyses
and experiments in all cases. The numerical results of the cooling performance and friction
coefficient were reliable, and vortices were developed at the trough and crest sections in
each cycle.

With the rapid development of computing power, optimization designs that can
handle a huge amount of data have become practical [11–13]. In particular, optimization
based on a surrogate model has been widely used to reduce the computing time [14–16]. A
surrogate model is constructed using sample data at several selected points in the design
space. Design of experiments (DOE) is used to extract the sample data. The prediction
accuracy of surrogate models is affected by the sample data, so DOE should be carried out
carefully [17]. DOE can typically be classified into two categories according to the extraction
method: factorial design [18] based on orthogonal extraction and Latin hypercube sampling
(LHS) [19], which uses random extraction.

Factorial designs are experiments that combine all levels of each factor with all levels
of all other factors in an experiment [18]. This method is very intuitive, and the number of
sample data is determined by the number of design variables. Therefore, it is easy to use
because it can be applied without considering the distribution and number of sample data.
However, the features within the design space are considered less because the sample data
are focused on the boundaries of the design space.

LHS uses a random extraction method for sample points within the design space. This
method is widely used because the space-filling quality of the sampling points is good. In
addition, it can create any allotted number of sampling points [19]. However, since LHS
extracts sample data inside the design space, the boundary values of each design variable
are not considered. Therefore, a surrogate model based on LHS often makes predictions
that are too high at the bounds of design variables.

In the present work, a modified LHS that uses the advantages of orthogonal and
random extraction methods is proposed. The modified LHS extracts sample data by
applying LHS inside the design space and prevents excessive prediction of the surrogate
model by applying the three-level full factorial method to the boundaries of the design
space. A wavy microchannel heat sink improves the heat transfer efficiency compared with
straight microchannels. In this study, a wavy microchannel heat sink with grooves attached
to the channel walls is proposed. A numerical analysis of the laminar flow and heat transfer
in the microchannels was performed using three-dimensional Navier-Stokes equations.

Multi-objective optimization of the wavy microchannels was also performed to simul-
taneously enhance the heat transfer efficiency and reduce the pressure loss. The proposed
modified LHS was compared with conventional DOE methods to determine the effec-
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tiveness of the proposed sampling method in constructing surrogate models. For the
optimization, response surface approximation (RSA) [20] and a genetic algorithm [21] were
used as a surrogate model and searching algorithm, respectively.

2. Numerical Analysis

The computational domain and design variables are shown in Figure 1. The heat sink
consists of 62 wavy microchannels, and the computational domain includes one of them,
which is composed of 10 cycles. Two grooves are attached to each channel wall in one cycle
of the channel, as shown in Figure 1. The amplitude of the wavy channel is 138 µm, and
the total length (20P) is 25,000 µm. The thickness of the side wall (2t) is 193 µm, the channel
width (W) is 207 µm, and the height of the flow path (h) is 406 µm.

μm μm μmμm μm
μ

 

r μ

Figure 1. Geometry of the wavy microchannel with grooves and computational domain comprising 10 cycles of wavy channel.

The information for the reference channel is shown in Table 1. In the reference channel,
the horizontal locations of grooves on both the walls are the same (D = 0). Grooves are
attached to crests and troughs when D = 0. As D increases, grooves on the left wall (located
at z = 400 µm in Figure 1) move in the −x direction, and grooves on the right wall (located
at z = 0 in Figure 1) move in the +x direction from a crest (or a trough).

Table 1. Dimensions of the reference wavy channel with grooves.

Parameter Value (µm)

Width of channel, W 207

Wall thickness of channel, 2t 193

Length of channel 25,000

Half of wave length, P 1250

Depth of groove, d 48.5

Width of groove, w 187.5

Distance between staggered grooves, D 0.0

Amplitude of channels 138

Height of flow path, h 406

Height of microchannel, H 502.5
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Conjugate heat transfer analysis was carried out on the flow channel and solid domain
for laminar flow in steady state using three-dimensional Navier-Stokes equations. The
commercial computational fluid dynamics code ANSYS CFX 15.0® (Version 15.0, ANSYS
Inc., Canonsburg, PA, USA, 2013) [22] was used for the analysis. The boundary conditions
are shown in Figure 2. The boundary conditions were used in the same way as in a
previous study [10]. The working fluid was water at 300 K, and the material of the solid
wall was copper.

𝑅𝑒 = 𝜌𝑈𝐷 /μFigure 2. Boundary conditions.

The inlet Reynolds number (Re = ρUDh/µ) was 700, and the corresponding flow rate
was assigned at the inlet. The average velocity of water at the inlet is 1.992 m/s. The static
pressure was used as an exit boundary condition. Periodic conditions for temperature
were applied to both side boundaries (i.e., wavy surfaces) considering the neighboring
microchannels. Uniform heat flux conditions (50 W/cm2) were applied to the bottom
boundary (substrate), and the upper boundary was assumed to be adiabatic.

The fluid and solid computational domains consist of hexahedral and unstructured
tetrahedral meshes, respectively. Since the flow velocity changes near the groove, dense
meshes are placed there. Near the solid wall, dense meshes were also placed in anticipation
of large temperature and velocity gradients due to the boundary layer. Figure 3 shows
an example of the grid system. Convergence conditions were set so that the root-mean-
squared residual values of all parameters fell to 1.00 × 10−6. Each computation took about
5–6 h on a computer with an Intel Core i7–4790K 4GHz CPU.

 

≤ ≤ ∈

Figure 3. Example of a computational grid system on one cycle of wavy channel.

80



Processes 2021, 9, 373

3. Optimization Procedure

The multi-objective optimization problem was formulated as follows:
Minimize: F(x) = [F1(x), F2(x)]
Design variable bound: LB ≤ x ≤ UB, x∈R,
where F(x) is the vector of real-valued objective functions, x is a vector of the design

variables, and LB and UB indicate the vectors of the lower and upper bounds, respec-
tively [23]. Figure 4 shows a flowchart for the multi-objective genetic algorithm (MOGA)
optimization process using a surrogate model. Firstly, the objective functions and con-
straints are defined according to the design goals. Secondly, the design variables and their
ranges are selected.

≤ ≤ ∈

 

Figure 4. Multi-objective optimization procedure.

The full factorial method, LHS, and modified LHS were used in DOE to select design
points (i.e., sample designs). Values of the objective functions were evaluated by numerical
analysis at these design points. Next, to approximate the objective functions, surrogate
models were constructed using these objective function values. A genetic algorithm (GA)
was used to find the global optima. Finally, Pareto-optimal solutions (a collection of non-
dominated solutions) were derived using MATLAB (Release 14, the Math Work Inc., Natick,
MA, USA, 2004) [24].

3.1. Design Variables and Objective Functions

For optimization, three geometric parameters were selected as the design variables
through a preliminary parametric study: the ratio of the groove depth to half of the side
wall thickness (d/t), the ratio of the groove width to half of the cycle length (w/P), and the
distance between staggered grooves on the opposite walls to half of the cycle length (D/P).
The depth and width of the grooves were expected to affect the vortices occurring around
the grooves and thus have sensitive effects on the heat transfer. The distance between
staggered grooves affects the disturbance of the main flow.

The average Nusselt number Nu is defined as follows [10]:

Nu =
hDh

kw
(1)
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where Dh is the hydraulic diameter of the microchannel, and kw is the thermal conductivity
of water. h is the average convective heat transfer coefficient, which is defined as follows:

h =
q

(Ab + 2As)(Tw − Tm)
(2)

where q is the heat flux, Ab and Ac are the bottom area and the side area of the flow channel,
and Tw and Tm are the average temperature at the solid wall and the average of the inlet
and outlet temperatures, respectively.

The friction factor f is defined as follows [10]:

f =
(dp/dx)Dh

0.5ρU2 (3)

where dp, ρ, and U are the pressure difference between the inlet and outlet, the density
of water, and the average velocity at the inlet, respectively. The thermal resistance Rth is
defined as follows [5]:

Rth =
Ts,max − Tf ,inlet

qA
(4)

where Ts,max and Tf,inlet are the highest temperature at the bottom substrate and the av-
erage temperature of the cooling fluid at the inlet, respectively, and A is the area of the
microchannel substrate. The local Nusselt number (Nux) is defined as follows:

Nux =
ql Dh(

Tw,l − Tf ,inlet

)
kw

(5)

where ql and Tw,l are the local heat flux and local temperature at the surface of the solid
wall, respectively.

Rth and f were selected as objective functions for the multi-objective optimization:
FRth = Rth and Ff = f. The thermal resistance Rth is related to the highest local temperature,
which affects the performance of micro devices. The friction factor f was used to reduce
the pressure drop through the microchannel. A parametric study was carried out for
the performance functions using three design variables: D/P, w/P, and d/t. Based on
the parametric study, the ranges of the three design variables were selected, as shown in
Table 2.

Table 2. Ranges of design variables.

d/t w/P D/P

Lower bound 0.1 0.05 −1.0

Reference 0.5 0.15 0

Upper bound 0.9 0.25 1.0

3.2. Modified LHS

Factorial design [18,25] is a classical DOE method that explores the design space.
2–level and 3–level full factorial designs are widely used to estimate interactions between
design variables. Figure 5 shows examples of 2– and 3–level full factorial designs for two
design variables. In the 2–level full factorial design, the sample points are located at the
ends of each boundary, as shown in Figure 5a. In the 3–level full factorial design, the sample
points are located at the ends and middle of each boundary, as shown in Figure 5b. In these
full factorial designs, the distribution and number of the sample points are determined
according to the number of design variables when the level is determined.
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(a) 2–level (b) 3–level 

Figure 5. Examples of the full factorial designs.

LHS [19] is one of the most popular DOE methods for random sample distributions.
To allocate p samples using LHS, the range of each parameter is separated into p bins, which
yields a total number of pn bins for n design variables in the design space. The samples are
randomly chosen in the design space, each sample is randomly arranged inside a bin, and
for all one-dimensional projections of the p samples and bins, there is exactly one sample in
each bin, as shown in Figure 6. Therefore, LHS is relatively incapable of handling samples
at the boundaries of the design space compared to the full factorial designs.

 

y(𝐱) =  𝛽 𝑓 (𝐱) +  𝜀  ,      E(ε) = 0,        𝑉(𝜀) =  𝜎
β

ε

y(𝐱) =  𝛽 + 𝛽 𝑥 + 𝛽 𝑥 + 𝛽 𝑥 𝑥   

Figure 6. Example of conventional LHS.

Since the surrogate model is built using the data at the sample points, the distribution
of the sample points has a very significant influence on the prediction accuracy of the
surrogate model. Therefore, when using LHS with sample points concentrated inside
the design space, it is possible to predict the interaction well inside the design space, but
predictions that are too high may occur at the boundaries where there are no data. On the
other hand, in the full factorial design, the sample points are focused on the boundaries of
the design space, so it is possible to make a relatively accurate prediction at the boundaries,
but there is a problem in the prediction inside the design space.

To solve this problem, a modified LHS is proposed. In the modified LHS, sample
points are extracted using the 2–level full factorial method at the boundaries of the design
space, and the LHS method is used to select sample points inside the design space. An
example of the modified LHS for two design variables is shown in Figure 7. In this method,
the surrogate model does not show high predictions at the boundaries of the design space.
Furthermore, by selecting the sample points inside the design space, the shortcomings of
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the full factorial design can be overcome. MATLAB [24] was used to extract the sample
points. Three–level full factorial design, LHS, and the modified LHS were tested for the
same optimization problem. Twenty-seven sample points were extracted for all these
DOE methods.

 

y(𝐱) =  𝛽 𝑓 (𝐱) +  𝜀  ,      E(ε) = 0,        𝑉(𝜀) =  𝜎
β

ε

y(𝐱) =  𝛽 + 𝛽 𝑥 + 𝛽 𝑥 + 𝛽 𝑥 𝑥   

Figure 7. Example of the modified LHS.

3.3. Surrogate Model and Searching Algorithm

The surrogate model was configured based on the sample points obtained using DOE
methods. Response surface approximation (RSA) [20] was used as the surrogate model.
MOGA coupled with the RSA model was used to obtain Pareto-optimal solutions [24].

The RSA model is multivariate polynomial model, and a continuous response y(x) is
usually modeled as follows [20]:

y(x) =
N

∑
j=1

β j f j(x) + ε, E(ε) = 0, V(ε) = σ2 (6)

where x is a vector of design variables, f j(x) (j = 1, . . . , N) are the terms of the model, βj (j =
1, . . . , N) are the coefficients, and the error ε is assumed to be uncorrelated and distributed
with a mean of 0 and constant variance [20]. A second-order polynomial is used for the
RSA model, and the model can be expressed as follows:

y(x) = β0 +
N

∑
i=1

βixi +
N

∑
i=1

βiix
2
i +

N

∑
i<j

βijxixj (7)

The model involves an intercept, linear terms, quadratic interaction terms, and squared
terms (from left to right). R2 and Radj

2 are used to decide the goodness of the fit and should
be close to 1 for a good fit [20].

GA is a random global search technique that solves problems based on natural evo-
lution. An initial population of individuals is defined to represent a part of the solution
to a problem [21]. Before starting the search, a set of chromosomes is randomly selected
from the design space to obtain the initial population. Through subsequent computations,
the individuals adapt in a competitive way. The initially selected set of chromosomes is
called the parental generation, and the subsequent selected set of chromosomes is called
the child generation. In this process, genetic search operators (selection, mutation, and
crossover) are used to obtain chromosomes that are superior to the previous generation [21].
MATLAB [24] was used to invoke the GA for multi-objective optimization.
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4. Results and Discussion

4.1. Grid Dependency Test and Validation of Numerical Results

A grid dependency test was carried out for the reference shape based on Richardson’s
extrapolation method and grid convergence index (GCI), which represents numerical
uncertainty by estimating the discretization error according to the procedure presented by
Roache [26] and Celik and Karatekin [27].

Table 3 shows the results of calculating the discretization error for Nu. The number of
grid nodes was adjusted by setting the grid segmentation index to 1.3, and three different
grid systems were analyzed. When N2 was used, the extrapolation error (e21

ext) was about
0.3%, and GCI21

f inewas about 0.4%, which indicate small numerical uncertainty. Therefore,
N2 was selected as the optimal grid system.

Table 3. Analysis of grid convergence index.

Parameter Value

Number of cells
N1

N2

N3

2.58 × 106

2.37 × 106

2.22 × 106

Grid refinement factor r 1.3

Computed efficiency (Nu ) corresponding to N1, N2, N3

Nu 1

Nu 2

Nu 3

20.09
20.02
19.88

Apparent order P 2.90

Extrapolated values ϕ21
ext 20.15

Approximate relative error e21
α 3.35 × 10−1%

Extrapolated relative error e21
ext 2.93 × 10−1%

Grid convergence index GCI21
f ine 3.68 × 10−1%

To verify the numerical results, they were compared with experimental data obtained
by Sui et al. [10] for the Nusselt number and friction factor in a wavy microchannel under
the same boundary conditions, as shown in Figure 8. As shown in Figure 8, the numerical
results for the friction factor show good agreement with the experimental data, except
at the lowest Reynolds number. The numerical results for the Nusselt number deviate
slightly from the experimental data over the whole Re range but show the same qualitative
tendency. At Re = 300, the errors are relatively large because the pressure drop and the flow
rate are relatively small, as discussed by Sui et al. [10].

 

𝑵𝒖 1.61 × 10–1.59 × 10–

𝑁𝑢 

Figure 8. Validation of numerical results compared with experimental data [10].
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4.2. Heat Transfer Performance Enhancement by Grooves

Table 4 shows the comparison of the performance parameters between the smooth
and reference wavy microchannels. In the wavy channel with grooves, Nu increased by
about 8.34%, and Rth decreased by about 2%, but the friction factor f also increased by
about 1.25% in comparison with the smooth wavy channel. This means that the grooves
largely enhance the heat transfer but with less increase in the friction. This improvement in
the heat sink performance with grooves is expected to be further increased by optimization.

Table 4. Performance comparison between reference and smooth wavy microchannels.

Performance Function

Nu Rth (K/W) f

Reference microchannel 20.02 4.58 1.61 × 10−1

Smooth microchannel 18.48 4.67 1.59 × 10−1

The temperature distributions on the wavy wall on the right side of the reference
and smooth microchannels are shown in Figure 9. In the case of the reference design, it
can be seen that the temperature increase in the flow direction is smaller than that of the
smooth microchannel, resulting in lower maximum temperature. This shows improved
heat transfer performance on the sidewalls and confirms the results shown in Table 4.

Figure 9. Temperature distributions on a right side wall: (a) smooth microchannel and (b) refer-
ence design.

The local Nusselt number (Nux) distributions on the wavy side walls are shown in
Figure 10. High Nux regions are found between the crest and the trough (e.g., x/2P = 5.75–6.25)
on the left wall, but they are found between a trough and crest (e.g., x/2P = 6.25–6.75) on
the right wall. In addition, most of the high Nux regions are distributed near the top and
bottom of the flow path. In the case of the smooth microchannel, a low Nux region is found
near the middle height of the flow path immediately after each crest (e.g., x/2P = 5.75). In
the reference design, the high Nux regions are found just downstream of the grooves, and
the total area of the high Nux regions is larger than that of the smooth channel. This results
in high Nu in the grooved microchannel, as shown in Table 4.

 

Figure 10. Local Nusselt number distributions on wavy walls: (a) smooth microchannel and (b) ref-
erence design.
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Figure 11 shows the flow fields of the reference design and the smooth wavy mi-
crochannel. Figure 11a shows that the velocity gradients near the left wall are larger than
those near the right wall between a crest and trough (x/2P = 5.75–6.25), but vice versa
between the trough and crest (x/2P = 6.25–6.75). This phenomenon occurs due to the
fluid inertia. The regions with high velocity gradients and those with high Nux shown in
Figure 10 are nearly the same. Thus, it can be inferred that the high velocity gradient near
the wall promotes the heat transfer and enhances Nux.

 

Figure 11. Velocity vectors on x–z plane and y–z plane (a) velocity vectors on the x–z plane (y/H = 0.6)
(b) velocity vectors on the y–z plane.

Figure 11b shows the velocity vectors in the y–z plane. Vortices are found near the
top and bottom of the flow channel in the crest. In the case of the reference design with
grooves, a complicated flow structure is found near the left wavy wall at the edge of a
groove (x/2P = 5.875) due to the upward flow escaping from the groove, which promotes
mixing of the fluid (and thereby heat transfer) in these regions. This is due to sudden
contraction of the flow area just downstream of a groove and provides a reason for the high
Nux regions downstream of the grooves shown in Figure 10b. Even though the grooves are
at the same locations on both the wavy walls, the flow fields shown in Figure 11b are not
symmetric in the z direction because the main flow upstream of the groove proceeds in the
+z direction.

Figure 12 shows the temperature distributions in the y–z plane at the inflection point
of the wavy channel (x/2P = 6). The temperature gradient is relatively small near the upper
and lower sides of the flow path in common. This is thought to be due to the strong vortices
shown in Figure 11b. These low temperature gradients also contribute to the distribution
of high Nux in these regions (Figure 10). Figure 12 shows that the temperature on the left
side in the reference design is still low, even at the medium height, unlike in the smooth
wavy microchannel. This is due to the fluid mixing caused by the strong secondary flow
downstream of the grooves.

𝑁𝑢 
𝑁𝑢 

 

 

Figure 12. Temperature distributions at inflection point (x/2P = 6) in the y–z plane.
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4.3. Parametric Study

Figure 13 shows the results of the parametric study for Nu, Rth, and f. When one
parameter was changed, the other parameters were fixed at the reference values shown
in Table 2. With the change of parameters, the friction factor f shows small variations of
less than 2.5%. At d/t = 0.5, the maximum Nu and f and minimum Rth are found, which
indicates that there is an optimum groove depth for heat transfer enhancement.

𝑁𝑢 
𝑁𝑢 

 

 
Figure 13. Results of the parametric study.

Rth and Nu are inversely correlated with the variation of d/t. Nu and f have maximum
values at w/P = 0.15, but Rth has a minimum value at w/P = 0.25. Rth decreases as w/P
increases in the tested range. This means that wide grooves are effective in reducing
thermal resistance. In the case of D/P, Nu and f increase as D/P increases, but Rth shows a
maximum at D/P = 0 (non-staggered grooves). This indicates that if the absolute value of
D is fixed, the relative locations of grooves between the two wavy walls do not affect Rth

unlike Nu and f.
At D/P = 0.5, Nu shows the maximum value of 20.2. This is the value improved by

23.2% from the value (Nu = 16.4) of the wavy microchannel heat sink without grooves
predicted by Sui et al. [10] under the same geometric and Reynolds number conditions.

4.4. Optimization Results with Different DOEs

Figure 14 shows the distribution of sample points of three different DOEs. In Figure 14a,
the 3-level full factorial design shows that the sample points are located on only the
boundaries of the design space. In the case of the conventional LHS, the sample points are
distributed in only the design space, as shown in Figure 14b. However, in the modified
LHS, the sample points are located on the boundaries and inside of the design space,
as shown in Figure 14c. The RSA models for the objective functions, Ff and FRth, were
formulated in terms of the design variables normalized between 0 and 1 for three different
DOEs as follows:
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Figure 15 shows the Pareto-optimal solutions using three different DOEs. The Pareto-
optimal solutions are the best solutions that can be achieved for one objective without
disadvantaging another objective and are sensitive to the constructed surrogate model [28].
Pareto-optimal fronts obtained using the conventional and modified LHS methods have
similar smooth curves, as shown in Figure 15. However, the full factorial design shows a
curve that has two inflection points, unlike the other curves. The Pareto-optimal front from
modified LHS predicts the lowest optimum values of the two objective functions among
the tested DOEs in most of the range. The Pareto-optimal fronts of the two LHS methods
cover wider ranges than that of the full factorial design.

To compare the optimization results, three Pareto-optimal designs (PODs) were ex-
tracted from each Pareto-optimal front using K-means clustering [29], as presented in
Figure 15. The predicted objective function values at the PODs and numerical calcula-
tions at the same PODs are compared in Table 5. In case of the full factorial design, the
PODs are close to the boundaries of one or two design variables. However, the PODs
of conventional LHS are found inside the design space. In this case, a POD close to a
boundary (D/P = −0.8802 in POD A) yields a larger relative error between the predicted
and calculated objective function values than the other PODs. As mentioned earlier, the
surrogate model obtained using conventional LHS over-predicts the values at the boundary
of the design space, and the error increases near the boundary.
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Figure 15. Pareto-optimal solutions for three different DOEs.

In the case of the modified LHS, even the POD located close to the boundary shows
good prediction with maximum relative error less than 1.5%. Thus, the modified LHS
shows the best prediction accuracy among the tested DOEs. The full factorial design
and conventional LHS generally over-predict the objective function values with positive
relative errors at the three PODs, but the modified LHS generally under-predicts the values.
Therefore, there is not much difference in the calculated objective function values at the
PODs among the tested DOEs.
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Table 5. Results of optimizations with three different DOEs. (a) Full factorial design; (b) Conventional LHS; (c) Modified LHS.

(a)

Full Factorial Design
Design Variables Predicted Values Numerical Solutions Relative Errors (%)

d/t D/P w/P FRth (K/W) Ff FRth (K/W) Ff FRth (K/W) Ff

POD a 0.7862 0.9300 0.2462 4.360 0.1640 4.328 0.1679 0.7301 −2.365
POD b 0.2226 0.8809 0.2472 4.530 0.1568 4.512 0.1549 0.3890 1.216
POD c 0.1095 0.2327 0.2473 4.683 0.1518 4.519 0.1573 3.496 −3.630

(b)

Conventional LHS
Design Variables Predicted Values Numerical Solutions Relative Errors (%)

d/t D/P w/P FRth (K/W) Ff FRth (K/W) Ff FRth (K/W) Ff

POD A 0.7218 −0.8802 0.2083 4.288 0.1645 4.534 0.1608 −5.731 2.278
POD B 0.4156 −0.3492 0.2026 4.446 0.1588 4.593 0.1580 −3.287 0.5225
POD C 0.1580 −0.4159 0.2198 4.731 0.1547 4.701 0.1536 0.6289 0.6969

(c)

Modified LHS
Design Variables Predicted Values Numerical Solutions Relative Errors (%)

d/t D/P w/P FRth (K/W) Ff FRth (K/W) Ff FRth (K/W) Ff

POD 1 0.8879 1.0000 0.2163 4.246 0.1672 4.309 0.1675 −1.496 −0.1857
POD 2 0.2942 0.8214 0.2491 4.510 0.1552 4.512 0.1556 −0.0465 −0.2670
POD 3 0.1452 −0.1498 0.2211 4.781 0.1536 4.843 0.1558 −1.295 −1.412

The R2 and adjusted R2 values of the RSA models constructed using three different
DOEs are listed in Table 6. As mentioned earlier, values closer to 1 indicate a better
surrogate model. In this respect, the modified LHS shows the best results in Table 6. This
is consistent with the results shown in Table 5. In addition, the RSA model with the full
factorial design has the worst performance. Applying a DOE method that properly locates
the sample points on the boundaries and inside of the design space makes it possible to
construct a more accurate surrogate model and obtain superior optimization results.

Table 6. Statistical analysis of the RSA models. (a) Full factorial design; (b) Conventional LHS;
(c) Modified LHS.

(a)
R2 Adjusted R2

FRth 0.7905 0.6454
f 0.8451 0.7379

(b)
R2 Adjusted R2

FRth 0.8751 0.8039
f 0.8579 0.7964

(c)
R2 Adjusted R2

FRth 0.9339 0.9005
f 0.9175 0.8927

4.5. Analysis of the Optimized Design

POD 2 obtained with the modified LHS was selected for further analysis because the
values of both the objective functions were improved compared to the reference design. In
POD 2, Rth and f are reduced by 1.55% and 3.00%, respectively, compared with those of the
reference design. The Nux distributions on the wavy walls are shown in Figure 16, which
compares the heat transfer performance between POD 2 and the reference design. In the
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case of the reference design, there are high Nux regions on the left wall between the grooves
in the crest and the trough (x/2P = 5.75–6.25). In the case of POD 2, high Nux regions are
shown on the left side wall between the inflection point where the groove is located and
the trough (x/2P = 5.50–6.25). The right wall between x/2P = 7.00 and 7.50 shows the same
Nux distribution as the left wall between x/2P = 5.50 and 6.25. Unlike the reference design,
the high Nux distribution for POD 2 from the inflection point to the crest (x/2P = 5.50–5.75)
seems to be one of the important factors in reducing Rth compared to the reference design.

 

Figure 16. Local Nusselt number distributions on wavy walls: (a) reference design, and (b) optimal
design (POD2).

Figure 17 shows the streamlines and velocity vectors. Figure 17a shows that the
recirculating flow develops in the grooves in the reference design. These recirculating
flow regions correspond to the low Nux regions in the grooves in Figure 16. This occurs
because the flow recirculation hinders the heat transfer on the wall. Figure 17b shows the
velocity vectors at the cross sections perpendicular to the flow direction. As mentioned
earlier, in the reference design, a strong interaction between the vortical flow in the channel
and upward flow from the groove is found near the left wall at the edge of the groove
(x/2P = 5.875). In the case of POD 2, this phenomenon is also found near the left wavy
wall at the edge of the groove (x/2P = 5.593) but is weaker than in the reference design.
This seems to be affected by the location of the groove (which is the crest in the reference
design but an inflection point in POD 2) and the fact that the two grooves on both the walls
are attached at the same location in the reference design.

However, in POD 2, the vortices in the channel become stronger at a location down-
stream (x/2P = 5.875). This is consistent with the Nux distributions shown in Figure 16. In
the reference design, the high Nux region persists from the groove edge (x/2P = 5.875) to a
location far downstream but disappears before the next groove. However, in POD 2, the
high Nux region is relatively narrow at the edge of the groove (x/2P = 5.593) but grows
downstream and becomes widest at the upstream edge of the next groove. Thus, the total
area of the high Nux regions is larger in POD 2 than that in the reference design.
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Figure 17. Streamlines and velocity vectors: (a) streamline distributions on the x–z plane (y/H = 0.6)
(b) velocity vector in cross-section perpendicular to flow direction.

5. Conclusions

A wavy microchannel heat sink with grooves was optimized using RANS analysis
of the flow and conjugate heat transfer. In the reference wavy channel with grooves, Nu
increased by about 8.34%, and Rth decreased by about 2%, but the friction factor f also
increased by about 1.25% compared to the smooth wavy channel. Thus, using grooves, the
enhancement of the heat transfer surpasses the increase in the friction.

For optimization, the distance between staggered grooves on opposite wavy walls,
the groove depth, and the groove width were selected as design variables. The thermal
resistance (Rth) and friction factor (f ) were used as objective functions. A modified LHS that
uses the advantages of conventional LHS and the three–level full factorial method was also
proposed. The optimization performance of three DOE methods was estimated. Surrogate
models of the objective functions were constructed by RSA with each DOE method. The
corresponding Pareto optimal solutions were derived, and three representative optimal
solutions were selected to compare the predictions of the DOE methods.

The results showed that the optimal solutions using modified LHS methods have the
best predictions with less than 1.5% error compared to the numerical calculations. They also
had the largest R2 and adjusted R2 values, which indicate the best statistical accuracy of the
RSA models. For one of the representative optimal solutions, POD2, Rth and f decreased
by 1.55% and 3.00%, respectively, compared to the reference design, indicating that both
the objective functions were improved. Therefore, the multi–objective optimization with
modified LHS could effectively improve the performance of the wavy microchannel heat
sink with grooves.
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Abbreviations

Ab The bottom area of the flow channel (m2)
As Side area of the flow channel (m2)
d Groove depth (µm)
D Distance between staggered grooves (µm)
Dh Hydraulic diameter (m)
F Friction factor
h Height of flow path (µm)
H Height of microchannel (µm)
kw Thermal conductivity (W/K)
Nu Nusselt number
Nux Local Nusselt number
U Average velocity at the inlet (m/s)
p Pressure (N/m2)
P Half of wave length of channel wall (µm)
q Heat flux (W/cm2)
Re Reynolds number
Rth Thermal resistance (K/W)
t Side wall thickness of channel (µm)
Tw Average temperature at the solid wall (K)
Tm Average temperature of the inlet and outlet (K)
Ts,max Highest temperature at the bottom substrate (K)
Tf,inlet Average temperature of the cooling fluid at the inlet (K)
w Groove width (µm)
W Width of channel (µm)
x, y, z Rectangular coordinates
ρ Density (kg/m3)
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Abstract: The mixed free-surface-pressurized flow in the tailrace tunnel of a hydropower station has
a great impact on the pressure, velocity, and operation stability of the power station. In the present
work, a characteristic implicit method based on the upwind differencing and implicit finite difference
scheme is used to solve the mixed free-surface-pressurized flow. The results of the characteristic
implicit method agree well with the experimental results, which validates the accuracy of the method.
Four factors that influence the amplitude of pressure fluctuation are analyzed and optimized, and
the results show that the relative roughness can influence the maximum pressure in the tailrace
tunnel. Additionally, the maximum pressure decreases with the increase of the tunnel’s relative
roughness. When the surface relative roughness increases from 0.010 to 0.018, the maximum pressure
can decrease by 4.33%. The maximum pressure in the tailrace tunnel can be effectively restrained by
setting vent holes in the flat-topped tunnel section (tunnel (4)) and a vent hole at 81.25%L (L is the
length of tunnel (4)), which can reduce the maximum pressure by 56.72%. Increasing the vent hole
number can also reduce the maximum pressure of the mixed free-surface-pressurized flow in the
tailrace tunnel. An optimal set of two ventilation holes 10 m in diameter at 93.75%L and 56.25%L
is proposed, which can reduce the maximum pressure by 15.30% in comparison with the single
vent case.

Keywords: the mixed free-surface-pressurized flow; characteristic implicit method; relative rough-
ness; vent holes; optimization control

1. Introduction

Energy is one of the most important basic elements of economic and social develop-
ment, and the utilization of energy can greatly improve the living quality of humans. After
hundreds of years of exploitation and utilization, traditional fossil energy is decreasing
day by day. As a consequence, the development of renewable energy has become an
important development direction for global energy. Every country takes the development
of renewable energy, such as hydropower, wind energy, and solar energy, as an important
means to meet the challenges of energy security and climate change [1–4]. Among them,
hydropower, with its low power generation cost and high power generation efficiency, has
become a great alternative in recent years [5–10].

With the development of the national economy and hydropower, many large-scale
water conservancy and hydropower projects have been built in China, such as the Three
Gorges power station, Baise Underground power station, Xiangjiaba power station, and
Xiluodu power station. To ensure the safe operation of hydropower stations, sufficient
hydraulic analysis and hydraulic calculation must be carried out for the hydraulic tran-
sition process. The purpose of the transition process calculation is to reveal the dynamic
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hydro-mechanical characteristics of the water transmission and power generation sys-
tem of a hydropower station in various transitional processes. To improve the reliability,
stability, flexibility, and overall economy of hydropower station operation, reasonable
control methods and technical measures are necessary. The hydraulic transition process
of the hydropower station is complex and involves many theoretical and computational
problems. In the tailrace tunnel of the hydropower station, the free surface flow and the
pressurized flow may appear alternately in the transition process, which is called the mixed
free-surface-pressurized flow. When the mixed free-surface-pressurized flow occurs, the
wave velocity and pressure at the interface will change rapidly.

This complicated flow phenomenon will have an important impact on the stability of
the whole system’s operation and will cause great pressure fluctuation in the transition
process, especially for the tailwater systems of hydropower stations. Therefore, it is nec-
essary to establish a reasonable, feasible, and identical model for calculation. At present,
the main calculation methods are the virtual slit method [11–13], the shock wave fitting
method [14,15], and the rigid water body method [16]. The virtual slit method was pro-
posed by Preissmann [17], which assumes that there is a very narrow gap at the top of the
closed tunnel and the gap does not increase the cross-section of the pressure water pipe and
the hydraulic radius. When the pipeline is full of water, it can be regarded as an open chan-
nel with a very small water surface, and then the unified St. Venant equation can be used
to solve free surface flow and pressurized flow. This model has been successfully used by
Chaudhry and Kao [18] to analyze the mixed free-surface-pressurized flow in the tailwater
system of the Shrum hydropower station in Canada. Ji [13] also used this model to calculate
the mixed free-surface-pressurized flow in a rainwater drainage pipe. Trajkovic et al. [19]
used the Maccormack scheme to simulate the mixed free-surface-pressurized flow in a
circular cross-section pipeline, and the numerical results were in good agreement with the
experimental results. Ferreri et al. [20] analyzed the steady pressurized flow in a sewer by
using the virtual slit method. Maranzoni et al. [21] applied the virtual slit method to the
two-dimensional transient mixed flow.

However, the setting of the virtual slit method is not consistent with actual situations
under some conditions. Firstly, the criterion to determine the open channel flow and the
pressurized flow is that the water pressure is lower or higher than the pipe’s top. If there is
a large bubble, even if the pressure is higher than the pipe’s top, the open channel flow
will not become the pressurized flow. Secondly, the equation of unsteady flow in an open
channel is only applicable to the gradual change flow. Guo and Song [22] found that when
the sudden change flow was formed and the surge wavefront was steep, the calculation of
the virtual slit method would be unstable or not convergent when they studied the mixed
free-surface-pressurized flow in the joint underground drainage system in Chicago.

When bubbles and negative pressure appear in the mixed free-surface-pressurized
flow, the shock wave fitting method is proposed, which regards the free surface flow and
pressurized flow as two flow states and calculates the velocity and position of the moving
interface. Wiggert [23] introduced a moving interface between the free surface flow and
pressurized flow to modify the Pressimann slit method, and the free surface flow was
solved by the characteristic line method. Miyashiro and Yoda [15] used the characteristic
line method to solve the Venant equation for free surface flow in a study of the mixed
free-surface-pressurized flow in the underground drainage system. Song [24] used a shock
wave moving equation and interface characteristic line equation to calculate the free surface
flow and pressurized flow for the transition process of the pipeline.

However, some calculation results showed that the shock wave fitting method was
not stable enough. When the surge wavefront is steep, it will lead to numerical divergence.
Because the wave velocities of the free surface flow and the pressurized flow are quite
different, special mesh generation technology should be adopted to meet the requirements
of calculation accuracy and stability. When the moving interface passes through boundary
conditions such as bifurcation pipes and surge chambers, it will become very difficult
to deal with the shock wave. In particular, the shock wave fitting method considers
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that the interface of the mixed free-surface-pressurized flow and positive surge wave is
consistent, which is not suitable for some cases, such as a positive surge wave in a tailrace
tunnel with a variable top height. Hamam and McCorquodale [25,26] proposed the rigid
water body method to solve the mixed free-surface-pressurized flow, which assumes that
water is incompressible and the flow velocity is uniform. Rigid water body theory is
adopted for the liquid phase, and compressible flow theory is adopted for the gas phase.
Li and Alex [16] developed the rigid water body method to calculate the bubble motion.
However, the algorithm of the rigid water body method is complex, and there are many
discrepancies with physical reality. Therefore, this method is rarely used to simulate the
mixed free-surface-pressurized flow.

The existing work outlined above shows that the three calculation methods to solve
the mixed free-surface-pressurized flow have their limits. Therefore, it is vital to propose a
stable calculation format for the mixed free-surface-pressurized flow which can smoothly
calculate and obtain results consistent with the actual situation, even when the water
surface fluctuates greatly and the pressure fluctuates violently.

The basic structure of the present work is as follows. Firstly, the characteristic implicit
scheme method [27] is used to solve the mixed free-surface-pressurized flow, and the
experimental validation is carried out. Then, the influence of the relative roughness of
the tailrace tunnel on the maximum pressure in the tunnel is analyzed. The restraining
effect of setting single vent holes at different positions in the flat-topped tunnel section on
the maximum pressure in the tunnel is discussed. The influence of ventilation holes with
different diameters on the maximum pressure in the tunnel is calculated. The influence of
setting multiple vent holes in the flat-topped tunnel section on suppressing the pressure
fluctuation in the tunnel is also studied.

2. Research Object and Mathematical Model

2.1. Research Object

Figure 1 shows the layout of the water conveyance system of a hydropower station.
The downstream is a tailwater tunnel that starts at the altitude of 548.70 m and ends at the
altitude of 577.00 m. As shown in Tables 1 and 2, the total length of tunnels (1), (2), (3), and
(4) is 1541.10 m, where the mixed free-surface-pressurized flow may occur. The shape of
tunnel (4) is rectangular with an arch crown; its width is 18 m, and its height is 20 m. The
operating conditions are 825 m at the upstream and 597 m at the downstream, respectively,
which means that the downstream water level is equal to the top of tunnel (4).

 

Figure 1. The layout of the water conveyance system of a hydropower station.
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Table 1. Tunnel parameters.

Tunnel Number Tunnel Shape Number Length (m) Roughness Starting Elevation (m) Ending Elevation (m)

(1) 1 614.73 0.014 548.70 562.00
(2) 2 20.00 0.014 562.00 562.00
(3) 3 101.12 0.014 562.00 577.00
(4) 4 805.25 0.014 577.00 577.00

Table 2. Description of the tunnel shape.

Tunnel Shape Number Description of the Tunnel Shape

1
Arch-like. The bottom width changes linearly from 18 m to 15 m, the tunnel height changes linearly
from 21 m to 25 m, and the radius of the circular arc at the top of the tunnel changes linearly from 9 m
to 7.5 m.

2 Arch-like. The bottom width is 16 m, the tunnel height is 17 m, and the tunnel top arc radius is 10.5 m.

3
Arch-like. The bottom width changes linearly from 16 m to 18 m, the tunnel height changes linearly
from 17 m to 20 m, and the radius of the circular arc at the top of the tunnel changes linearly from
10.5 m to 11.25 m.

4
Arch-like. The bottom width is 18 m, the tunnel height is 20 m, and the circular radius of the top of
the tunnel is 11.25 m.

2.2. Mathematical Model

In recent work, the virtual slit method was mainly used to calculate the alternating
full flow. According to the Preissmann model [17], a virtual slot on the top of the pipe
or tunnel is assumed, and the slot will slightly influence the tunnel cross-section area A.
The wave velocity of the free surface flow c is determined by c =

√
gA/B, where B is the

surface width and g is gravity. Then, the wave velocity of the pressurized flow a can be
chosen as a = c. This is a way to simulate the pressurized flow by modifying the free surface
wave velocity. Then, the free surface flow and the pressurized flow can be described by the
same partial equations [28] as follows:

g
∂h

∂x
+ v

∂v

∂x
+

∂v

∂t
= g(i − J f ) (1)

v
∂h

∂x
+

∂h

∂t
+

a2

g

∂v

∂x
= 0 (2)

where h is the flow depth, v is the flow velocity, i is the tunnel slope, and Jf is the slope of
the energy grade line.

2.3. Characteristic Implicit Method

With the rapid increase of the wave velocity c, the numerical calculation would be
difficult to converge when the interface of the free surface flow and the pressurized flow
passes the computational nodes. In the present work, the characteristic implicit method
provides a differencing scheme with good stability and high accuracy to solve the mixed
free-surface-pressurized flow. Since the system made up of the continuity and momentum
equations is a hyperbolic system, upwind differencing can avoid nonphysical oscillations,
and the implicit scheme is used for stability and accuracy.

To transform Equations (1) and (2) into the norm forms of the hyperbolic system and
to replace v with Q/A, where Q is the volume flow, Equations (3) and (4) are derived
as follows:

Bc−(
∂h

∂t
+ c+

∂h

∂x
)− (

∂Q

∂t
+ c+

∂Q

∂x
) = f (3)

Bc+(
∂h

∂t
+ c−

∂h

∂x
)− (

∂Q

∂t
+ c−

∂Q

∂x
) = f (4)
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where c± = Q
A ±

√
gA/B, f = −gA(i − J f ), J f =

n2Q2

A2R4/3 , and R is the hydraulic diameter.
Equations (3) and (4) are differenced at the point of (m, n) by using the differencing scheme
as follows. The forward differencing in time is found by

∂Q

∂t
=

Qn+1
m − Qn

m

∆t

∂h

∂t
=

hn+1
m − hn

m

∆t

(5)

For the upwind differencing in space, Equation (3) is differenced along the c+ line:

∂Q

∂x
=

Qn+1
m − Qn+1

m−1

∆x

∂h

∂x
=

hn+1
m − hn+1

m−1

∆x
(6)

Equation (4) is differenced along the c− line:

∂Q

∂x
=

Qn+1
m+1 − Qn+1

m

∆x

∂h

∂x
=

hn+1
m+1 − hn+1

m

∆x
(7)

The substitution of Equations (5) and (6) into Equation (3), as well as the substitution
of Equations (5) and (7) into Equation (4), lead to the system in Equation (8):

{
a1hn+1

m−1 + b1Qn+1
m−1 + c1hn+1

m + d1Qn+1
m = e1

a2hn+1
m + b2Qn+1

m + c2hn+1
m+1 + d2Qn+1

m+1 = e2
(8)

where a1 = − Bn
mc−c+∆t

∆x , b1 = c+∆t
∆x , c1 = Bn

mc− − a1, and d1 = −(1 + b1). Additionally,

e1 = Bn
mc−hn

m − Qn
m + ∆t f , a2 = Bn

mc+ + a1,

b2 = −(1 − c−∆t

∆x
), c2 = −a1,

d2 = −(1 + b2), e2 = Bn
mc+hn

m − Qn
m + ∆t f ,
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Qn

m

An
m
±
√

gAn
m

Bn
m

,

f = −gAn+1
m (in+1

m − n2Q|Q|
A2R4/3
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n+1

m

)

Equation (8) is constituted by a set of two nonlinear algebraic equations with six
independent unknowns, two of which are the same in any two neighboring nodes, and a
similar pair of equations are written for each of the M-2 internal points in the tunnel. Thus,
there are two M-2 equations in 2 M unknowns. Equation (8) can provide one equation for
each boundary point. The boundary condition at the end of the tunnel can provide two
additional equations, so a unique solution can be obtained. In this paper, the new method
is named the characteristic implicit method with first-order accuracy. By using the friction
term and gravity term of the n + 1 time step, the computation precision and stability can
be improved.

2.4. Experimental Validation

The purpose of this experiment was to verify the correctness of the characteristic
implicit method for solving the mixed free-surface-pressurized flow. In this experimental
model, the diversion system and tailwater system adopted the diversion mode that one
tunnel distributed one machine. The tailrace adopted the four-in-one arrangement scheme,
in which four branch tunnels converged to one main tunnel. Figure 2 shows the diagram
and experimental rig of the tailrace tunnel.
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(a) (b) 

λ

Figure 2. The diagram (a) and experimental rig (b) of the tailrace tunnel.

The experimental tunnel was a model with a proportion scale λL = 30, according to
the gravity similarity principle [29]. The prototype of the tailrace runner was the concrete
surface, and its relative roughness was 0.014. According to the scale of relative roughness,
the relative roughness of the model material was 0.0079, while the relative roughness of
the plexiglass pipe was also 0.0079, so the tailrace channel model was made of plexiglass
could meet the requirement.

The model structure and schematic diagram of the monitoring points on the main
tailrace tunnel are shown in Figure 2a, in which the tailrace of the power station was
connected with a large tailwater pond. The reason for this was that the tailrace of the
prototype power station flowed into the natural river channel, and the tailrace water level
of the power station was determined by the discharge flow of the discharge structure
and the discharge flow of the power station. The discharge flow of the power station
was relatively low, and the tailrace water level of the power station was relatively stable
in the transient process. In the present experiment, the discharge flow was only from
the power station, so it was necessary to manually adjust the actual tailrace level. In the
unsteady experiment, a relatively stable boundary condition of downstream tailrace could
be obtained by connecting a large pool with the model tailrace and adopting a wide weir
at the pool end.

In the present experiment, the flow rate was measured by the rectangular, thin-walled
weir, and the zero reading of the thin-walled weir was calibrated before the experiment.
The water depth at each point of the main tunnel was measured by the pulsating pressure
sensor. The pulsating pressure sensor was connected with the computer through a DJ800
multifunctional monitor to form a data acquisition and processing system. The system was
used to measure the fluctuation of the water depth at various points in the tailrace system.
To observe the obvious mixed free-surface-pressurized flow in the main tailrace tunnel,
the downstream water level was set to 0.807 m. Under this condition, the first half of the
tailrace was the pressurized flow, and the second half of the tailrace was the free surface
flow. The discharge was calculated to be 0.066279 m3/s, according to the Rehbock weir
formula [30]. When the butterfly valves at the inlets of four branch tunnels were suddenly
closed, the phenomenon of mixed free-surface-pressurized flow in the main tailrace tunnel
could be observed.

The flow rate condition was given at the upstream, and the flow rate of the four
adits was assumed to be the same at 0.016570 m3/s. When the butterfly valve quickly
closed, the flow rate became zero in a short time, and the variation of the flow rate was
recorded. Although the downstream was a large pool, there were still small fluctuations in
the water level, which were recorded and input into the calculation. Figure 3a–h shows
the comparison curves of the water depth in the experiment and calculations. The results
show that the water levels of the time domain agreed well between the experiment and
calculations. The frequency results of the experiment and calculations also coincided well,
and the dominant frequencies were both 0.1 Hz. It can be seen that the calculation results
and the experimental results were consistent, and the change period of the water depth
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was nearly the same. The water level at point 1 exceeded the tunnel’s top, so the flow in the
transient process was pressurized. The water level at point 4 was below the tunnel top, so
the flow in the transient process was a free surface flow. In the transient process, the water
level at the second and third points would be below or exceed the tunnel’s top, so the mixed
free-surface-pressurized flow would occur. This is consistent with the experimental results
that the separation interface between pressurized flow and free surface flow appeared near
point 3 under the initial water level of 0.807 m.

Figure 3e shows that when the water surface reached the tunnel’s top at point 3, the
free surface flow became the pressurized flow. The curve of the experimental results shows
a large pressure fluctuation at this time, which agrees well with the calculated results. Due
to the pressure fluctuation at measuring point 3, the pressure fluctuation also appeared at
points 1 and 2. Therefore, the calculation model could accurately predict the interface of
the free surface flow and the pressurized flow.

  
(a) (b) 

  
(c) (d) 

Figure 3. Cont.
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(e) (f) 

  
(g) (h) 

Figure 3. The curve of the stage (pressure) in the tailrace tunnel, shown for (a) the time domain of point 1, (b) frequency
domain of point 1, (c) time domain of point 2, (d) frequency domain of point 2, (e) time domain of point 3, (f) frequency
domain of point 3, (g) time domain of point 4, and (h) frequency domain of point 4.

3. Analysis of Influencing Factors for the Mixed Free-Surface-Pressurized Flow

Many factors can affect the occurrence and development of mixed free-surface-
pressurized flow, which are important for the construction design of hydraulic engineering
and the operation of hydraulic machinery.

3.1. Influence of the Tunnel Relative Roughness

When the mixed free-surface-pressurized flow occurs in the tailrace tunnel, the wave
velocity at the interface between the free surface flow and the pressurized flow will change
suddenly and cause great pressure fluctuation. According to Equations (3) and (4), the
surface relative roughness of the tunnel wall will affect the amplitude of the pressure
fluctuation.

Tunnels with the relative roughness of 0.010/0.012/0.014/0.016/0.018 were selected
to calculate the influence of the tunnel surface relative roughness on the mixed free-surface-
pressurized flow. The maximum pressure in the tunnel with different relative roughnesses
was calculated and shown in Table 3, and the results show that the maximum pressure
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in the tunnel decreased with the increase of the tunnel’s relative roughness. This means
that increasing the relative roughness of the tunnel surface could suppress the maximum
pressure in the tunnel. The reason for this is that the increasing relative roughness will
increase the hydraulic loss, which makes the maximum pressure lower. When the surface
relative roughness increased from 0.010 to 0.018, the maximum pressure of the tunnel could
decrease by 4.33%. However, increasing the relative roughness of the tunnel surface would
reduce the power generation efficiency of the hydropower station. Therefore, a relative
roughness of 0.014 is recommended upon consideration of the balance of economy and
construction.

Table 3. Maximum pressure in the tailrace tunnel with different relative roughnesses.

Tunnel Relative Roughness Maximum Pressure (mH2O)

0.010 155.904
0.012 154.322
0.014 152.785
0.016 151.185
0.018 149.146

3.2. Influence of Vent Position

The vent can greatly discharge pressure when the mixed free-surface-pressurized flow
appears. To study the effect of vent holes at different positions on the maximum pressure in
the tunnel, the water level of the tailrace tunnel under the mixed free-surface-pressurized
flow was calculated, as is shown in Figure 4. The diameter of the vent hole was set as
D = 10 m in the calculation. In Figure 4, the red line represents the water level in the
tunnel when the mixed free-surface-pressurized flow occurred, the blue line represents the
tunnel’s top, and the black line represents the tunnel’s bottom.

  

(a) (b) 

Figure 4. Cont.
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(c) (d) 

  

(e) (f) 

  

(g) (h) 

Figure 4. Cont.
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(i) 

Figure 4. Water level with a vent at different positions: (a) 6.25%L, (b) 18.75%L, (c) 31.25%L, (d) 43.75%L, (e) 56.25%L, (f)
68.75%L, (g) 81.25%L, (h) 93.75%L, and (i) no vent.

For the no vent scenario, the maximum value of the pressure in the tunnel was
152.785 mH2O. For the different vent positions of 6.25%L, 18.75%L, 31.25%L, 43.75%L,
56.25%L, 68.75%L, 81.25%L, and 93.75%L, the maximum values of the pressure in tun-
nel were 151.493 mH2O, 144.734 mH2O, 134.734 mH2O, 120.974 mH2O, 104.851 mH2O,
86.844 mH2O, 66.124 mH2O, and 77.665 mH2O, respectively. It can be seen that the vent at
81.25%L had the best suppression effect on the maximum pressure in the tunnel, and the
corresponding maximum pressure was 66.124 mH2O with a decrease of 56.72%. When the
free surface flow turned into the pressurized flow, the wave velocity increased instanta-
neously, which caused a rapid increase of the pressure fluctuation in the tunnel. On the
one hand, according to the design manual of the hydropower station, the wave velocity of
the tailwater tunnel of the prototype power station was 1160 m/s under the pressurized
flow. On the other hand, the vents in the tunnel could be thought of as small open channels,
and the wave velocity in the vent could be calculated to be about 19 m/s by the wave
velocity formula. Therefore, the maximum values of the pressure in tunnel 4 could be
greatly reduced by setting proper vent positions. This method can be an alternative with
the surge shafts to guarantee the stable operation of the hydropower station.

3.3. Influence of the Vent Diameter

According to the formula of the wave velocity for the open channel, the wave ve-
locity decreased with the increase of the vent diameter. It can be inferred that the di-
ameter of the ventilation holes affected the maximum pressure inside the tunnel. Vent
holes with different diameters were set at 81.25%L, and the maximum pressure when the
mixed free-surface-pressurized flow occurred in the tunnel was calculated, as is shown in
Figure 5.

Three vent diameters of 5 m, 10 m, and 15 m were set to investigate the influence
of the vent diameter on the suppression effect on the maximum pressure in the tunnel.
The results show that the maximum pressure in the tunnel decreased with the increase of
the vent diameter. When the diameter of the vent hole increased from 5 m to 10 m and
15 m, the maximum values of the pressure in the tunnel were 68.541 mH2O, 66.124 mH2O,
and 66.026 mH2O, with a decrease of 3.53% and 3.67%, respectively. Therefore, further
increasing the diameter had a slight effect on the maximum pressure suppression.
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(a) (b) 

 

 

(c)  

Figure 5. Water level with different vent diameters: (a) vent diameter of 5 m, (b) vent diameter of 10 m, and (c) vent
diameter of 15 m.

3.4. Influence of the Vent Number

A vent can effectively reduce the maximum pressure in the tunnel, so the influence of
the vent number should be further investigated. Because the vent position at 93.75%L could
effectively suppress the maximum pressure at the upstream of the tunnel, the first vent
position was set at 93.75%L. Then, the second or third vent was set at different positions,
and five cases with different vent numbers and corresponding positions were determined,
as is shown in Table 4.

Table 4. Maximum pressure in the tailrace tunnel with different numbers of vents.

Items Number of Vents Vent Positions Maximum Pressure (mH2O)

Case 1 2 93.75%L 43.75%L 62.517
Case 2 2 93.75%L 56.25%L 56.006
Case 3 2 93.75%L 68.75%L 56.345
Case 4 2 93.75%L 81.25%L 61.087

Case 5 3
93.75%L 68.75%L

43.75%L
55.398

Figure 6 shows the maximum pressure of the mixed free-surface-pressurized flow
in the tunnel with vents. The results show that the maximum pressure in the tunnel was
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56.006 mH2O for vent positions at 93.75%L and 56.25%L, which was reduced by 15.30% in
comparison with the single-vent case. For the three vent positions at 93.75%L, 68.75%L,
and 43.75%L, the maximum pressure in the tunnel was 55.398 mH2O, which was reduced
by 16.22% in comparison with the single-vent case. It can be concluded that increasing the
vent number can strengthen the suppression effect on the maximum pressure; however,
more vents may influence the safety of the tunnel structure.

  

(a) (b) 

  

(c) (d) 

 

 

(e)  

Figure 6. Water level with different numbers of vents: (a) 93.75%L/43.75%L, (b) 93.75%L/56.25%L, (c) 93.75%L/68.75%L,
(d) 93.75%L/81.25%L, and (e) 93.75%L/68.75%L/43.75%L.
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4. Conclusions

In the present work, the characteristic implicit method was used to investigate the
mixed free-surface-pressurized flow in the tailrace tunnels of a hydropower station, and
the main conclusions are as follows:

1. Based on the upwind differencing and implicit finite difference scheme, the character-
istic implicit method can detect and simulate the mixed free-surface-pressurized flow,
which has good calculation stability. The experiment agreed well with the calculated
results and validated the accuracy of the characteristic implicit method;

2. The relative roughness of the tailrace tunnel influences the maximum pressure in the
tailrace tunnel, and the maximum pressure decreases with the increase of the tunnel’s
relative roughness when the mixed free-surface-pressurized flow occurs;

3. Setting vent holes in the flat-topped tunnel section can restrain the maximum pressure
caused by the mixed free-surface-pressurized flow in the tunnel, and a vent hole at
81.25%L can reduce the maximum pressure by 56.72%;

4. When the diameter of the vent hole is in the range of 5~15 m, the maximum pressure
in the tunnel decreases with the increase of the ventilation hole diameter;

5. By increasing the number of ventilation holes in the flat-topped tunnel section,
the maximum pressure in the tunnel can be reduced when the mixed free-surface-
pressurized flow occurs. An optimal set of two ventilation holes at 93.75%L and
56.25%L was proposed, which could reduce the maximum pressure by 15.30%. Mean-
while, when considering the suppression effect and tunnel safety, an optimal hole
diameter of 10 m is recommended.
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Abstract: Discharge water from fish farms is a clean, renewable, and abundant energy source that has
been used to obtain renewable energy via small hydropower plants. Small hydropower plants may
be installed at offshore fish farms where suitable water is obtained throughout the year. It is necessary
to meet the challenges of developing small hydropower systems, including sustainability and turbine
efficiency. The main objective of this study was to investigate the possibility of constructing a small
hydropower plant and develop 100 kW class propeller-type turbines in a fish farm with a permanent
magnet synchronous generator (PMSG). The turbine was optimized using a computer simulation,
and an experiment was conducted to obtain performance data. Simulation results were then validated
with experimental results. Results revealed that streamlining the designed shape of the guide vane
reduced the flow separation and improved the efficiency of the turbine. Optimizing the shape of the
runner vane decreased the flow rate, reducing the water power and increasing the efficiency by about
5.57%. Also, results revealed that tubular or cross-flow turbines could be suitable for use in fish farm
power plants, and the generator used should be waterproofed to avoid exposure to seawater.

Keywords: small hydropower; tubular turbine; fish farm; computational fluid dynamics; perfor-
mance test; design factors; optimum model

1. Introduction

Hydropower is expected to remain the world’s largest source of renewable electricity
and to play a critical role in decarbonizing the power system and improving system
flexibility. In 2016, world hydropower installed capacity was 1064 GW, and annual power
generation was 3940 TWh [1]. Hydropower generation has been declining in Southeast Asia
and the Americas due to continued drought caused by climate change. However, demand
for hydroelectric power generation is increasing to cope with the increasing proportion of
renewable energy and to adapt to increasing power demands from industrialization and
the climate change crisis [2]. The hydropower industry is improving its efficiency, output,
and system resilience through modernization, improving old facilities and renovating
and expanding existing facilities [3,4]. Small scale hydropower development is being
studied worldwide to improve technology to make it more reliable and economically
efficient, which is necessary due to climate change, high oil prices, and environmental
problems [2]. In addition, domestic small hydroelectric power generation technologies
are being localized due to new and renewable energy certificates (RECs) and the sale of
electric power in domestic institutions and corporations; a continuous decrease in the
development unit price has also been affected by small and medium enterprises [3,5,6].
Therefore, particular attention should be paid to small scale hydropower plants operating
in low head conditions [7,8], the significant possibility of which is still not fully identified.
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Small hydropower (SHP) has been used to produce renewable, clean, and abundant
energy [9]. In a study of SHP, Ma et al. conducted a study on runners to develop general
purpose 2.5 kW micro-water vehicles [10]. Borkowski et al. validated computational
fluid dynamics (CFD) on SHP with electrical generator integrated with experiments, and
the main results were the mechanical power losses in the hydro-set gap and selection of
suitable turbulence model [11]. Huidong et al. conducted a study on the possibility of
replacing composite runner blades and mechanical stainless steel runner blades as a way
to increase the economics of SHP in stream sites [12]. Wen-Quan et al. investigated the
development of water turbines available in rivers through computational fluid dynam-
ics [13]. Punys et al. [14], reviewed small scale hydropower resource assessment for the
development of small hydropower plants using sophisticated software tools.

However, it represents only around 1.5% of the world’s total installed electricity
capacity, 4.5% of its total renewable energy capacity, and 7.5% (<10 MW) of its total
hydropower capacity [15,16]. Currently, there are few possibilities to develop and construct
small hydropower plants [17].

In Korea, fish farms operate approximately 600 units from the southern area, which
is at 350 units, and Jeju Island, which is at 250 units. Fish farms are environmentally
friendly, pollution-free, low cost, and guarantee the income of fishing villages. A small
hydropower plant that produces from 20–500 kW can utilize surplus recirculated water
from fish farms [18–20]. Propeller-type tubular turbines could be suitable for use in fish
farm hydropower plants [21]. Propeller turbines have a simple structure and a fixed blade,
the cost is relatively lower than that of the Kaplan turbine, and they have a high likelihood
of successful use in small hydropower plants [22–25]. Li et al. [26], analyzed hydraulic
performance according to the operating conditions of turbines through numerical analysis
and studied the effects of the opening angle of the guide vanes.

CFD has been applied to the design of hydro turbines and can be used in numerical
simulation to obtain hydraulic performance. Vu et al. [27] studied a Pico propeller hydro
turbine using the old runner model and improved the performance of the turbine using
CFD. Park et al. [28] studied the flow analysis of 30 kW gate turbines using a permanent
magnetic generator as well as the dynamic behavior of the flow stability of operating con-
ditions. Nasir, B. A. [29] was focused on the selection of suitable micro-scale hydropower
plant components. In [30], the authors focused on preliminary studies of economic feasi-
bility, the design of civil works, and the selection of electro mechanical components, and
developed a 15 kW micro-scale hydropower plant for rural electrification. In [31], the
authors investigated four different propeller turbine models with head ranges of 4–9 m
and generated an efficiency of 68%. The efficiency of small hydropower plants is generally
in the range of 60–80% [27]. In [32], the authors studied the fish passage experience and
passage facilities, especially how fish friendly they were, at a small scale hydropower plant.
However, the study did not show design and performance improvements in a micro-scale
hydropower plant using seawater from a fish farm.

Therefore, this study has especially focused on the applicability of a 100 kW class small
propeller-type turbine (with an annular permanent magnetic generator). It is intended
to serve as a reference for researchers who want to approach this field in the future
by conducting prior research on the development of SHP available in Korea’s marine
characteristics, such as fish farms, through computational fluid dynamics and certificated
field tests. In addition, we intend to provide basic data on the possibility of hydrodynamic
characteristic changes due to simple feature changes in draft tubes, guide vanes, and runner
vanes, which are important components of SHP.

2. Hydropower Turbine Design

2.1. Fish Farm Facilities

In fish farm facilities, seawater is supplied through the water supply system by a
pipeline 20–30 m above sea level. The water is recirculated for use in the fish farm and
finally discharged through the discharge channel into the sea. Fish farm facilities are shown
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in Figure 1. The plan was to install the hydropower plant on a shared water surface along
the coast. Therefore, data regarding sea level and tide observations was important for the
development of the fish farm. Figure 2 illustrates the monthly average tide levels in the
southern sea off the coast of Korea [33].

Figure 1. Fish farm facilities: (a) water supply system; (b) discharge water system; (c) fish farm.

Figure 2. Monthly average tidal status, Southern sea, Korea.
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2.2. Hydroturbine Design

A horizontal propeller type tubular turbine was designed with nine fixed guide vanes,
which were attached via a guide vane casing. Runner blades were directly attached to the
end of the permanent magnet synchronous generator (PMSG) [34], and an s-shaped draft
tube, which was chosen to ensure maximum recovery with minimum loss. The generator
was designed to be installed on a shared seawater surface. The fish farm hydropower
plant layout was chosen for its low head and flow rate, compact and simple mechanism,
low maintenance needs, and environmental friendliness. Table 1 shows the major design
parameters of the tubular turbine. When the one dimensional (1–D) design of the turbine
was considered, specific speed (NS) was a meaningful parameter for identical geometric
proportions if the sizes and speeds were different. The specific speed was expressed
as follows:

NS = N

√
P

H5/4 (1)

where N is the turbine rotational speed in rpm, H is the net head in m, and P is the turbine
power in kW. The choice of the blade rotational speed depends on the generator and the
type of the drive used [35–37].

Table 1. Design specifications of the tubular turbine.

Description Dimension

Theoretical head (m) 15.00
Flow rate (m3/s) 1.13
Max. power (kW) 100

Rotational speed (rpm) 850
Runner blade 4
Guide vane 9

We considered two rotational speeds in this study, 600 rpm and 900 rpm. The turbine
selection was referenced from the H–NS chart [37]. The chart shows that at 600 and 900
rpm, the specific speeds were 230 and 345 respectively. The diameter of the turbine is
calculated as follows:

D =
60ku

√
2gH

πN
(2)

where, ku is the non-dimensional blade velocity, and the value is 1.5~2 [35]. The main
specifications of the turbine runner blade are shown in Table 2. The hub ratio was 0.5. The
block diagram of the design process for the new propeller turbine model has been shown
in Figure 3. The turbine design process used a trial and error-based algorithm with several
times numerical analyses for optimum geometry [35].

Table 2. Main design parameters of the turbine blade.

Description Dimension

Runner blade diameter (m) 0.50
Runner blade 4

Hub diameter (m) 0.25
Hub ratio 0.50
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Figure 3. Block diagram of the design process for the hydraulic turbine.

3. Methodology

The installation location of the small hydropower plant was the southern area of Korea.
This fish farm was equipped with a water pump supply system. Seawater is recirculated
into the fish farm and discharged through the discharge water channel. The installation
facilities were designed to be installed in a shared water surface without a building, that is,
they were environmentally friendly. A schematic installation diagram of the marine small
hydropower plant has been shown in Figure 4.

Figure 4. Schematic installation diagram of an offshore small hydropower plant.

3.1. Numerical Method

3.1.1. Geometrical Model and Meshing

The three dimensional (3D) geometry of the horizontal prototype propeller type
tubular turbine was selected to analyze the flow characteristics as shown in Figure 5. The
3D turbine model was meshed by ANSYS ICEM-CFX (16.2) software (16.2, ANSYS Inc.,
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Canonsburg, PA, USA, 2016) The flexibility of the complex design of the hydraulic turbine
allowed the unstructured prism tetrahedral grid system to be employed to make the grid.
Overall, meshing grids comprised 1,192,047 nodes and 4,302,575 elements. Unstructured
tetra-prim meshing grids have been shown in Figure 6. To precisely simulate the flow in a
whole turbine channel, further grid refinement is required. However, the grid cannot be
too large, which is needed for a comparatively fine grid, as numerical simulations lead
to a considerable amount of computational data. To reduce the influence of grid number
on computational results, a grid dependency study at the rated head (15 m) operating
condition (GV 60◦ and RV 24◦) was conducted. This showed that the efficiency deviation
was less than 1% [38,39], as shown in Figure 7. The grid independency test was carried out
based on the grid convergence index (GCI) method [40–42]. With this, the approximate
and extrapolated relative errors can be written as:

εa =

∣∣∣∣
εnew − εold

εnew

∣∣∣∣× 100% (3)

The grid convergence index can be calculated as

GCI =
1.25 × εa

r2 − 1
(4)

where εa is the relative error and r is the mesh ratio.

Figure 5. Three dimensional (3D) geometry of a propeller type turbine: (a) turbine; (b) generator, runner, and guide vane;
(c) dimension of runner.
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Figure 6. Unstructured prism grids: (a) inlet pipe and generator; (b) guide vane; (c) runner;
(d) draft tube.
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Figure 7. Grid independency test of the tubular turbine (vertical dotted line represents the used grid).

The cells’ finite volume approaches near the wall boundary are irregular, potentially
requiring a special procedure. First, prisms create a layer near the wall of regular prisms
and then mesh the remaining volume with tetrahedrons [39,43]. This grid approach
improves the near walls and provides better solutions and convergence of computational
methods [43].

The mesh quality of the tubular turbine is shown in Table 3. The estimated numerical
uncertainties in the hydraulic turbine are shown in the Table 4. From the table, the 1,192,047
grid density showed higher efficiency with lower uncertainties compared to the other
grid density. Therefore, 1,192,047 grid densities were selected as the final grid scheme for
numerical computation. The Y+ contour of the runner and hub has been shown in Figure 8.

Table 3. Grid quality of the tubular turbine.

Description Elements Nodes Min. Y+ Max. Y+

Inlet pipe 1,089,171 299,348 2.60 64.85
Guide vane 562,824 152,061 1.41 360.67

Runner 1,583,989 453,384 1.25 343.16
Draft tube 1,066,591 287,254 1.33 85.19

Total 4,302,575 1,192,047

Figure 8. Y+ contour of the runner.
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Table 4. Grid convergence uncertainties in the numerical solutions.

No. Nodes Grid Ratio, r Efficiency (%) Error, εa GCI

1 912097 1.31 77.74 0.90043 1.5896
2 1192047 1.21 78.44 0.42070 1.1502
3 1438976 1.07 78.11 0.38407 3.0851
4 1546893 1.13 78.41 0.71419 3.3582
5 1740401 0.90 77.85 0.15414 1.0281

3.1.2. Governing Equations

Numerical analysis of the fluid flow was based on continuity and momentum equa-
tions [44,45], which are expressed as:

∂ui

∂xi
= 0 (5)

ρ

(
∂ui

∂t
+ uj

∂ui

∂xj

)
= − ∂p

∂xi
+

∂

∂xj

(
µ

∂ui

∂xj
− ρu′

iu
′
j

)
(6)

where ρ and µ are density and dynamic viscosity respectively, p is the pressure scalar, and
−ρu′

iu
′
j is the apparent turbulent stress tensor.

For numerical simulation, the tubular turbine domain was considered a steady-state,
incompressible flow. The flow through the tubular turbine was simulated with the com-
mercial code ANSYS-CFX (16.2) based on finite volume methods (FVM) [44]. The runner
domain was rotating on the z-axis at a given rotating speed of 850 rpm, and the inlet pipe,
generator, guide vane, and draft tube were a stationary domain.

Figure 9 shows the tubular turbine domain for the computer simulation. All boundary
conditions were assumed as smooth walls with no-slip, and automatic wall functions
were considered in the near wall region. Moreover, regular smooth wall functions were
used, so that at a non-dimensional distance from the walls Y+ the first grids were placed.
Near a no-slip wall, there are negative gradients in dependent variables, according to
conventional theory. Also, the viscous effects on transport processes are relatively high;
these measurements are spread across the wall-adjacent viscosity-affected sublayer. Com-
puter performances and ability demands are greater than those of the wall function, and
a certain strong computational resolution in the near-wall area can be taken care of to
understand the rapid difference in variables [44]. An automated wall treatment mechanism
has been developed by ANSYS-CFX to minimize the resolution requirements, allowing a
gradual switch between wall functions and low-Reynolds number grids, without loss of
precision [44]. The well-accepted way to account for wall effects is through wall functions.
In CFX, an automatic near-wall treatment feature was reported in the near-wall region for
k-ω–based models (including the SST model) [44,45].

Figure 9. Prototype turbine domain for computational analysis.
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The static pressure boundary conditions were imposed on the inlet and outlet of
1.47 bar and −0.0245 bar. A frozen rotor was applied to couple the rotation and stationary
domain. Menter’s shear stress transport (SST) k-ω turbulence model [46,47] was used to
solve the turbulence phenomena of the fluid. Also, the SST model accounts give highly
accurate predictions of the onset and the amount of flow separation under adverse pressure
gradients [46]. Advection term dealt with high-resolution discretization scheme, and the
first-order upwind difference was used to solve the turbulence numeric. The residual value
was 1 × 10−5 controlled by convergence criteria.

3.2. Experimental Method

The performance of the manufactured water turbine was measured in the field. Ex-
perimental measurements and calibrations were taken using the IEC-60193 procedure and
guidelines [48]. The inlet pipe diameter was 925 mm. A pressure gauge at a range of 0~1
MPa was installed and located at the turbine upstream. Flow rates were measured by
the differential pressure sensors located near the generator. The flow rate was measured
based on the pressure differential chart provided by Korea Testing Certification (KTC). The
experiment was carried out three times at 30 min intervals. The combined standard uncer-
tainty in the hydraulic turbine is the effect of the standard uncertainty of the independent
variable on the uncertainty of the flow rate. Unfortunately, only three measurement data
for the degree of freedom (DoF) could not illustrate the 95% confidence limit and error
propagation from the result (Table 5) [39]. Figure 10 illustrates the experimental layout and
devices of the small hydropower plant at the fish farm.

Table 5. Comparison of experimental and simulation test results of the tubular turbine.

Description Rotational Speed (rpm) Head (m) Flow Rate (m3/s) Power (kW) Efficiency (%)

Experimental 496 13.00 0.95 98.70 79.90
Simulation 500 12.97 0.97 91.45 73.43
Error (%) 0.806 0.231 2.105 7.345 8.097

Figure 10. Experimental layout and devices: (a) pressure and temperature sensor; (b) offshore small hydro power plant.

4. Results and Discussion

4.1. Validation of Numerical Results

Numerical simulations were validated with experimental data. Table 5 illustrates CFD
performance and experimental results for the tubular turbine. As shown in Table 6, the
average deviation of the head was 0.231%, and the flow rate deviation was only 2.105% at
a rotational speed of 496 rpm [39,49]. The power output and efficiency of the turbine were
different due to the different runner vane openings in the experiment and simulation. The
power and efficiency of the measuring procedure were different due to the different runner

122



Processes 2021, 9, 266

vane angles in the experiment and simulation. Also, in simulation, we did not take into
account the bearing and generator loss. In a hydraulic system, the three kinds of losses are
hydraulic loss, shaft loss, and generator or bearing loss. However, in the simulation, we
only considered the hydraulic part, as shown in Figure 11, that included hydraulic and shaft
losses. Also, different runner vane openings were used in the simulation because when
it created the exact opening angle, the runner blades were crossed the interface between
the guide vane outlet and runner vane inlet. If it could happen in the computer-aided
design (CAD) model, the simulation would not run by the ANSYS-CFX solver. Therefore,
we solved this issue as much by opening the runner vane angle which was closed to the
experimental vane opening. When the runner vane opening angle was 24◦, and the guide
vane opening angle was 60◦, the power output was 97.13 kW. As the opening angle of the
runner vane decreased, efficiency increased, but flow rate and power decreased. When
the opening angle of the guide vane angle was 40◦, and the opening angle of the runner
vane was 19◦; maximum power output (128.78 kW) was possible under a flow condition
of 1.13 m3/s. Further review of this part is needed. With an efficiency of 79.90% in close
proximity, the runner vane angle was between 26◦ and 28◦. However, power and flow
decreased. A field performance test was conducted under the environmental conditions
of 1024 kg/m3, a working dry temperature of 26 ◦C, a relative humidity of 74%, and an
atmospheric pressure of 101 kPa. Turbine output obtained from the field performance test
was 98.7 kW, and the overall efficiency of the hydraulic turbine was 79.90%, which was
3.9% higher than the guaranteed efficiency of 76%. The turbine efficiency curve is shown
in Figure 12 as a comparison between the expected efficiency of the computer simulation
and the efficiency obtained from the field performance test.

Table 6. Performance according to guide vane shape (H = 14.84 m).

Description
Runner Vane

Angle (◦)
Guide Vane

Angle (◦)
Flow Rate (m3/s) Power (kW) Efficiency (%)

Short chord 19 40 1.127 126.84 77.13
Long chord 19 40 1.091 123.47 77.69

Figure 11. Different losses in the hydraulic turbine (Pw = hydraulic power, Ps = shaft power, and
PG = generator power).
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Figure 12. Comparison of turbine efficiency across various runner vane opening angles.

4.2. Performance Characteristics

Computer simulations were conducted at different flow rates by changing the guide
vane and runner vane opening angles of the tubular turbine. Guide vane opening angles var-
ied from 40◦~60◦, and runner vane opening angles varied from 14◦~24◦. Figures 13 and 14
show the efficiency, flow rate, and power performance characteristics of the tubular tur-
bine with different runner vane and guide vane opening angles. In the graph, maximum
efficiency was 81.67%, and power output was 101.54 kW at a flow rate of 0.854 m3/s. In
this case, the runner vane opening angle was 14◦, and the guide vane opening angle was
50◦. As the runner vane angle increased, the flow rate increased linearly, and the power
increased sharply as shown in Figure 14. Also, when runner vane and guide vane angles
varied to maximum (fully open, Figures 13 and 14), efficiency was low (67.13%), and power
was 97.13 kW at a flow rate of 0.994 m3/s.

Figure 13. Efficiency changes according to runner vane and guide vane opening angles.
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Figure 14. Flow rates, power versus runner vane, and guide vane opening angles.

The rated flow rate was found when the runner vane opening angle was 19◦, and the
guide vane opening angle was 40◦. In this case, efficiency was found to be 78.44%, and
power output was 128.78 kW at a flow rate of 1.13 m3/s. Figure 15 shows the blade-to-
blade pressure and velocity (magnitude) distributions at a 0.5 span (non-dimensional blade
height = 0.5). In this figure, the dotted circle represents the leading edge and trailing edge
of the runner blade. The pressure was maximum, and the velocity was minimum at the
leading edge of the pressure side. Velocity was not distributed uniformly from the leading
edge to the trailing edge of the runner vane. Velocity decreased at the trailing edge of the
runner vane, and a small vortex formed in this region.

Figure 15. Blade-to-blade pressure and velocity contours (span = 0.5).

Figure 16 shows the velocity vector and streamlines of the blade-to-blade guide and
runner vane. The figure shows that the guide vane makes the flow pattern non-uniform
through the runner vane, and this phenomenon could not reach the desired value. A vortex
was also formed near the front of the guide vane and a recirculating flow occurred. Large
recirculation flow occurred near the hub of the runner outlet [49].
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Figure 16. Blade-to-blade velocity vector and velocity streamlines (span = 0.5).

4.3. Design Modification for Performance Improvement of Turbine

4.3.1. Shape of Guide Vanes

The performance of guide vanes with short and long chords was compared. Figure 17
shows the cross-section before and after the shape of the guide vane was changed. The
vane-to-vane streamlines distribution of guide vanes and runner vanes are shown in
Figure 18. In Figure 18, a vortex occurred at the leading edge of the guide vane in both
the short and long blade chords. When the blade chord was long, the pressure difference
between the leading edge and the trailing edge of the guide vane was large, but the size of
the recirculation area was slightly reduced. Additionally, velocity decreased slightly in the
leading edge of the guide vane.

Figure 17. Shapes of short and long guide vanes.

Table 6 shows performance characteristics according to guide vane shape. As the size
of the blade chord of the guide vane increased, flow rate decreased, as a result of reducing
the water power and shaft power and increasing the efficiency by 0.56%. Compared to
guide vanes with short chords, guide vanes with long blade chords had lower flow rates
due to the change in pressure distribution, even though the recirculation area was slightly
reduced. Figure 19 shows the turbine loss analysis. From a loss analysis point of view,
efficiency changed generally around 1–2% according to changes in the length of the guide
vane. Additionally, it was more important to change the shape of the runner vane than the
shape of the guide vane.
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Figure 18. Vane-to-vane velocity streamline distribution of guide vanes and runner vanes: (a) at
short chord; (b) at long chord.

Figure 19. Turbine loss analysis.

The optimum total efficiency depends on the design and operating conditions of
turbine, it is especially important to reduce the main losses which are divided the losses
into frictional and kinetic parts. Loss analysis states that loss due to runner is a mainly large
part of the number of losses and determines hydraulic overall efficiency [37,50]. Therefore,
it is necessary to first look at the efficiency changes caused by the change in runner shape
and analyze the effects of the closely related guide vane shape changes. From a loss analysis
point of view, efficiency changed generally around 1–2% according to changes in the length
of the guide vane. The flow rate into the runner is controlled by the shape of the guide
vanes. As a result, the velocity triangles in the runner will vary from section to section.
Thus, it was more important to change the shape of the runner vane than the shape of the
guide vane.

4.3.2. Guide Vanes Attached to the Generator Side

Figure 20 shows that the guide vane is attached to the generator side when the chord
is short. Figure 21 shows the vane-to-vane pressure and streamline distribution of the
guide vane and runner vane. Table 7 shows performance characteristics of the guide vane
attached to the generator side. Results showed that efficiency increased by 1.33% when
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guide vanes were attached to the generator side. However, a vortex flow occurred at the
front of the guide vane, and a large pressure drop appeared.

Figure 20. Guide vane attached to the generator side (short chord).

Figure 21. Vane-to-vane pressure and streamline distribution of guide vanes and runner vanes:
(a) pressure contours; (b) streamline contours.

Table 7. Performance of guide vane attached to the generator side (short chord, H = 14.84 m).

Description Runner Vane Angle (◦) Guide Vane Angle (◦) Flow Rate (m3/s) Power (kW) Efficiency (%)

Before attachment 19 40 1.127 126.84 77.13
After attachment 19 40 1.113 127.23 78.46

4.3.3. Streamlining the Shape of the Guide Vane

(1) In the case of a short cord
In this investigation, the shape of the guide vane was changed to a streamlined

shape. Figure 22 illustrates a cross-sectional view of the guide vane’s streamlined shape.
Figure 23 shows the vane-to-vane streamline distributions of guide vanes and runner vanes.
Changing the streamline shape of the guide vane improved its pressure distribution. As
shown in the streamline diagram (Figure 23), flow separation was also reduced due to
the streamlined shape around the front of the guide vane, improving the efficiency of the
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turbine. Table 8 shows performance characteristics of guide vanes with a streamlined shape
when the wing string was short. After guide vanes were streamlined, efficiency decreased,
and the rated flow rate was not reached. Changing the opening degrees of guide vanes
and runner vanes to bring out the rated flow increased efficiency by 0.21%. It was believed
that efficiency did not increase much, because the shape of the leading edge of the runner
vane was designed incorrectly.

Figure 22. Changing the shape of guide vanes with short chords to make them streamlined.

Figure 23. Vane-to-vane streamline distribution of guide vanes and runner vanes: (a) streamline
distribution before shape change; (b) streamline distribution after shape change.

Table 8. Performance characteristics according to guide vane shape (short chord, H = 14.84 m).

Description Runner Vane Angle (◦) Guide Vane Angle (◦) Flow Rate (m3/s) Power (kW) Efficiency (%)

Before change 19 40 1.113 127.23 78.46

After change

19 40 1.086 123.91 78.35
19 42 1.067 121.06 77.95
19 38 1.110 126.69 78.67
19 45 1.016 115.16 77.83
20 40 1.118 126.52 77.71
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(2) In the case of long chords
In this investigation, the long chord shape of the guide vane was chosen. Figure 24

shows the vane-to-vane pressure and streamlines distributions of guide vanes and runner
vanes. The flow separation was disappeared from the guide vane. Table 9 illustrates the
performance characteristics of streamlined guide vanes when the wing string was long. In
Table 9, efficiency changes were insignificant in the case of short and long chords.

Figure 24. Vane-to-vane pressure and streamline distribution of guide vanes and runner vanes when chords were long: (a)
pressure distribution; (b) streamline distribution.

Table 9. Performance characteristics according to guide vane shape (long chord, H = 14.84 m).

Description Runner Vane Angle (◦) Guide Vane Angle (◦) Flow Rate (m3/s) Power (kW) Efficiency (%)

Attached short chord 19 38 1.110 126.69 78.67

Attached long chord

19 40 1.011 114.57 77.84
19 38 1.043 118.80 78.24
20 40 1.040 117.78 77.58
20 45 0.966 107.44 76.38
22 40 1.104 124.22 77.78

4.3.4. Runner Vane Shape

The shape of the runner vane was changed as shown in Figure 25. Table 10 shows the
performance characteristics of different runner vane shapes. Flow rate decreased according
runner vane shape, reducing the water power and increasing the efficiency by about 5.57%.

Table 10. Performance characteristics according to runner vane shape (H = 14.84 m).

Description
Runner Vane

Angle (◦)
Guide Vane

Angle (◦)
Flow Rate (m3/s) Water Power (kW) Power (kW) Efficiency (%)

Compact shape 19 40 1.011 147.20 114.57 77.84

Expanded shape
19 40 0.966 140.55 116.53 82.91
24 40 1.101 159.96 133.43 83.41
24 38 1.131 164.50 135.37 82.31
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Figure 25. Changing the shape of the runner vane.

When the opening angle of the guide vane and runner vane was changed to reach
the rated flow rate (1.131 m3/s), efficiency increased by 4.47%. Figure 26 shows the vane-
to-vane pressure and streamline distribution of guide vanes and runner vanes. In the
figure, flow separation disappeared after changing the shape of the runner vane. Also,
performance characteristics of turbines with different shapes were compared. Figure 27
shows the efficiency and flow performance characteristics of guide vanes with different
opening degrees (GV-38◦ and GV-40◦). Results showed that efficiency was lower in short
guide vanes than in long guide vanes.

Figure 26. Pressure and streamline distribution between guide vanes and runner vanes: (a) pressure
contour after shape change; (b) streamline contour after shape change.
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Figure 27. Comparison of efficiency and flow rate according to guide vane opening (RV-19~24◦).

4.3.5. Rotational Speed

The performance characteristics of generators with different rotational speeds were
investigated. When the generator ran at 850 rpm, the tubular turbine would not oper-
ate functionally, and an increase in vibration could stop the hydroelectric power plant.
Therefore, a reduced rotational speed was considered to stabilize the turbine operation.
Table 11 shows the performance of runner vanes with different rotation speeds. In the table,
efficiency gradually decreased as rotational speed decreased. The flow rate and output also
decreased sharply. There was no major change in efficiency (only 0.86% difference) when
the rotation speed was 650 rpm.

Table 11. Performance characteristics according to runner vane rotation speed (H = 14.84 m, GV-40◦).

Rotational
Speed (rpm)

Runner Vane
Angle (◦)

Flow Rate
(m3/s)

Power (kW) Efficiency (%)

850 24 1.101 133.43 83.41
750 24 1.046 124.46 81.77
700 24 1.019 119.29 80.37
650 24 0.994 114.03 78.75
650 23 0.975 113.08 79.61
650 27 1.076 123.84 79.02

The effect of tidal level on the turbine was investigated. Figure 28 shows changes in
performance characteristics according to the rotational speed and tidal level (high and low
tide). At higher tides, the efficiency and flow rate of the turbine was slightly higher than at
low tides for different rotational speeds. There was a remarkable power output difference
between high and low tides (Figure 28c).
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Figure 28. Performance changes according to rotational speed and tidal level: (a) rotational speed versus flow rate;
(b) rotational speed versus efficiency; (c) rotational speed versus power.

4.3.6. Optimum Model

After changing the shape of the turbine draft tube, performance characteristics were
reviewed. Efficiency after the shape modification of the draft tube was 77.67%, which was
0.98% less than efficiency before modification. The influence of the shape of the draft tube
on efficiency was insignificant. Performance changes when the guide vane was changed to
short and long blade strings were examined. Vortex flow occurred at the leading edge of
the guide vane for both short and long blade strings. As flow rate decreased, the difference
in efficiency in the case of power was within the error range. Efficiency increased by 1.33%
when guide vanes were attached to the generator side. Streamlining the shape of the guide
vane improved the pressure distribution around it. Streamlining the shape around the
front side of the guide vane reduced flow separation and improved efficiency. Changing
the shape of the guide vane made the recirculation zone and flow separation disappear
when blade chords were both long and short. However, it was more important to change
the shape of the runner vane than the shape of the guide vane. Changing the runner vane
shape increased efficiency by 4.47%, and the rated flow rate emerged at a runner vane
opening angle of 24◦. When comparing the performance characteristics of runner vanes
with long and short chorded guide vanes, the efficiency of short guide vanes was lower
than that of long guide vanes.
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The optimized runner vane and guide vane angles were RV-24◦ and GV-40◦, respec-
tively. Design specifications were considered for the manufacture and development of
the fish farm power plant. At a rotational speed of 850 rpm, the flow rate was 1.101 m3/s,
output was 133.43 kW, and efficiency was 83.41%. At a rotation speed of 650 rpm, sta-
ble performance was obtained. In this case, the flow rate was 0.994 m3/s, output was
114.03 kW, and efficiency reached 78.75%.

5. Conclusions

This study investigated the applicability of using fish farm recirculating discharge
water. A new prototype propeller type tubular turbine was designed, and a CFD analysis
was carried out to analyze its performance. Numerical simulations were validated with
experiments using the IEC-60193 procedure. Various design parameters were investigated
to determine the rated flow rate at the best efficiency. When runner vane and guide vane
angles varied to the maximum (fully open), efficiency was low (67.13%), and power was
97.13 kW at a flow rate of 0.994 m3/s. With smaller runner vane opening angles, efficiency
increased, but flow rate and output decreased. The maximum output (133.43 kW) was
reached at a flow rate of 1.13 m3/s when the opening angle of the guide vane angle was
40◦, and the runner vane opening angle was 19◦. In this case, turbine efficiency was
78.44%. Recirculation formed near the front of the guide vane and rear of the hub. Velocity
streamline distributions of the turbine were distributed non-uniformly. The tubular turbine
was optimized using computer simulation to modify the shapes of runner and guide vanes,
opening angles, and so on. From a loss analysis point of view, the runner component was
the main part of the loss, more than the guide vane component. Thus, total efficiency
sharply increased when the shape of the runner vane changed. Optimized runner vane and
guide vane angles were RV-24◦ and GV-40◦, respectively. The guide vane should be fixed,
and the runner vane should be adjustable, so the vane angle can be adjusted according
to the installation location. Turbine performance was optimized satisfactorily. Tubular
or cross-flow type turbines are suitable for use in fish farm power plants, and generators
should be waterproofed to prevent exposure to seawater. Using renewable energy from
the circulated water of fish farms could meet the challenges faced during the development
of hydroelectric power plants.
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Abbreviations

CFD Computational fluid dynamics
GCI Grid convergence index
PMSG Permanent magnet synchronous generator
DoF Degree of Freedom
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D Turbine diameter, m
g Acceleration due to gravity, m/s2

H Head, m
ku Non-dimensional velocity
P Power, kW
Q Flow rate, m3/s
ui Velocity vector, m/s
Greek Symbols

ρ Density, kg/m3

η Turbine efficiency, %
µ Viscosity, Pa·s
Subscript

i, j Tensor indices
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Abstract: When considering the interaction between the impeller and diffuser, it is necessary to
provide logical and systematic guidance for their matching optimization. In this study, the goal was
to develop a comprehensive matching optimization strategy to optimize the impeller and diffuser of a
mixed flow pump. Some useful tools and methods, such as the inverse design method, computational
fluid dynamics (CFD), design of experiment, surrogate model, and optimization algorithm, were
used. The matching optimization process was divided into two steps. In the first step, only the
impeller was optimized. Thereafter, CFD analysis was performed on the optimized impeller to get the
circulation and flow field distribution at the outlet of the impeller. In the second step of optimization,
the flow field and circulation distribution at the inlet of the diffuser were set to be the same as the
optimized impeller outlet. The results show that the matching optimization strategy proposed in this
study is effective and can overcome the shortcomings of single-component optimization, thereby
further improving the overall optimization effect. Compared with the baseline model, the pump
efficiency of the optimized model at 1.2Qdes, 1.0Qdes, and 0.8Qdes is increased by 6.47%, 3.68%, and
0.82%, respectively.

Keywords: inverse design method; matching optimization; diffuser; impeller; flow field

1. Introduction

As one of the most important machines in modern civilization, the performance
of rotating machinery will have a great influence on the development of wider society.
Published data in the Annual Work Report of the Chinese Government in 2019 revealed that
more than 98% of the country’s electric power conversion is done by rotating machinery.
Consequently, a marginal increase in the efficiency of rotating machinery will produce
unimaginable economic benefits. For instance, in China, for every 1% increase in rotating
machinery efficiency, about 70 billion kilowatts of electricity can be saved annually. As
a kind of rotating machinery, mixed flow pumps play an important role in industrial
production, agricultural irrigation, and urban drainage due to their moderate head, wide
high efficiency range, and good anti-cavitation performance. Thus, it is of great significance
to study the optimization design of mixed flow pumps.

In the field of rotating machinery optimization, computational fluid dynamics (CFD)
prediction is a better method than experimental investigation, because the former is more
convenient and cheaper [1]. More importantly, CFD prediction can provide flow details
inside the rotating machinery, which can help designers better understand the reasons
for performance changes and make targeted optimization [2]. However, CFD prediction
cannot directly provide the optimal solution for the optimization of rotating machinery.
Like most complex optimization problems, the optimization of rotating machinery usually
entails multiple indicators, and each target affects the other. Therefore, considering the
multi-objectivity of the rotating machinery optimization is inevitable [3]. Several attempts
have been made to solve the above problem. Eventually, the method of combined opti-
mization strategy consisting of CFD, design of experiment (DOE), surrogate models, and
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optimization algorithms came to the fore and achieved satisfactory results. Meng et al. [4]
combined CFD, Latin hypercube sampling (LHS), a two-layer artificial neural network
(ANN), and a non-dominated sorting genetic algorithm (NSGA) to successfully improve
the reverse operation performance of the axial flow pump without reducing the forward
flow performance. Shi et al. [5] applied LHS, the response surface method (RSM), and
an adaptive mutation probability genetic algorithm (AMGA) to the multi-disciplinary
optimization of the axial flow pump. This effectively reduced the weight of the blade and
enhanced its hydraulic efficiency on the premise of meeting the requirements of blade
strength. Pei et al. [6] and Wang et al. [7] used LHS, ANN and modified particle swarm
optimization (MPSO) to optimize the impeller and diffuser of a centrifugal pump, and
widen the high efficiency area. Shim et al. [8] optimized the efficiency, cavitation, and
stability of a centrifugal pump by combined usage of LHS, kriging model, and NSGA. Kim
et al. [9] studied the influence of hub ratio on the performance of the mixed flow pump
at the same specific speed through the combined optimization strategy. Suh et al. [10]
combined central composite design (CCD), RSM, and sequence quadratic program (SQP)
to improve the efficiency and cavitation performance of mixed flow pumps at the design
point.

In the above optimization, the parameterization of the impeller is completed by
geometric parameters. With the development of computational fluid dynamics, the use of
hydrodynamic parameters to parameterize the impeller has shown great potential. This
technique is also known as the inverse design method (IDM). In IDM, the blade shape
is controlled by blade loading, circulation, and stacking condition. Compared with the
former, the latter requires fewer design parameters and has a closer relationship between
design parameters and hydraulic performance [11]. Goto et al. [12] and Zangeneh et al. [13]
ascertained the efficacy of IDM in mixed flow pump design by simulation and experiment.
Huang et al. [14] improved the head and efficiency of the mixed flow pump at design
point by using IDM, LHS, radial basis neural network (RBNN), and NSGA. Yiu et al. [15]
increased the mixed flow pump efficiency and suction performance by combined usage of
IDM and a genetic algorithm (GA). Zhu et al. [16] optimized the pressure distribution of the
compressor through IDM, GA, and adjoint method, thus expanding its high efficiency area.
The efficiency, stability, and cavitation performance of pump as turbine were improved by
combining the use of IDM, DOE, RSM/RBNN, and NSGA [17–20].

There is a common point in the above studies, which is only the impeller or diffuser
was optimized in each study, and the interaction between the two was ignored. Only a few
kinds of research have studied the matching optimization of impeller and diffuser. Bonaiuti
et al. [21] studied the simultaneous optimization of compressor impeller and diffuser
through five loading parameters. Subsequently, in another work [22], by optimizing the
diffuser first and then the impeller, the matching optimization of a waterjet pump diffuser
and impeller was studied by the trial-and-error method. Yang et al. [23] investigated the
influence of blade loading on the impeller and diffuser of the submersible axial-flow pump.
However, due to the particularity of IDM, there are still some defects in these matching
optimization studies. In IDM, the flow field and circulation distribution at the diffuser
inlet are two important input parameters. To reduce the hydraulic losses, the flow field
and circulation distribution at the diffuser inlet should be set to be the same as the impeller
outlet [24]. Therefore, in the matching optimization of impeller and diffuser, the impeller
should be optimized before the diffuser was optimized.

This study aims to provide systematic guidance for the matching optimization of a
mixed flow pump impeller and diffuser based on IDM. Firstly, the mixed flow pump design
specification and matching optimization strategy were introduced, and the accuracy of the
CFD analysis was verified. Then, the strategy was applied to the matching optimization of
the impeller and diffuser, and the key points of matching optimization were introduced.
Finally, the optimization mechanism was clarified by a comparative analysis of the internal
flow field of the two models.
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2. Mixed Flow Pump Model

The mixed flow pump as shown in Figure 1 was selected as the baseline model, which
consists of an outlet elbow, a seven-blade diffuser, a four-blade impeller and a straight
inlet pipe. The design flow rate Qdes is 0.4207 m3/s, the design head Hdes is 12.66 m, the
rotational speed N of the impeller is 1450 r/min, and the specific speed ns can be calculated
by Equation (1):

ns =
3.65N

√
Qdes

H0.75 (1)

The performance of the baseline model was tested by Tianjin experimental bench,
China. On the test bench, an intelligent differential pressure transmitter and intelligent
torque speed sensor are used to measure head and torque, respectively. These devices
yielded measurement errors of <±0.1%. Also, an intelligent electromagnetic flowmeter is
used to measure flow rate, and the measurement errors is <±0.2%. The random uncertainty
and overall uncertainty of this test bench are less than 0.1% and 0.3%, respectively. The test
results shown in Figure 2 show that the efficiency of the baseline model at the design point
is 86.3%. In this figure, Q∗ = Q/Qdes is the normalized flow rate, and H∗ = H/Hdes is the
normalized head. (The same dimensionless method was used in other parts of this paper.)
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3. Optimization Strategy

As shown in Figure 3, the optimization system was built by combining the IDM, CFD,
optimal Latin hypercube sampling (OLHS), RSM, Multi-island genetic algorithm (MIGA)
and NSGA-II. The entire optimization process was divided into two steps. In the first step
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of optimization, only the impeller was optimized, and the objective function was set as
the impeller weighted efficiency at 1.2Qdes, 1.0Qdes and 0.8Qdes. Thereafter, CFD analysis
was performed on the optimized impeller to get the circulation and flow field distribution
at the outlet of the optimized impeller. In the second step of optimization, the diffuser
was optimized, and the objective functions were the levels of pump efficiency at 1.2Qdes,
1.0Qdes and 0.8Qdes. To improve the optimization effect of this step, the flow field and
circulation distribution at the inlet of the diffuser were set to be the same as the optimized
impeller outlet.
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3.1. 3D Inverse Design Method

The parameterization of the impeller is done by the inverse design software TURBOde-
sign 6.4 developed by Advanced Design Technology. In this procedure, we assume that the
fluid is steady, inviscid and uniform, so that the only vorticity is the bound vorticity on
the blades, and its strength was determined by a specified distribution of circumferentially
averaged swirl velocity rVθ (directly related to the bound circulation 2πrVθ) [11,25]:

rVθ =
B

2π

∫ 2π
B

0
rVθdθ (2)

Here, rVθ , B, and r are the circumferentially averaged velocity, blade numbers, and
radius, respectively.

When the meridional shape and the distribution of rVθ are given, the pressure field in
the blade passage can be calculated by the meridional derivation of circulation ∂

(
rVθ

)
/∂m:

p+ − p− =
2π
B

ρWm
∂rVθ

∂m
(3)

Here, p+ − p−, ρ, m, and Wm are pressure difference across the blade, fluid density,
normalized streamline on the meridional shape, and pitch-wise averaged relative velocity,
respectively.

The blade shape can be calculated by the following equation:

(Vz + vzbl)
∂ f

∂z
+ (Vr + vrbl)

∂ f

∂r
=

rVθ

r2 +
vθbl

r
− ω (4)
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Here, v and V are the periodic velocity and circumferential average velocity, re-
spectively, and subscripts r and z represent the radial and axial components of velocity,
respectively. f is the blade wrap angle that is θ value at the blade between the leading edge
and trailing edge.

3.2. CFD Analyses and Validation

In this study, CFD analyses have the following three functions: one is to calculate
the objective functions, the other is to analyze the flow field distribution of the optimized
impeller and provide inlet flow field information for diffuser optimization, and the third is
to verify the final optimization results. Therefore, the accuracy of CFD analyses is critical
to the reliability of this work.

Thus, 3D steady incompressible Reynolds-Averaged Navier–Stokes (RANS) equation
was used in the full-passage simulation of the mixed flow pump. The RANS equation was
solved by the shear stress transport k − ω turbulence model, because this model has the
advantage of accurately calculating the internal flow pattern of the mixed flow pump [26].
A high-resolution scheme was selected to discretize the convective-diffusion terms [27].
The mass flow rate was set at the inlet, and the static pressure was set at the outlet. The
frozen rotor frame of reference was adopted at the interface between the stationary and
rotating domains. The convergence criteria were set to 5 × 10−5.

The discretization of the computational domain is the basis of CFD analysis. In this
study, the discretization of the computational domain is completed by structured grids,
which have the advantages of controllable quality and quantity compared to unstructured
grids. Mesh refinement was performed to all walls to ensure a small Y+ near the wall,
O-type grids were used near the blade surface, and H/C-type grids were used near the
blade edge. The meshing of the entire computational domain was completed by hexahedral
grids as shown in Figure 4. Table 1 shows the results of the mesh independence analysis by
using the same boundary conditions and governing equations. When the total number of
grids is greater than 4.71 million, the head and efficiency reveal a small difference with the
increase in grid numbers. Meanwhile, the maximum Y+ on the blades is no more than 65.

To verify the accuracy of the CFD analysis, the baseline model was numerically
calculated using the above grid division and calculation setting, and the results are shown
in Figure 2. The maximum head difference does not exceed 4% and the maximum efficiency
difference does not exceed 2.5%. Therefore, the numerical simulation method adopted in
this study is reliable.

Table 1. Mesh independence analysis.

Inlet Pipe
(×105)

Impeller
(×105)

Diffuser
(×105)

Outlet Pipe
(×105)

Total Number
(×105)

Head
(m)

Efficiency
(%)

43 63 70 58 234 12.13 84.52
83 121 130 95 429 12.11 84.92
83 141 152 95 471 12.10 85.21

118 172 187 133 610 12.12 85.19
167 241 269 172 849 12.11 85.23
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3.3. Optimization Process

The optimization process can be accelerated by constructing the approximate model
between optimization objectives and design parameters. In this study, the second-order
RSM was used to construct the approximate model:

y = α0 +
N

∑
i=1

αixi +
N

∑
i=1

αiix
2
i +

N

∑
i 6=j

αijxixj (5)

Here, α0, αi, αii and αij are the undetermined coefficients and can be obtained by the
least square method from the optimization objectives and design parameters.

In DOE, the optimal Latin hypercube sampling (OLHS) method was employed to
generate the random, equiprobable, and orthogonally distributed sample points [28]. The
structure of the sample space is consistent with the design space, which helps to reduce the
number of calculation times.

A genetic algorithm (GA) was used for global optimization in the entire design
space. In GA, crossover and mutation were adopted to ensure that the final result is the
global optimal solution. Generally, the two main strategies for solving multi-objective
optimization problems are the aggregation approach [29] and Pareto front [30]. Compared
with the Pareto front, the aggregation approach has lower complexity because it converts
the multi-objective optimization problem into a single-objective optimization problem
through the weighted average method. However, in Pareto front, the nature of the trade-
offs between optimization objectives can be more intuitively reflected.

The optimization process starts from the selection of the optimization objectives and
design parameters. After determining the range of the design parameters, OLHS was
used to generate different combinations of design parameters. Thereafter, IDM was used
to perform 3D modeling for each parameter combination, and CFD analysis was used
to calculate the model optimization objectives. Then, RSM was used to construct the
approximate model between optimization objectives and design parameters. Finally, GA
was used to determine the global optimal solution.

4. Redesign Setting

4.1. Design Parameters

In this study, no changes have been made to the meridional shape of the mixed
flow pump; thus, the mixed flow pump can be parameterized by the parameterization of
the blade. As described in Section 3.1, circulation, blade loading, and stacking have the
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greatest effect on blade shape in IDM. As a result, these parameters were selected as design
parameters.

Generally, we assume that the circumferential distribution of the circulation is uniform.
Therefore, the three-dimensional distribution of the circulation can be simplified to a two-
dimensional distribution along the spanwise. Wang et al. [31,32] and Chang et al. [33]
pointed out that the non-linear circulation distribution has more advantages than the
linear circulation distribution in the mixed flow pump optimization design. Therefore, the
curve shown in Figure 5 was used to control the circulation distribution with controlled
parameters of rVh and rVs. In this figure, rṼθ = rVθ/ω2rshroud is the normalized circulation,
and r̃ = (r − rhub)/(rshroud − rhub) is the normalized spanwise distance.

2021, , x FOR PEER REVIEW 7 of 16 
 

 

= /̃ = ( − ) ( − )⁄

= ⁄

0

0.2

0.4

0.6

0.8

1

0 0.1 0.2 0.3 0.4

̃

0

0.2

0.4

0.6

0.8

0 0.2 0.4 0.6 0.8 1

⁄

T

Figure 5. Circulation distribution at the impeller outlet and diffuser inlet.

The blade loading distribution is usually controlled by two parabolas and a connecting
straight line as shown in Figure 6, where m̃ = m/mtotal is the normalized meridional
distance. The control parameters are the loading DRVT at the leading edge, the locations
NC and ND of the connection point, and the slope K of the middle straight line.

2021, , x FOR PEER REVIEW 7 of 16 
 

 

= /̃ = ( − ) ( − )⁄

= ⁄

0

0.2

0.4

0.6

0.8

1

0 0.1 0.2 0.3 0.4

̃

0

0.2

0.4

0.6

0.8

0 0.2 0.4 0.6 0.8 1

⁄

DRVT
NC ND

K

Figure 6. Blade loading distribution along the streamline.

The stacking condition α shown in Figure 7 is usually imposed linearly along the blade
trailing edge. Zangeneh [13] pointed out that it plays an important role in suppressing the
flow separation in mixed flow pump. Zhu [34] also reported that it has a greater influence
on the pressure pulsation in the impeller.
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4.2. Optimization Setting

To determine the undetermined coefficients in Equation (5), the minimum number of
sample points required is Smin = (N + 1)× (N + 2)/2, where N is the number of design
parameters. However, to improve the accuracy of the approximate model, the number of
sample points used in this study is 2Smin. As shown in Figure 3, the impeller and diffuser of
the mixed flow pump were optimized by the two-step optimization method. In Table 2, the
design parameters (subscripts h for hub and s for shroud), constraints, and optimization
objectives during the two-step optimization process were given.

Table 2. Design parameters, constraints and optimization objectives.

First Step of Optimization Second Step of Optimization

Type Parameters Range Type Parameters Range

Design
parameters

Circulation
RVh 0.29~0.34

Blade loading

DRVTh −0.2~0.2
RVs 0.29~0.34 NCh 0.1–0.5

Blade loading

DRVTh −0.2~0.2 NDh 0.5~0.9
NCh 0.1~0.5 Kh −1.0~1.0
NDh 0.5~0.9 DRVTs −0.2~0.2
Kh −2.0~2.0 NCs 0.1~0.5

DRVTs −0.2~0.2 NDs 0.5~0.9
NCs 0.1~0.4 Ks −1.0~1.0

NDs 0.4~0.9 Stacking α −25.0~25.0
Ks −2.0~2.0

Stacking α −20.0~20.0

Constraints Impeller head at design point Pump head at design point

Optimization
objectives

Weighted efficiency of the impeller at 0.8Qdes,
1.0Qdes and 1.2Qdes

Pump efficiency at 0.8Qdes
Pump efficiency at 1.0Qdes
Pump efficiency at 1.2Qdes

In the first step of optimization, only the impeller was optimized. The design parame-
ters are the two circulation distribution control parameters, eight blade loading distribution
control parameters and stacking condition. The range of these eleven parameters is shown
in Table 2. To achieve the two purposes of maximizing overall efficiency and reducing the
complexity of multi-objective optimization at the same time, the aggregation approach was
used in this step. The weighted efficiency of the impeller at 1.2Qdes, 1.0Qdes and 0.8Qdes
was set as the optimization objective, with weights of 0.25, 0.5, and 0.25, respectively. To
make the head difference between the optimized impeller and the baseline impeller fall
within an acceptable range, the impeller head change at the design point of less than
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3% was taken as the constraint condition. The impeller head (H) and efficiency (η) are
calculated by Equations (6) and (7), respectively.

H =
pout − pin

ρg
(6)

η =
(pout − pin)Q

Tω
(7)

where pout, pin, ρ, g, ω, and T are the impeller outlet total pressure, impeller inlet total
pressure, fluid density, acceleration due to gravity, rotational angular velocity of the
impeller, and the torque of the impeller, respectively.

After the first step of optimization, the impeller with the best performance was
selected. CFD analysis was performed on the optimized impeller to extract the axial and
circumferential velocity distribution at the outlet. Due to the non-uniformity of velocity
distribution at the impeller outlet, directly using it as the inlet condition of the diffuser will
result in the divergence of the IDM calculation, and thus the shape of the diffuser cannot
be obtained. Therefore, the optimized impeller outlet velocity distribution needs to be
smoothed, and the smoothed velocity will be taken as the initial condition for the second
step of optimization.

In the second step of optimization, the diffuser was optimized. To reduce the hydraulic
loss at the inlet of the diffuser, the circulation and flow field distribution at the diffuser
inlet was set to be consistent with the optimized impeller outlet. Therefore, only the blade
loading and stacking were selected as design parameters in this step. To comprehend
the nature of the trade-offs made in choosing the final solution, Pareto front was used in
this step, and the pump efficiencies at 1.2Qdes, 1.0Qdes, and 0.8Qdes were selected as the
optimization objectives. To reduce the head change of the optimized mixed flow pump at
the design point, the pump head change at the design point was restricted to less than 3%.

Therefore, in this study, to improve the accuracy of the RSM in the optimization
process, the number of sample points used in the first and second steps is 156 and 110,
respectively. The parameter settings for MIGA and NSGA-II are shown in Table 3, and the
number of impellers and diffusers with different configurations generated in the first and
second steps are both 12,000.

Table 3. Parameters setting for MIGA and NSGA-II.

MIGA NSGA-II

Setting Value Setting Value

Population size 30 Population size 100
Number of generations 40 Number of generations 120

Number of islands 10 Crossover probability 0.9
Crossover probability 0.9 Cross distribution index 10
Mutation probability 0.05 Mutation distribution index 20
Migration probability 0.05 Initialization mode Random

4.3. Optimization Result

The iteration history of the first step optimization is shown in Figure 8, and the
best impeller A is obtained after 12,000 steps of calculation. The performance predicted
by RSM and CFD of optimized impeller A is shown in Table 4, which indicates a good
consistency between the two. The weighted efficiency of the optimized impeller A is 94.29%,
which is 1.63% higher than the baseline impeller. In detail, the maximum improvement
of the impeller efficiency occurred at 1.2Qdes, which is 5.5%. At 1.0Qdes, the efficiency
of the optimized impeller is improved by 0.79%. However, at 0.8Qdes, the efficiency of
the optimized impeller is reduced by 0.56%. Moreover, the best efficiency point in the
optimized impeller A is consistent with the design point, while in the baseline impeller, the
best efficiency point appears at small flow conditions.
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Figure 8. Optimization results of the first step.

Table 4. Performance comparison between computational fluid dynamics (CFD) calculation and response surface method (RSM)
prediction.

Impeller Efficiency Pump Efficiency

Baseline Impeller
First Step Optimization

Baseline Pump
Second Step Optimization

RSM CFD RSM CFD

η0.8 95.66 95.10 80.48 81.48 81.30
η1.0 95.05 95.84 85.21 88.55 88.89
η1.2 84.86 90.36 73.84 80.05 80.31
ηw 92.66 94.14 94.29
H 13.51 13.58 13.26 12.10 12.32 12.06

Figure 9 shows the axial and circumferential velocity distribution at the outlet of the
impeller A, these values were extracted at 0.15r̃~0.85r̃ after considering the influence of
the wall on the flow field. As described in Section 4.2, the velocity distribution needs to be
smoothed. In this study, the widely used linear distribution assumption was used, and the
results of the smoothing treatment are shown in Figure 9.
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The optimization result of the second step is shown in Figure 10. In this step, the
Pareto front seems separated, which means there is a trade-off relationship between the
pump efficiency at 0.8Qdes (η0.8), 1.0Qdes (η1.0) and 1.2Qdes (η1.2). Figure 10a shows that η0.8
and η1.2 have a strong competitive relationship, while Figure 10b shows an interesting fact
that η1.0 and η1.2 are positively correlated to some extent. After carefully considering the
relationship between η0.8, η1.0 and η1.2, the optimized diffuser B was selected for further
study. The performance predicted by RSM and CFD of the optimized mixed flow pump is
shown in Table 4. It is observed that the RSM prediction results corroborate with the CFD
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calculation results with the maximum error not exceeding 1%. The pump efficiency of the
optimized mixed flow pump at 1.2Qdes, 1.0Qdes is 0.8Qdes is 80.31%, 88.89% and 81.30%,
respectively, which is 6.47%, 3.68% and 0.82% higher than the baseline model.
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Figure 11 shows the blade loading and circulation distribution of the optimized
impeller and diffuser. It can be seen that the blade loading distribution at the hub and
shroud of the optimized impeller A is fore-loaded and mid-loaded, respectively, while the
blade loading distribution at the hub and shroud of the optimized diffuser B is fore-loaded
and aft-loaded, respectively. The circulation distribution at the optimized impeller A
outlet and the optimized diffuser B inlet is a second-order parabola, and the value of the
circulation at the mid-span is the smallest.
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Figure 11. Blade loading distribution and circulation distribution of optimized impeller and diffuser.

5. Performance Comparison and Analysis

Figure 12 shows the performance comparison of the optimized mixed flow pump
with the baseline model. When the flow rate is greater than 0.75Qdes, the pump efficiency
of the optimized model is higher than the baseline model, and the location of the best
efficiency point does not change. The head of the optimized model presented an interesting
change compared to the baseline model. Under the design condition, the pump head of the
optimized model is almost the same as the baseline model, which means that the matching
optimization results meet the constraints. However, under small flow conditions, the pump
head of the optimized model is lower than the baseline model, and the lower the flow
rate, the greater the head difference. The decreased head and increased efficiency under
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small flow conditions represented the reduction of shaft power and energy-saving when
the pump is operating in this area.
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Figure 12. Performance comparison between optimized model and baseline model.

Table 5 shows the comparison of hydraulic losses of each flow passage component
between the optimized model and baseline model under different flow rates. Compared
with the baseline model, the hydraulic loss of the optimized impeller under large flow
conditions is effectively suppressed, and the hydraulic loss of the optimized diffuser under
the design condition is significantly reduced. Moreover, the hydraulic loss of the inlet
pipe is positively related to the flow rate and independent of the impeller. However, the
hydraulic loss of the outlet pipe is related to both the diffuser and flow rate. Compared
with the baseline model, the hydraulic loss of the optimized model outlet pipe is reduced
under all flow conditions.

Table 5. Analysis of hydraulic loss.

Baseline Model Optimized Model

Inlet Impeller Diffuser Outlet Inlet Impeller Diffuser Outlet

0.8Qdes 0.09% 4.34% 9.72% 4.45% 0.09% 4.90% 9.18% 3.62%
0.9Qdes 0.13% 4.16% 7.56% 4.01% 0.13% 3.78% 6.33% 2.73%
1.0Qdes 0.18% 4.95% 5.32% 3.40% 0.18% 4.16% 3.85% 2.03%
1.1Qdes 0.25% 8.14% 3.52% 2.99% 0.25% 5.65% 3.33% 2.16%
1.2Qdes 0.37% 15.14% 5.13% 3.92% 0.36% 9.64% 5.04% 3.08%

To clarify the reasons for the change of hydraulic loss in detail, the internal flow field of
the optimized model and the baseline model were analyzed and compared. The streamline
contours and total pressure on the mid-span of the baseline model and optimized model
are shown in Figure 13. At 0.8Qdes and 1.0Qdes, a large-scale flow separation occurs at the
diffuser outlet of the baseline model, which not only increased the hydraulic losses at the
diffuser but also at the outlet pipe. At 1.2Qdes, an obvious low-pressure region appeared on
the working surface near the impeller inlet of the baseline model. Zhang [35] pointed out
that this region has a great influence on the blade vibrations and pressure fluctuation. After
the matching optimization, the flow separation in the optimized diffuser was effectively
suppressed, especially at 1.0Qdes, and the low-pressure region at the impeller inlet at
1.2Qdes was also weakened. As Zangeneh [12,13,36] mentioned, in the optimization design
of mixed flow pump, the flow separation can be effectively suppressed by fore-loading at
the hub and aft-loading at the shroud. This paper verifies this point of view again.
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Figure 13. Comparison of the internal flow field between the optimized model and baseline model.

The comparison of the total pressure distribution along the streamline between the
baseline model and the optimized model is shown in Figure 14. The horizontal axis is the
standardized streamline distance S̃, S̃ = 0 means at the impeller inlet and S̃ = 2 means at
the diffuser outlet. It can be seen that the total pressure rises rapidly between 0.2S̃~0.8S̃ due
to the work done by the impeller to the fluid. However, the total pressure drops rapidly
between 0.8S̃~1.2S̃, because the fluid in this interval has just left the blade zone of the
impeller and has not yet entered the blade zone of the diffuser. Compared with the baseline
model, the hydraulic loss of the optimized model in this interval was significantly reduced,
which may be related to the setting of the diffuser inlet conditions during the matching
optimization. The total pressure decreases slowly between 1.2S̃~2S̃ due to the rectification
effect of the diffuser.
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6. Conclusions

To further improve the optimization effect of the mixed flow pump, a matching
optimization strategy of impeller and diffuser was proposed in this study. The matching
optimization process was divided into two steps. In the first step of optimization, only the
impeller was optimized. In the second step of optimization, the diffuser was optimized.
Some important conclusions are as follows:

1. After the first step of optimization, the weighted efficiency of the optimized impeller
A is 1.63% higher than the baseline impeller. In detail, the impeller efficiency of
the optimized impeller A at 1.2Qdes and 1.0Qdes is 5.5% and 0.79% higher than the
baseline impeller, respectively, but 0.56% lower at 0.8Qdes. Besides, the best efficiency
point in the optimized impeller A is consistent with the design point, while in the
baseline impeller, the best efficiency point appears at small flow conditions.

2. In the matching optimization, the circulation and flow field distribution at the diffuser
inlet in IDM was set to be consistent with the optimized impeller outlet, which helps
to reduce the hydraulic loss at the diffuser inlet. Compared with the baseline diffuser,
the hydraulic loss of the optimized diffuser B at 1.2Qdes, 1.0Qdes, and 0.8Qdes reduced
by 0.09%, 1.47%, and 0.54%, respectively.

3. The diffuser has a great impact on the hydraulic loss of downstream components.
The hydraulic loss of the optimized model outlet pipe at 1.2Qdes, 1.0Qdes, and 0.8Qdes
is 0.84%, 1.37%, and 0.83% lower than the baseline diffuser outlet pipe, respectively.

4. In total, the pump efficiency of the optimized model at 1.2Qdes, 1.0Qdes, and 0.8Qdes
is 80.31%, 88.89% and 81.30%, respectively. These efficiencies correspond to 6.47%,
3.68%, and 0.82% improvement over the baseline model.

In summary, the matching optimization strategy proposed in this study is effective
and can overcome the shortcomings of single-component optimization and thereby further
improve the overall hydraulic performance of the mixed flow pump. The results of this
study can also provide guidance for the optimization of other rotating machinery.
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Nomenclature

ns Specific speed
Q Volume flow rate
H Pump head
Wm Relative velocity
Vθ Tangential velocity
r Radius
v Periodic velocity
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N Rotational speed
B Blade number
p Static pressure at blade surface
m Streamline
V Circumferential average absolute velocity
η Pump efficiency
p Total pressure
T Torque
ω Angular velocity
ρ Density of the fluid
f Wrap angle
ω Angular velocity
Superscripts

+ Work surface
- Suction surface
~ Normalization
Subscripts

h Hub
s Shroud
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Abstract: This paper presents an analysis of hydrodynamics in a tank with a 45◦ and 60◦ pitched
blade turbine impeller operating while emptying the mixer and with an axial agitator working during
axial pumping-down of water at different water levels above the impeller. Measurements made with
the PIV method confirmed the change in direction of pumping liquid after the level dropped below
the critical value, with an almost unchanged liquid stream flowing through the mixer. It was found
that an increase in the value of the tangential velocity in the area of the impeller took place and the
quantity of this increase depended on the angle of the blade pitch and the rotational frequency of the
impeller. Change in this velocity component increased the mixing power.

Keywords: mixing; power consumption; pitched blade turbine; impeller

1. Introduction

Batch production of suspensions in mechanically stirred tanks is often used in indus-
trial practice [1,2]. The impeller is left running inside to prevent the solids from falling
when emptying the tank. During tests on the suspension production process in a tank
with a capacity of 300 m3, an increase in the need for mixing power was observed when
emptying the tank shortly before the emergence of the impeller from the mixed liquid [3].
The observed increase in power is significant and can lead to engine overload and even
damage. This phenomenon has not been described so far in classic monographs on mixing
processes [4–6]. Only in the work of Paul et al. [7] is there mention of a significant increase
in the forces acting on the agitator as the liquid surface passes through it. However, this
has not been fully explained so far.

Detailed studies [8] only provide information on the possible increase in mixing power
after activating the impeller while stirring the suspension, when the solid particles lifted
from the bottom reach the stirrer level. This effect is most likely due to changes in the
density of the slurry near the impeller.

In the course of our research on the phenomenon of an increase in mixing power
when emptying the tank with a working pitched blade turbine (PBT) set to pump liquid
downwards, it was established [9,10] that for a given geometric system, the higher the
rotational frequency of the impeller, the lower the increase in mixing power as the liquid
surface passes through the impeller. In the case of turbine-blade impellers, the influence
of the blade inclination angle on the observed increase in mixing power was also noted.
In this case, the greater the angle of inclination, the smaller the increase in power, and for
the flat blade turbine (FBT) mixers no increase in power was observed at all. Thus, this
phenomenon must be related to the hydrodynamics of the liquid in the mixer. Based on
visual observations when emptying the mixer, changes were found in the liquid circulation
in the tank. At the crucial moment—corresponding to a power surge—the PBT impeller
stopped pumping liquid downwards. At the same time, it was found that the phenomenon
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of an abrupt increase in the mixing power does not occur when filling the tank. If the
impeller rotates at a constant angular velocity, then the torque applied to it is transferred
by blades to the liquid stream pumped by the stirrer and increases the momentum (angular
momentum) of the liquid.

2. Materials and Methods

Theoretical Background

This can be described by the equation [11]:

M = ρ·Vp·Rm·Cu (1)

where: M—torque (Nm), ρ—liquid density (kg/m3), Vp—liquid stream flowing (m3/s),
Rm = D/2 –impeller radius (m), D –impeller diameter (m), Cu = k·U—tangential velocity
component at the exit of the impeller (m/s), k—coefficient, U = π·N·D—tangential speed
of the end of the stirrer blade (m/s). The above formula is true assuming that the liquid
entering the agitator has no circumferential (tangential) component (i.e., it does not make
a circular motion like at the inlet of a centrifugal pump [12,13]). This means that the
momentum for this component can be neglected. The mixing power is determined based
on the known relationship

P = M·ω = 2·π·N·M (2)

where: ω—angular velocity (rad/s), N—rotational frequency of the impeller (s−1). It is
worth noting that the relationship (2) is universal and is applicable in the description and
analysis of other unit processes, e.g., mixing of granular materials and granulation [14–16].

The liquid stream flowing through the impeller with blades inclined in relation to
the plane z = const at the angle α = const (the angle does not vary along the radius r) can
be estimated based on theoretical considerations. Figure 1 shows the components of the
velocity vector in the radial and axial directions (b—the width of the shoulder blade, α—the
angle of inclination of the blade relative to the plane of movement, U = ω·r –tangential
speed of the blade).

𝑀 = 𝜌 ∙ 𝑉𝑝 ∙ 𝑅𝑚 ∙ 𝐶𝑢
— — —𝑅𝑚 = 𝐷 2⁄ – – 𝐶𝑢 = 𝑘 ∙ 𝑈—

— 𝑈 = 𝜋 ∙ 𝑁 ∙ 𝐷—

𝑃 = 𝑀 ∙ 𝜔 = 2 ∙ 𝜋 ∙ 𝑁 ∙ 𝑀
ω— — −

–

α

— α—
ω –
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b·sin 

(1-k)· ·r·cos 2

(1-k)· ·r·sin ·cos   (1-k)· ·r·cos 



Figure 1. Distribution of velocity vectors for an inclined blade.

The starting point for calculating the velocity components is the difference between
the tangential speed of the blade and the tangential velocity of the liquid (ω − ωc)·r =
(1 − k)·ω·r, k, which acts as the tangential velocity on the paddle in the plane of stirrer mo-
tion z = const. This speed can be broken down into its components: radial (1 − k)·ω·r·cos2α
and axial (1 − k)·ω·r· sin α· cos a. Therefore, the radial flux for a cylindrical surface π·b·D
for the condition ω·r = π·D·N is calculated as follows.

Vpr = π2·(1 − k)·b·N·D2· cos2 α (3)
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Axial flux for the cross-section π·D2/4 is calculated by integration, taking the elemen-
tary section 2·π·r·dr and lifting speed ω = 2·π·N·r for specific radius. Hence:

Vpz = (1 − k)·2·π·N· sin α· cos α·2·π·
∫ D/2

0
r2·dr (4)

After integration you receive:

Vpz = π2·(1 − k)·N· sin α· cos α·D3

6
(5)

The relationships describing the pumping of liquids through axial impellers can also
be found in other papers [17,18].

For normal operation of turbine mixers with inclined blades (H = D or H >> hm)
it can be assumed that axial flow only occurs through the liquid and the radial flow is
negligible (Vp ≈ Vpz, Vpr ≈ 0). However, it should be noted that Equation (5) also shows
the dependence of the liquid stream flowing through the stirrer on the component of the
peripheral velocity. Therefore, a dependence of the mixing power on this component in the
area of the agitator should be expected. It is justified because the resistance force of the
blades during their rotation in the liquid comes mainly from this component. This force
can be calculated from these dependencies [19]:

Fi =
P·Bi·sinα

z·ω·A (6)

where: P—power used for mixing (W), ω—angular velocity of the impeller (rad/s), z—
number of impeller blades, α—the angle of inclination of the blade relative to the horizontal,

Bi =
hi
3

(
R3

i − r3
i

)
—for the rectangular i-th impeller element, Ai =

n

∑
i=0

hi
4

(
R4

i − r4
i

)
—for all

rectangular elements of the impeller blade. The aim of the work is to determine the effect
of changes in the liquid flow in the mixer on the mixing power during emptying with the
mixer working.

The tests were carried out in a flat-bottomed glass tank with a diameter of T = 292 mm,
equipped with four baffles with a width of B = 0.1·T. A six-blade pitched blade turbine
with diameter D = 100 mm and blade width b = 20 mm was placed at height hm = 100 mm
(hm ≈ T/3) above the bottom of the tank. Impellers with a blade inclination angle were
used, at 45◦ (PBT45—Figure 2a) and 60◦ (PBT6—Figure 2b). This type of axial impeller
provides the shortest mixing times compared to other axial mixers, but with the highest
mixing power [20–23]. The tank was filled with distilled water (t = 20 ◦C) up to H = 300 mm
(H ≈ D). Medium diameter glass tracer particles of 10 µm were added to the water. In
order to reduce optical distortions, the cylindrical tank was placed in a rectangular tank,
and the space between the walls of the tanks was filled with water. Based on the analysis of
the data on the mixing power, the speed measurements were limited to only two rotational
frequencies of the impeller N = 90 min−1 (corresponding to the value of the number
Froude Fr = N2·D/g = 0.023i and Reynolds number Re = N·D2·ρ/η = 15, 000) and
N = 240 min−1 (Fr = 0.163, Re = 40,000). The direction of rotation of the impeller was such
that the axial flow of liquid generated by the impeller was directed to the bottom of the
tank, as is usual when mixing suspensions.
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Figure 2. Tested impellers (a) PBT45, (b) PBT60 and the position of the light knife during the measurements, (c) vertical:
measurement of radial and axial components, (d) horizontal: measurement of tangential and radial components.

The measurements were performed using the LaVision PIV Particle Image Velocimetry
measurement system [24–27] with a two-pulse laser with a maximum power of 135 mW
and an ImagePro camera with a resolution of 2048 px × 2048 px with a Nikkor 1.8/50 lens.
The lens aperture was stopped down to the value ensuring the maximum resolving power
(i.e., the aperture value was 5.6 [28]).

In order to determine the tangential and radial velocities, a 1 mm thick light knife
was placed at the height of the stirrer. In the measurements of radial and axial velocities,
the plane of the light knife was located about 2◦ in front of the baffle. A diagram showing
the positions of the light knife is shown in Figure 2c,d. The measurement field was
approximately 180 mm × 180 mm in the first case and approximately 190 mm × 190 mm
in the second case. The laser frequency (pulses) was 2.7 Hz. Thus, for both configurations,
the images were recorded for different positions of the blades with respect to the plane of
symmetry between the baffles, although in the PIV method it is possible to synchronize the
laser flashes with a specific position of the stirrer blade by using an external trigger [29] or
selecting the frequency of the flashes [30].

Measurements were made for the height of the liquid in the tank equal to hw = 140 mm,
135 mm, 130 mm, 125 mm, 120 mm, 115 mm, 110 mm, and 105 mm. For each combination of
rotational frequency and liquid height, 100 duplicates were taken to average the results. The
proprietary DaVis 7.2 program was used for data processing. Two-pass data processing
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was used with the final size of the analyzed field 32 px × 32 px (i.e., approximately
2.8 mm × 2.8 mm) without overlapping.

In order to facilitate comparisons, dimensionless velocities were used in the further
part of the work, i.e., the velocity of the liquid was divided by the peripheral velocity of
the end of the impeller blade: U = π·D·N.

3. Results

3.1. Changes in Fluid Circulation during Changes in the Height of the Liquid in the Tank

The liquid circulation method for PBT impellers is shown in Figure 3. At higher levels
of liquid in the vessel, it is pumped down towards the bottom of the tank. After leaving
the rotor, the liquid flows obliquely, so that centrally under the impeller there is a conical
space in which the liquid flows upwards at a slow speed, with the apex angle of the cone
being greater for a larger blade inclination angle (Figure 3a,b). The flow patterns obtained
for large heights of liquid in the tank are consistent with the literature information [31–36].
After exceeding the critical height, the flow direction changes, the liquid under the impeller
flows upwards and is radially directed over the impeller towards the tank wall, and
the rising cone disappears (Figure 3c,d). From a height of h = 50 mm, the liquid flows
practically in the axial direction, but with a uniform radial distribution. At the same time,
the circulation core moves up to the level of the lower edge of the blades.
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Figure 3. Liquid flow before the partition for the PBT45 and PBT60 impellers: (a) hw = 140 mm, α = 45◦; (b) hw = 140 mm,
α = 60◦; (c) hw = 120 mm, α = 45◦; (d) hw = 120 mm, α = 60◦.
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Analysis of Figure 3 shows that pumping of the liquid through the impeller only takes
place in the axial direction, i.e., Vp = Vpz and, as assumed in the introduction, there is
no radial discharge at the height of the stirrer. As Equation (1) shows, changes in mixing
power should be correlated with changes in pumping efficiency. To specify numeric values
Vp and Vpz, appropriate measurements of the distribution of axial and radial velocities were
performed using the PIV system. After decomposing the velocity into the axial and radial
components, the velocity profiles can be determined by interpolation in the program Origin,
as shown in Figure 4. The obtained profiles agree with the literature information [37,38].
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Figure 4. Map and profile of axial velocity at a height of h = 85 mm above the bottom for hw = 140 mm
and N = 90 min−1 (PBT45 impeller).

On the basis of the velocity profiles obtained, the pumping capacity was determined in
MathCAD Vp = ∑

i
Vzi

·π·di·c below the stirrer (h = 85 mm, di = 1, 3 . . . 99 mm, c = 2 mm) as-

suming the invariability of individual velocity components in the circumferential direction.
The results obtained in the form of dimensionless pumping numbers Kp = Vp/

(
N·D3)

are shown in Figure 5 and depend on the dimensionless parameter (hw − hd)/T, in which
hw—liquid level, hd = hm − 0.5·b·sinα—distance of the bottom edge of the agitator from
the bottom.
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Figure 5. Pumping capacity depending on the height of the liquid in the tank.

Lines (sections) connect the points between which the direction of the liquid flow
through the impeller changes. After changing the pumping direction, no significant
differences in the absolute values of the pumping numbers are observed. Moreover, when
pumping upwards, in some cases the pumping capacity is even slightly reduced. This
means that the mixing power should remain constant or it should decrease minimally when
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changing the pumping direction. Therefore, the source of the increase in mixing power
should be sought in the behavior of the peripheral velocity component. The theoretical
value of the pumping number can be determined by transforming the Equation (5).

Kp =
Vp

N·D3 =
π2

6
·(1 − k)· sin α· cos α (7)

For k = 0 i α = 45◦ we obtain Kp = 0.822, and for α = 60◦ Kp = 0.712 and similar values
can be found in the literature [39]. The values obtained are greater than those measured,
because in fact the peripheral velocity of the liquid is lower than the speed of the blade, i.e.,
k > 0. Even more value Kp = 1.167 dla h/T = 0.33 is obtained from the correlation given by
Fořt [40] for mixers with a blade inclination angle α = 45◦

Kp = 0.947·
(

h

T

)−0.19

(8)

3.2. Tangential Velocity Profiles

Based on the data obtained from the PIV system, the tangential velocity profiles were
determined in the program Origin at the height of the impeller in the plane of symmetry
between the baffles. The results in the form of dimensionless velocities U∗

t are shown in
Figure 6.
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Figure 6. Tangential velocity profiles at the height of the impeller hm. (a) N = 90 min−1, α = 60◦; (b) N = 240 min−1, α = 60◦;
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For the smallest of the analyzed rotational frequencies N = 90 min−1, an increase
in velocity in the area of the impeller at the moment of changing the pumping direction
is visible (marked in the figure). The greater difference occurs in the case of a smaller
blade inclination angle α = 45◦. Increasing the rotational frequency results in smaller speed
variations when the fluid flow direction is changed.

The ratio of the maximum velocity values before and after the change of the circulation
method is approximately 1.75 for the inclination angle α = 45◦ and 1.46 for α = 60◦. These
values are close to the multiplicity of the mixing power increase, 2 and 1.5 respectively.
Thus, it can be assumed that the increase in mixing power is caused by the change in the
peripheral speed of the liquid in the area of the impeller.

3.3. Estimating the Mixing Power

The relationship (1) presented at the beginning is less accurate than the direct measure-
ment of the torque due to the need to experimentally determine the velocity of the liquid
in the area of the impeller. Moreover, in the PIV method it is very difficult to estimate the
measurement error, and the importance of this is evidenced by the information about new
algorithms appearing in the literature [40–42]. Nevertheless, it should reflect the behavior
of the system during hydrodynamic changes taking place in it. The results of calculating
the power number using Equation (1) are shown in Figure 7, where the mixing power
number is placed on the ordinate axis: Eu = Po = P/

(
N3·D5·ρ

)
.= = ∙ ∙⁄
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Figure 7. The power number calculated using Equation (1).

For pumping the liquid down (towards the bottom) at high liquid heights in the
tank, low values of the mixing power were obtained. For the PBT45 impeller, direct
measurements gave Eu = 1.53, and for the PBT60 impeller, Eu = 2.18. These results are
consistent with the data in the literature [43,44]. The tangential velocity of the liquid at the
outlet of the agitator has a great influence on the results obtained. For example, for the
PBT45 impeller under the conditions of N = 90 min−1, hw = 140 mm, the measurements
obtained the value of Eu = 1.05 for Cu = 0.09 m/s, but at a distance of R = 48.4 mm from the
impeller axis the tangential velocity of the liquid is 0.132 m/s and the calculated power
number value is Eu = 1.535. Unfortunately, it is practically impossible to determine the
measurement error in the PIV method [45]. In addition, in asynchronous measurement,
when the position of the blades in relation to the velocity profile determination line (plane)
changes, the initial position of the blade may affect the results obtained. This is illustrated
in Figure 8 showing the results of five consecutive measurements made to test this thesis.
The differences in the values of the tangential velocity of the liquid for the radius of the
stirrer Rm = 50 mm may reach about 0.05 of the velocity of the end of the stirrer blade. For
the profiles from Figure 8, the values of the power numbers are obtained from Eu = 1.195
to Eu = 1.445 for N = 90 min−1 and from Eu = 1.888 to Eu = 2.145 for N = 240 min−1.
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The multiplicity of the increase in mixing power is greater than the values obtained in
direct measurements. Figure 7 shows that for blades set at an angle of 45◦ there should be a
threefold increase, and for a 60◦ angle, a two-fold increase in power. In the measurements
of torque for PBT45, a two-fold increase in power was achieved; for PBT60 this increase was
1.5 times, which can be read from Figure 9 presenting the results of previous studies [10].
These differences may result from incomplete fulfillment of the condition (assumption)
that the liquid influencing the agitator impeller does not rotate.
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Figure 9. Increase in mixing power when emptying the tank for various sizes of impellers.

4. Discussion

The results of the experiments presented in the paper allow for a preliminary hypoth-
esis concerning the mechanism of increasing mixing power when emptying the mixers
during the operation of the axial impeller while pumping the liquid down the tank [46].
The critical moment of the mechanism analyzed is undoubtedly the moment of chang-
ing the direction of the liquid flow through the impeller area, despite the unchanging
parameters of the impeller itself. According to results from the analysis of the velocity
distributions shown in Figure 3 for the liquid height in the tank hw = 140 mm, the liquid
flows in the direction of liquid pumping through the rotating impeller (Figure 3a,b), and for
hw = 120 mm the liquid flows through the area of the impeller in the opposite direction, i.e.,
to the bottom of the tank. This occurs when the liquid height above the upper edge of the
impeller is approximately 10–15 mm. With high probability, it can be assumed that at this
point the liquid layer above the impeller is so small that there is no possibility for secondary
circulation lines, i.e., axial-radial circulation, to close within it. The rotating impeller starts
to work like a radial-circumferential agitator (Figure 6). The impeller accumulates the
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liquid in front of the paddle, which increases the resistance to motion and increases the
tangential velocity. At the same time, the stream of liquid ejected from the area of the
impeller at a relatively high speed (Figure 9) begins to flow towards the bottom of the
tank at the wall, thus changing the direction of circulation, which is shown in Figure 3c,d.
It should be emphasized that this is a working hypothesis and a more extensive cycle of
tests should be performed to confirm it. Figure 10 Radial represent the velocity maps: (a)
hw = 140 mm; (b) hw = 120 mm.
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Figure 10. Radial velocity maps: (a) hw = 140 mm; (b) hw = 120 mm.

5. Conclusions

Due to the incomplete fulfillment of the conditions, relationship (1) can be used to
determine energy changes (mixing power) in a system with a mechanical impeller and a
six-blade pitched blade turbine during hydrodynamic changes of the centrifugation of the
liquid flowing into the impeller. Furthermore, this allows achievable accuracy of velocity
measurements in the area of the impeller taking place when emptying the tank.

The increase in the mixing power when emptying the tank with the impeller working
is determined by the abrupt increase in the tangential velocity component in the area of
the impeller after changing the direction of liquid circulation. The increase in the value of
the tangential velocity depends on the angle of the blades’ inclination and the rotational
frequency of the impeller and is correlated with the changes in the mixing power when
emptying the tank. As in the case of mixing power, smaller increments are observed for
larger blade angles. Furthermore, increasing the rotational frequency (at the same angle
of inclination) results in smaller increases in tangential velocity. In the paper, it is stated
that it is practically impossible to determine the measurement error in the PIV method.
According to Lehr and Boelcs [47] the standard measurement uncertainty of PIV velocity
measurements for the mean velocity field is less than 4%, and in the regions of strong
velocity gradients it is smaller than 5% when the test-section is quasi-two-dimensional and
the out-of-plane components of the vectors cause only minor errors.
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Abstract: This paper presents two designs of the axial reversible jet fan, with the special focus on
the impeller. The intention was to develop a reversible axial jet fan which operates in the same
way in both rotating directions while generating thrust as high as possible. The jet fan model with
the outer diameter 499.2 ± 0.1 mm and ten adjustable blades is the same, while it is in-built in two
different casings. The first construction is a cylindrical casing, while the second one is profiled
as a nozzle. Thrust, volume flow rate, consumed power and ambient conditions were measured
after the international standard ISO 13350. Results for both constructions are presented for three
impeller blade angles: 28◦, 31◦ and 35◦, and rotation speed in the interval n = 400 to 2600 rpm.
The smallest differences in thrust, depending on the fan rotation direction, as well as the highest thrust
are achieved for the first design with the cylindrical casing and blade angle at the outer diameter of
35◦. Therefore, it was shown that fan casing significantly influences jet fan characteristics. In addition,
the maximum thrust value and its independence of the flow direction is experimentally obtained for
the angle of 39◦ in the cylindrical casing.
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1. Introduction

Reversible jet fans are present in road tunnels ventilation and garages, underground car parks,
fire protection, good air quality systems, etc. They are designed to operate efficiently in both
directions and produce adequate jets. Tunnel jet fans are, in fact, a substantial, i.e., core part of the
tunnel ventilation, as well in smoke extraction systems. They should combine the highest technical
requirements like efficiency and performance, as well as noise emission. Numerous CFD calculations
have been performed in order to study the road tunnel ventilation and firefighting systems [1–8].
One of the choices for impulse ventilation of the tunnels is jet fan. “Impulse ventilation of tunnels
involves the application of one or more jets of air into a tunnel, to drive the airflow in a desired direction.
In essence, the kinetic energy of a high-velocity jet is transferred, with various degrees of efficiency,
into the kinetic energy of slower-moving tunnel air” [4]. Therefore, the role of the jet fans is to provide
an impulse to the air flow. “The average jet velocity is in the range of 30 to 40 ms−1” [4].

Experimental determination of tunnel ventilation axial ducted fan performance using a two-sensor
hot wire X-probe with added pair of near-wall positioning pins is presented in [9]. Experimental
results, obtained in the laboratory in the 1:19 scale tunnel, are used for ventilation performance
of CFD test in a uni-directional traffic road tunnel [3,9,10]. Proposal for the improvement of CFD
models of the tunnel fire development based on experimental data are also reported [7]. Improvement
of the aerodynamic performance of a tunnel ventilation jet fan is performed by the application of
multiobjective optimization technique [11].

Contemporary CFD tools include aerodynamic optimization of axial fan impeller with
its blade geometry, guide vanes if they exist, casing and nozzle shapes, etc. Fan energy

165



Processes 2020, 8, 1671

characteristics, i.e., the aerodynamic fan curves, prior to experiments, could be estimated numerically.
Experimental validation could be done according to the international standard ISO 13350 [12].

Three high pressure reversible fan concepts, like a two-stage counter rotating fan, a single-stage
high speed fan and a two-stage fan with a single motor and impeller on each end of the motor shaft are
presented in paper [13].

Paper [14] presents the designed reversible jet fan, obtained experimental data and CFD results.
Reversible aerodynamic design, in fact, limits the maximum fan pressure side [13]. Paper [15] presents a
numerical optimization procedure for performance improvement of a jet fan. Authors in [16] point out that
aerodynamically desirable axial fan rotor blades, which would have identical aerodynamic performances
in both flow directions, are still insufficiently developed. They present a method to profile these blades.

This paper presents a design of the reversible jet fan, geometries of two versions of the casings
and experimentally obtained data. The axial fan impeller is the same in both cases, while casings
are different. Experimentally determined thrust, after ISO 13350 [12], power and volume flow rates
for various fan rotation speeds in both rotating directions are presented in this paper. The intention
was to design the impeller with good characteristics in both rotating directions, so the automatic fan
speed control system could adopt the rotation direction depending on draft direction in the car tunnel.
This should result in better maintenance of environmental conditions in car tunnels.

2. Reversible Jet Axial Fan Designs

The design is developed in cooperation of the Hydraulic Machinery and Energy Systems
Department (HMESD) University of Belgrade Faculty of Mechanical Engineering (UB FME) and
company Rudnap Group Minel Kotlogradnja from Belgrade, Serbia, where it was also manufactured.
The demand from industry was to develop jet fan prototype with the following characteristics: volume
flow rate—Qp = 17 m3s−1, impeller outer diameter—Da,p = 0.71 m, fan rotation speed np = 2950 rpm,
fan motor power—Pp = 39 kW and axial force, i.e., thrust—Fz,p = 938 N. Here, index “p” denotes
“prototype”. Axial thrust is calculated using the Equation (4). According to the reference [4]:
“The average jet velocity is in the range of 30 to 40 m/s.” This is, also, fulfilled for this prototype.
These conventional jet fans are aligned parallel to the tunnel axis. The maximal achievable thrust
(Fz,p,max) is calculated using Equation (6) in [4]. This relation could be simplified for the axial fan
impeller in a free stream in the following way:

Fz,p,max = ρAjcz,j(cz,j − cz,fs), (1)

where ρ is air density, Aj is the jet fan outlet cross section, cz,j is the jet axial average velocity and cz,fs is
the free stream velocity, i.e., air velocity in the tunnel in the region without jet fan influence. Of course,
the effective thrust is lower and calculated as follows:

Fz,p = ρAjcz,j(cz,j − cz,fs)ηpηp,inst, (2)

where ηp is the jet fan efficiency, and ηp,ins is the jet fan installation efficiency. In some cases, it could be
assumed that ηp = 1 [4]. Installation efficiency depends on the jet fan position in the tunnel. It could be
assumed that ηp,ins = 1, if the jet fan is positioned in the middle of the tunnel, without the influence
of other fans, other obstacles, as well as tunnel surfaces [4]. However, influence of the wall on the
propulsion jet is studied in [16]. Therefore, the installation efficiency (ηp,ins) could be estimated on the
basis of Equation (9) in [4], which is derived using the experimental data presented in [17]. In the case
of the presented constructions, the guide vanes and slanted silencers do not exist, so the regulation
could be performed only by the fan speed rotation number. For the flow direction purpose, the flow
straighteners in the “cross” shape are in-built in both silencers. The flow straighteners need to eliminate
or, at least, minimize the turbulent swirling flow, which occurs behind the axial fan impellers [18],
and maximize the axial velocity component which generates thrust. The sound power level according
to the A-weighting was not experimentally determined.
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Jet fan head, i.e., pressure rise, could be determined in the following way:

∆pt,p = Ppηp/Qp = 39·103·0.55/17 ≈ 1262 Pa, (3)

where the jet fan efficiency could be estimated as ηp = 55%. Besides Equation (2), thrust could be also
determined as follows:

Fz,p= ρQpcz,p = ρQp
2/A = 938 N, (4)

where cz,p is average axial velocity calculated as cz,p = Qp/A and surface of the cross-section.
The jet fan model parameters are determined on the basis of the similarity law and equality

of coefficients such as flow (ϕ), head (ψ), power (λ) and efficiency (η). Reversible jet fan model is
developed using the following parameters: Da = 0.5 m (punctually 499.2 mm ± 0.1) and fan power
P = 3 kW. By introducing power coefficient (λ) as follows:

λp = Pp/(Da,p
2up

3), (5)

where up is circumferential velocity on diameter Da,p. Equality of these coefficients for the prototype
and model lead to the equation:

n =np (P/Pp(Da/Da,p)5)1/3 = 2251 rpm. (6)

Flow coefficient is derived, on the basis of kinematic similarity, as follows:

ϕ = 4Q/[ua (Da
2 − Di

2)π], (7)

where Di is hub diameter.
Flow coefficients for the model and prototype are equal:

ϕ = ϕp (8)

It is assumed that non-dimensional diameter (ν), defined as ν = Di/Da, is equal for the model
and prototype:

ν = νp (9)

Volume flow rate of the jet fan model could be determined on the basis of Equations (7)–(9) as follows:

Q = Qp ·
(

Da

Da,p

)3

· n

np
= 17 ·

(500
710

)3
· 2251

2950
= 4.53

m3

s
. (10)

Head coefficient (ψ) is defined after the dynamic similarity as follows:

ψ = 2Y/ua
2, (11)

where Y is fan head defined in the following way:

Y = ∆pt/ρ, (12)

where ∆pt is difference of total pressures after and before the fan, i.e., total pressure rise in the jet fan.
Applying Equations (11) and (12), as well as introducing the equality of model and prototype

head coefficients lead to the following expression:

∆pt = ∆pt,p ·
(

Da

Da,p

)2

·
(

n

np

)2

= 1262 ·
(500

710

)2
·
(2251

2950

)2
= 364.41 Pa. (13)
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Using Equations (4) and (7), the following expression is derived:

Fz

D4
a · n2

= π3 ·ϕ2 · ρ ·

(
1− ν2

)2

1202
. (14)

Right hand side of the Equation (14), by assuming that air density is equal, depends only on flow
coefficient and dimensionless radius, which are identical for the model and prototype, so the following
equation for thrust could be derived:

Fz=

(
Da

Da,p

)4(
n

np

)2

Fz,p =
(500

710

)4(2251
2950

)2
· 938 = 134.32 N. (15)

In this way, all necessary data for jet fan model design are determined.
The greatest challenge was to develop axial fan impeller geometry to provide the same energy

characteristics in both directions. It is even more important for the reversible axial fan functionality
in traffic tunnels where pressure could vary in regions close to the inlet, i.e., exit. In this case,
due to the fact that the complete fan construction cannot be rotated, or simpler geometries where
blade angles cannot be adjusted, it is clear that axial fan impeller geometry must be symmetrical.
This would result in the axial fan impeller with symmetrical blades. They should be designed in
the way to use symmetrical airfoil and to be symmetrical to the axis normal to the chord, i.e., in this
case, also camber line, which divides it in two halves. The fan is designed after the law of constant
head in the radial direction, i.e., constant circulation in order to achieve higher energy efficient fans,
i.e., equal energy distribution along the radius. The result is the twisted blade presented in Figure 1a.
Threaded connection M20 is used for blade positioning in the axial fan hub. Six symmetrical profiles
and their geometry are shown in Figure 1a. Geometry parameters for the first and sixth one are
presented in Table 1, where r-radius measured from the axial fan rotation axis, R1—radius at the blade
leading/trailing edge, R2—radius of the profile pressure/suction side, β—profile angle measured from
the fan rotation axis and ymax—maximum thickness. Profile maximum thickness is positioned in the
center of the straight camber line, which has constant length along the blade L = 106 mm.

 

4 2 4 2

,
,
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(a) 

Figure 1. Cont.
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Figure 1. (a) Geometry of the impeller symmetrical blade and (b) Reversible jet axial fan with specified
normal and reverse flow directions.

Table 1. Table of the geometry parameters of the symmetrical blade profiles (No. 1 and 6).

r [mm] R1 [mm] R2 [mm] β [0] ymax [mm]

125 3.5 690 0 10.6
250 2.1 1653 35 5.6

Geometry of the whole construction of the reversible jet axial fan, with specified normal and
reversible flow directions, is presented in Figure 1b, where: 1—impeller, 2—AC motor, 3—impeller
casing, 4—profiled impeller hub cap, 5—silencer (sound suppressor), 6—flow straighteners, 7—AC
motor support and 8—AC motor cable casing (pipe form). Flow straighteners are not specially profiled,
due to the intention to obtain similar flow characteristics in both directions. They are only sheet metal
parts which form the “cross” geometry.

Asynchronous electric motor with two poles is placed in the casing in the way not to disturb
fluid flow. Axial fan casing with a hub and carrier is designed in the way to stabilize operation and
connection with the electromotor.

The jet fan has profiled bell-mouth inlet, and casings have inner diameter of 500 mm, while outer
is 584 mm (Figure 1b). Casing consists of perforated plate, mineral wool and steel plate envelope,
which minimize noise. Flow straighteners (Figure 1b, position 6) decrease generated turbulent swirling
flow jet and direct the flow. Namely, the main role is to improve generated jet strength, i.e., maximize
thrust and fan efficiency.

The jet fan model is designed for the following parameters determined above: fan rotation
speed—n = 2251 rpm, volume flow rate—Q = 4.53 m3s−1, impeller outer diameter—Da = 0.5 m
and axial force—Fz = 130 N. It has ten adjustable blades and dimensionless ratio ν = Di/Da = 0.5.
The manufactured jet fan model is presented in Figure 2.
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Figure 2. Developed axial fan impeller with its casing and AC electric motor.

The reversible jet fan 3D model was developed in academic software package CATIA V5R18
(64 bit) for the flow analysis. This model had certain level of “intelligence” based on the CATIA
Knowledge tools, which provided blade angle easy variation and blade shape variation according to
its angle position. In this way, clearances are minimized.

The second construction is with nozzles and flow straighteners as shown in Figure 3. It has
nozzles with inner diameter 440 mm (Figure 3b).

 

  

(a) (b) 

Figure 3. The second construction of the casing: (a) at the thrust measurement table and
(b) nozzle geometry.

3. Experimental Test Rig

Experimental investigation of the designed jet fan was conducted on the designed and
manufactured thrust measurement table in the Laboratory of the Hydraulic Machinery and Energy
Systems Department at the Faculty of Mechanical Engineering University of Belgrade (Figure 4).
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Figure 4. Thrust measurement table in the laboratory: (a) 3D model for calibration and (b) real model.

The test rig (Figure 4), i.e., the thrust measurement table, is composed of numerous elements.
The fundament of the test rig construction is manufactured with massive steel U-shaped profiles
(Figure 4a, position 1). It is heavy and provides operating stability important for obtaining
precise measuring results. Rails are assembled with the steel plate to the fundament (Figure 4a,
position 2) so that axial fan with wheel chair could safely move along the rails and enable axial force,
i.e., thrust measurements (Figure 4a, position 3). On the measurement table, a wheel fundament
is attached, also made of steel. This wheel (pos. 5) is positioned on the wheel fundament (pos. 4)
by the axle. Wheel rotation is possible by the use of radial rolling one-row bearing. Steel chrome
polished cable with 3 mm in diameter (pos. 6) moves over it and connects weights carrier (pos. 7) with
calibrated weights (pos. 8) and wheel chair. Weight carrier has two parts, of which the lower one is
used for holding calibrated weights and the upper one is a hook for hanging on the steel rope. It is
also calibrated and made of steel. Wheel chair is, on the other side, connected via measuring tape,
with a force transducer (pos. 9). This is a construction for force transducer calibration. Calibration
preceded each measurement. During measurements the steel cable is dismounted. However, the force
transducer is always connected via measuring tape (pos. 11) with the wheelchair, and it is mounted on
the steel carrier (pos. 10), which provides appropriate axial force measurements. The Vishay force
transducer model 355, type C3, hermetically sealed, was used (Figure 5, pos. 1). Specified total error is
±0.02% of rated output, which is here for C3, 50 kg, i.e., ±10 g.

A force transducer was carefully calibrated at the thrust measurement table by first loading
up to 45 kg and afterwards unloading due to hysteresis determination. A linear characteristic is
obtained. A measuring tape transfers axial force from the axial fan to the force transducer. It provides
stable work and precise measurements. A signal conditioner is used for the axial force transducer
signal conditioning and acquisition. A frequency regulator is used to control the axial fan rotation
speed. A digital frequency regulator DS2000, company MOOG, Serbia, was used. It has a three-phase
regulator which works over the voltage interval from 65 V till 506 V and frequencies from 50 till
60 Hz. Working temperature interval is 0 till 40 ◦C. A multifunctional measuring device Testo 450 with
appropriate probes was used in these experiments for measuring air temperature and humidity, as well
as for velocity measurements with attached vane anemometer probe. On the basis of the velocity
measurements, in positions specified by ISO 5801 [19], the volume flow rate was determined. It is
compared with the ones calculated on the basis of the measured axial velocity in the following way:
Q = Da (Fzπ/ρ)0.5/2, where ρ is air density. A mercury barometer measured atmospheric pressure
before each test. Fan rotation speed was determined by a stroboscope DRELLOSCOP 3009.

171



Processes 2020, 8, 1671

 

С

 

Figure 5. Connection of the force transducer with wheel chair: 1—force transducer, 2—force transmitter
carrier, 3—measuring tape, 4—wheel chair, 5—axial fan, 6—rails, 7—steel plate for connection of rails
with wheel chair loaded with reversible jet fan and 8—fundament.

4. Experimental Results and Discussion

In the conducted experiments, the following physical values have been measured: axial force, i.e.,
thrust, velocity field at the fan inlet and outlet, fan rotation speed, electromotor power, air temperature,
humidity and atmospheric pressure. Measurements were performed for various angle positions of
both blade impeller sets, controlled at the outer diameter Da: βRa = 28◦, 31◦, 33◦, 35◦, 39◦ and 45◦

as well as for various fan rotation speeds n = 400, 800, 1200, 1600, 2080, 2200, 2500 and 2565 rpm.
Measurements have also been performed for both fan rotating, i.e., flow directions and are presented
in Figure 6.

 

0 5 2 ρ

β

  

(a) (b) 

  

(c) (d) 

βFigure 6. Reversible jet fan characteristics in the function of the fan rotation speed and angle βRa for
both flow directions: (a) volume flow rate, (b) internal consumed power, (c) thrust and (d) efficiency.
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The fan efficiency is calculated, only after the contribution of the kinetic energy at the fan outlet,
i.e., in the jet, as follows:

η = Qρc2/2P, (16)

where c is velocity at the fan outlet and ρ air density. It is assumed that the inlet velocity is zero. It is
calculated on the basis of the approximated internal power, presented in Figure 6b.

All fan characteristics, normally, increase with the fan rotation speed. Hierarchy of increasing
the volume flow rate and thrust with increasing the blade angle, up to the angle 39◦, is obvious.
Fan characteristics depend on flow direction for all angles, but the smallest difference is obtained for
angle 39◦.

The best angle position (βRa) of the blade impeller blades is determined on the basis of a large
amount of experimental data (Figure 6). Measuring results for the angle position at the outer diameter
βRa = 39◦ are presented in the following charts (Figure 7).

 

η ρ

ρ

β

β

  
(a) (b) 

  
(c) (d) 

β

β

β

η
η

β

Figure 7. Reversible jet fan characteristics in the function of the fan rotation speed for both flow
directions and angle βRa = 39◦: (a) volume flow rate, (b) internal consumed power, (c) thrust and
(d) efficiency.

Small differences of thrust are obtained for angle βRa = 39◦ depending on the flow direction
in fan (Figure 7c). It is almost independent of the flow direction. This was the aim of this design.
In this case, the maximum thrust is achieved in both directions (Figures 6c and 7c). The fan was
also tested for βRa = 45◦, but thrust started to decrease, i.e., is significantly lower for normal flow
direction. In addition, the highest fan efficiency, calculated after fan contribution to the jet kinetic
energy, is reached for angle 39◦ (Figures 6d and 7d), and it is almost the same for both flow directions
ηI,max = 41.45% and ηII,max = 41.94%.

Obtained experimental results could be scaled-up to the prototype on the basis of the procedure
presented in [14]. This procedure involves equality of the turbomachinery coefficients for flow, head and
power. It is shown here that designed thrust of 134.32 N for rotation speed 2251 rpm after Equation (15)
is achieved for angle 39◦. Obtained values are Fz = 133 N for n = 2266.8 rpm.

In addition, axial fan impeller was tested in two casing constructions. The first construction is a
cylindrical casing, while the second one is profiled as a nozzle. Results for both models are presented
and compared in Figure 8. This design was tested for βRa = 28◦, 31◦ and 35◦.
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Figure 8. Comparison of the fan thrust in cylindrical (1) and nozzle (2) profiled casings for various
angles βRa and rotational directions (I-normal and II-reversible flow directions) in the function of the
fan rotation speed: (a) 28◦, (b) 31◦ and (c) 35◦.

Angle βRa variation leads to good thrust in normal, while to worse ones in reversible flow direction
(Figure 8). In all cases, the highest thrust values are reached for the highest fan rotation speed, what was
expected. The smallest differences in thrust are achieved for βRa = 35◦ and presented in Figure 8c.
This is obvious for the model 1 with cylindrical casing. The highest values of thrust are also achieved
for this angle βRa = 35◦.

Influence of the flow direction in the reversible axial jet fan is more obvious for the second model
with profiled nozzle. For this case significantly lower values of thrust are achieved for all angles βRa.
This is obvious for the highest presented angle βRa = 35◦ (Figure 8c). It could be concluded that this
nozzle casing was not properly designed for the tested fan. Construction of model 2 resulted in a lower
flow rate and thrust.

Analysis of sources of error and of uncertainty evaluation for the thrust measurement is provided
for the one measurement point (n = 2266.8 rpm) which is close to the designed fan rotation speed
(n = 2251 rpm). Calibration uncertainty of axial force (thrust) calibration, i.e., weights used for
calibration, is ±0.54 g. Systematic uncertainty combines the uncertainty of transducer and calibration
by the root-sum-square method and is ±0.075%. Random uncertainty of thrust measurements at 95%
confidence level is 1.689 %, and total uncertainty of thrust measurement is 1.7%. This is in accordance
with the used standard ISO 13350.

5. Conclusions

This paper presents the design of the axial jet fan impeller with symmetrical and adjustable blades
and experimental results of the testing on the test rig following ISO 13350. Two designs of fan casings
are presented too. Axial fan was tested for various angles and rotation speeds in both cases. These fans
work in pairs for the case of bigger tunnels, and the distance between two pairs of fans is, among other
things, defined by the experimentally determined thrust. It could be concluded the following:

• Herein, the procedure is presented for determination of the jet fan model parameters on the basis of
the parameters demanded for the prototype. This procedure is based on the geometry, kinematic
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and dynamic similarity law. Anyhow, this approach does not result in the same Reynolds number
(Re), so ∆Re is incorporated in the equation of recalculation/conversion, i.e., efficiency scale-up
from a model to the prototype which is treated in IEC 60193. This is not discussed in the used
standard here ISO 13350 [12].

• The test rig, i.e., thrust measurement table, for experimental investigations was designed and
manufactured after the international standard ISO 13350. A force transducer was carefully
installed and calibrated, and measure of uncertainty was determined.

• The main idea for this research was to design the axial fan with good thrust independent of the
fan rotation direction.

• It was experimentally shown that differences for all fan characteristics depend on the flow
direction in the axial fan, and this was noticed for almost all fan regimes and both casing designs.
Hierarchical distribution of fan characteristics is present for almost all angles and rotation speeds
up to the angle 39◦. Thrust starts decreasing for the angle 45◦ for normal flow direction (Figure 6c).
Therefore, this could be considered as a stalling effect which could occur for higher blade angles.
Clearance is small in our design, but it increases with the blade impeller angle increment, and it
has the highest value for 45◦. Therefore, this loss of aerodynamic performance could be the
consequence of the tip leakage vortex, i.e., flow from the blade tip with a strong vortex.

• Anyhow, the maximum thrust, and its almost independence of the flow direction is experimentally
obtained for the angle at the fan outer diameter βRa = 39◦ (Figures 6c and 7c). Flow rate and
power are also independent of the flow direction in this case and reach the highest values for the
maximum fan rotation speed (Figure 7a,b). The highest efficiency, calculated after Equation (16),
is also achieved for this blade angle position (Figure 7d).

• In addition, it is shown that designed value for the thrust Fz = 134.32 N for rotation speed
n = 2251 rpm (Equation (15)) is achieved for angle 39◦. Obtained thrust value is 133 N for
n = 2266.8 rpm. Therefore, the complete design is proved here.

• It is shown that fan casing significantly influences jet fan characteristics. It has a
convergent–divergent geometry (Figure 3b). This was an attempt to produce a fan with better
characteristics. Some concepts are still under consideration.

• Experimentally determined thrust for the second design is presented and compared with the
first one only for the angles βRa = 28◦, 31◦ and 35◦ (Figure 8). The smallest differences in thrust
depending on the fan rotation direction are achieved for the first design with cylindrical casing
and angle at the outer diameter βRa = 35◦ (Figure 8c). In this case, a significantly higher thrust is
achieved than for the second design.

• It is shown that jet fan has a small reaction factor, and that in the best case, with the highest thrust,
impeller specific energy is almost completely transformed into the kinetic energy achieving high
velocities, high flow rates and thrust. This is why the efficiency rate is calculated and presented
using Equation (16).

• Experimental results of the axial reversible jet fans testing are very rarely presented in the literature,
so the adequate comparison of the obtained data was not possible. Obtained experimental results
data basis is at disposal for CFD calculations for interested researchers.
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2. Brzezińska, D. Practical aspects of jet fan ventilation systems modelling in fire dynamics simulator code.
Int. J. Vent. 2018, 17, 225–239. [CrossRef]
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Abstract: Based on the fluid hydrodynamic lubrication theory, a mathematical model of liquid film
lubrication was established for the waviness hydrodynamic mechanical seal of a reactor coolant pump.
The influences of the waviness amplitude and pressure on the sealing performance were investigated
by the numerical simulation. The numerical results showed that the leakage rate increases linearly
as the pressure and waviness amplitude increase under the force balance condition. The minimum
liquid film thickness decreases first and then increase as the pressure increases. Stationary slide rings
with three different waviness amplitudes were processed using the pre-deformation method and
tested at different pressure and temperature. The experiments showed that all the three kinds of seal
have good stability under different pressure conditions. The experimental results showed that the
leakage rate is influenced by the pressure, waviness amplitude, and temperature, and the leakage
rate increases as the pressure increases. The comparison between experimental and numerical results
showed that both the temperature and pressure affect the seal performance, and tends to a smaller
leakage rate, which is quite different from the numerical values. Therefore, the multi-physics coupling
effect should be considered in the numerical analysis of seal performance, and this will be studied in
the further works.

Keywords: reactor coolant pump (RCP); waviness; mechanical seal; leakage rate; liquid film

1. Introduction

The reactor coolant pump (RCP) is one of the most critical pieces of primary equipment in a nuclear
power plant, and the only rotating equipment in the nuclear island which suffers both high temperature
and pressure [1]. The RCP’s shaft seal consists of three stages identical hydrodynamic mechanical seals
in series to prevent the leakage of primary medium from the outside of the RCP. The mechanical seal is
designed to operate normally under 17.3 MPa for 10 h. Compared with the ordinary mechanical seals,
the hydrodynamic mechanical seal realizes the non-contact between the sealing surfaces by using the
closing force caused by the hydrodynamic effect between the sealing end faces, with a variety of grooves
on the sealing surface. This characteristic greatly reduces the wear of the sealing surface and improves
the reliability and lifespan [2,3]. Two types of mechanical seal are always used in the shaft-sealed RCP,
including the waviness end face [4–6] mechanical seal and ordinary mechanical seal [7,8], where the
former has a longer lifespan due to its hydrodynamic characteristics. Due to its excellent hydrodynamic
effect and good controlled leakage ability, the waviness end face has been widely applied in the field of
the RCP. By utilizing the hydrodynamic effect, the waviness mechanical seal can form a micro-scale thin
layer of fluid film between the end faces, which avoids the direct contact between the seal pairs, reduces
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the wear and prolongs the life [9]. Because of these outstanding advantages, many studies on the
waviness end face mechanical seal have been made [10–14]. The wavy tilt dam (WTD) as one type of the
waviness surface was studied by many researchers. The concept of WTD was first proposed by Lebeck
and Young [15] who suggest that the hydrostatic and hydrodynamic effects are produced by the radial
taper and the circumferential waviness of the end face, respectively, which leads to sufficient opening
force and liquid film stiffness, and is suitable for high-parameter conditions. The stability researches
of WTD mechanical seal are mainly focus on several aspects. Etsion et al. [13] established a closed
analytical solution for the mechanical seal model to study the lubricating film pressure and the axial
separating force, whereby the face geometry is combined with waviness and coning. To improve the
leakage rate control, Salant et al. [16] simulated the hydraulically controlled RCP’s seal under different
deformations and geometries of the end face by changing the pressure in the cavity of non-rotating seal
ring. In addition to the independent hydrodynamic research, some coupling simulations were also
applied to analyze the coupled thermo-hydrodynamic characteristics. To study the 3D detailed behavior
of the WTD mechanical seal, based on the Reynolds equation [17,18], Liu et al. [14,19–21] simulated
and analyzed the WTD seal based on the three-dimensional thermal elastic hydrodynamic model,
and the results showed that the sealing mechanism was the combined effect of hydrodynamic and
hydrostatic. The film cavitation occurs at the high velocity region, and the hydrostatic effect prevailed
at the high-pressure region. Djamaï et al. [22] established a numerical model of thermo-hydrodynamic
mechanical face seals based on the coupling Reynolds equation and energy equation to analyze the
influence of operating and design parameters. Brunetière et al. [23] analyzed the influence of the
design and operating parameters on the thermo-hydrodynamic behavior of the mechanical end face
seals in steady and dynamic tracking modes. To research the influence factors of cavitation starting
and evolution, Li et al. [24] analyzed the effects of different waviness amplitudes, numbers and tapers
on the cavitation characteristics. The results indicated that the start and evolution of the cavitation
were affected by both the waviness and radial taper, and the change of the cavitation region along
the circumferential direction was influenced by the waviness, while that along the radial direction
depended on the taper.

As for the manufacture of the waviness groove on the sealing end face, the normal processing
methods used mainly include the milling, electric spark processing, grinding and etc. Huo et al. [25–27]
proposed a three-axis, ultra-precision grinding method using line contact kinematics for machining the
WTD seal rings, which can achieve high form accuracy and low surface roughness of the waviness
end faces. Han [28] researched the super precision milling process for the waviness end face of the
tungsten carbide seal ring. The surface roughness could reach about 7 nm. Wang [29] used the electric
spark processing method to pre-machine the waviness end face of the static ring. However, this work
should be improved. On one hand, this method has suffers from a long processing time and serious
carbon deposits, and on the other hand, the surface roughness cannot meet the requirements of less
than 0.4 µm. Recently, Feng et al. [30] proposed a new grinding method through extrusion deformation
of the seal ring. The extrusion deformation tooling and metal gaskets were used to deform the sealing
ring into a waviness shape. After grinding, the required waviness shape was formed. The experimental
results showed that the seal completely satisfies the requirements of nuclear power plant, while it
can obtain high accuracy surface roughness and high reliability. In short, as for the field of waviness
end face mechanical seal research, the main focus is on the predicting sealing performance by using
theoretical models and cavitation characteristics, which are relatively rare in experimental research.
The forming of the waviness end face limited to the equipment conditions and process methods is
only focused on the research method of the contractible scale model. The leakage of reference work
for the research of the prototype leads to a disconnection between the theoretical research and the
experimental results.

In view of the above problems, this work, based on the Reynolds equation of liquid film
lubrication, combined with the actual processing waviness end face, establishes a liquid film lubrication
mathematical model of the mechanical seal which can represent waviness groove. The influences of
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waviness amplitude, temperature and pressure on the leakage rate of the mechanical seal systematically
were studied by comparing the numerical results with experimental results. Moreover, it obtains the
difference between theoretical analysis and experimental research, which provides a reference for the
parameter optimization design of the seal end face and the coupling study of multiple physical fields.

2. Numerical Analysis

The mechanical seal of RCP mainly consists of stationary base ring (SBR), rotating slide ring (RSR),
stationary slide ring (SSR) and rotating base ring (RBR), as shown in Figure 1a. The structure of SSR is
as in Figure 1b.

Figure 1. Schematic of the mechanical seal, including (a) mechanical seal configuration and (b)
stationary slide ring (SSR).

2.1. Geometric Model

The geometric model is composed of rotating slide ring (RSR) and stationary slide ring (SSR),
as shown in Figure 2. The lubrication film lies between rotating slide ring and stationary slide ring.
Rotating slide ring has an ideal plane on the sealing end face. A uniform circumferential waviness lies
on the end face of the stationary slide ring, and a flat dam lies at the inner diameter. The thickness of
the liquid film at any position can be expressed as follows:

h(r, θ̂) =


hi , Ri ≤ r ≤ Rd

hi +
r−Rd

Ro−Rd
ha(1− cos

(
z× θ̂

)
) , Rd ≤ r ≤ Ro

(1)

where the inner and outer radius of the sealing end face are Ri and Ro, respectively, the dam radius of
the sealing end face is Rd, the minimum distance between rotating slide ring and stationary slide ring
is hi, and the waviness amplitude is ha. θ̂ is the coordinates of the rotating direction.

2.2. Mathematical Model

In order to establish the mathematical model, the following basic assumptions are listed:

1. The lubrication film between is the Newtonian fluid, and the flow is laminar flow. Since the
working fluid of the mechanical seal is always the water, the assumption of Newtonian fluid is
reasonable, and since the velocity of working fluid is small enough, the assumption of laminar
flow also is reasonable.

2. The heat generation of the viscous shear is ignored, and the liquid film viscosity is considered to
be constant. Since the heat generation of the viscous shear is very low and the temperature of the
liquid film is basically constant, this assumption is reasonable.
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3. The pressure variation along the direction of the film thickness is not considered. This is the basic
assumption of Reynolds equation.

Figure 2. Model of the sealing gap.

The governing equation of the lubrication film in rectangular coordinates can be expressed by
the steady-state Reynolds equation considering cavitation of the liquid film, and the expression is
expressed as follows:

∂

∂x
(

h3

12µ
∂p

∂x
) +

∂

∂y
(

h3

12µ
∂p

∂y
) =

1
2

Ux
∂(θh)

∂x
+

1
2

Uy
∂(θh)

∂y
(2)

where µ is the dynamic viscosity, which is defined as:

µ = µ0e−β(T−T0) (3)

where µ0 is the dynamic viscosity under the reference temperature T0; T is the local temperature of
the fluid film and β is the viscosity-temperature coefficient; p is the pressure; Ux and Uy are the shear
velocity in the x and y directions; θ is the ratio of the density of the liquid film during cavitation to
that in the liquid state, and when the flow is in full liquid film, θ = 1. When 0 < θ < 1, the flow is in
cavitation state.

In order to solve Equation (2), two kinds of boundary conditions need to be added, among which
the JFO cavitation boundary conditions for liquid film cavitation is defined as follows:

{
p = pc, 0 < θ < 1 in non-cavitation zone
p > pc, θ = 1 in cavitation zone

(4)

The pressure boundary condition is defined as follows:

{
p = pi r = Ri

p = po r = Ro
(5)

In Equations (4) and (5), pc is the cavitation pressure of the liquid film and is set to 0 MPa in this
work because of the large sealing pressure. Pressure pi and po are respectively the medium pressure at
the inner and outer radius of the sealing end face.

The governing equation is calculated using the finite element method (FEM) due to its complication.
The convection-diffusion Equation (2) will be convective dominant when the speed of the sealing
ring is large, which will lead to numerical oscillation of Galerkin FEM. Therefore, the streamline
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upwind/Petrov–Galerkin (SUPG) technology described in reference [31] is used to solve the lubrication
Equation (2), and the relevant sealing performance parameters could be calculated after obtaining
the liquid film pressure. In order to obtain the sealing performance in the force balance state of the
stationary slide ring, the axial force balance equation is solved by using dichotomy method to obtain
the minimum film thickness. The axial force balance equation is written as:

Fo = G + Fs (6)

where Fo is the axial opening force, G is the gravity of static ring, and Fs is the downward spring force.
The triangular mesh configuration is used in this simulation, and a perturbation term is added to

the weight function in the streamline direction, which can suppress the diffusion perpendicular to
the flow direction in advance and overcome the false diffusion problem of the upwind discretization.
The weak integral form of lubrication control Equation (2) can be written as:

∫

Ω

[
h3

6µ

(
∂w
∂x

∂p
∂x

+ ∂w
∂y

∂p
∂y

)]
dΩ−

∫

Ω

[
w
(
U
∂(θh)
∂x

+ V
∂(θh)
∂y

)
+ 1

2τ
SUPG

(
U ∂w
∂x

+ V ∂w
∂y

)(
U
∂(θh)
∂x

+ V
∂(θh)
∂y

)]
dΩ = 0

(7)

where w is the weight function and Ω is the calculation domain and τSUPG is the coefficient of stability.
By defining the FEM variables as: w = wiNi, p = piNi, θ = θiNi with N being the interpolation function
of element, the Equation (7) can be rewritten as:

K
p

ij
p j −Kθi jθ j = 0 (8)
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(9)

To solve Equation (8), the switch function F is introduced, and the unknown variable p and θ can
be expressed using the general variable Φ as:

Φ = Fp + (1− F)θ (10)

For the liquid film intact area, F = 1 and Φ = p, while for the cavitation area, F = 0 and Φ = θ.
Substituting Equation (9) into Equation (7), one obtains:

Ai jΦ j = Kθ
i j

F j (11)

where
Ai j = K

p

ij
Ci j −Kθi j

(
Ii j −Ci j

)
(12)

with I being the unit matrix; C is a matrix whose other areas are 0 except for the same value as F on the
diagonal. After obtaining the film pressure p, the sealing performance parameters such as liquid film
bearing capacity, leakage rate and friction coefficient can be calculated.

Since the static seal ring is in floating state, the thickness of the lubricating oil film is determined by
the balance between the bearing capacity of the lubricating liquid film and the gravity of the static seal
ring, spring force and the static pressure of the sealing medium. Therefore, the balance film thickness
of the liquid film needs to be obtained by solving the force balance equation of the static seal ring as:

∫
pdΩ − Fc = 0 (13)
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where Fc is the closing force of the static ring, which is the summation of the gravity G of the static ring,
the spring force Fs, and the hydrostatic pressure in the sealed cavity.

2.3. Calculating Results and Analysis

Table 1 shows the geometric and operating parameters used in this work and the materials of the
friction pair are carbon and tungsten carbide (WC). Except for special instructions, all the parameters
taken in this work are shown in Table 1. The listed waviness amplitude is the actual measured value of
the end face of the stationary slide ring manufactured, and is corresponds to Section 2. The simulating
parameters are the same as the experimental parameters.

Table 1. Geometric and operating parameters.

Item Value

Outer radius Ro (mm) 152
Inner radius Ri (mm) 138.55
Dam radius Rd (mm) 141.5

Numbers of waviness z 9
Waviness amplitude ha (µm) 5.0; 6.3; 6.9

Balance ratio 0.745
Outer pressure po (MPa) 2.0; 5.3; 10.6; 15.9
Inner pressure pi (MPa) 0

Pressure difference ∆p = po − pi (MPa) 2.0; 5.3; 10.6; 15.9
Rotor speed n (rpm) 1485

Medium Water
Density ρ (kg/m3) 998.2

Viscosity µ (kg/(m·s)) 1.003 × 10−3 (20 ◦C)

In Figure 3, it shows the variation law of the minimum liquid film thickness hi and the leakage
rate Q with the pressure in balance state. As can be seen from Figure 3a, the minimum liquid thickness
decreases first and then increases with the increase of pressure, which is consistent with the research
results in literature [5], which is due to the cavitation of the lubrication film under the small film
thickness that leads to the enhancement of the hydrodynamic effect of the liquid film. Under the same
pressure, the larger waviness amplitude leads to higher minimum liquid film thickness. The hydrostatic
effect of the liquid film increases with the waviness amplitude increases. As can be seen from Figure 3b,
the leakage rate increases approximately linearly with the increase of the pressure, and the larger
waviness amplitude leads to larger leakage rate. Moreover, the upward trend of the leakage rate curve
is more obvious.

Figure 3. Comparison of minimum fluid film thickness hi (a) and leakage rate Q (b), including waviness
amplitude ha. The viscosity is taken as 1.003 × 10−3 kg/(m·s).
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3. Experimental Research

3.1. Manufacture and Experiment of the Sealing Rings

According to the method and process described in literature [17], three kinds of the morphologies
with different waviness amplitude on seal end face of the stationary slide rings are ground by using
the metal gaskets with different thickness (δ = 0.12 mm, 0.15 mm and 0.20 mm). In order to make the
surface roughness of the sealing end face satisfy the requirement, the grinding powder F1200 named
boron carbide (B4C) is used for grinding. Its particle size is 1–7 µm and Vickers hardness is 31 GPa.
The final roughness of the sealing end face of the stationary slide ring is about 0.0572 µm. The three
stationary slide rings are shown in Figure 4.

Figure 4. Manufacture status of the stationary slide rings, including (a) δ = 0.12 mm, (b) δ = 0.15 mm,
(c) δ = 0.20 mm.

Each wave groove of the static ring is divided equally in the radial direction, and the detection is
recorded by moving slowly from the outer circle of the static ring along the inner circle. The nine waves
are measured in nine groups, namely: M1–M9. The 9 waves of each static ring are made of the same
metal gasket by compression deformation, which can ensure the same wave amplitude, and the single
wave is also the same. The central section of each waviness is used as the measurement section of the
waviness amplitude. The height of the waviness is measured and recorded by sliding from the outside
to the inside of the sealing end face of the stationary slide ring to obtain the waviness amplitude ha.
It can be seen from the Figure 5 that the processed waviness has good variation consistency. According
to Equation (1), the waviness amplitude ha of the corresponding metal gasket thickness of 0.12 mm,
0.15 mm, and 0.20 mm is about 5.0 µm, 6.3 µm, and 6.9 µm, respectively.

3.2. Performance Test

Figure 6 shows the test rig, which consists of the testing device, motor, oil supply unit, charge
pump, water reservoir, water deionization system, cooling water cycle, PLC cabinet, DAQ cabinet,
cooling water basin, and other components. The test medium is purified tap water (6–8 pH, conductivity
≤ 20 µS/cm) which supplied by the water deionization system and stored in the water reservoir.
The high-pressure charge pump supplies the testing device with pressurized barrier water, which is
necessary for test rig operation, and is fed directly from the water reservoir. The process water returns
from the testing device to the water reservoir via multiple leakage water pipes. The oil supply unit
ensures the necessary lubrication of the upper roller bearing of the testing device, and the lower bearing
of the testing device is a medium lubricated hydrodynamic bearing. A cooling water basin supplies
the water for the cooling pump and should be situated outside of the test bench room. The constant
temperature of the water from the cooling water basin ensures the thermal stability of the testing
device. The operation and control of the test rig are regulated and controlled by the PLC unit in the

183



Processes 2020, 8, 1611

PLC cabinet. The DAQ switching cabinet contains components necessary to collect, record and display
data during a test run. The measurement point data collected by the measuring instrument (see Table 2)
are fed back to the DAQ unit.

As for the above three kinds of waviness sealing end faces, the measurement of the leakage rate
under different temperature and pressure are performed. During the test, the speed of the shaft is
1485 rpm, the pressure is gradually increased to the highest and then decreased (the pressures are
2.0 MPa, 5.3 MPa, 10.6 MPa, and 15.9 MPa respectively). The medium temperature in the sealing
chamber and leakage rate of the low-pressure side are recorded in per second. In order to consider the
different working pressure, the pressure increase and decrease is applied via three steps. Beginning
with about 2.0 MPa, the pressure is increased to 5.3 MPa rapidly (representing normal operation of
a 3-stage application). After about 10 min, the pressure goes up to 10.6 MPa (representing normal
operation of a 2-stage application), and after 20 min, it goes up to 15.9 MPa (representing accidental
load on one stage). Finally, the reduction of the pressure is realized via the same steps within 15 min.
The system pressure is changed slowly by adjusting the opening of the ball valve during the whole
process to ensure not damaging the test loop and mechanical seal.

Figure 5. Measurement of the waviness amplitude, including (a) δ = 0.12 mm, (b) δ = 0.15 mm, (c) δ =
0.20 mm.
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Figure 6. Test rig.

Figure 7 shows the leakage rate with different waviness amplitudes. The sealing end faces with
waviness amplitude 5.0 µm have similar law with the other two (the waviness amplitude is 6.3 µm
and 6.9 µm respectively), which will not be repeated here. From these figures, it can be seen that
the leakage rate of the seal increases with the increase of the pressure. The leakage rate increases
slowly at the beginning of each stage (the slope of leakage rate plot is very small) due to the leakage
hysteresis on seal faces, and then increases rapidly in about 200 s (the slope of leakage rate plot is
very large). After that, it remained at a stable value. At 2700 s, the pressure instantly dropped from
15.9 MPa to below 10.6 MPa, and the leakage rate did not change suddenly with the instantaneous
rapid pressure drop, but slowly decreased. It can be predicted that, if the pressure maintenance
time is enough during the pressure relief, the leakage rate can also be at a stable value. Due to the
occasional air bubbles in the medium during the test, the measured value will suddenly change after
passing through the low-pressure leakage measuring instrument, but then it returns to a stable value.
The experimental results show that the waviness end face seal has excellent stability under the constant
working conditions. In comparison, the temperature in the seal chamber gradually increases as the
test progresses under a lower medium temperature as shown in Figure 7a,b. Although the pressure
increases step by step and then decreases during the test, the temperature presents an obvious step
change. As shown in Figure 7c, the measured temperature does not increase significantly under a
higher medium temperature, which may be caused by the heat generation of the sealing end face that
is in equilibrium with the heat dissipation of the test system. Moreover, the high capacity of the tank
may also suppress the increase of measured temperature.

Table 2. Measuring instruments.

Measurement Identification Output Signal Accuracy Range

Medium pressure P_BW 4–20 mA ±1% 0–25 MPa
Low-pressure leakage rate Q_LPL 4–20 mA ±0.5% 0–100 L/h

Medium temperature T_BW 4–20 mA Grade B 0–100 ◦C
Rotating speed S_MM 4–20 mA 0.01% 0–2000 rpm
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Figure 7. The leakage rate with different waviness amplitudes, including (a) ha = 5.0 µm, T = 30 ◦C,
(b) ha = 5.0 µm, T = 40 ◦C, (c) ha = 5.0 µm, T = 60 ◦C, (d) ha = 6.3 µm, T = 30 ◦C, (e) ha = 6.3 µm,
T = 40 ◦C, (f) ha = 6.3 µm, T = 60 ◦C, (g) ha = 6.9 µm, T = 30 ◦C, (h) ha = 6.9 µm, T = 40 ◦C, (i) ha = 6.9 µm,
T = 60 ◦C.
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3.3. Test Comparative Analysis

Figure 8 shows the variation trend of measured leakage rate under different waviness amplitudes,
pressures and temperatures, which are mean values for all 9 cases. Since the temperature gradually
increases with the work of the motor and the seal, it is difficult to maintain a constant during the
test period of one minute. The temperature corresponding to the test is an approximate value.
Figure 8a shows that, under the same pressure, the leakage rate reaches the maximum and minimum
values at 40 ◦C and 60 ◦C, respectively. As shown in Figure 8b, when ha = 6.3 µm, under the same
pressure, the leakage rate reaches the maximum and minimum values at 40 ◦C and 30 ◦C, respectively.
Figure 8c shows that when ha = 6.9 µm, determining the pressure difference ∆p at 10.6 MPa or
15.9 MPa, the leakage rate reaches the maximum and minimum values at 60 ◦C and 30 ◦C, respectively.
When ∆p = 5.3 MPa, the leakage rate is the largest at T = 40 ◦C, and is the smallest at T = 60 ◦C.
According to these conditions, for these three kinds of waviness end face seals, their leakage rates
all increase along the increases of pressure. Although the temperature also has a large effect on
leakage rate, the change of temperature shows a non-obvious influence on these three waviness end
faces, which may be caused by the unstable state of temperature distribution and the large influence
of thermal effect on deformation of the end faces of the rotating and stationary slide ring for the
mechanical seals. Generally, the increase of temperature will lead to the decrease of viscosity of the
lubricating liquid film, and enhances the leakage ability of the liquid film. However, the effect of the
temperature on the deformation of the seal end face is not obvious, which affects the actual distribution
of the liquid film thickness. Therefore, the influence of temperature on leakage rate still needs to be
further analyzed based on thermal elastohydrodynamic theory.

Figure 8. The comparison of the leakage rate at different temperature, including (a) ha = 5.0 µm,
(b) ha = 6.3 µm, (c) ha = 6.9 µm.
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Figure 9 shows the effect of the waviness amplitude ha on the leakage rate Q at the same
temperature. When the temperature T is 30 ◦C and 40 ◦C and ∆p ≤ 10.6 MPa, the smaller waviness
amplitude leads to the larger leakage rate. When ∆p = 10.6 MPa, the leakage rate of the waviness
amplitude ha = 6.3 µm suddenly increases, which indicates that the pressure effect on the deformation
is obvious under this waviness amplitude state. When the temperature T = 60 ◦C, the deformation
of the seal rings with different waviness amplitudes varies greatly due to the combined effects of the
temperature and pressure.

Figure 9. The comparison of the leakage rate at different waviness amplitude, including (a) T = 30 ◦C,
(b) T = 40 ◦C, (c) T = 60 ◦C.

4. Comparisons of Test and Simulation Results

Table 3 shows the comparisons of the test measured and calculated leakage rates under different
pressures. It can be seen that the test value is in good agreement with the calculated value for the seal
end face with a waviness amplitude ha = 5 µm, and the calculated values are significantly greater than
the test values for the seal face with the larger waviness amplitudes ha = 6.3 µm and ha = 6.9 µm.
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Table 3. Calculation and test results comparison at the different pressures.

ha/µm Pressure/MPa Test Value/L·h−1 Calculated Value/L·h−1

5.0
5.3 10.65 5.02

10.6 16.44 15.76
15.9 22.08 25.55

6.3
5.3 8.22 12.52

10.6 14.91 31.52
15.9 23.02 51.11

6.9
5.3 8.04 16.31

10.6 12.85 41.40
15.9 23.02 51.11

The higher sealing pressure leads to the greater deviation between the test and the calculation,
since the thermal deformation of the rotating and stationary slide rings for the mechanical seals is not
considered in the theoretical model. In addition, under the high sealing pressure and the large waviness
amplitude conditions, the seal end face is more likely to generate a non-uniform circumferential liquid
film pressure distribution. The pressure distribution causes the ignored axial deformation, which affects
the thickness of the lubricant liquid film. Therefore, in order to accurately predict the leakage rate
under the high-pressure conditions, it is necessary to consider the thermo-mechanics coupling effect of
the entire system, including the sealing rotating slide ring, stationary slide ring, lubricant liquid film,
and base rings, and to establish a multi-field coupling model of mechanical seal for analysis.

5. Conclusions

In the paper, a mathematical model of the waviness mechanical seal for RCP is established to
simulate the leakage rate and minimum liquid film thickness. The SUPG finite element method
is applied to solve the lubrication equation considering the mass-conservation with JFO cavitation
boundary. The predicted leakage rate was taken under different conditions (such as waviness amplitude,
pressure, temperature). Three waviness seals were manufactured and tested. Through the comparison
of the results between calculation and test, the following conclusions are obtained.

1. The calculated results show that when the waviness amplitude is constant, the leakage rate
increases linearly with the increase of the pressure. The minimum liquid film thickness decreases
first and then increases with the decrease of the pressure. There is a minimum limit value due
to the phenomenon of liquid film cavitation. The larger waviness amplitude led to the smaller
thickness of the liquid film and the larger leakage rate under the same pressure.

2. The test results show that the leakage rate is basically stable under the steady-state conditions and
increases with pressure. The sealing performance is superior during the step-up and step-down
processes of the pressure, and the seal ring does not lock up, which indicates the operation stability
of the waviness end face seal.

3. The test pressure, temperature and waviness amplitude have important effects on the leakage
rate of the mechanical seal. The effect of the sealing pressure is the largest, and the influence
of the temperature and waviness amplitude is not obvious, which is caused by the complex
thermo-mechanic coupling effect of the mosaic for the rotating and stationary slide ring, and the
inconsistency of the temperature control during the test.

4. The calculated value of the leakage rate is greater than the measured value, which indicates that
the thermo-mechanics coupling effect of the rotating and stationary slide rings for the mechanical
seal cannot be ignored. The accurate calculation of the thermal deformation of the seal waviness
end face is very important for the prediction of the leakage rate. The waviness mechanical seal
needs to be further developed by multi-physics coupling modelling analysis.
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Abstract: The blade wrap angle of impeller is an important structural parameter in the hydraulic
design of open-design vortex pump. In this paper, taking a vortex pump with a cylindrical blade
structure as the research object, two kinds of different blade wrap angle of vortex pump impellers
are designed. The experiment and numerical simulation research is carried out, and the results of
external characteristics and internal flow field are obtained under different flow rate. The results
show that when ensuring that other main structural parameters remain unchanged, the efficiency
and head of open-design vortex pump increase with the blade wrap angle decreases. In the case of
blade wrap angle increasing, the length of rotating reflux back from lateral cavity to inlet is longer.
For the same type of vortex pump, the length of rotating reflux to inlet decreases with the increase of
flow rate. At the inlet area of impeller front face, there is an area where liquid flows back to the lateral
cavity. The volute section shows that after passing through the impeller and lateral cavity, the liquid
is discharged to the pump outlet with strong spiral strength. It is found that the blade wrap angle
decreases and the shaft power increases, while the pump efficiency increases. The impeller blade
wrap angle of vortex pump can be considered to select a smaller value.

Keywords: numerical simulation; vortex pump; lateral cavity; open-design; spiral flow

1. Introduction

Vortex pump is widely used in sewage treatment, slurries, and large particle transportation along
with continuous development of industrial and agricultural production. The impeller is installed
on one side of the pump cavity, and it has a wide lateral cavity, there are flow of through flow and
circulation flow in the pump cavity simultaneously under the rotation of the impeller. This type of pump
anti-clogging performance is better. However, this equipment exhibits disadvantages, which include
low efficiency and high energy consumption [1]. At present, detailed information is still unavailable for
flow fields in vortex pumps. Schivley [2] put forward a flow model to investigate internal flow of vortex
pumps and pointed out that fluids can be sucked into pumps under effects of atmospheric pressure
when static pressure is negative at central region of the vortex. There is a lateral cavity in the vortex
pump, and the impeller has no front cover. Hence, the vortex pump anti-clogging performance is
better than that of general centrifugal pumps. However, the pump efficiency is relatively low [3–5].

Numerical simulations of different end clearance conditions were carried out while ensuring that
other design parameters remain unchanged.

The influence of pump structure on its performance was experimentally studied by Zheng [6].
A new method was developed in which the volumetric ratio of the lateral cavity to the impeller
was used to design vortex pumps. According to the statistics of a number of experimental data,
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the authors believe that the pump can get a good performance in the ratio between 3 and 5. Sha et al. [7]
combined theory and experiment to derive a unified experience coefficient for use of hydraulic design
method on vortex pump, further analyzed the hydraulic model, and inferred experience coefficient for
least-square equation of centrifugal slurry and vortex pumps. Liu et al. [8] obtained the influence of
the special volute structure of the vortex self-priming pump on its self-priming performance through
2D PIV and numerical calculation. The results show that the combination of the guide wall and
the impeller outlet promotes the gas-water mixing and the formation of bubble flow, and improves
the self-priming performance. To understand flow conditions in vortex pumps, Alexander Steinmann
carried out numerical and experimental investigations [9], with further objective of investigating
URANS-CFD (Unsteady Reynolds-Averaged Navier–Stokes -Computational Fluid Dynamics) method
using cavitation model for numerical stability and accuracy.

The experiments on changing the axial location of impeller by Sha et al. [10,11], and measurement
of flow field in lateral cavity with five-hole probe were conducted on a self-built vortex pump. Based on
the experiments, the characteristic performance curves and the absolute velocity, the circumferential
velocity, the radial velocity, the axial velocity, and the flow static pressure were obtained.
The experimental results proved that the cavitation characteristic curve showed opposite tendency in
the operating conditions of small charge compared with centrifugal pump and anti-cavitation were
improved with the increase of the scale that impeller was inserted into lateral cavity. In order to study
the influence of end clearance of impeller on the performance of a multi-stage pump, a change end
clearance of impeller method was studied through CFD by Zhou et al. [12] to analyze performances
of pump. The results show that the existence of end clearance, which leads to the flow aggravation
separation in the diffuser passage, and further reduces the performance of the pump. The wear
characteristics of slurry pump are studied based on particle model under low flow conditions by
Peng et al. [13]. The results showed that there was serious local wear in the interface between the sheath
and the rotor near the tongue under small flow condition. By removing the front and rear back
blades, the wear degree at the junction can be effectively reduced, but the wear of the inner side of
the front guard board will be intensified. The author established the apparatus first for measuring
the velocity distribution on the axial vertical profile in vortex pump impeller and pressure distribution
on blade surface [14]. The measuring methods are explained in more detail and the measured results
are presented. An exploratory study on numerical calculation of solid–liquid two-phase flow by
Gao et al. [15], the numerical calculation of vortex pump base on CFD-DEM (Discrete Element Model)
coupling calculation method, and numerical simulation was carried out under different particle sizes
and concentrations, then the rapeseed was used for solid particles to the experiment, and obtained
that the values of inlet rotating reflux length under different flow rate conditions. The slurry pump
was used to investigate into influences of blade camber profile on pump hydraulic performance
and impeller wear characteristic in terms of limestone-water slurry as transported medium [16].
The relationships of both hydraulic performance and wear characteristic with blade camber profile
were analyzed numerically in Fluent 16.0 by using discrete phase model (DPM) model. The results
show that the cylindrical blade designed by the logarithmic spiral method with variable angle can
improve hydraulic efficiency, but will lead to a slight reduction in the head. Wear characteristics in
centrifugal pump simulation method are based on DPM model and semi empirical wear model by
Zhao et al. [17]. The main wear positions of the centrifugal pump structure components are obtained.

At present, the research on this kind of vortex pump with special structure is scarce. Especially
in the open-design vortex pump, if the improper blade wrap angle of impeller was chosen, impeller
passage partial blockage and wear will occur, causing performance reduction. Even the pump passage
will be blocked and operation is stopped. Therefore, the appropriate blade wrap angle of impeller is
crucial for the performance and operation of the vortex pump. This article took a typical open-design
vortex pump as the research object, and designed two different type of blade wrap angle of impeller.
Numerical simulations of different blade wrap angle of impeller conditions were carried out. The test

194



Processes 2020, 8, 1601

validated the effect of impeller blade wrap angle on vortex pump performance and also provided
a reference for impeller design and engineering application.

2. Calculation Model

2.1. Physical Model

An open-design vortex pump with a specific speed of 166 was selected as the research object.
The design flow rate was Qdes = 400 L/min; rated speed n = 1485 r/min. The main impellers structural
parameters are shown in Table 1. Figure 1 shows the vortex pump two-dimensional assembly. The blade
wrap angle of impeller as shown in Figure 2. In order to facilitate comparative analysis, numerical
simulations of different impeller blade wrap angle conditions were carried out with the main impeller
parameters unchanged.

Table 1. Parameters of impellers.

Parameters Model Pump 1 Model Pump 2

Blade wrap angle of impeller (ψ) 35◦ 65◦

Inlet setting angle of impeller (β1) 60◦ 40◦

Outlet setting angle of impeller (β2) 50◦ 35◦

Impeller inlet diameter (D1) 50 mm
Impeller outlet diameter (D2) 128 mm
Blade number of impeller (z) 10

 

ψ
β
β

 
Figure 1. Simple diagram of pump section model.

2.2. Grid Independence Verification

The computational domains were formed in Unigraphics NX 10.0 software by 2d hydraulic design
drawing, as shown in Figure 3, The entire mesh generation was carried out in ICEM 19.0 software,
as shown in Figure 4. In theory, with increase in grid element number, errors caused by grid will
reduce gradually until they disappear. However, the number of grid elements cannot be too large for
the reason of considering computer performance and computer time [18–21].

In this paper, model pump 1 is used for grid independence verification. The structured mesh of
computational domains was built based on ANSYS-ICEM 19.0 software (Customer Number: 1079741,
NASDAQ:ANSS, Cannonsburg, PA, USA). Four calculation schemes were created with different grid
numbers in this paper. The efficiency and head of the pump were taken as grid independence indicators,
as shown in Table 2. The values of efficiency and head of Scheme 1 and Scheme 2 are lower than that
of other schemes. The efficiency and head value of Scheme 3 are close to that of Scheme 4 as the grid
increased, which means that Scheme 3 had achieved the requirement of numerical precision. Hence,
considering the calculation performance and calculation time of the computer, Scheme 3 was selected
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as the final grid scheme for numerical computation. Meanwhile, the entire computational domain
30 < y+ < 100 was ensured to meet the requirement of standard wall functions [22,23], and the y+
contour of the impeller as shown in Figure 5, and the mesh quality as Table 3. The mesh quality
is shown in Table 3, when the value of mesh quality is >0.4, the percentage of the mesh is >99.9%,
while the value of mesh quality is >0.67, the percentage of the mesh is >90%.

 

ψ
β
β

  
(a) 

 

  
(b) 

lateral cavity

Figure 2. Blade wrap angle of impeller. (a) Impeller 1, (b) impeller 2.

 

lateral cavity 

inlet suction 

outlet suction 

volute 

impeller 

Figure 3. Calculation domains.
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(a) (b) (c) 

lateral cavity

Figure 4. Sketch of the structured mesh: (a) impeller; (b) close-up view of near the trailing edge;
(c) volute.

Table 2. Grid independence analysis.

Scheme No. Grid Number Efficiency (%) Head (m)

Scheme 1 833662 49.83 3.78
Scheme 2 1096575 50.58 3.95
Scheme 3 1483790 50.95 4.03
Scheme 4 1756421 50.91 4.04

 

Figure 5. y+ contour of the impeller.

Table 3. Mesh quality.

Mesh quality >0.4 >0.5 >0.67
Percentage of grids (%) >99.9% >99% >90%

2.3. Numerical Algorithm

The calculation domain of pump is divided into two types of subdomains in CFD numerical
simulation, which includes a total of five subdomains as shown in Figure 3, namely inlet section, lateral
cavity, impeller, volute, and outlet section, and the interfaces are formed between different subdomains.
The first type of subdomain includes the inlet section, the lateral cavity, the volute, and the outlet
section. The equations for this type of region are solved in a stationary framework. The second type of
subdomain is the impeller, which is attached to the rotating frame and solved in a rotating framework
via the multiple reference frame (MRF), and the rotational speed was set as 1485 r/min [23].

The flow through the model pump was simulated with the commercial code ANSYS-Fluent 19.0,
which uses the finite volume method to solve the Reynolds averaged Navier-Stokes equations for
3D incompressible steady flow. Second order upwind discretization was used for the convective
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and the diffusive terms. The time dependent term scheme was second order implicit [24].
The pressure–velocity coupling was calculated by means of the SIMPLE algorithm, and the convergence
precision was set to 10−5.

The mass-flow rate was specified at the inlet of the CFD domain, and the outlet boundary was
assumed to be outflow. At the exit, there is an unavoidable effect on the final flow solution as a result
of the boundary conditions. A reasonable length was added to the real machine geometry to avoid this
effect as much as possible. At the outlet, which is roughly four impeller-diameters, the gradients of
the velocity components are assumed to be zero, and all physical surfaces of the pump were set as
the no-slip wall.

The maximum number of iterations is set to 20, and the convergence precision is set to 10−5.
In the process of iteration, if the convergence accuracy is reached, the next iteration will be carried
out. If the convergence accuracy is not reached after 20 iterations, it is also considered to have reached
the convergence accuracy and automatically jumps to the next step.

2.4. Turbulence Model

Predicting the performance of fluid machinery based on CFD, different turbulence models were
used to calculate the fluid machinery, and the predicted results were different. There is no universally
valid turbulence model which will yield optimum results for all applications [25–27]. It needs to select
a turbulence model most suitable for vortex pump to be calculated, and comparing the numerical
results with the experimental results for validate. Five turbulence models were selected to calculate
in the design condition, namely, the standard k-ε model, RNG (Re-normalization group) k-ε model,
realizable k-ε model, standard k-ω model, and SST (Shear stress transfer) k-ω model.

In Table 4, the test results and the numerical results with different turbulence models were
compared. Generally speaking, the RNG k-ε and SST k-ω models predict the highest pump efficiency
and head, and the standard k-εmodel has the lowest and most close predicted value. Thus, the standard
k-ε model is chosen for the following numerical calculation. It is should be noted that the standard k-ω

model also has good predicted accuracy and the lowest computational time. There is around a 10%
error with the test data, the reason for the increase in calculation results was probably the neglect of
mechanical and leakage losses. The calculated losses in numerical simulation are considered less than
the actual losses. The difference may be that in the numerical simulation in this paper, the fluid flow in
the gap of rear cover plate is simplified, neglecting the volume losses caused by gap flow.

Table 4. Numerical results with different turbulence models at Qdes.

Turbulence
Model

Standard
k-ε

RNG k-ε
Realizable

k-ε
Standard

k-ω
SST k-ω Test Data

Efficiency η (%) 50.95 52.74 52.13 51.13 53.18 46.66
H (m) 4.03 4.28 4.18 4.11 4.32 3.62

3. Results and Discussion

3.1. Pump Performance Test

In this paper, two impellers with different blade wrap angles are processed by polymethyl
methacrylate, as shown in Figure 6. In order to continue the research later, the inlet pipeline is
also processed into transparent polymethyl methacrylate. Test rig comprises two parts, namely,
data acquisition system and water circulation system [28]. The open test bench is shown in Figure 7,
which has the identification from the technology department in Jiangsu province of China. Test facilities
and measurement methods abide by measurement requirements described [29]. It includes flow
control device, data acquisition device, and data processing device. During the experiment, the flow
and pressure were measured by LBBE-50S-M2X102-25 electromagnetic flowmeter (Wuxi Dihua
Automation Equipment Co. Ltd., Wuxi, China) and WT2000 pressure sensor (Shanghai Welltech
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Automation Co., Ltd., Shanghai, China), and the shaft power was measured by JN338-20A shaft power
tester (Wuxi Antok Automation Technology Co. Ltd., Wuxi, China). The range of LBBE-50S-M2X102-25
electromagnetic flowmeter is 30 L/min–850 L/min, the range of JN338-20A shaft power tester is 0–20 N
m, the range of inlet pressure transmitter is −100 kpa–100 kpa; the range of outlet pressure transmitter
is 0–100 kpa. Then, under the valve opening adjustment, we measure the inlet and outlet pressure and
shaft power at different flow rates, and input all the signals into the computer software for calculation.

 

−

100
SP

gQH

η

  
(a) (b) 

Figure 6. Impeller of open-design vortex pump. (a) Impeller 1; (b) Impeller 2.

 

−

100
SP

gQH

η

 
Figure 7. Testing system. 1. Motor; 2. rotational speed meter; 3. test pump; 4. inlet pressure sensor; 5.
inlet valve; 6. turbine flowmeter; 7. outlet valve; 8. outlet pressure sensor.

In the pump performance test, pump efficiency is defined as follows [30]:

η =
ρgQH

PS
× 100%, (1)

where η is pump efficiency, Q is flow rate (m3/s), H is pump head (m), and Ps is output power of
motor (W).

H =
pout − pin

ρg
, (2)

where pin is inlet total pressure, and pout is outlet total pressure (pin and pout unit is Pa).
In this paper, experimental and numerical uncertainty analysis was performed [26,31,32].

The experimental total uncertainty is the combination of random uncertainty and systematic uncertainty,
while the numerical uncertainty is caused by discretization in CFD applications. The numerical results
compared to experimental results are shown in Figure 8. The performance tests under the wrap angle
of the two types of impeller blades show that the efficiency and head of the impeller 1 are higher than
that of the impeller 2. The numerical calculation results are in good agreement with the experimental
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results, and the experimental results are lower than the numerical calculation results, but the error is
less than 5%. The change trend is the same under different flow. Therefore, this research method is
credible. The reason for the decrease in the calculation result may be that in the numerical simulation
in this paper, the fluid flow in the gap of the rear cover plate is simplified, neglecting the volume losses
caused by gap flow. According to the references below, the experimental uncertainty in this study was
estimated as 2.8%, the numerical uncertainty in this study was estimated as 2.1%.
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Figure 8. Comparison of pump performance between numerical and experimental results. (a) Model
pump 1; (b) model pump 2.

3.2. Flow Field Analysis

3.2.1. The Influence of Blade Wrap Angle on Inlet Backflow

At present, there are many studies on the covered design vortex pump. From the existing research
conclusions, the vortex pump has both circulating flow and through flow inside. The structure of
the open-design vortex pump is different from the impeller design of the covered design vortex pump.
The impeller of the open-design vortex pump does not retract to the rear pump cavity, but is on one
side of the pump cavity, and its internal flow mode shows different flow characteristics. In this paper,
two types of vortex pump models with different impeller blade wrap angles are analyzed by numerical
simulation of the full flow field.

Figures 9–11 shows the flow field in inlet region of two model pumps at the flow rates of 0.6Q,
1.0Q, and 1.4Q. It can be seen from the figure that part of the medium flows backwards from the pump
cavity to the inlet section along the inlet wall. The direction of rotation of the backflow is consistent
with the direction of rotation of the impeller, and it enters the inlet section in a spiral form adjacent to
the wall of the inlet pipe, and is constantly mixed with the incoming flow of the inlet, causing the return
flow energy to gradually weaken, and finally the return flow and the incoming flow reach equilibrium
and stop at a certain position. After analysis, it is found that this backflow into the inlet pipe is caused
by the unique structure of the vortex pump. The unique lateral cavity of the vortex pump, and the inlet
diameter of the vortex pump is larger than that of the ordinary centrifugal pump, driven by the rotation
of the impeller, the lateral cavity produces a circulating flow, driven by the strength of the circulating
flow, part of the backflow flows into the pump inlet segment. This part of the backflow causes a large
energy loss in the vortex pump.
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Spiral 

Figure 9. 0.6Qdes condition. (a) Impeller 1; (b) Impeller 2.

 

 

Spiral 

Figure 10. 1.0Qdes condition. (a) Impeller 1; (b) Impeller 2.

The values of inlet rotating reflux length under different flow rate conditions are shown in
Figure 12. Through the comparison of 3 different working conditions, it can be clearly seen that the stop
position of the spiral reflux moves toward the pump cavity under the large flow working condition,
which is mainly caused by the increase of the flow speed and the increase of kinetic energy under
the large flow working condition. At the same time, the interference degree of the flow characteristic
in the middle area of the inlet pipe also decreases as the flow rate increases. Under the same flow
condition, when the blade wrap angle is 35◦, the value of L is longer than that of the value of blade
wrap angle is 65◦. Under large flow, the change of the wrap angle of the impeller blade has no obvious
effect on the stop position of the inlet spiral reflux.
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Figure 11. 1.4Qdes condition. (a) Impeller 1; (b) Impeller 2.

 

0.4 0.6 0.8 1.0 1.2 1.4 1.6
50

100

150

200

250

300

350

Ro
ta

tin
g 

re
flu

x 
le

ng
th
 
L

/m
m

Q/Qdes

 Model Pump 1
 Model Pump 2

 

Blade 

Blade 9 

Blade 7 

Blade 3 
Z 

Blade 5

Figure 12. The values of inlet rotating reflux length under different flow rate conditions.

3.2.2. The Influence of the Blade Wrap Angle on the Flow Characteristic of the Impeller Front Face

In order to further explore the development process of the circulating flow in the pump cavity,
focusing on the flow characteristics of the lateral cavity and the impeller, the axial velocity distribution
at the impeller front face is analyzed under the two impeller blade wrap angles. The blade number
is defined in Figure 13. Take the intersection line of the front face of the blade with the pressure
side and the suction side respectively, and name them from blade 1 to blade 10 in turn according to
the rotation direction of the impeller, and the blade 1 is located at the first section under the tongue.
In Figures 14–16, ps represents the intersection line of pressure side and the front face, ss represents
the intersection line of the suction side and the front face. Since the positive direction of the Z-axis
is set to be opposite to the inlet flow velocity during modeling, a negative axial velocity means fluid
flows into the impeller, and a positive axial velocity means fluid flows from the impeller into the pump
cavity. The ratio of the position of a point on the intersection line to the radius of the impeller are
treated as dimensionless to indicate the relative position of the data point, that is the length–diameter
ratio r/R (r represents the vertical distance from a point in the pump to the axis, R represents the radius
of the impeller). The relative velocity of a point on the intersection line can be obtained by numerical
simulation as shown in Figures 14–16.
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Figure 13. Schematic of blade number.
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Figure 14. 0.6Qdes condition. (a) Model pump 1; (b) model pump 2.

 

0.4 0.5 0.6 0.7 0.8 0.9 1.0

-2

-1

0

1

2

3

4

5

(m
/s)

 ps1  ss1
 ps3  ss3
 ps5  ss5
 ps7  ss7
 ps8  ss8
 ps9  ss9
 ps10  ss10

0

0.4 0.5 0.6 0.7 0.8 0.9 1.0

-2

-1

0

1

2

3

4

5

(m
/s)

 ps1  ss1
 ps3  ss3
 ps5  ss5
 ps7  ss7
 ps8  ss8
 ps9  ss9
 ps10  ss10

0

0.4 0.5 0.6 0.7 0.8 0.9 1.0

-2

-1

0

1

2

3

4

5

V
el

o
ci

ty
 Z

 (m
/s)

r/R

 ps1  ss1
 ps3  ss3
 ps5  ss5
 ps7  ss7
 ps8  ss8
 ps9  ss9
 ps10  ss10

0

 

0.4 0.5 0.6 0.7 0.8 0.9 1.0

-2

-1

0

1

2

3

4

5

V
e
lo

ci
ty

 Z
 (m

/s)

r/R

 ps1  ss1
 ps3  ss3
 ps5  ss5
 ps7  ss7
 ps8  ss8
 ps9  ss9
 ps10  ss10

0

 
(a) (b) 

Figure 15. 1.0Qdes condition. (a) Model pump 1; (b) model pump 2.
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Figure 16. 1.4Qdes condition. (a) Model pump 1; (b) model pump 2.

Due to the existence of lateral cavity, the flow characteristic in the pump cavity is more complicated
than that of ordinary centrifugal pumps. The main reason is that the impeller is semi-open and has no
front cover. The front face of the impeller is connected with the lateral cavity. This special structure makes
the impeller area and the lateral cavity have fluid exchange flow, and the internal flow characteristic is
very complicated.

A part of the fluid in the impeller passage enters the lateral cavity directly from the impeller
front face. This part of the fluid contains large circumferential kinetic energy due to the rotation of
the impeller, which can further drive the fluid in the pump cavity to do circumferential movement,
and also affects the flow of the inlet section of pump.

It can be clearly seen from Figures 14–16 that under 0.6Qdes, 1.0Qdes, and 1.4Qdes flow rate
conditions, the axial velocity of the fluid at the pressure side of the impeller front face changes from
negative to positive, which indicates that the fluid in the latter half of the blade begins to flow out into
the lateral cavity. The flow characteristics are mainly concentrated in the middle and rear sections of
the blade pressure side. Due to the large inlet pipe diameter of this type of vortex pump, the ratio of
pump inlet radius to impeller radius r/R is 0.74, and the inlet flow has a greater impact on the front
end of the impeller. Therefore, the value of r/R of the impeller front face is about 0.74, where the area
becomes a boundary area for liquid in and out. For the suction side, except for the area after value of
r/R 0.95, the values of axial velocity are negative, indicating that the liquid flow from the lateral cavity
into the impeller at the entire suction side area. The axial velocity of the suction side of the blade tail
turned from a negative value to a positive value, there is liquid entering the lateral cavity in this area.
This phenomenon may be caused by the rotation of the impeller and the existence of circulating flow
in the lateral cavity.

From the two model pumps, under small flow conditions, in the transition area between
the impeller front face and the lateral cavity, the axial velocity values of the blade pressure sides show
large differences, such as intersection lines of ps1, ps3 and ps5, indicating that in this area, axial velocity
is disordered, while the axial velocity value of the intersection lines of suction side is relatively stable.
With the increase of the flow rate, the circumferential velocity trends of the pressure side and suction
side of each intersection line in the impeller front face are basically the same.

At 0.6Qdes condition, the r/R value of model pump 1 and model pump 2 is about 0.55, the liquid
starts to flow out from the impeller pressure side to the lateral cavity. For model pump 2, when the value
of r/R is about 0.6, the liquid starts to flow out of the impeller pressure side into lateral cavity.
When the flow rate increases to 1.4Qdes, the r/R value of the model pump 1 and model pump 2 are 0.6
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and 0.7, respectively, the liquid from the pressure side flow out to the lateral cavity. Thus, with the flow
rate increases the r/R value, where liquid from the pressure side flow into the lateral cavity increases.

3.2.3. The Influence of Blade Wrap Angle on the Flow Characteristic inside the Volute

The vortex pump has lateral cavity and the volute is asymmetric, so it is very important to analyze
the flow characteristic in the volute. In this paper, four sections of the volute were selected as shown in
Figure 17, namely sections I, III, V, and VII, and analyzed for streamline velocity.
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Figure 17. Volute sections.

The velocity streamline contours of the four sections in volute are shown in Figures 18–20.
The relative velocity in the volute chamber presents non axisymmetric distribution, and the velocity in
the volute decreases gradually from the first section of the volute to the outlet of the volute, which shows
that the dynamic energy is gradually transformed into the pressure energy. From the first section of
the volute to the outlet, the liquid entering from the impeller and the lateral cavity is discharged out of
the volute outlet in a spiral flow state. Section I is at the volute tongue. Due to the blocking effect of
the tongue, there is no spiral flow in the section, the spiral flow is gradually formed from the section I
to the outlet of the volute. For the model pump 1, under small flow and rated flow conditions, it is
found from the streamline velocity contour of section III that two spiral vortices of different sizes occur,
the spiral vortex on the left is in a counterclockwise direction, the spiral vortex on the right flows in
a clockwise direction. With the sectional area of the volute increases, these two spiral vortices increase.
When the sectional position of the volute increases to VII, the spiral vortex on the left disappears,
and the strength of the spiral vortex on the right increases to occupy the entire volute. Under the large
flow rate condition, only the right side (The corresponding side of the impeller) of the volute forms
a spiral vortex.

Under the same flow rate condition, the model pump 2 streamline velocity contour compares
to model pump 1, it is found that at 0.6Qdes condition, there is a small spiral vortex near the wall
in the left side of the III, V section, and the spiral vortex is smaller than that of model pump 1.
Under the conditions of 1.0Qdes and 1.4Qdes, there is only a large spiral vortex generated on the right
side of the volute. The spiral vortex on the right moves to the middle area of the volute with the increase
of the volute section. When the volute section is larger than the seventh section, the spiral vortex
occupies the whole volute space, and the liquid is flow to the pump outlet in a spiral shape.
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Figure 18. 0.6Qdes streamline diagram of volute section. (a) Model pump 1; (b) model pump 2.
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Figure 19. 1.0Qdes streamline diagram of volute section. (a) Model pump 1; (b) model pump 2.

Generally speaking, there is a large vortex area in the volute, which mainly occurs in
the corresponding side of the impeller. Under the same flow rate condition, the velocity of the volute
in model pump 2 is lower than that of model pump 1, this is consistent with the result that the head of
model pump 1 is higher than that of model pump 2, which is consistent with the previous comparison
and analysis of external characteristics, the previous performance curve also shows this.

As the blade wrap angle increases, the flow passage of impeller becomes narrower, and the binding
force of the blade to the liquid in the passage increases, while the pump efficiency decreases. The reduced
blade wrap angle can widen the flow passage and weaken the blade’s binding force to the liquid in
the flow passage. It will also increase circulating flow in the lateral cavity and improve the efficiency.
It is suggested that a smaller blade wrap angle should be considered.
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Figure 20. 1.4Qdes Streamline diagram of volute section. (a) Model pump 1; (b) model pump 2.

3.2.4. Vorticity Analysis in the Volute

In this paper, the regularized helicity Hn is used to determine the vortex core [33]. This method
mainly captures the position of the vortex core according to the angle between the velocity vector
and the vorticity. It is defined as the modeling of the point product of the velocity and the vorticity,
which is used to judge the rotation direction of the vortex core. The value is [−1, 1], the vortex turns
counterclockwise with positive Hn, while it turns clockwise with negative Hn [33].

Hn =
w·Ω
|w||Ω| (3)

where w is relative velocity, Ω is absolute vorticity.

Si j =
1
2
(
∂ui

∂x j
−
∂u j

∂xi
) (4)

Ωi j =
1
2
(
∂ui

∂x j
+
∂u j

∂xi
) (5)

Q =
1
2

(
‖Ω2‖ − ‖S2‖

)
(6)

where S is the strain rate tensor.
The Q criterion is selected to identify the vortex in this paper. The imaging vortex structure in

the pump cavity is shown in Figure 21a,b. When Q = 54,288 s−2, the strong vortex structure is observed
in the areas of the impeller outlet volute tongue. The vortex structure of the impeller rim area is
symmetrical, and there are obvious vortices in the lateral cavity near the pump inlet area. With the Q

value increases to 5301 s−2, strong vortices appear inside the volute, especially on the Sections I to
V of the volute. The vortices are widely distrusted in the lateral cavity, and the vortex strength is
greater near the pump inlet. The reason of the strong vortices occurring in the lateral cavity is mainly
attributed to the rotation of the main flow in the cavity driven by the spinning impeller. There is
a strong and wide vortex area in the entire pump cavity, mainly because the vortex pump has lateral
cavity and there is circulating flow in the lateral cavity. The asymmetry of volute leads to the wide and
complex vortex area in the whole pump cavity. In addition, a strong vortex appears in the tongue area
and it flows to the exit of the volute due to the through flow.
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− −Figure 21. Vortex structures of pump cavity: (a) Q = 54,288 s−2; (b) Q = 5301 s−2.

Figure 22a show the vortex distribution in the volute diffuser region with Q= 5301 s−2. Five section
faces are made at an average interval of 22 mm in the volute diffuser region. It is found that there is
a strong vortex flow in the diffusion region. The vortex flow occurs in the front of the volute diffuser
region and moves vertically to the outlet of the volute. The formation of vortex flow may be caused by
the existence of a tongue and lateral cavity. The Hn of the volute diffuser region is shown in Figure 22b,
and the vortex core distribution in the volute diffuser region is relatively disordered. In particular,
the vortex cores in the tongue region, and both clockwise and counterclockwise rotating vortices
occurred, especially the counterclockwise rotating vortices were produced in lager area of volute
diffuser region. The clockwise rotating vortices occurred in the front wall of the volute diffuser region,
and the vortex cores move from the front side of the tongue to the middle side of the outlet. It was
found that the liquid is discharged to the volute outlet in the form of a spiral by analyzing Figure 22.
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Figure 22. Vortex structure of volute diffusion section: (a) Module distribution of vorticity; (b) Hn.

4. Summary

In this paper, two types of vortex pumps with different impeller blade wrap angles have been
numerically simulated and experimentally studied under different flow conditions. Through numerical
simulation and experiments, performance curves and internal flow field results have been obtained.
The conclusions include the following aspects.

(1) Under small flow conditions, the rotating backflow at the inlet of the open-design vortex pump is
more serious. With other structural parameters unchanged, when the blade wrap angle decreases,
the stop position of the inlet spiral reflux increases from the pump cavity, and the hydraulic loss
increases, but the efficiency and head of the vortex pump increase. The performance of the smaller
impeller blade wrap angle is better than impeller performance with larger wrap angle.

(2) In the area between the front end of the impeller and the lateral cavity of the pump, in the pressure
side, the fluid flows into the impeller from the lateral cavity in the front half of impeller, and then
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flows out from the back half of impeller into the lateral cavity. In the suction side, the fluid in
the lateral cavity flows back to the impeller. It shows that fluid flows in and out of the front face
of the impeller, which leads to a decrease in hydraulic performance.

(3) Since the impeller is installed on one side of the pump cavity, as the blade wrap angle increases,
the flow passage of impeller becomes narrower, and the binding force of the blade to the liquid in
the passage increases, while the pump efficiency decreases. The reduced blade wrap angle can
widen the flow passage and weaken the blade’s binding force to the liquid in the flow passage.
It will also increase circulating flow in the lateral cavity and improve the efficiency. It is suggested
that a smaller blade wrap angle should be considered.
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Nomenclature

Qdes design flow rate
Q flow rate
D2 impeller outer diameter
D1 impeller inlet diameter
z number of blade
ψ blade wrap angle of impeller
β1 impeller inlet blade angle
β2 impeller outlet blade angle
H head
η pump efficiency
n rated speed
ns specific speed
ρ liquid density
g gravity acceleration
Ps output power of motor
pout total pressure at impeller outlet
pin total pressure at impeller inlet
L rotating reflux length

r
value of the vertical distance from a point in
the pump to the axis

R impeller radius
Hn regularize helicity
w relative velocity
Ω absolute vorticity
S the strain rate tensor
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Abstract: The axial flow pump is a low head, high discharge pump usually applicable in drainage and
irrigation facilities. A certain gap should be reserved between the impeller blade root and the impeller
hub to ensure the blade adjustability to broaden the high-efficiency area. The pressure difference
between its blade surface induces leakage flow in the root clearance region, which decreases hydraulic
performance and operational stability. Therefore, this study was carried out to investigate the effect of
root clearance on mechanical energy dissipation using numerical simulation and entropy production
methods. The numerical model was validated with an external characteristics test, and unsteady
flow simulations were conducted on the axial flow pump under four different root clearance radii.
The maximum reductions of 15.5% and 6.8% for head and hydraulic efficiency are obtained for the
largest root clearance of 8 mm, respectively. The dissipation based on entropy theory consists of
indirect dissipation and neglectable direct dissipation. The leakage flow in the root clearance led to
the distortion of the impeller’s flow pattern, and the indirect dissipation rate and overall dissipation
of the impeller increased with increasing root clearance radius. The inflow pattern in the diffuser
was also distorted by leakage flow. The diffuser’s overall dissipation, indirect dissipation rate on the
blade surface, and indirect dissipation rate near inlet increased with increasing root clearance radius.
The research could serve as a theoretical reference for the axial flow pump’s root clearance design for
performance improvement and operational stability.

Keywords: axial-flow pump; root clearance radius; computational fluid dynamics; entropy production;
energy dissipation

1. Introduction

The axial flow pump is a high flow rate pump with a low head, usually applied in drainage and
irrigation engineering [1,2]. In this pump, the fluid approaches the impeller axially and leaves but
with a swirling motion resulting from the impeller rotation. To effectively improve on its performance
characteristics, an adjustable blade angle has been proven to widen the operating range of the axial
flow pump, with an impeller tip clearance (radial clearance between impeller rim and impeller
housing) [3–5] and root clearance (radial clearance between impeller hub and impeller root) [6].
However, the pressure difference between the suction side and the blade’s pressure side induces
leakage flow in the tip clearance [7,8] and root clearance regions. This can generate flow blockage
within the impeller passage [9,10], resulting in decreased hydraulic performance and operational
stability [11–13]. In comparison, the tip clearance region is more susceptible to cavitation and
clearance leakage vortices due to the large internal velocity circulation compared to the root clearance.
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Laborde et al. [14] studied the effect of clearance geometry, clearance height, and the operating condition
on tip vortex cavitation in an axial flow pump by visual experiment. Farrell et al. [15] built a correlation
of variables to predict the vortex minimum pressure. This was validated by experimental tests and other
existing data from the literature. Zhang et al. [16] analyzed tip leakage flow structure and the evolution
of tip vortex based on a modified filter-based turbulence model. Wu et al. [17,18] performed the particle
image velocimetry test to study the tip leakage flow structure and the formation process of tip leakage
vortex in the water-jet pump. Although circumferential velocity was low, and the flow was relatively
stable in the axial flow pump’s root clearance, excessive root clearance would also significantly impact
the hydraulic performance. If the blade root clearance were rather too small, the blade’s adjustability
would be affected, resulting in a reduction of the high-efficiency operation range. Considering the state
of the art, the root clearance of the axial flow pump has not been extensively researched, and therefore
there is the need to investigate further the flow losses and loss mechanisms in the blade root clearance
of the axial flow pump.

In identifying and evaluating hydraulic loss distributions in pumps, entropy production analysis
has become very popular since it can help the pump designer improve hydraulic performance. In the
past, local entropy production based on empirical correlations was applicable to laminar flow problems
only [19,20]. However, in 2003, Kock et al. [21,22] proposed a calculation model of local entropy
production suitable for turbulent shear flows by Reynolds-averaging the entropy generation equation.
The local entropy could be estimated from calculation results from Computational Fluid Dynamics
(CFD) using a proposed calculation model without solving the transport equation. This method has
been widely used to obtain the spatial distribution of hydraulic losses in pumps [23–25].

In this paper, the root clearance radius on energy dissipation in the axial flow pump was studied.
The axial flow pump’s external characteristic test was first performed at two root clearance radii
(0 mm and 2.7 mm) to validate the numerical model. The theory of entropy production was then
applied to the unsteady calculation results with 4 root clearance radii (0 mm, 2.7 mm, 5 mm, and 8 mm)
to identify the effect of the flow rate and root clearance radius on energy losses for each hydraulic
component. Finally, the loss distribution and mechanism resulting from indirect dissipation within the
impeller and diffuser were analyzed, and a reference was established for root clearance design in the
axial flow pump.

2. Numerical Simulation

2.1. Computational Domain

Figure 1 shows that the axial flow pump model consists of an elbow inflow runner, an axial flow
impeller, a diffuser, and an outflow runner. In this paper, the pump performance, and four kinds of
root clearance radius (0 mm, 2.7 mm, 5 mm, 8 mm) of impeller were designed. The main design and
geometry parameters of the pump model are shown in Table 1, and the specific speed was calculated
based on Equation (1) [26]:

ns =
3.65nQ0.5

des

H0.75
des

(1)

where ns and n stand for the specific speed and shaft rotational speed, respectively, Qdes presents the
design volume flow rate, and Hdes is the design pump head.

In order to precisely analyze the detailed flow loss distributions within the gap position,
ANSYS ICEM was used to generate high-quality structural hexahedral grids for the inflow runner,
impeller, and outflow runner. Turbogrid was used to generate grids of the diffuser automatically.
Figure 2 presents the mesh of the calculation domain. The average Y+ of impeller and diffuser were
10.1 and 10.9, respectively. For the inflow runner and outflow runner, the average Y+ values were 5.0
and 15.4, respectively. In ensuring the simulation’s speed and accuracy, a grid independence analysis
of the pump was conducted in Figure 3. When the total number of grid nodes of pump exceeded
5.6 million, the calculation results were seen to be stable, and the relative error of the efficiency was
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within 0.15%. Therefore, to ensure the calculation accuracy and save calculation resources, the number
of grid nodes of inflow runner, impeller, guide vane, and outflow runner was finally controlled at
1.8 million, 1.2 million, 1.5 million, and 1.5 million, respectively.

 

Inflow

Outflow

Diffuser

ImpellerRoot clearance 
near inlet

Root clearance 
near outlet

Figure 1. 3D model of the axial flow pump device.

Table 1. Main parameters of the axial flow pump device.

Design Parameters (CFD Results Under Rt of 0 mm)

design flow rate (m3/s) 0.308 Rotational speed (r/min) 1340
Design head (m) 4.44 Specific speed 887.4

Geometry Parameters

Impeller blade number 3 Diffuser blade number 6
Impeller diameter (mm) 300 Outlet diameter of diffuser (mm) 312.8

Tip clearance (mm) 0.3 Root clearance radius (mm) 0/2.7/5/8
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Figure 2. Mesh of axial flow pump device.
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Figure 3. Grid independence of pump device without root clearance.

2.2. Boundary Condition

In this study, 25 ◦C was chosen as the temperature of the working fluid. The governing equation
was Reynolds Averaged Navier–Stokes (RANS) equation, which is defined as follows:

∂vj

∂xj
= 0 (2)

∂(ρvi)

∂t
+
∂(ρvivj)

∂xj
= −

∂p

∂xi
+

∂

∂xj
(µ
∂vi

∂xj
− ρv′iv

′
j ) + ρ fi (3)

where i and j stand for cartesian direction;
∂vj

∂xj
= 0 and p present the time-average speed and

time-average pressure, respectively; ρ and µ stand for the fluid density and the dynamic viscosity.
ρv′iv′j is the Reynolds stress and ρ fi is the source item.

The SST k-ω turbulence model [27,28] was used to enclose the Equation. It was a Baseline (BSL)
k-ω model with a limiter to the formulation of eddy-viscosity. The Baseline (BSL) k-ω model can be
described as follows:

∂(ρk)

∂t
+
∂(ρvjk)

∂xj
=

∂

∂xj
[(µ+

µt

σk3
)
∂k

∂xj
] + Pk − β′ρkw + Pkb (4)

∂(ρω)

∂t
+
∂(ρv jω)

∂x j
=

∂

∂x j
[(µ+

µt

σω3
)
∂ω

∂x j
] + 2ρ(1− F1)

1
σω2ω

∂k

∂x j

∂ω

∂x j
+ α3

ω

k
Pk − β3ρω

2 + Pωb (5)

The coefficient σk3 is a linear combination of σk1 and σk2; σω3 is a linear combination of σω1 and
σω2; α3 is a linear combination of α1 and α2; β3 is a linear combination of β1 and β2. Pkb and Pωb are
buoyancy production terms; µt is turbulence viscosity.

The calculation method of linear combination is as follows:

Φ3 = F1Φ1 + (1− F1)Φ2 (6)

where σk1 = 1.176, σω1 = 2, β1 = 0.075, α1 = 5/9, β′ = 0.09, σk2 = 1, σω2 = 1/0.856, α2 = 0.44, β2 = 0.0828.
The F1 is a blending function of the wall distance, the value of which is 1 near the wall and decreases to
0 outside the boundary layer.

In order to improve the prediction accuracy of k-ω model for 3D flows, the shear stress transfer
model (SST) should be applied to limit the formulation of eddy-viscosity.

υt =
α1k

max(α1ω, SF2)
(7)
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υt =
µt

ρ
(8)

where F2 is a blending function similar to F1.
Inlet and outlet boundary conditions were set as “Mass flow rate” and “Opening”, respectively.

The reference pressure was 1 atm, and the outlet relative pressure was 0 atm. The no-slip wall
and automatic wall function [29] was adopted as the wall condition for each hydraulic component.
In addition, the roughness of the impeller and diffuser was set as 0.0125 mm, and that of the inflow
runner and outflow runner was set as 0.05 mm.

Five flow conditions, 0.8 Qdes 0.9 Qdes 1.0 Qdes 1.1 Qdes and 1.2 Qdes were analyzed based on
unsteady calculation. The time step and total time were set as 0.000373134s and 0.447761s, respectively.
The interface condition between rotor and stator was set as “Transient rotor stator” [30], and the
interface condition between stators was set as “None”. In each time step, when the residual value of
convergence was less than 5 × 10−5 or the number of iteration steps reached 10, the calculation would
stop. In addition, the advection scheme and transient scheme were set as “Upwind” and “second order
Backward Euler.”

2.3. Entropy Production Theory

The entropy production model’s derivation was based on the entropy transport equation (Equation
(9)), which was applied to the single-phase incompressible fluid [27].

ρ(
∂s

∂t
+ v1

∂s

∂x
+ v2

∂s

∂y
+ v3

∂s

∂z
) = div(

→
q

T
) +

φ

T
+
φθ

T2
(9)

where s is the specific entropy; v1, v2, v3 are the velocity components in Cartesian direction: x, y, z;

T is the temperature. div(
→
q
T ) stands for reversible heat transfer term. φθ

T2 and φ
T present the entropy

production by heat transfer and the entropy production by dissipation.
An isothermal heat transfer rate was set to render the system into a thermal equilibrium state.

Hence, φθ
T2 and div(

→
q
T )were neglected.

Because all calculated results were based on RANS equation. φT should be time-averaged. (φT ) can

be divided into the entropy production by direct dissipation φD

T and entropy production by indirect

dissipation φI

T . φD

T and φI

T are defined as follows.

(
φD

T

)
=

µ

T
·
[
2
{(

∂v1
∂x

)2
+

(
∂v2
∂y

)2
+

(
∂v3
∂z

)2
}
+

(
∂v1
∂y

+ ∂v2
∂x

)2
+

(
∂v3
∂x

+ ∂v1
∂z

)2
+

(
∂v2
∂z

+ ∂v3
∂y

)2
]

(10)

(
φI

T

)
=

µ

T
·

2


(
∂v′1
∂x

)2
+

(
∂v′2
∂y

)2
+

(
∂v′3
∂z

)2
+

(
∂v′1
∂y

+ ∂v′2
∂x

)2
+

(
∂v′3
∂x

+ ∂v′1
∂z

)2
+

(
∂v′2
∂z

+ ∂v′3
∂y

)2

 (11)

where v1, v2, v3 are time-average velocity; v′1, v′2, v′3 are instantaneous velocity fluctuation.
Because the v′1, v′2, v′3 cannot be obtained when solving the RANS equation, Kock et al. [22]

proposes another method and the φI

T
can be calculated as follows:

φI

T
=
ρε

T
(12)

The overall dissipation of each hydraulic component can be obtained by integrating the dissipation
rate over the whole fluid-producing domain as follows:

PD =

∫

V
φDdV (13)
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PI =

∫

V
φIdV (14)

where PD represents direct power loss, and PI represents indirect power loss.

3. Test Measurement

3.1. Test Equipment

The closed test bench adopted a double-floor vertical structure, as shown in Figure 4. The flow
meter was located on the −2.6 m floor, and the pressure transducers and torque meter were located on
the 4.2 m floor. The basic parameters of test equipment are shown in Table 2. In addition, the flowmeter
was arranged horizontally, and the length of straight pipes was greater than five times the pipe diameter.
The test measuring point of the head was located on the inlet and outlet water tank.

 

  

≤

≤

≤

𝜂 = (𝑃 − 𝑃 )𝑄𝑃 𝐻 = 𝑃 − 𝑃𝜌𝑔𝑃 𝑃 𝑃 𝜌 𝑔

Figure 4. Photo of the axial flow pump device.

Table 2. Basic parameters of test equipment.

Equipment name Instrument Model Measuring Range Measurement Uncertainty

Intelligent electromagnetic flowmeter OPTIFLUX2000F 0 ~ 1800 m3/h ≤±0.2%
Smart differential pressure transmitter EJA 0 ~ 10 m ≤±0.1%

Intelligent torque speed sensor JCL1 0 ~ 200 N·m ≤±0.1%

3.2. Test Validation

Figure 5 shows the external characteristic test results of an axial flow pump with two different
root clearance radii (0 mm and 2.7 mm). The hydraulic efficiency and head were defined as follows:

η =
(Pout − Pin)Q

Pm
(15)

H =
Pout − Pin

ρg
(16)

where Pout and Pin present the total pressure at the outlet of outflow runner and inlet of inflow
runner, respectively. Pm stand for the motor input power, ρ and g are the fluid density and
gravitational acceleration.
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Figure 5. Comparison of simulated pump performance under different root clearance radii.

For the pump with a root clearance of 2.7 mm, the pump head was lower than that without root
clearance under all flow rates, and the drop of performance parameters caused by root clearance
increased with increasing flow rate. Under the part-load condition, the pump efficiency with 2.7 mm
root clearance was slightly higher than that without root clearance, but the pump efficiency with
2.7 mm root clearance was significantly lower than that without root clearance under design condition
and over-load condition. The experimental (EXP) results proved that the root clearance radius has a
significant influence on hydraulic pump performance.

In order to verify the accuracy of numerical simulation, the experiment data with a root clearance
of 0 mm was compared with calculated results in Figure 6. Under part-load flow rates, the simulated
head and efficiency were lower than test data, but the simulated head and efficiency were higher than
experiment data under design and over-load flow conditions. In addition, the maximum relative
deviation between the measured results and the calculated data was less than 3% under the design flow
rate. This shows that the numerical simulation results could accurately predict the pump’s internal
flow characteristics, and the numerical simulation results are reliable.
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Figure 6. Comparison of pump performance between simulated data and test results (Rt = 0 mm).
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4. Analysis of Calculation Results

4.1. Comparison of Pump Performance

Figure 7 shows the hydraulic performance of the pump under different root clearance radii.
As shown in Figure 7a, the hydraulic efficiency under 0.8 Qdes did not fluctuate obviously with the
increase of root clearance radius. However, the hydraulic efficiency under 1.0 Qdes and 1.2 Qdes

decreased with increasing root clearance radius, and the maximum drop in efficiency was 2.5% and
6.8% at 1.0 Qdes and 1.2 Qdes, respectively. In Figure 7b, the pump head decreased with increasing root
clearance radius under all flow conditions, while a head drop of 2.6%, 5.6%, and 15.5% occurred at
0.8 Qdes, 1.0 Qdes, and 1.2 Qdes, respectively. In conclusion, under 0.8 Qdes, the root clearance radius had
no significant effect on the hydraulic performance of the axial flow pump device, but under 1.0 Qdes

and 1.2 Qdes, the hydraulic performance decreased significantly as the root clearance radius increased.
This was consistent with the test results above.
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Figure 7. Comparison of simulated (a) hydraulic efficiency and (b) head under different root
clearance radii.

To illustrate why the hydraulic performance decreased with increasing root clearance radius,
the entropy production theory was applied to the unsteady calculated results to analyze the additional
energy losses caused by leakage flow in root clearance. Firstly, each hydraulic component’s overall
dissipation without root clearance under different flow rates was shown in Figure 8. Figure 8a shows
the distribution of overall indirect dissipation PI. Due to the small rotational kinetic energy inside the
inflow runner, the PI of this component was much lower than that of other hydraulic components.
In addition, the PI of impeller and outflow runner was minimal near the design condition, and that of
diffuser decreased with flow rate was increasing. Figure 8b shows the distribution of overall direct
dissipation PD. As shown in the figure, the PD of the impeller was significantly higher than that of
other hydraulic components, the effect of the flow rate had little influence on the PD. Compared with
PI, the PD was so small that could be ignored, so the following section only analyzed the distribution
of PI in axial flow pump.

Figure 9 shows the PI of four hydraulic components with four root clearance radii at 1.0 Qdes.
As shown in the figure, the PI of each hydraulic component from high to low is as follows: impeller,
outflow runner, diffuser, and inflow runner. The effect of root clearance radius on PI in inflow
runner was not obvious, and that of other hydraulic components increased with root clearance radius
increasing, which explained why the hydraulic performance decreased with increasing root clearance
radius. In addition, the maximum increases in PI in the impeller, diffuser, and outflow runner caused
by the increase of root clearance radius were 3%, 5%, and 8%, respectively.

220



Processes 2020, 8, 1506

 

(a) 

(b) 

0.0

300.0

600.0

900.0

0.8 0.9 1.0 1.1 1.2

P
I
/W

Q/Qdes

Inflow runner Impeller Diffuser Outflow runner

0.0

5.0

10.0

15.0

20.0

0.8 0.9 1.0 1.1 1.2

P
D

/W

Q/Qdes

Inflow runner Impeller Diffuser Outflow runner

Figure 8. Distribution of (a) power loss due to indirect dissipation and (b) power loss due to direct
dissipation of different hydraulic components without root clearance under five flow rates.
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Figure 9. Distribution of power loss due to indirect dissipation at 1.0 Qdes for varying root clearances
(Rt = 0 mm, 2.7 mm, 5 mm, 8 mm).

4.2. Analysis of Inner Flow Dissipation

To understand the reason for the rise in overall dissipation with increasing root clearance radius,
the internal velocity distribution and indirect dissipation rate within the impeller passage and diffuser
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passage were analyzed under different root clearance radii. Figure 10 shows the cylindrical cross-section
for the impeller and diffuser at a specific blade height position Span, which is defined as follow:

Span = (r− rh)/(rt − rh) (17)

where, r is the calculated ring radius, rh and rt are the the hub radius and radius of the impeller rim.
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Figure 10. The cylindrical cross-section for impeller and diffuser.

Figure 11 shows the distribution of the relative velocity vector within the cross-section of the
impeller passage with Span = 0.015 at 1.0 Qdes. In the impeller passage without root clearance, the inlet
angle matched the inlet edge of the blade better, and the fluid moved closer to the blade profile.
There was only a small range of backflow at the trailing edge of the blade. The pressure difference
between the pressure side and the blade’s suction side causes the leakage flow to appear in the blade
root clearance. In addition, the collision between the root leakage flow and the main flow leads to
the deviation of the flow direction near the impeller inlet and outlet to the circumferential direction.
The degree of deviation for the flow direction increased with the increasing root clearance radius.
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/(m·s-1) 2.7 mm
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Figure 11. Distribution of velocity vector at Span = 0.015 in impeller passage with varying root
clearances (Rt = 0 mm, 2.7 mm, 5 mm 8 mm; Q = 1.0 Qdes).

Figure 12 shows the relative velocity distribution in the cross-section of the impeller passage at
Span = 0.015 under 1.0 Qdes. In the impeller passage without root clearance, the low velocity caused
by the wake vortex can be found near the trailing edge of the suction side, and the high velocity was
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obtained near the leading edge of the blade suction side. In the passage with root clearance, the low
velocity near the trailing edge of the suction side was offset horizontally, causing leakage flow, thereby
reducing the high-velocity area near the trailing edge of the suction side.

Figure 13 shows the distribution of indirect dissipation rate in the cross-section of impeller passage
at Span = 0.015 under 1.0 Qdes. In impeller passage without root clearance, the dissipation rate near
the blade’s trailing edge was higher due to the wake vortex, but there was no obvious high dissipation
region. When the blade root clearance appeared in the impeller passage, a high dissipation region
appeared near the trailing edge of the blade due to the impact of the leakage flow and the mainstream
flow. The larger the clearance radius is, the greater the leakage velocity, resulting in a more obvious
flow instability. Therefore, the area of the high dissipation region near the trailing edge of the blade
increases with increasing root clearance radius.
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Figure 12. Velocity contour at Span = 0.015 in impeller passage with varying root clearances (Rt = 0 mm,
2.7 mm, 5 mm 8 mm; Q = 1.0 Qdes).

Figure 13. Distribution of the indirect dissipation rate at Span = 0.015 in the impeller passage with
varying root clearances (Rt = 0 mm, 2.7 mm, 5 mm 8 mm; Q = 1.0 Qdes).

The standard deviation of relative velocity represents the fluctuation and stability of velocity in
the last period. It was defined as:

V =
1
N

N∑

i=1

Vi (18)
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Vsd =

√√√√√ N∑
i=1

(Vi −V)
2

N
(19)

where Vi is the velocity at every time step; V. is the average velocity in a single rotation cycle; Vsd is
the standard deviation velocity in a single rotation cycle; N represents the sampling times of velocity
data in a single rotation cycle.

Figure 14 shows the standard deviation of the velocity distribution within the impeller passage
with four root clearance radii at Span= 0.015. In the impeller passage without root clearance, the internal
flow field was relatively stable, and there was no high fluctuation intensity of velocity. In the impeller
passage with 2.7 mm root clearance, the velocity fluctuation near the impeller outlet became stronger
due to the influence of leakage flow in root clearance. When the root clearance continued to increase,
the velocity fluctuation intensity in the blade passage decreased gradually, while the velocity fluctuation
intensity at the impeller outlet increased. This result shows that the leakage flow in root clearance
leads to the enhancement of rotor-stator interaction between the impeller and diffuser and worsens the
diffuser’s inflow condition.

Figure 15 shows the distribution of the velocity vectors in the guide vane passage with four root
clearance radii. After passing through the impeller, the fluid generated a large amount of rotational
kinetic energy, which caused some flow separation near the leading edge of the guide vane since the
inlet angle of the guide vane was large. Furthermore, the inflow direction was obviously affected by
the clearance radius of the blade root. The guide vane’s inlet angle gradually deviated to the horizontal
direction with increasing blade root clearance radius, which could affect the flow of the fluid between
the guide vanes. The flow pattern inside the guide vane was expected to deteriorate with the increase
of the root clearance radius, particularly at 5 and 8 mm, where an obvious backflow phenomenon at
the inlet of the guide vane occurs.

 

Indirect 
dissipation rate 

/(W·m-3) 2.7 mm

5 mm 8 mm

0 mm

i
1
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1
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( )
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Figure 14. Standard deviation of the velocity distribution at Span = 0.015 in the impeller passage with
varying root clearances (Rt = 0 mm, 2.7 mm, 5 mm 8 mm; Q = 1.0 Qdes).
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Figure 15. Velocity vectors at Span = 0.015 in guide vane passage with varying root clearances
(Rt = 0 mm, 2.7 mm, 5 mm 8 mm; Q = 1.0 Qdes).

Figure 16 shows the distribution of indirect dissipation rate at Span = 0.015 in the diffuser passage
at 1.0 Qdes. When there is no root clearance in the diffuser passage, a high indirect dissipation rate
occurred at the leading edge of the suction side as a result of flow separation. The backflow near the
diffuser inlet could hinder the inlet flow of the guide vane into the blade passage, and the recirculation
area near the diffuser inlet gradually increases with increasing root clearance. So, the indirect dissipation
rate near the leading edge of the suction side and diffuser inlet decreased and increased with root
clearance increasing, respectively.

Figure 17 shows the distribution of indirect dissipation rate on the surface of the diffuser blades at
1.0 Qdes. At the diffuser inlet, the blade surface’s indirect dissipation rate gradually decreased from the
leading edge of the blade towards the trailing edge, as shown in Figure 17a. Particularly near the hub,
the indirect dissipation rate of the blade surface was very high. Since the leakage flow in the blade root
clearance would worsen the inflow condition of the guide vane, thereby affecting the stability of the
flow field in the guide vane channel, the area of the high dissipation zone near the hub is increased
with increasing blade root clearance radius. For the diffuser outlet, the blade surface’s overall indirect
dissipation rate was low, and the indirect dissipation rate gradually decreased from the leading edge
to the trailing edge, as shown in Figure 17b. In addition, the indirect dissipation rate near the guide
vane hub was also low, and only a small area of high dissipation rate existed near the leading edge.

Figure 16. Indirect dissipation rate at Span = 0.015 in guide vane passage with varying root clearances
(Rt = 0 mm, 2.7 mm, 5 mm 8 mm; Q = 1.0 Qdes).
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(a) 

 
(b) 

Figure 17. Distribution of indirect dissipation rate (a) from diffuser inlet and (b) from diffuser outlet on
the surface of diffuser blades with varying root clearances (Rt = 0 mm, 2.7 mm, 5 mm, 8 mm; Q = 1.0 Qdes).

5. Conclusions

In this paper, the unsteady internal flow state of the axial flow pump under four root clearance
radii (0 mm, 2.7 mm, 5 mm, 8 mm) was calculated to establish the influence of root clearance radius on
hydraulic performance. The external characteristics test of an axial flow pump with root clearance radii
0 mm and 2.7 mm was completed to verify the numerical simulation method’s reliability. In addition,
the entropy production theory was adopted to determine the turbulence dissipation distribution within
the flow domain in the axial flow pump. These conclusions were drawn to provide a reference for
mixed flow pumps with similar specific speed:

In the axial flow pump, both the hydraulic efficiency and head decreased with root clearance
radius increasing, and the decline magnitude rose with increasing flow rate. At 0.8 Qdes, the effect of
root clearance on hydraulic efficiency and the head was not obvious. With an increase in flow rate,
the effect of root clearance became obvious. The maximum reductions in the head and hydraulic
efficiency were 15.5% and 6.8%, with the root clearance of 8 mm at 1.2 Qdes, respectively.

(1) The overall direct dissipation PD of each hydraulic component was negligible, compared with
overall indirect dissipation PI. In addition, the PI of the inflow runner was much lower than
that of the impeller, outflow runner, and diffuser. The PI of outflow runner decreased with
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decreasing flow rate, whereas that of impeller and diffuser reach a minimum value at 0.9 Qdes

and 1.1 Qdes, respectively.
(2) Driven by the pressure difference on the blade surface, the leakage flow in the root clearance led

to the distortion of the flow pattern in the impeller, and the impeller-diffuser interaction became
stronger. The indirect dissipation rate near the trailing edge of the blade and the PI of the impeller
increased with increasing root clearance.

(3) The flow pattern inside the diffuser was unsteady due to deterioration of inflow conditions
caused by leakage flow from the root clearance. Therefore, both the indirect dissipation rate at
the leading edge of the blade and near inlet and PI of the diffuser increased with increasing root
clearance radius.

(4) The hydraulic losses increased with increasing root clearance. However, if the root clearance is too
small, the range of blade adjustment will be reduced, thereby narrowing the high-efficiency region
range. The research results can reference the axial flow pump’s root clearance design and help
designers find a balance point between the range of blade adjustment and hydraulic performance.
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Nomenclature

Q. (m3/s) Flow rate
Qdes. (m3/s) Design flow rate
H. (m) Head of axial flow pump device
Hdes. (m3/s) Design head of axial flow pump device
η. (%) Efficiency of axial flow pump device
ηdes. (%) Design efficiency of axial flow pump device
n. (r/min) Rotating speed
ns (◦) Specific speed of axial flow pump device
Vsd (m/s) Standard deviation of relative velocity
T (K) Temperature
Pm (W) Motor input power
ρ(kg/m3) Water density
ε Dissipation rate of turbulence energy
v1(m/s) Average velocity component in x direction
v2(m/s) Average velocity component in y direction
v3(m/s) Average velocity component in z direction
v′1(m/s) Velocity fluctuation component in x direction
v′2(m/s) Velocity fluctuation component in y direction
v′3(m/s) Velocity fluctuation component in z direction
S [J/(K·kg)] Specific entropy
PD (W) Direct power loss
PI (W) Indirect power loss
Rt (mm) Root clearance radius
V (m/s) Average velocity of the node in a single rotation cycle
rh (mm) Hub radius
rt (mm) Impeller rim radius
3D Three-Dimensional
RANS Reynolds Averaged Navier–Stokes
CFD Computational Fluid Dynamics
EXP Experiment
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Abstract: This study evaluated the leakage characteristics of a stepped labyrinth seal. Experiments and
computational fluid dynamics (CFD) analysis were conducted for a wide range of pressure ratios
and clearance sizes, and the effect of the clearance on the leakage characteristics was analyzed by
determining the performance of the seal using a dimensionless parameter. It was observed from the
analysis that the performance parameter of the seal decreases as the clearance size increases, but it
tends to increase when the clearance size exceeds a certain value. In other words, it was revealed
that there exists a specific clearance size (Smin) which minimizes the performance parameter of the
seal. To identify the cause of this tendency change, a flow analysis was conducted using CFD. It was
confirmed that the leakage characteristics of the stepped seal are affected by the size of the cavity,
which is the space between the teeth. Therefore, a parametric study was conducted on the design
parameters related to the cavity size (tooth height and pitch). The results show that the performance
parameter decreases as the tooth height and pitch decreases. Moreover, Smin increases as the tooth
height increases and the pitch decreases.

Keywords: clearance; flow function; gas turbine; leakage; pressure ratio; stepped labyrinth seal

1. Introduction

The power and efficiency of gas turbines are being improved to meet the demands of users,
leading to increased operating pressures and temperatures. However, the increased operating
pressure and temperature increases the leakage flow at the blade tip, which disturbs the main flow
and decreases turbine efficiency. Labyrinth seals are devices used to prevent such leakages and
have benefits such as relatively simple structures and durability at high temperatures. Among the
various geometric parameters of labyrinth seals, the parameter having the most dominant impact
on the seal performance is the clearance size. The clearance size varies depending on the operating
conditions (rotational speed and degree of thermal expansion of the blades) of the gas turbine. If
the clearance is too large, the stage efficiency of the turbine decreases, and flow instability increases.
In contrast, if it is too small, mechanical losses, such as wear, occur, thereby affecting the blade
life [1]. Therefore, accurate predictions of the leakage characteristics of labyrinth seals according to the
clearance are required.

Labyrinth seals are manufactured in various shapes by varying the arrangement of teeth to increase
pressure loss and thereby reduce leakage. The commonly used geometries include straight seals with
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teeth arranged in a straight line on one side, stepped seals with teeth arranged in the form of steps,
and staggered seals with teeth arranged in a staggered manner. Many studies involving experimental
and numerical analyses have been conducted to understand the complex flow phenomenon inside
labyrinth seals. The most basic research was conducted by Vermes [2]. He performed experiments
using a labyrinth seal with the most basic configuration and developed an analytical model based
on the experimental data. Stocker et al. [3,4] conducted an experimental study on various seal
geometries. They also investigated the sealing characteristics of several seals, including honeycomb
seals considering the design parameters. Witting et al. [5–7] conducted experimental studies on the
leakage characteristics of the flow and on heat transfer, and they analyzed the influence of the scale of
the experiment and the rotation effect on the results. Tipton et al. [8] summarized previous studies
on leakage prediction and analyzed the effects of the main design parameters of seals on leakage.
Research on the characteristics of labyrinth seals has been performed steadily with the development of
experimental methods and performance prediction software programs based on existing data [9,10].

During the past couple of decades, studies comprehensively evaluating the flow characteristics
inside labyrinth seals have increased owing to advancements in experimental techniques and numerical
methods. Zimmermann et al. [11] analyzed the effects of various design parameters of straight/stepped
seals on leakage and examined the changes in the leakage characteristics of the seals due to the wear of
the tooth tip. Rhode et al. [12] researched labyrinth seals with added grooves and observed changes
in the flow field inside the seals using the flow visualization technique. Schramm et al. [13,14] optimized
the geometry of labyrinth seals and compared the leakage characteristics of honeycomb and solid
land seals using computational fluid dynamics (CFD). Willenborg et al. [15] performed experiments
in a wide range of Reynolds numbers and confirmed that the discharge coefficient depended only
on the pressure ratio at high Reynolds numbers. Doğu et al. [16] analyzed the leakage characteristics of
mushroom-shaped labyrinth seals using CFD and confirmed that more leakage occurred due to shape
changes, caused by rubbing. Yan et al. [17,18] conducted experiments and CFD analysis considering not
only mushroom-shaped wear, but also deformation of teeth by bending. In addition, they conducted
research on the hole-patterned labyrinth seal that arranged the holes regularly in the casing instead of
honeycomb cells.

In recent years, experimental and numerical studies have focused on stepped labyrinth seals, which are
the most common types of seals used to prevent leakage at the turbine blade tip. Kim et al. [19–21] conducted
an experimental study on the pressure ratio and clearance size for straight/stepped seals and analyzed
the leakage characteristics using CFD. Kang et al. [22] conducted experimental and numerical studies
on stepped labyrinth seals according to the number of teeth and clearance size. They also compared the
leakage characteristics of solid and honeycomb seals and confirmed that solid seals exhibited better sealing
performance. Zhang et al. [23] performed experiments using clearance sizes applied to actual engine blades
to exclude the influence of the scale of the experiments on the results. They also numerically analyzed the
influence of various design parameters of stepped labyrinth seals, such as the clearance size, step height,
and the number of teeth.

According to several previous studies, the performance parameters of stepped labyrinth seals tend
to decrease as the clearance size increases [19–24]. However, some studies have reported that this is
not always true, and the performance parameters tend to increase again as the clearance size exceeds
a certain value [25]. Nevertheless, these studies did not present comprehensive cause-and-effect analyses.
Therefore, it is necessary to conduct basic research on the performance parameter according to the clearance
size. In this regard, we conducted experiments and CFD analysis in this study to analyze the leakage
characteristics of a stepped labyrinth seal, and the effect of the clearance size on leakage performance was
analyzed thoroughly. The stepped seal geometry used at the tips of rotating blades in gas turbines was
selected as the target and a diverging flow path in which the diameter increases in the flow direction was
considered the leakage flow path as in real applications in the tip section of turbine blades. The minimum
performance parameter was determined by observing the leakage characteristics according to the clearance
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size. To explain the cause for tendency change in the performance parameter, the effects of several design
parameters (tooth height and pitch) on leakage were analyzed.

2. Labyrinth Seal and Experiment

2.1. Test Rig

Labyrinth seals used in actual gas turbines are ring-shaped, and there is an empty space (i.e., clearance or
gap) between the rotating and stationary parts. However, it has been widely accepted that the rotation effect
on the leakage flow rate is important only when the rotational speed is very high [7] and thus a stationary
two-dimensional (2D) rig provides almost the same results as those obtained using an axisymmetric
three-dimensional (3D) rig [4]. Therefore, numerous studies including those surveyed in the introduction
have used 2D test rigs and 2D CFD simulations to obtain fundamental flow physics and accumulate vast
amounts of information. Accordingly, a 2D test rig was also used in our study.

Figure 1 shows the overall configuration of the test rig and Figure 2 illustrates the geometry
of the labyrinth seal used in the test. To minimize the 3D flow effect due to the wall, the width
of the test section, which is the depth of the test section into the page of Figure 2, was set to be
sufficiently large (approximately 67 times the smallest clearance size) compared to the clearance size.
The components of the test rig included the air tank, valve, mass flow meter, honeycomb panel, and the
test section. The pressure of the air inside the tank was as high as 8.5 bar and the pressure ratio was
adjusted from 1.1 to 3.0 using the control valve between the tank and the test section. The pressure
ratio (PR) was defined as the ratio of total pressure at the inlet to static pressure at the outlet of the
test section. The inlet pressure was measured using a pressure transducer (PX409-050GI, OMEGA,
Norwalk, CT, USA). The flow rate at each PR was measured using a thermal electronic mass flow meter
(KMSG-8040MT, KOMETER, Incheon, Republic of Korea), and the inlet temperature was measured
using a thermocouple (T-type SCPSS-040E-6, OMEGA, Norwalk, CT, USA). In addition, a honeycomb
panel was installed at the inlet of the test section for ensuring straight and uniform flow, and the test
section was scaled up to the actual geometry to improve the accuracy of the test results.

 

 

Figure 1. Schematic diagram of the test facility.
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Figure 2. Seal geometry and parameters.

Table 1 summarizes the symbols and names of each design parameter and the non-dimensionalized
expressions of the parameters of the labyrinth seal geometry. The test section was divided into an upper
part and a lower part, which represent the stationary and rotating parts, respectively, in an actual
turbine. The air comes into the test section from the left-hand side of Figure 2 and exits at the right-hand
side, simulating a diverging flow path in actual turbine tip sections. The main geometric parameters of
the stepped labyrinth seal include the clearance size (S), tooth thickness (b), tooth height (K), pitch (D),
step height (H), and tooth angle (θ). In this study, numerical analysis and experiments were conducted
by setting the range of the non-dimensionalized clearance size (step height ratio, S/H) from 0.2 to 1.2.

Table 1. Design parameters of the stepped labyrinth seal.

Parameter Description Value

S/H Clearance/Step height 0.2~1.2
D/H Pitch/Step height 4
K/H Tooth height/Step height 4
θ Tooth angle 15◦

N Number of teeth 3

2.2. Seal Performance

The performance of the labyrinth seal was determined using the relationship between the PR
and a performance parameter. The most commonly used performance parameter is the flow function,
which is defined in Equation (1).

φ =

.
m

√
To,in

AcPo,in
(1)

where
.

m is the flow rate, AC is the throat area, Po,in is the inlet total pressure, To,in is the inlet total
temperature. The flow function is the semi-dimensionless number which facilitates real leakage flow
rate prediction for any arbitrary operating condition. The smaller the flow function is, the better the
performance of the labyrinth seal becomes.
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2.3. Measurement Uncertainty

The method proposed by Kline [26] was used to check the measurement uncertainty. The equation
used for calculating the uncertainty of the flow function is given below.

∆φ =

√

(
∂φ

∂
.

m
∆

.
m)

2

+ (
∂φ

∂T0
∆T0)

2

+ (
∂φ

∂S
∆S)

2

+ (
∂φ

∂d
∆d)

2

+ (
∂φ

∂P0
∆P0)

2

(2)

u =
∆φ

φ
(3)

We used 0.3% of the measured flow rate as the uncertainty of the mass flow rate measurement (∆
.

m)
and 0.5 ◦C as that of the temperature (∆T0) according to the manufacturer’s manual. The uncertainty of
the tip clearance measurement (∆S) was set at 0.01 mm according to the least count of the gap gauge,
and the uncertainty of the section width measurement (∆d) was set at 0.005 mm according to the least
count of the Vernier calipers. The sum of 0.01% of the maximum measurable limit and 0.008% of the
measured value was used as the value for the uncertainty of the pressure measurement (∆P0) according to
the manufacturer’s manual. Therefore, the uncertainty of the flow function (u) was calculated to be 3.4%.

3. Analysis

3.1. Numerical Approach

ANSYS CFX (ver. 19.0, ANSYS Inc., Canonsburg, PA, USA, 2018) [27], a commercial software
program, was used for CFD analysis. Figure 3 shows examples of the analysis domain and grid structure.
As the 2D flow was secured in the experiment, the 2D calculations were also sufficient for CFD. However,
as ANSYS CFX is based on 3D calculations, the 3D domain was set as shown in Figure 1; nevertheless,
we ensured that the 3D was practically close to the 2D domain by setting the smallest width as far as we
could and applied symmetry conditions to lateral faces. This method is recommended for 2D calculations
according to the CFX manual [28]. ANSYS ICEM (ver. 19.0, ANSYS Inc., Canonsburg, PA, USA, 2018)
was used for mesh generation. The grids of the overall leakage flow path were composed of unstructured
meshes and only the wall portion was composed of prism layers so that y+ could be ≤2. Figure 3 shows
an example of generated meshes. It is clearly shown that dense meshes were generated around the tip
clearance. Grid dependence tests were performed to select appropriate numbers of meshes. Figure 4
illustrates an example for the case when the clearance to step height ratio (S/H) is 0.4. The results
confirmed that the flow function, which was the target function, became almost constant when the
number of meshes was 120,000 or more. Accordingly, 130,000 meshes were adopted in a specific case.
Of course, the number of meshes generally increased as the clearance increased. It ranged from 130,000
to 150,000 when the S/H ratio increased from 0.2 to 1.2.
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Figure 3. Example of the computational domain and meshes (S/H = 0.4).
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Figure 4. Example of grid dependence of the computational fluid dynamics (CFD) result (S/H = 0.4).

3.2. Boundary Conditions and Validation

Inlet total pressure and temperature and outlet static pressure were used as boundary conditions
to simulate the operating conditions of the test. Adiabatic and no-slip conditions were used for the
solid surfaces, and the symmetry condition was used at the two side boundary surfaces (lateral faces).
The high-resolution advection scheme was used, which adequately uses the first and second order
scheme depending on the situation, satisfying both the numerical stability and accuracy of the analysis.
In addition, the first-order turbulence numerics was selected. The residual value (RMS) of the flow
parameter was set to less than 1.0 × 10−4 as the convergence condition for the analyses. Table 2
summarizes the numerical analysis method and boundary conditions. A turbulence model that
accurately captures the flow characteristics inside the seal cavity is required because of a strong vortex
flow which is one of the major causes of the pressure loss in the seal. Therefore, the SST turbulence
model, which is known to predict the vortex size and separation point accurately [29,30], was adopted.
Figure 5 compares the sample test run results obtained using the SST model with those obtained
using other turbulence models (k–ω, k–ε and RNG k–ε models). Although there were no significant
differences in the calculation results obtained using the various turbulence models, the SST model
produced results closest to the experimental values with errors less than 3%. In addition, a comparison
between the experimental and CFD results shown in Figure 6 confirms that CFD has sufficient accuracy
for evaluating the leakage performance of the labyrinth seal.  
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Figure 5. Comparison of turbulence models (S/H = 1.0, K/H = 4, D/H = 4).
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Figure 6. Comparison between the CFD and experimental results (K/H = 4, D/H = 4).

Table 2. Numerical methods and boundary conditions.

Software ANSYS CFX 19.0

Turbulence model Shear Stress Transport (SST)
Advection scheme High resolution

Fluid Air (ideal gas)
Pressure ratio 1.1~3.0

Inlet total temperature 295 K
Outlet static pressure 101.325 kPa

Wall Adiabatic, no slip
Lateral faces Symmetry

4. Results and Discussion

4.1. Leakage Characteristics According to Clearance Size

Figure 7 shows the flow function obtained using CFD at different PR and S/H values. For all
S/H values, the flow function increases as the PR increases and exhibited choking after a certain PR.
For example, the choking pressure ratio is around 2.5 when S/H is 0.2. As well known, the fact that the
flow becomes choked does not necessarily mean that the actual flow rate is constant. It varies with the
inlet total pressure and temperature. In our cases, the actual mass flow rate increases in proportion to
the inlet total pressure because a higher pressure ratio means a higher inlet total pressure: remember
that the inlet total temperature and the outlet static pressure were fixed.  
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Figure 7. Variations in flow function with pressure ratio (PR) and S/H (K/H = 4, D/H = 4).
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An important observation was that change in flow parameter due to the increase in the clearance
size clearly differs below and above S/H = 0.6. To intensively examine changes in the flow function
according to the clearance, the flow function at the PR of 2.5 was plotted in Figure 8 and compared
with the experimental values under the same conditions. As the clearance increases, the flow function
decreases and then tends to increase again at a certain clearance size, as observed commonly in the
CFD and experimental results. This result confirmed that the stepped labyrinth seal has a specific
clearance size (Smin) that minimizes the flow function. It should be noted that the flow function
does not represent the actual leakage flow rate but indicate relative leakage performance. Therefore,
a lower flow function does not necessarily mean a lower flow rate but represents a better relative seal
performance. The actual leakage flow rate increases as the clearance size increases in all the test cases
in our study.
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Figure 8. Variation in flow function with S/H (PR = 2.5, K/H = 4, D/H = 4).

To identify the cause of such changes in the flow function due to the increase in the clearance
size, the flow inside the seal was analyzed using the details of the flow phenomena obtained by CFD.
Figures 9 and 10 show the contours of the total pressure and static pressure, respectively, for various S/H
ratios at the PR of 2.5. As S/H increases, the flow through the clearance develops a type of high-speed
flow layer (see Figure 9). Figure 10 shows that the flow layer passing the clearance collides with the
next tooth, resulting in a local increase in static pressure, which means that the kinetic energy of the
leakage flow significantly dissipates. The collision point moves toward the tooth tip gradually as the
S/H increases, and after S/H = 1.0, it is located at the tip of the tooth. In other words, in the specific S/H
range in which the flow function decreased (S/H from 0.2 to 0.533), the flow rate gradually increases
and the pressure loss due to collision with the tooth increases, improving the sealing performance.
However, when the clearance continues to increase over the critical value of 0.533, most of the leakage
flow through the previous clearance directs to the next clearance space without hitting the tooth,
as shown in Figure 9. Accordingly, the kinetic energy loss caused by the collision reduced, resulting in
a decrease in the sealing performance. In addition, it is seen from Figure 9 that the total pressure
inside the cavity slightly increases as S/H increases from 0.2 to 0.533. This indicates that the leakage
performance improves (i.e., the flow function decreases) as the flow trapped inside the cavity is
increased by the flow layer moving at a high speed. However, after S/H = 0.533, the total pressure
inside the cavity tends to decrease which means the flow trapped inside the cavity decreases. Figure 11
clarifies the change of the pressure inside the cavity with respect to S/H. It shows the variation in the
averaged total pressure inside the cavity according to S/H, which clearly shows that total pressure
decreases after the maximum point.
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(a) S/H = 0.2 

(b) S/H = 0.4 

(c) S/H = 0.533 

(d) S/H = 1.0 

(e) S/H = 1.2 

Figure 9. Total pressure contour plots for various S/H ratios (PR = 2.5, K/H = 4, D/H = 4).
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(a) S/H = 0.2 

(b) S/H = 0.4 

(c) S/H = 0.533 

(d) S/H = 1.0 

(e) S/H = 1.2 

Figure 10. Static pressure contour plots for various S/H ratios (PR = 2.5, K/H = 4, D/H = 4).
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Figure 11. Variation in the averaged total pressure inside the cavity with S/H (PR = 2.5, K/H = 4, D/H = 4).

In summary, the tendency of the variations in flow function with clearance change at S/H = 0.533.
In other words, when the clearance size is approximately half the step height, the maximum resistance
to leakage flow occurs, leading to decreases in the flow function. As the clearance size further increases,
the resistance to leakage flow decreases, leading to increases in the flow function.

4.2. Parametric Study on the Impact of Cavity Size

4.2.1. Outline

Through the flow analysis, we identified two main reasons for the reduced flow function
(i.e., enhanced leakage performance) of the stepped labyrinth seal. The first is the significant dissipation
of the kinetic energy during the leakage flow that occurs as the fluid passing through the clearance
collides with the next tooth. The second is the formation of a strong flow layer owing to the high-speed
flow passing through the clearance and the subsequent confinement of the rotating flow inside the cavity.
The identification indicates that the leakage characteristics of the stepped labyrinth seal are affected not
only by the clearance size but also by the value of S/H relative to the cavity size. Based on this observation,
a parametric study on the tooth height and pitch, which are geometrical parameters affecting the cavity
size, was conducted using the CFD. Table 3 gives the analysis range set for each parameter.

Table 3. Variation range of the non-dimensional parameters.

Parameter Description Value Variation Range

D/H Pitch/Step height 4 2~6
K/H Tooth height/Step height 4 3~5

4.2.2. Tooth Height

Figure 12 shows the change in the flow function according to the values of S/H and K/H at the PR
of 2.5. As the value of K/H decreases, the flow function decreases. The minimum value of the flow
function is 8.4% lower at K/H = 2 and 5.9% higher at K/H = 6 compared to the reference value at K/H = 4.
Figure 13 shows the velocity vector according to the K/H value at constant S/H and PR values. As the
value of K/H decreases, the cavity size decreases, thereby increasing the velocity of the rotating flow in the
cavity. Accordingly, a high-velocity flow layer is formed at the point where the flow in the axial direction
(i.e., the throughflow) and the rotating flow inside the cavity joined. Following this, the joined flow
collides with the tooth, increasing the local pressure, as shown in Figure 14. This indicates significant
dissipation of the kinetic energy is induced by the leakage flow. In addition, as the velocity of the flow
layer is higher, a larger separation occurs at the tooth tip, as shown in the velocity contour of Figure 15.
This reduces the flow function because the effective area in which the flow can actually move is reduced.
In addition, as the tooth height decreases, Smin slowly decreases owing to the reduced flow rate inside
the cavity.
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Figure 12. Variation in the flow function with S/H and K/H (PR = 2.5, D/H = 4).
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Figure 13. Velocity vectors for various K/H ratios (PR = 2.5, S/H = 0.6, D/H = 4).
 

 
(b) K/H = 6 (a) K/H = 2 

  

Figure 14. Static pressure contour plots for the smallest and largest K/H ratios (PR= 2.5, S/H= 0.6, D/H = 4).
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(b) K/H = 6 (a) K/H = 2 

Figure 15. Velocity contour plots for the smallest and largest K/H ratios (PR = 2.5, S/H = 0.6, D/H = 4).

The impact of S/H is summarized as follows. At S/H = 0.2 which is the smallest value in our study,
the change in tooth height did not affect the flow function (see Figure 12) because the clearance is too
small for the flow separation to be an important factor. As S/H increases, the influence of K/H increases,
which means the favorable impact of a lower K/H increases. However, as S/H increases above the
minimum flow function point, the influence of K/H increases again.

4.2.3. Pitch

Figure 16 shows the flow function according to the S/H and D/H values at the PR of 2.5. As the
value of D/H decreases, the flow function decreases. The minimum value of the flow function is 5.4 %
lower at D/H = 3 and 0.7% higher at D/H = 5 compared to the reference value at D/H = 4. Figure 17
shows the streamlines when D/H is the highest and lowest at constant S/H and PR values. As D/H
decreases, the velocity of the flow layer increases because the travel distance of the flow in the axial
direction decreases. In addition, larger separation occurs because of the rapid movement of the flow
in the radial direction. This reduces the effective area, thereby further increasing the leakage reduction
effect (see Figure 18). In addition, as the pitch decreases, Smin tends to increase. This is because flow
into the cavity continuously occurs despite the increase in cavity size owing to the reduction in the
travel distance in the axial direction.  
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Figure 16. Variation in the flow function with S/H and D/H (PR = 2.5, K/H = 4).

243



Processes 2020, 8, 1496

 

16

18

20

22

24

0.2 0.4 0.6 0.8 1.0 1.2

D / H = 3
D / H = 4 (ref.)
D / H = 5

 (k
g 

K 
0.

5 kN
 s

)

S / H
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Figure 17. Velocity streamline plots for the smallest and largest D/H ratios (PR = 2.5, S/H = 0.6, K/H =
4).
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(b) D/H = 5 (a) D/H = 3 

Figure 18. Velocity contour plots for the smallest and largest D/H ratios (PR = 2.5, S/H = 0.6, K/H = 4).

As with the case of the tooth height, when S/H = 0.2, the change in pitch does not affect the flow
function because the clearance is too small for the flow separation to be an important factor. Despite
the increase in the clearance size, changes in the flow function due to the pitch were hardly observed
before Smin. Although the relative flow velocity decreases owing to the increase in the travel distance
in the axial direction, there is almost no difference in the overall leakage performance because the flow
rate into the cavity increases. However, as the clearance continues to increase, the flow rate inside
the cavity sharply decreases, causing differences in the flow function owing to the difference in the
velocity of the flow layer.

4.2.4. Summary of the Parametric Study

The results obtained from analyzing the effects of the tooth height and pitch on leakage performance
can be summarized as follows. Overall, changes in the tooth height cause more significant changes
in leakage characteristics than changes in the pitch. The influence of the clearance change is also
stronger according to the tooth height variation. In addition, when the clearance is considerably small,
changes in the two design parameters have little influence on the flow function. However, as the
clearance gradually increases, the flow function shows different tendencies owing to changes in the two
design parameters before and after Smin. As the values of both the parameters decrease, the leakage
performance improves (i.e., the flow function decreases), but Smin decreases as K/H decreases and D/H
increases. As the tooth height decreases, Smin decreases owing to the reduction in the flow rate into
the cavity. In contrast, as the pitch decreases, the flow rate into the cavity decreases, but Smin increases
because the flow into the cavity continuously occurs despite the increase in the clearance size due to the
relatively reduced travel distance in the axial direction.
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5. Conclusions

In this study, the leakage characteristics of a stepped labyrinth seal, which is mainly used for
sealing at the blade tips of gas turbines, were analyzed through experiments and CFD simulations for
a wide range of PRs and clearance sizes. We focused on determining the clearance size at which the
tendency of the flow function changed owing to changes in the design parameters. The main results
and conclusions of this study are summarized as follows:

1. As the clearance size increases, the flow function of the seal decreases initially, but it tends to
increase at a certain clearance size. In other words, the stepped labyrinth seal has a clearance size
that minimizes the flow function and this specific clearance size is approximately half the step
height (S/H = 0.533). This change in the tendency of the flow function was examined through flow
analysis. The analysis results showed that the leakage characteristics of the stepped labyrinth
seal are affected by the value of S/H relative to the cavity size.

2. The flow function of the stepped labyrinth seal is affected by the tooth height and pitch, and the
leakage reduction effect increases as both these geometric parameters decrease (the minimum value
of the flow function is 8.4% lower at K/H = 2 in comparison to the reference value at K/H = 4 and 5.4%
lower at D/H = 3 in comparison to the reference value at D/H = 4). In addition, as the tooth height
and pitch decrease, the changes in flow function due to the increase in clearance increase. When the
clearance is considerably small, changes in the tooth height and pitch hardly affect the flow function.

3. The most important conclusion obtained in this study is that the stepped labyrinth seal has a specific
clearance size (Smin) at which the flow function is minimized. The finding that Smin varies depending
on the tooth height and pitch is also important. Another important finding is that Smin decreases as the
tooth height increases and the pitch decreases. This study is significant in that it provides basic data
required for optimizing the geometry of stepped labyrinth seals to improve their leakage performance
through determining the clearance size and geometric parameters that minimize the flow function.
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Nomenclature

Ac Throat area [m2]
b Tooth width [mm]
D Pitch [mm]
d Test section width [mm]
H Step height [mm]
K Tooth height [mm]
k Specific heat ratio
.

m Mass flow rate [kg/s]
N Number of teeth
Po Total pressure [kPa]
P Static pressure [kPa]
PR Pressure ratio
R Gas constant [kJ/kg · K]
S Clearance [mm]
Smin Clearance for a minimal flow function [mm]
To Total temperature [K]
u Uncertainty
φ Flow function [kgK0.5/kNs]
θ Tooth angle [◦]
Subscripts

c Contraction
in Inlet
min Minimum
out Outlet
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Abstract: The geometry of volute tongue is crucial in the design of Sirocco fans. The size of the volute
tongue determines its relative position and distance from the impeller which affects the local flow
characteristics and thus the aerodynamic and aeroacoustic performances of the fan. In this work,
we performed experimental and numerical investigations on the effect of volute tongue radius on
the aerodynamic and aeroacoustic characteristics of a Sirocco fan. The internal flow characteristics
are analyzed and discussed in terms of the spatial distribution and temporal variation of pressure
and streamlines, the pulsating behaviors of pressure both in the impeller and on the volute surface
with emphasis in the volute tongue region, the variation of passage flow with the rotation of impeller
and the aeroacoustic features of the fan. We conducted numerical simulations using both steady
Reynolds-Averaged Navier-Stokes (RANS) and unsteady Reynolds-Averaged Navier-Stokes (URANS)
approaches with realizable k-ε turbulence model with rotation effect correction and the results are
compared against the experimental data to assess the prediction capability and accuracy in qualitative
and quantitative manners. Experimental and numerical results show that as the volute tongue radius
increases, the static pressure rises as well as the far-field noise of the fan and pronounced fluctuation
of flow is observed within the whole impeller and volute; the reversed flow in the passage of the
impeller is reduced and the high-pressure region is found to be moving towards the outlet of the
volute. The decreasing radius also enlarges the size of the adverse pressure gradient (APG) region on
the volute tongue which contributes to the formation of recirculating flow. The comparative RANS
and URANS simulations reveal that both approaches produce generally consistent results regarding
the time-averaged flow although the URANS data are much closer to those of the experimental ones.
However, the fluctuating flow which is not capable to be modeled by RANS still dominates for the
present configuration and thus URANS is necessary for the accurate prediction of the flow details.

Keywords: Sirocco fan; URANS; volute tongue radius; internal flow; noise

1. Introduction

Sirocco fans, also named as multi-blade centrifugal fans, are widely used in industrial and
civil applications due to its small size, large flow coefficient and high pressure coefficient, while the
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disadvantages of low static pressure and low efficiency have always restricted the development of the
Sirocco fans. The analysis and research of the internal flow of the Sirocco fans by means of reasonable
and applicable approaches play a meaningful guiding role in further improving and optimizing the
performance of the fans.

The volute is one of the main components of the Sirocco fans which plays an important role in
guiding the flow outside of the impeller and converting kinetic energy into pressure energy and has
received wide extensive attention from many researchers. Rafael et al. applied a numerical model
to compute the pressure fluctuation on the volute wall of the fan and obtained an important peak of
pressure fluctuation near the volute tongue [1]. By controlling the volute tongue which determines the
recirculation flow, Dilin et al. obtained the velocity and pressure distribution under a wide range of
azimuth angles [2]. Because the design of the recirculation channel and the volute tongue have a greater
impact on the performance and flow stability of the centrifugal fans, Okauchi et al. used four alternative
volute designs and accurately measured the flow near the volute outlet and volute tongue and studied
the effect of the volute structure on the performance of the fan. The results show that the optimized
volute improves the performance of the fan but the flow is unstable when the flow rate increases [3].
Whitfield and Johnson took the compressor as the research object and studied the influence of the
volute design on its performance. It was found that while improving the performance of the whole
machine, the design method of reducing the flow area under the condition of large flow rate does not
have a better effect [4]. Xiao et al. used the energy gradient theory to study the flow instability of
the centrifugal fan and finally showed that the impeller outlet and the volute tongue area are prone
to produce flow instability and the flow near the hub was more stable than that near the shroud [5].
Pan et al. extended the initial conceptual design of the centrifugal fan and compressor volute and the
detailed internal flow data under design and off-design conditions obtained by numerical simulations
showed that without changing the ratio of the volute outlet area, the flow area of the volute adjacent to
the volute region is increased and the flow distribution is improved [6]. Lun et al. studied the effect of
inclined volute on the internal flow and performance of centrifugal fans and found an optimal incline
angle to obtain better performance improvement [7]. Sandra et al. conducted an experimental study on
the two radial outlet positions of a certain forward curved blade centrifugal fan by hot wire techniques
and found a strong flow asymmetry, especially in the circumferential position near the volute tongue
and other ones and there is a big difference between the locations [8]. Sina and Javad studied the effect
of the volute spread angle on the efficiency and internal flow pattern of Sirocco fans by experimental
and numerical methods. The results showed that in a finite space, a fan with a spread angle of 5◦ has
the highest head and efficiency [9]. Zhou and Li studied the characteristics of the centrifugal fan volute
based on the method of dynamic torque correction to design a better volute profile. It was found that
the radial velocity component at the outlet of the volute increases sharply while the noise is reduced
without affecting the performance of the fan [10]. Sunil et al. focused on the effect of volute tongue gap
on the performance of backward curved blade centrifugal blowers. The comparison of the four sets
of data showed that the volute tongue gap has a significant impact on its performance and the total
pressure and efficiency of the blower increased with the decrease of the clearance [11].

The impeller is the main component of the Sirocco fans and its geometry, size, number of blades
and so forth have a crucial influence on the performance of the fan. Taking a widely used centrifugal
fan as the research object, Zhang et al. analyzed the influence of the optimized combination of
impeller geometrical parameters, such as the number of blades and the impeller outlet width, on the
performance and noise of the fan. Under the design conditions, the combination of parameters after
optimization makes the total pressure significantly increasing by 6.91% [12]. Lee et al. proposed a
method of redesigning the centrifugal impeller and its intake passage. The resulting effect not only
satisfies the pressure requirements but also reduces the power of the fan by 8.8% compared with the
baseline model [13]. Wang et al. proposed an inverse design method for calculating the meridional
surface of the centrifugal impeller. The final computation results show that the performance of the
fan inlet is improved and the velocity distribution is more uniform [14]. Kim et al. conducted a
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parameter optimization study on the impeller geometry of the forward curved blade centrifugal fan.
The height of the annular plate separating the impeller and the angle between the upper and lower
impellers were chosen as geometric parameters. The influence of these parameters on the efficiency of
the fan was analyzed. The results show that reasonable parameters are conducive to improving the
aerodynamic performance of the fan [15]. Ni et al. changed the straight blades of the baseline Sirocco
fan impeller into inclined blades with a certain angle, obtained an optimal value of the inclination angle
and improved the aerodynamic performance of the fan [16]. Kim and Seo successfully applied the
response surface optimization method of three-dimensional N-S analysis to the aerodynamic design of
forward curved blade centrifugal fans and obtained the maximum static pressure efficiency [17].

The influential factors, such as the interaction or positional relationship between the impeller and
the volute or other components, have a significant effect on the internal flow of the fans. Tarek and
Seung conducted a numerical simulation analysis of the interactions among the impeller, diffuser and
volute. It was found that the vortex flow area in the volute is gradually attenuated from the part near
the volute tongue to the fan outlet [18]. Koen and Rene proposed a numerical method for predicting
the interaction between impeller and volute in a single-stage centrifugal compressor and analyzed
the influence of the interaction between impeller and volute on the circumferential distortion of static
pressure [19]. Karanth and Sharma considered the complex flow between the impeller outlet and the
diffuser, studied and predicted the flow characteristics caused by the radial clearance by numerical
simulation analysis and the results showed that there is an optimal radial clearance which made better
energy conversion of the impeller [20]. Lee conducted a study and analysis of the gap effect between
the inlet duct and the rotating impeller of the centrifugal fan. The results showed that improper gap
determination would reduce the overall performance of the fan by 2–5% [21]. Jose et al. studied the
interaction between the impeller and the volute and numerically analyzed the secondary flow in the
volute through the helicity magnitude. The results showed that there is a strong secondary flow in
the radial position near the outlet of the impeller [22]. Daniel et al. considered the influence of the
relative position of the impeller and the volute on the performance of the centrifugal pump. Through
the research, it was found that the efficiency of circular volute and spiral volute increases by 5% and
3.5%, respectively, as the impeller is in the optimal position compared with the central position [23].
Younsi et al. studied the interaction and unsteady characteristics of the rotating blades relative to the
movement of the volute. Analysis of the pressure fluctuations on the volute surface showed that the
main source of flow disturbance and instability in the centrifugal fan is the volute region [24].

Bechara et al. devised a stochastic noise generation and radiation (SNGR) model for noise
generation and radiation from the turbulent flow field [25]. Billson et al. used a SNGR method to
capture the sound field of a high Reynolds number, high Mach number subsonic jet. The directivity
of the far-field sound is well predicted but the amplitude and spectral information differ from the
measurements [26]. Ewert studied the application of a low-cost computational aeroacoustics (CAA)
approach to a slat noise problem. Slat noise simulations are carried out for a high-lift airfoil and the
Mach number scaling law of the broadband slat noise component is evaluated based on three different
free-stream velocities (M = 0.088, 0.118, 0.165) [27]. In the following work, the simulated 1/3-octave
spectrum exhibits the main features of an empirical slat-noise mode [28]. Bailly et al. introduced an
application of direct calculation of aerodynamic noise in subsonic and supersonic jet noise, cavity
noise and self-excited internal flows [29]. Sandberg conducted direct numerical simulations (DNS) to
airfoil self-noise. It is found that the contribution of trailing edge noise dominates at low frequencies
while for the high frequencies the radiated noise is mainly due to flow events in the reattachment
region on the suction side [30]. Dawi and Akkermans studied spurious noise generated in direct noise
computation using finite volume methods. Different sources of spurious noise are examined as well
as the mechanism of their generation [31]. In another work, they used direct noise computation and
Fflowcs Williams-Hawkings equation to calculate far-field spectral. The peaks of vortex shedding
frequency were well predicted, however, the amplitude of the spectra at these frequencies is smaller
than the ones in the wind tunnel [32]. Deuse and Sandberg studied the self-noise of an isolated
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controlled-diffusion aerofoil using direct noise computation. Two main noise sources were observed,
one at the trailing edge and one in the transition/reattachment region. For the cases investigated,
the latter is even more important than the trailing edge noise component [33]. Dawi and Akkermans
demonstrated the applicability of a finite volume method for the direct noise computation of road
vehicles, the results of the DNC showed good agreement with wind tunnel measurements within
a certain frequency range. However, at higher frequencies, simulated acceleration spectra showed
lower spectral levels than the measured ones [34]. Dierke et al. investigated the effect of installation
on propeller sound. It is found that the installation effect due to the presence of the high-lift wing
increases the sound pressure levels by 5–10 dB in most directions [35]. The research by Dobrzynski
et al. on airframe noise prediction and reduction methods pointed out that the noise level of gears
installed under the wings is reduced by about 4 decibels relative to gears installed on the fuselage.
The aerodynamic optimum design of current slotted slats causes maximum gap-flow velocities and
thus high slat noise levels [36]. Ewert et al. analyzed the changes of acoustic level due to a change of
slat position and found that by changing the slat gap, the acoustic level of some frequency segments
also changed correspondingly [37].

It can be concluded from the above literature review that the geometry of the volute, especially
the volute tongue radius, the distance to the impeller outlet and the axial change of the volute surface
determine the flow in the vicinity of the impeller outlet and volute tongue and affect the interaction
between the fluid within the impeller and the volute, with a vital influence on the performance of the
Sirocco fan. Considering that the radius of the volute tongue determines the distance between the local
volute wall and the impeller, in this work we performed experimental and numerical investigation
on the internal flow of a Sirocco fan with various volute tongue radii to identify its effect on the
aerodynamic and aeroacoustic characteristics of the fan. Only the radius of the volute tongue is varied
but the distance to the outlet of the impeller keeps unchanged and the internal flow is analyzed in
terms of the spatial distribution and temporal variation of pressure and streamlines, the pulsating
behaviors of pressure both in the impeller and on the volute surface with emphasis in the volute tongue
region, the variation of passage flow with the rotation of impeller and the aeroacoustic features of
the fan. Another objective of the present work is to explore the capability, reliability and accuracy of
RANS and URANS approaches in modeling flow in similar fan configurations both in qualitative and
quantitative manners and provide meaning conclusions in further simulations.

The paper is organized as follows—Section 2 is a general description of the fan configuration,
the employed numerical methods, the experiment details and the validation. Section 3 presents and
discusses the numerical and experimental results for the effect of radius of volute tongue. Some
conclusions are drawn in Section 4.

2. Numerical Methods

2.1. Fan Configuration

The fan in this investigation is a double-suction, forward-curved multi-blades Sirocco fan which is
shown in Figure 1. The blades are staggered on both sides of the impeller’s central disk with 41 blades
on each side. The air enters the volute and impeller from the inlet domain on both sides of the fan and
moves out from the outlet domain. Table 1 lists the specifications of the baseline model. The radius of
volute tongue of the baseline model is 11 mm and the location is denoted in the figure. In this work,
we investigate the effect of volute tongue radius at four values, that is, r = 4 mm, 9 mm, 11 mm and 13
mm, on the aerodynamic and aeroacoustic characteristics of the fan at the designed flow rate 365 m3/h.
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Figure 1. Baseline model. (a) fan model; (b) impeller and volute; (c) definition of radius of volute tongue.

Table 1. Specifications for the baseline Sirocco fan.

Specification Value

Flow rate, Qn (m3/h) 365
Rotation speed of impeller (rpm) 1200
Impeller outer diameter, D2 (mm) 140
Impeller inner diameter, D1 (mm) 55

Volute width, B (mm) 228
Impeller width, b (mm) 190

Number of blades, Z 41
Volute tongue radius, r (mm) 11

2.2. Numerical Simulation Method

The internal flow of the Sirocco fan is governed by the conservation of mass and
momentum equations:

∂ui

∂xi
= 0 (1)

∂ui

∂t
+ u j

∂(ui)

∂x j
= fi −

1
ρ

∂P∗

∂xi
+ ν

∂2ui

∂x j∂x j
, (2)

where ρ represents the density of the air; xi is the direction component of the Cartesian coordinate
system; ui is the velocity component; P∗ is the pressure considering the conversion of turbulent
kinetic energy and centrifugal force; fi is the component of the volume force. ν is the kinematic
viscosity coefficient:

ν =
1
ρ
(µ+ µt) =

µ

ρ
+ Cµ

k2

ε
, (3)
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where µ is the molecular viscosity coefficient and µt is the vortex viscosity coefficient. In the numerical
simulation, we use the realizable k-ε turbulence model with rotation effect correction in which Cµ is
calculated by the following formula:

Cµ =
1

A0 + AS
kU∗
ε

, (4)

in which A0 = 4.04, AS =
√

6 cosφ, φ = 1
3 cos−1

(√
6W

)
, W =

Si jS jkSki

S̃
, S̃ =

√
Si jSi j, Si j =

1
2

(
∂u j

∂xi
+ ∂ui

∂x j

)
,

U∗ ≡
√

Si jSi j + Ω̃i j Ω̃i j, Ω̃i j = Ωi j − 2εi jkωk, Ωi j = Ωi j − εi jkωk. Ωi j is the laminar curl with
angular velocity.

The transport equations for the turbulent kinetic energy k and turbulent dissipation rate ε in
realizable k-ε turbulence models are as follows:
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vε
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ε
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In the equation, Gk and Gb represent the turbulent kinetic energy terms generated by laminar
velocity gradient and buoyancy, respectively. YM represents the contribution to the dissipation rate of
the expansion of turbulent pulsation to the global flow in compressible flows. C1ε and C2 are constants.
σk and σε are the Prandtl numbers. Sk and Sε are user-defined turbulent kinetic energy and turbulent
dissipation source terms. For the incompressible air as the working medium, Gb = 0 and YM = 0.

In this work, we performed both RANS and URANS simulations using ANSYS-Fluent 17.0
(Version, ANSYS, Inc., Canonsburg, PA, USA, 2016) for the same models and flow parameters. In the
simulations, second-order upwind scheme is used for the spatial discretization of all derivative terms;
the SIMPLE method is used for the coupling of velocity and pressure and the moving reference frame
(MRF) method is used to treat the rotation of the impeller. The boundary conditions are the same for
both simulation approaches. Constant mass flow rate is prescribed at the two inlet sections and zero
gauge pressure at the outlet section. No-slip boundary condition is set for velocity on all solid walls.
We first perform the RANS simulation until the converged result with relative residual less than 10−3 is
obtained for the equations of mass, momentum, turbulent kinetic energy and turbulent dissipation
rate. The result is then used as initial condition to start the URANS simulation and the simulation
continues as the impeller rotates for ten revolutions before the data are collected. The physical time
step size is fixed as the impeller rotates for one degree, thus 360 steps are required for one revolution of
the impeller.

2.3. Grid Independence Study

The computational domains of the fan include two inflow domains on both sides, an outflow
domain, a volute domain, an impeller domain and the intermediate flow channel domain of the
impeller. The impeller and intermediate flow channel of the impeller constitute the rotational domain,
while the other domains are set stationary. The impeller, inflow and outflow domains are discretized
by block-structured grid, while the volute domain is discretized by unstructured grids considering its
complex geometry and subsequent geometrical modifications. Figure 2 shows the grid distributions
adjacent to the impeller and volute and the grids number is shown in Table 2.
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(a) (b) 

Figure 2. (a): The grids around the blade, (b): The grids around the volute tongue.

Table 2. Number of grids of the computational domain.

Component Number of Grids (103)

Impeller 5685
Inlet 904

Outlet 204
Volute 1513
Total 8306

In this paper, the static pressure rise, computed as the difference between the static pressure at the
outflow and inflow sections of the fan, is used as the indicator for the grid independence study under
design flow rate of 365 m3/h. The grid number is changed mainly for the impeller domain. Three sets
of impeller grids with the number of about 4.6 million, 5.7 million and 6.7 million are used, respectively.
The variation of static pressure rise with grid number is shown in Figure 3. As the number of grids
increases from 4.6 million to 5.7 million, the variation of static pressure is 1.07 Pa; as the grid number
continues to change to 6.7 million, the variation of static pressure rise is only 0.08 Pa, which is only 0.1%
higher than the static pressure at 5.7 million. Therefore, we consider that the influence of a higher grid
number on the computational results can be negligible, so the impeller domain with a grid number
about 5.7 million is chosen for subsequent work.

 

Figure 3. Variation of static pressure rise with grid number of impeller domain.

2.4. Experiment Details

The various volute models of the Sirocco fan are made by 3D printing and are experimentally
tested in the aerodynamic-aeroacoustic laboratory of Zhejiang Yilida Ventilator Co., Ltd. (Taizhou,
China). The experimental device is designed according to National Standard of China GB/T1236-2017
and conforms to the International Standard ISO5801-2007. The semi-anechoic noise test is designed
according to ISO3745-2003. The noise monitoring can be carried out synchronously when the
aerodynamic performance of the fan is tested. The volute models and the impeller are comparably
shown in Figure 4. The schematic diagram and photo of the experimental facility are shown in Figure 5.
The size of the east and west semi-anechoic room is 5200 mm × 4800 mm × 7000 mm and 5200 mm
× 5600 mm × 7000 mm, respectively and the air compartment size is 3000 mm × 3000 mm × 9000
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mm. The semi-anechoic room and the air compartment are connected by a circular pipe and the
overall loop is a closed-chamber circulation structure. The measurement system mainly includes fan,
motor, photoelectric infrared speed sensor, microphone and so forth, as shown in Figure 6. The test
facility could measure and record the pressure and temperature of the inlet and outlet flows and the
aerodynamic noise in a synchronous way.

 

Figure 4. Impeller and volute with tongue radius r = 4 mm, 9 mm, 11 mm and 13 mm.

  
(a) (b) 

Figure 5. (a) The schematic diagram, (b) photo of the facility.

   
(a) (b) (c) 

Figure 6. Test equipment: (a) fan and motor; (b) photoelectric infrared speed sensor; (c) microphone.

3. Results and Discussion

3.1. Aerodynamic Performances

The static pressure rise and static pressure efficiency are the key parameters reflecting the
aerodynamic performances of the Sirocco fan and is experimentally measured as well as simulated in
this work. Figure 7 gives the time history and time-averaged value of the static pressure rise of the
fan obtained by URANS and compared with those obtained by RANS simulation and experiment.
Tables 3 and 4 list the static pressure rise and efficiency predicted by experiment, RANS and URANS
in time-averaged sense.
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(a) r = 4 mm (b) r = 9 mm 

  
(c) r = 11 mm (d) r = 13 mm 

Figure 7. Time history of static pressure and its averaged value computed by unsteady
Reynolds-Averaged Navier-Stokes (URANS) in comparison with those of Reynolds-Averaged
Navier-Stokes (RANS) and experiment.

Table 3. Experimental and numerical results of static pressure.

Method r = 4 mm r = 9 mm r = 11 mm r = 13 mm

Experiment 70.68 72.98 73.04 71.33
RANS 78.37 77.38 76.69 75.83

URANS averaged 79.43 72.91 72.65 70.84

Table 4. Experimental and numerical results of static pressure efficiency.

Method r = 4 mm r = 9 mm r = 11 mm r = 13 mm

Experiment 30.66% 32.01% 31.22% 30.53%
RANS 31.00% 30.17% 29.86% 29.00%

URANS averaged 37.18% 33.27% 33.75% 32.33%

It is seen from the figure and tables that for models with r = 9 mm, 11 mm and 13 mm,
the relative difference between the results of RANS and experiment is 6.3% at maximum which is of
engineering significance. However, the URANS produce much better consistent data with respect to
the experimental one; the maximum relative difference between the time-averaged static pressure rise
and experimental data is only 0.7%. This reflects that the URANS simulation is more consistent with
the realistic operation of the fan and is capable to simulate the flow inside the fan more accurately.
For the model with r = 4 mm, the sharper volute tongue strongly destabilize the local flow around
the outlet of the volute, thus the pressure rise substantially fluctuates with a large amplitude and
the periodicity due to impeller rotation is clearly observed. Both the results produced by RANS and
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URANS in time-averaged sense notably deviate from the experimental data with relative difference
about 10%. Therefore, we believe that the accuracy of simulation is greatly affected by the pulsating
flow and the simulation is less capable in accurately predicting the internal flow of the fan.

Comparing the models with different volute tongue radius, it can be found that the pressure
fluctuation in URANS from the 5th to the 10th revolution of the impeller presents the smallest amplitude
for the r = 13 mm volute, which almost perfectly coincides with the time-average value. For the
r = 9 mm and 11 mm models, the amplitude slightly increases but is still small compared with the
magnitude of pressure rise. The amplitude is the highest for the r = 4 mm model. It is also noted
that as the radius decreases, the time-averaged pressure monotonically increases from r = 13 mm to
r = 9 mm, while the increasing generally stops for r = 4 mm. This indicates that smaller radius will
generate stronger pressure pulsation and increases the pressure rise to different degrees. For the r =

4 mm model, notable quasi-periodic pressure fluctuation is observed in which one cycle approximately
corresponds to 0.05 s as the revolution of the impeller; this is an indication that the sharper volute
tongue could generate strong pulsating flow compared with other models.

3.2. General Characteristics of Internal Flow

The transient flow in the impeller and volute is analyzed for the 10th revolution of the impeller at
four moments, that is, T1, T2, T3 and T4, with time interval between neighboring two moments as the
impeller rotates for 90◦. Figures 8–11 show the distribution of static pressure on axial cross-section
Z = 4 mm which is close to the central disc of the impeller.

 

    
(a) T1 (b) T2 (c) T3 (d) T4 

 

Figure 8. Distribution of static pressure on Z = 4 mm cross-section for the r = 4 mm model.

 

    
(a) T1 (b) T2 (c) T3 (d) T4 

 

Figure 9. Distribution of static pressure on Z = 4 mm cross-section for the r = 9 mm model.
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(a) T1 (b) T2 (c) T3 (d) T4 

Figure 10. Distribution of static pressure on Z = 4 mm cross-section for the r = 11 mm model.

 

    
(a) T1 (b) T2 (c) T3 (d) T4 

Figure 11. Distribution of static pressure on Z = 4 mm cross-section for the r = 13 mm model.

It is clearly seen that for models with r = 9 mm, 11 mm and 13 mm, the pressure distribution
is quite similar at different moments in both the impeller and volute which is consistent with the
conclusion obtained in Figure 7. The pressure has a minor fluctuation not only exhibited by its global
behavior as the static pressure rise of the fan but also in a local manner. For the r = 4 mm model,
noticeable temporal variations of pressure field are observed especially in the region between the
volute tongue and outlet of the impeller. At time T2, the high-pressure area near the volute tongue
is substantially smaller than that at the moment T1, while it increases in size at T3 and continues
increasing to a certain extent at T4. Meanwhile, the low-pressure region that covers most of the impeller
at time T2 has a wider distribution and a lower pressure magnitude. The above phenomenon indicates
that the velocity of passage flow in the impeller is higher at T2 and the flow moves smoothly around
the volute tongue. However, the flow is greatly affected by the sharp volute tongue and experiences
pronounced changes.

Comparing the pressure distribution of different models, it can be found that for the r = 9 mm,
11 mm and 13 mm models, the high-pressure region in the vicinity of the volute tongue slightly
expands in area, while it is notably smaller for the r = 4 mm model. As the flow velocity is in a state of
change, at T2, part of the impeller passage exhibits a certain range of low pressure areas due to the
higher flow velocity. This indicates that the volute tongue radius not only affects the flow near the
volute tongue but also indirectly affects the flow in other region away from it.

3.3. Reversed Flow in Impeller Near the Volute Tongue

3.3.1. Reversed Flow Predicted by RANS

It is seen in Figures 8–11 that there is great pressure fluctuation in the passages of the impeller near
the volute tongue, thus reversed flow, that is, in the direction from the outlet to inlet of the impeller,
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may form during part of the revolution cycle. In order to explore the influence of volute tongue radius
on reversed flow, in this section we present and analyze the flow in the impeller passages near the
volute tongue. Figure 12 gives the schematic of the eight selected impeller passages. The angular
cross-section at the 50% spanwise height is chosen as a representation covering the passages around the
volute tongue and is expanded as on the X-Z plane in the figure. The distribution of v-velocity of flow
in the selected passages is plotted in Figure 13. Since the selected blade passages are basically located
in the region between 30◦ and 100◦, the positive and negative v-velocity could generally indicate the
forward passage flow which moves from the inlet to outlet of the blade passage and the reversed flow
moving from the outlet to the inlet of the impeller.

 

(a) (b) 

Figure 12. (a) Selected blade passages near the volute tongue, (b) the expanded view of the passages.

It is seen in Figure 13 that there is almost no reversed flow in passage-7 and passage-8 as predicted
by the steady-state RANS simulation, while reversed flow of different scales and intensity form in
passages 1–6. There is a large region with strong reversed flow close to the suction surface of the
impeller and the central disc of the impeller, while forward flow is mainly observed near the pressure
surface of the blade. Reversed flow starts to form in passage-6; the reversed flow with small magnitude
occupies only a small region for the r = 4 mm mode but gradually expands in size and intensified as
the radius increases. The same variation pattern of the reversed flow is also observed in passage-5.
This variation pattern is attributed to the fact that the volute surface covers almost the whole passage-5
and passage-6 for the r = 4 mm model that the passage flow is not affected by the volute tongue,
while for the models of r = 9–13 mm the volute tongue locates right beside the two passages, thus the
flow is influenced by the local flow in the volute and presents reversed flow. For flow in passage 1–4, it
is found that as the radius increases, there is more forward flow in the corner region of the pressure
surface of the blade and the front disc of the impeller and the reversed flow still exists especially for
passage-3 and passage-4. In general, the results of steady-state RANS simulation could reflect the
primary characteristics of flow direction in the blade passages near the volute tongue.
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(a) r = 4 mm (b) r = 9 mm 

  
(c) r = 11 mm (d) r = 13 mm 

Figure 13. Distribution of v-velocity in the blade passages near the volute tongue.

3.3.2. Reversed Flow Predicted by URANS

In this section, the temporal variation of passage flow in the impeller is analyzed based on the
transient results obtained by URANS simulation. We choose three fixed points in passage-1 at the
middle between the pressure and suction side of the blade and on the Z = 4 mm, 45 mm and 90 mm
axial cross-sections as the monitoring points and record the temporal variation of radial (r-) velocity as
the passage moves to a series of circumferential positions with the rotation of impeller, as shown in
Figure 14a, thus the variation of velocity reflect the temporal variation of the passage flow. The radial
velocity is computed by vector manipulation based on u-velocity and v-velocity and forward and
backward flows are identified as the radial velocity is positive and negative, respectively. To focus
on the effect of volute tongue on the passage flow in the impeller, more circumferential positions
are selected in the region near the volute tongue, while fewer monitoring points are positioned in
the rest part of the circumference. Moreover, to facilitate the direct comparison with the steady-state
RANS result, we also computed the radial velocity based on the result of RANS simulation at several
circumferential positions which are identical with those for the URANS result, as shown in Figure 14b.
Since the impeller is axisymmetric about the center of the geometry, the RANS result presents the
variation of radial velocity under the Euler framework, while the URANS result is obtained under
the Lagrange framework. The difference between the RANS and URANS results reveal the different
capabilities of the two approaches.

Figure 15 presents the circumferential distribution of radial velocity for monitoring points on the Z
= 4 mm, 45 mm and 90 mm axial cross-sections. For the Z = 4 mm cross-section close to the central disc
of the double-suction impeller, the transient results show that there are primarily three regions for all
four models categorized by the radial velocity, that is, the forward flow region roughly lower than 30◦,
the reversed flow region in the range between 30◦ and 130◦ and forward flow region after 130◦. For the
r = 4 mm model, the reversed flow is observed to occupy only a small region and the magnitude of
radial velocity is lower compared with other three models and the flow turns to be forward around
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70◦. As the volute tongue radius increases to r = 13 mm, stronger reversed flow generates within
this region. Referring Figure 14a, it can be concluded that as the blade passage approaching to the
circumferential position Φ1, the magnitude of radial velocity of the reversed flow first increases and
then decreases and then exhibits a local maximum near Φ2. The reduction of the volute tongue radius
could reduce the range and velocity magnitude of reversed flow. In the range 0–30◦, the radial velocity
gradually decreases until it reaches zero and gradually increases in the range 130–360◦. Comparing the
RANS and URANS results, we can notice that there is great difference between the curves for both
forward and reversed flows and for almost the entire circumference of the impeller which may be
attributed to the existence of the central disc. For the Z = 45 mm cross-section, the transient result
show that reversed flow also exists in quite small regions around the circumferential positions 30◦

and 120◦, that is, close to Φ1 and Φ2 as shown in Figure 14a. The variation pattern of radial velocity
in the circumferential direction is similar with that of the Z = 4 mm cross-section. A comparison of
RANS and URANS results demonstrate that significant differences in the range 320–400◦ (40◦) and
80–180◦; in particular, the flow can be falsely predicted as reversed flow by RANS and the magnitude
of velocity also deviate a lot compared with the URANS data. For the Z = 90 mm cross-section close to
the front disc of the impeller, the transient result shows that reversed flow appear in the regions 0–40◦,
110–130◦ and 200–270◦ although the magnitude of radial velocity is minor. The influence of volute
tongue radius on the radial velocity is comparably smaller than those on the Z = 4 mm and 45 mm
cross-sections. Pronounced difference is still observed between the RANS and URANS results.

 
(a) (b) 

Figure 14. (a) Positions for the transient motion of the fixed point where pressure is recorded in URANS
simulation; (b) positions where pressure is recorded in RANS simulation.

Since the flow enters the impeller from the front disc, the velocity direction changes from axial
to radial as it gradually approaches the central disc. Therefore, near the front disc of the impeller,
the radial velocity of the flow is relatively small and the degree of velocity change is small, which can be
observed by comparing the distribution of the radial velocity on the three sections. The reversed flow
roughly in the region 30–130◦ has the smallest and largest range on the Z = 45 mm and Z = 90 mm
cross-sections in RANS and URANS results, respectively, which reflects that the flow near the central
disc is less affected by the rotation of impeller. The comparison of RANS and URANS results show
that the circumferential variation of velocity magnitude is much larger for the RANS simulation
particularly on the Z = 4 mm cross-section where the RANS result is also greatly affected by the volute
tongue radius.
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(a) Z = 4 mm (b) Z = 45 mm 

 
(c) Z = 90 mm 

Figure 15. Variation of radial velocity within the blade passages.

3.4. Near-Wall Flow of the Volute Surface

For the Sirocco fan investigated in this work, the geometry of the volute is modified only for its
tongue, while the rest majority part of the volute surface keeps unchanged. In this section, we analyze
the near-wall flow of the volute surface to explore how the modification on the volute tongue affects
the flow around the whole circumference of the volute. The near-wall flow is studied on the Z = 4 mm
axial cross-section close to the central disc at four moments T1, T2, T3 and T4 same as those shown in
Figures 8–11 and the steady-state RANS result is also provided for comparison. The distributions of
pressure coefficient and skin friction coefficient will be given on a local coordinate S along the surface
of the volute with the origin chosen at the exit of the volute, as shown in Figure 14a.

3.4.1. Distribution of Skin Friction Coefficient on the Volute Surface

Figure 16 shows the distribution of skin friction coefficient (Cf) around the whole surface of the
volute (left subfigure) and the enlarge view for the curves around the volute tongue (right subfigure).
For the r = 4 mm model, the magnitude of Cf drastically increases in the volute tongue region and
the local near-wall flow is almost steady-state from S = 0 to S = Φ1, as reflected by the overlapping
curves of various moments; this indicates that although the flow in the impeller is highly fluctuating
(as seen in Figure 8), it hardly impose obvious fluctuation for the near-wall flow of the volute. we have
observed two peaks of Cf and one valley in the region around the volute tongue and the magnitude
of Cf changes dramatically, This is because it is not only close to the outlet of the volute but also
has significant changes in wall structure, so the flow state here is the most complex and diverse.
The temporal fluctuation of Cf in the rest part of the volute surface is relatively significant. In the
region from Φ1 to Φ2, the magnitude of Cf gradually decreases which indicates the decelerated flow.
From Φ2 to Φ3, the magnitude of Cf increases first and then decreases. Since Φ2 and Φ3 are located at
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the two corners of the bottom of the volute, it suggests that the abrupt change of volute geometry will
affect the local near-wall flow. From Φ3 to Φ5, the magnitude of Cf first increases rapidly and then
slowly decreases to varying degrees. This variation pattern may be caused by the varied geometry of
volute surface from a flat one to a curved one and then gradually varies as an arc and it is also related
to the variation of spacing between the impeller and volute surface. In general, in the majority part
from Φ3 to Φ5, the variation of Cf is mild as well as the near-wall flow. For the surface at the outlet
section of the volute beyond Φ5, the distance between the volute and the impeller is large that the local
flow is decelerated, thus the magnitude of Cf also reduces.

For other models of r = 9 mm, 11 mm and 13 mm, the curves of Cf shows a certain degree of
temporal fluctuations and the variation pattern is basically consistent with that of r = 4 mm. Comparing
the several models, it can be observed that in the range between S = 0 and S = Φ1, there are always two
local peaks. The difference is that with decreasing radius, the slope of Cf curve before and after the
valley point is higher and the variation is more intense, which indicates that the decreasing radius
generates a smaller low-velocity region where the flow is less affected and thus is beneficial to the
aerodynamic performance of the fan. Moreover, the magnitude of second peak reduces with increasing
radius from about 5.7 at r = 4 mm to 4.7 at r = 13 mm; it means small radius is more likely to produce a
high-velocity flow at the initial position of the recirculating flow at the tongue. In the region beyond Φ1,
the unsteadiness of near-wall flow is observed to be quite different on the volute surface; substantial
fluctuation is found beyond Φ1, Φ3, Φ2 and Φ1 for the four models but the fluctuation is generally
the strongest for the r = 4 mm model. The RANS and URANS simulations have generally consistent
predictions on the variation of Cf around the volute surface especially in the region beyond Φ1. There is
a significant gap between the results of two approaches in the region from S = 0 to S = Φ1 and the
RANS approach fails to capture the two peaks, which demonstrates that although RANS could only
depict the general variation of near-wall flow but not capable for the details in the region with great
geometrical variation.

3.4.2. Distribution of Pressure Coefficient on the Volute Surface

The near-wall flow of the volute surface is greatly affected by the pressure gradient field. Figure 17
shows the distribution of pressure coefficient (Cp) around the whole surface of the volute (left subfigure)
and the enlarge view for the curves around the volute tongue (right subfigure). For the r = 4 mm
model, the distribution of Cp varies generally as a whole in time, that is, the magnitude of Cp at different
position synchronously increases or decreases, which indicates that the pressure on the volute surface
has obvious unsteady characteristics during the whole cycle of the revolution of impeller. In the region
from S = 0 to S = Φ1, there is noticeable fluctuation of Cp compared with the quasi-steady Cf, while the
pressure gradient field, as measured by the slope of the curve, does not vary a lot during the whole
cycle, thus the velocity of near-wall flow does not show remarkable temporal variation. From the peak
value at S = 0, favorable pressure gradient (FPG) with a sharp decrease and then a relatively slow
decrease of pressure deteriorates the movement of flow towards the outlet of volute. The APG field
from the valley to Φ1 will accelerates the near-wall flow. At the volute tongue, the sharp increase and
decrease of Cp clearly show the pressure variation characteristics under the impact of the flow. There is
an adverse pressure gradient field (dp/ds > 0) from Φ1 to Φ2 which is detrimental to the movement of
the near-wall flow and may even cause flow separation. From Φ2 to Φ3, the pressure coefficient first
decreases and then increases, indicating that the flow velocity may be accelerated and then decelerated
in this region. In the region from Φ3 to Φ5, the magnitude of Cp varies relatively smoothly with only
minor increase. It is found that the distance between the volute surface and the impeller gradually
expands within this region, the geometry of the volute surface abruptly changes from a flat surface to a
curved surface and then slowly changes to an arc, which makes the flow smooth in this region. In the
region after Φ5, the magnitude of Cp decreases and then increases again until the outlet of the volute
because the distance between the impeller and the volute surface increases rapidly which reduces the
pressure. For other three models, the variation of Cp is similar to that of the r = 4 mm model.
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(a) r = 4 mm 

 
(b) r = 9 mm 

 
(c) r = 11 mm 

 
(d) r = 13 mm 

Figure 16. Distribution of skin friction coefficient around the volute surface (left column) and the
enlarged view around the volute tongue (right column) on the Z = 4 mm cross-section.
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(a) r = 4 mm 

 
(b) r = 9 mm 

 
(c) r = 11 mm 

 
(d) r = 13 mm 

Figure 17. Distribution of pressure coefficient around the volute surface (left column) and the enlarged
view around the volute tongue (right column) on the Z = 4 mm cross-section.
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Comparing the Cp distribution of four models, it can be seen that the variation is quite similar
for the r = 9–13 mm models where the temporal variation is negligible, while the highly fluctuating
flow induce noticeable pressure fluctuation for the r = 4 mm model which is consistent with the
observations in Figure 8. Around the volute tongue, the Cp curve has the steepest increasing and
decreasing trend, while the variation is less pronounced for other three models.

The variation of Cp has similar pattern as predicted by RANS and URANS approaches although
the magnitude deviates to some degree; the steady-state RANS result could generally reflect the
variation but the magnitude is still not accurately predicted even for the r = 9–13 mm models where
the flow is quasi-steady.

3.5. Staic Pressure Fluctuation and Its Propagation

From the discussions above, we can conclude that the fluctuation of flow is dependent on the
volute tongue radius and is different in the impeller or in the volute. To further analyze the static
pressure fluctuation, a series of static pressure monitoring points are set on the Z = 4 mm axial
cross-section near the central disc where the time history of pressure are recorded during the 8th to
10th revolution in the URANS simulation, as shown in Figure 18. The monitoring points are located in
the region where the temporal variation of local flow is significant and can be compared to reveal the
propagation of the fluctuation. Monitors A/B/C1/D1 are set along the circumference of impeller with a
radius of 70.5 mm (the outer diameter of the impeller is 70 mm) to analyze the circumferential variation
of pressure. Monitors C1/C2/C3 and D1/D2/D3 are respectively set in the 270◦ and 360◦ directions of
the coordinate system. The distance between C1, C2 and C3 is 14.8 mm and the distance between
D1, D2 and D3 is 20.8 mm. These monitors are chosen to analyze the time history of static pressure
in radial direction between impeller and volute. In order to analyze the influence of volute tongue
radius on the surrounding flow, monitors F and E are set at the exit of the impeller close to the volute
tongue and the pressure fluctuation data at monitor A is also used for analysis. On the surface of the
volute tongue, the apex H and two points G and I where the curved section connects with the straight
sections tangentially are selected to analyze the pressure fluctuation of the volute tongue region.

 

Figure 18. Positions for the static pressure monitors within the volute.

3.5.1. Static Pressure Fluctuation along the Circumference of the Impeller Outlet

Figure 19 shows the time history of pressure at monitors A/B/C1/D1 along the circumference of
the outlet of the impeller. It is seen that for the r = 4 mm model, the pressure exhibits a remarkable
fluctuating mode at all four monitors; three periods with large amplitudes are observed corresponding
to the three revolutions of the impeller. The remarkable fluctuation shows different patterns at the
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various monitors. However, for the r = 9 mm, 11 mm and 13 mm models, the fluctuating amplitude is
greatly reduced for all monitors; the pressure actually fluctuates in a quasi-periodic mode with the
number of period during one revolution of impeller equals to the number of blades. The fluctuation
at the four monitors shows obvious differences; the amplitude is the maximum for monitor-A and
minimum for monitor-B and is mild for monitor-C and monitor-D. This indicates that the unsteadiness
of pressure is greatly weakened as the monitor is away from the volute tongue, while the weakening is
not proportional to the distance from the monitor to volute tongue but also depends on the interaction
of impeller and volute.

  
(a) Monitor-A (b) Monitor-B 

  
(c) Monitor-C1 (d) Monitor-D1 

Figure 19. Static pressure fluctuation at monitors A/B/C1/D1.

The time-averaged value of pressure is also affected the volute tongue radius. For monitor-A,
the time-averaged pressure is relatively higher for the r = 4 mm and 9 mm models and lower for
other two but the difference is minor. The time-averaged value for the r = 4 mm model is always
the lowest for other three monitors. Although the volute is modified only around the tongue, it does
have influence on the flow in the volute far away from the tongue through an indirect way; as the
volute tongue radius decreases, the time-averaged pressure at the outlet of the impeller close to the
volute tongue is increased, while decreased to a certain extent at other three monitors away from the
volute tongue.

Considering the volute geometry exemplified in Figure 18 and the URANS data of radial velocity
in Figure 15, it can be found that the radial velocity is near zero in the blade passages corresponding to
monitor-A (around 52◦), while it increases to around 3 m/s at monitor-B (around 140◦) which results in
the decreasing pressure from monitor-A to monitor-B. However, the magnitude of radial velocity in
the blade passages further increases to 4.5 m/s at monitor-C1 (around 230◦) and the pressure is also
increased; this may be caused by the significant increase in the distance between impeller and volute.
From point C1 to point D1 (around 325◦), although the distance is increased to a certain extent than
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that at point C1, the radial velocity in the blade passages changes from 4.5 m/s to 8 m/s, so the pressure
at point D1 may be more affected by the radial velocity which reduces the local pressure.

For the pressure at the present monitors, the pressure obtained by RANS is normally far deviated
from the time-averaged URANS result. The pressure computed by RANS is normally over-predicted
for monitor-A, -B and -C1 but is under-predicted by monitor-D and the relative difference can be up to
about 30%. For the volute with small tongue radius such as r = 4 mm, the minimum relative difference
is found at the monitor near the volute tongue, while for other models well consistency is found at
monitor-C1 which is the furthest away from the volute tongue.

3.5.2. Static Pressure Fluctuation along the Radial Direction in the Volute

The comparison of pressure fluctuation monitored at C1/C2/C3 reflects the influence of volute
tongue radius on flow far away from it, as given in Figure 20. It is seen that generally, the pressure
presents strong fluctuation at all three monitors for the r= 4 mm model and quasi-periodic fluctuation is
clearly seen corresponding to the three revolutions of the impeller. The fluctuation reduces significantly
for monitors of other three models. This indicates that although only the volute tongue is modified,
it induces the variation of local flow with would further affect the flow in the whole volute in an
indirect way.

  
(a) r = 4 mm (b) r = 9 mm 

  
(c) r = 11 mm (d) r = 13 mm 

Figure 20. Static pressure fluctuation at monitors C1/C2/C3.

The time-averaged pressure does not vary a lot for different models but is greatly dependent
on the radial position of the monitor. For each model, the time-averaged pressure is the lowest for
monitor-C1 which locates near the volute outlet and increases as the flow moves outwards toward
the volute where the pressure is recovered from the kinetic energy of fluid. For the r = 9 mm, 11 mm
and 13 mm models, the amplitudes of pressure fluctuation of monitor-C2 and -C3 are similar and are
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much smaller than that of monitor-C1, which reveals that the fluctuation of near-wall of the volute
surface is greatly damped via viscous mechanism by the wall.

By comparing the results obtained by RANS and URANS, it is found that the RANS simulation
normally over-predicts the pressure at all monitors. The degree of over-prediction is larger for the
model with smaller tongue radius as the flow has stronger unsteadiness and is relatively larger for
monitor-C1 since the jet-wake structure for the outflow of impeller is inherently unsteady and could
not be revealed by RANS.

The time-history of pressure for flow towards the outlet of the volute is represented by monitors
D1/D2/D3 as shown in Figure 21. It is seen that substantial fluctuation of pressure appear for the
r = 4 mm model, while the fluctuation is greatly attenuated for other models. For each model,
the pressure is the highest for the monitor close to the volute surface and lowest close to the impeller,
the same variation tendency as the monitors C1/C2/C3. The amplitude of fluctuation is also the largest
for monitor-D1 where the unsteady flow out of the impeller dominates. As the volute tongue radius
increases, the fluctuating amplitude does not vary much at all in monitors for the r = 9 mm, 11 mm
and 13 mm models. For the data obtained by monitors D1/D2/D3, it is different from those of C1/C2/C3
that the steady-state RANS simulations always under-predict the time-averaged pressure especially
for monitor-D1 which is the closest to the outlet of impeller.

  
(a) r = 4 mm (b) r = 9 mm 

  
(c) r = 11 mm (d) r = 13 mm 

Figure 21. Static pressure fluctuation at monitors D1/D2/D3.

3.5.3. Static Pressure Fluctuation Near the Volute Tongue

Since the flow moving out of the impeller will directly impinge on the volute tongue in the region
around monitor-A, here we present and discuss the pressure fluctuation at monitors A/F/E in Figure 22
which are located at the outlet of the impeller and around the volute tongue. The time-averaged
pressure is the lowest at monitor-A and highest at monitor-E for the r = 4 mm model, while for other
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models the value can be higher for monitor-E or -F depending on the volute radius and the difference is
relatively smaller. This is partially attributed to the modification of volute tongue geometry that as its
radius decreases, the flow patterns at monitor-E approach to that of monitor-F since monitor-E is also
blocked by the volute tongue. Consequently, the position of the highest pressure at the outlet of the
impeller near the volute tongue also changes accordingly, that is, distance between the circumferential
position at the outlet of impeller with highest pressure and the volute tongue is almost fixed. Although
there is a certain degree of difference between RANS and URANS results, we find RANS usually
over-predict the pressure at monitor-A and -F and the magnitude of over-prediction gets remarkable
as the volute tongue radius increases. For the flow at monitor-E, the predicted pressure of RANS is
higher than that of the time-averaged URANS data for the r = 4 mm model and lower for r = 11 mm
and 13 mm models.

  
(a) r = 4 mm (b) r = 9 mm 

  
(c) r = 11 mm (d) r = 13 mm 

Figure 22. Static pressure fluctuation at monitors A/E/F.

3.5.4. Characteristics of Static Pressure Pulsation at the Volute Tongue

The monitors G/H/I are positioned right at the surface of volute tongue in which monitor-G and
monitor-H are closer to the impeller that the flow may impinge on them, while monitor-I is at the outlet
section of the volute and is free of flow impingement. Figure 23 shows the time history of pressure
at the three monitors. The pressure fluctuation is still notable for the r = 4 mm model, while the
amplitude is negligible for the other three models compared with data obtained at other monitors.
The time-average pressure for monitor-H at the curved section of the volute tongue has the largest
value and is lowest for monitor-G inside of the volute tongue. This indicates that the outflow of the
impeller generally impinges on the position of monitor-H but moves partially in a tangential way over
the volute surface at monitor-G in the form of recirculating flow. The time-averaged pressure at a
certain monitor varies with the volute tongue radius. For all monitors G/H/I, the pressure is the lowest
for the r = 4 mm model and highest for the r = 13 mm model, indicating that the increasing of volute
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tongue radius will increase the local pressure at the center of the tongue region; however, the pressure
in the volute tongue region close to the volute exit will be reduced to a certain extent.

  
(a) r = 4 mm (b) r = 9 mm 

  
(c) r = 11 mm (d) r = 13 mm 

Figure 23. Static pressure fluctuation at monitors G/H/I.

The steady-state RANS simulation gives the worst prediction of pressure especially for monitor-H
in the curved section probably due to the inaccurate solution of local flow velocity. It shows that for the
pressure distribution at the volute tongue, the high-pressure concentration area predicted by RANS
is more biased toward the exit of the volute. For the same model, the RANS results at the monitor-I
do not show a pressure variation trend as the URANS results, while it is the same for monitor-G
and monitor-H.

3.6. Aeroacoustic Characteristics

In this work, the internal flow of the Sirocco fans is numerical investigated using the RANS and
URANS approaches considering the efficiency and feasibility of computational resources. The results
reflect the general characteristics of the temporal variation and spatial distributions of certain quantities
but is insufficient in capturing the subtle pressure fluctuation, thus the aeroacoustic characteristics
cannot be numerically computed. In this section, we present the experimental results regarding the
aeroacoustic characteristics of the various models.

The influence of volute tongue radius of the far-field noise characteristics are analyzed in this
section. The schematic of the arrangements of microphones is shown in Figure 24; four microphones
A/B/C/D are positioned at the inlet of the fan and one microphone-E is positioned at the outlet of the
fan. The sound pressure level (SPL) measured at each microphone is listed in Table 5 for the various
volute models. For the microphones A/B/C/D at the outlet of the fan, it is seen in the table that the
SPL measured at microphones A/B/C/D increases significantly as the volute tongue radius decreases
especially for the r = 4 mm model. The SPL of the r = 9 mm, 11 mm and 13 mm models is of the
same level with maximum relative difference less than 2%. The SPL measured at microphone-E at the
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inlet of the fan exhibits smaller difference for the several models. By comparing the SPL at the several
microphones, it can be found that the SPL measured by microphone B/C is relatively higher than that
of A/D because the flow at the outlet of the volute has a larger velocity in the direction of B/C which
will produce a stronger SPL.

  
(a) (b) 

Figure 24. Positions of microphones in the aeroacoustic test. (a) Top view of the positions of the probes;
(b) side view of the positions of the probes.

Table 5. The sound pressure level monitored by different microphones (dB).

Model A B C D E

r = 4 mm 44.41 46.99 46.39 45.43 43.03
r = 9 mm 41.68 41.77 41.89 41.17 42.76

r = 11 mm 41.04 41.06 41.12 40.27 42.47
r = 13 mm 40.97 40.97 41.66 40.61 42.93

Figure 25 shows the spectrum of 1/3 octave band of noise obtained at monitor-B at the outlet of
volute and monitor-E at the inlet of volute. Considering that the blade passage frequency (BPF) of the
impeller is 820 Hz, it is seen in the figure that the maximum SPL of the two monitors is around the
frequency of BPF for all models, thus it contributes the most to the overall SPL of the fan. The volute
model with smaller radius has a higher magnitude of SPL roughly for the low frequency regime,
while in the high frequency regime the volute with larger radius has a higher SPL. The SPL increases
significantly in most of the low frequency regime for volutes with small tongue radius, while the
reduction in the high frequency regime is relatively small. As the volute tongue radius varies within a
certain range, such as r = 9 mm to r = 13 mm, the SPL in most frequency regimes is relatively less
affected by the tongue radius.

(a) (b) 

, , , , , ,

Figure 25. Noise spectrum: (a) Spectrum of 1/3 octave band of microphone-B; (b) Spectrum of 1/3
octave band of microphone-E.
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4. Conclusions

This work presents an experimental and numerical investigation on the influence of volute tongue
radius on the aerodynamic and aeroacoustic characteristics of a Sirocco fan. The simulations are
performed by both RANS and URANS approaches to comparably explore their capability, accuracy
and reliability for such configurations. The characteristics of internal flow under the effect of different
volute tongue radius are presented in terms of the aerodynamic quantities, the flow within the impeller
and near-wall flow on the volute surface, the pressure fluctuation within the volute and the aeroacoustic
characteristics. The experimental and numerical results have the following conclusions:

1. The volute with small tongue radius could improve the static pressure and static pressure
efficiency of the fan until r = 9 mm by affecting the flow patterns in the tongue region as
well as far away from the volute tongue. The steady-state RANS simulation fails to accurately
predict the static pressure for all models, while the URANS results are highly consistent with the
experimental data.

2. Reversed flow forms within the impeller passages close to the volute tongue, as captured by both
RANS and URANS simulations by monitoring the passage flow at a fixed point for the whole
revolution of the impeller. The volute tongue with small radius could reduce the size and velocity
magnitude of reversed flow; the variation amplitude of velocity of passage flow is small near the
front disc, while is larger for that near the central disc.

3. The near-wall flow of the volute surface is affected by the volute tongue radius in the vicinity
of the volute tongue as well as far away from it, as revealed by the distribution of pressure
coefficient and skin friction coefficient. The reduction of volute tongue radius produces FPG and
APG field in the tongue region and thus affects the local near-wall flow. For models with small
volute tongue radius, the pressure coefficient and skin friction coefficient on the volute surface
exhibit notable unsteady pulsations depending on the circumferential position.

4. The pressure fluctuation is monitored by URANS at the outlet of the impeller, in the volute and
around the volute tongue. The fluctuating amplitude is substantially large for the r = 4 mm model
which shows time-periodicity regarding the passing of single blade as well as the revolution of
whole impeller, while the pressure fluctuation for all monitors of the other models is comparably
minor. It is also found that the steady-state RANS simulation could over-predict or under-predict
the pressure depending on the position of the monitor and the volute model and the discrepancy
could up to more than 30%.

5. The comparison between RANS and URANS results shows that generally, the RANS approach
could reasonably reveal the flow patterns within the fan. However, the quantitative analysis on
the local flow shows discrepancy compared with the time-average value obtained from URANS
simulation and the difference can be large for certain quantities. The RANS approach may not be
a suitable choice even if results of engineering accuracy are required.

6. The experimental results show the noise of the fan generally decreases with the volute tongue
radius and the sound pressure level is the most pronounced for the r = 4 mm model because of
the highly fluctuating flow. The noise measured at the inlet of the fan is less affected by the volute
tongue radius.

It should be emphasized here that the findings concluded in this work is considered only suitable
for fan models of similar geometry, especially the small-size Sirocco fans and centrifugal fans under
certain flow conditions. The effect of volute tongue radius on other types of fans or fluid machines
needs to be investigated in the following works. The comparison of RANS and URANS approaches is
also limited to the k-ε turbulence model and the conclusions may be different both in variation trend
and magnitude as other turbulence models are employed.

274



Processes 2020, 8, 1442

Author Contributions: Conceptualization, X.R. and W.Z.; data curation, X.R.; formal analysis, X.R.; funding
acquisition, W.Z. and Z.Z.; investigation, X.R. and W.Z.; methodology, X.R.; project administration, W.Z. and
Z.Z.; resources, J.W., X.Y., H.H. and W.Z.; software, X.R.; validation, X.R., L.L., J.W., X.Y., H.H. and W.Z.;
writing—original draft, X.R.; writing—review and editing, W.Z. and Z.Z. All authors have read and agreed to the
published version of the manuscript.

Funding: This work was supported by National Natural Science Foundation of China (51706205), Zhejiang Public
Welfare Project (LGG20E060001) and Zhejiang Province Science and Technology Plan Project (2020C04011).

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Rafael, B.T.; Sandra, V.S.; Juan, P.H.C.; Carlos, S.M. Numerical calculation of pressure fluctuations in the
volute of a centrifugal fan. J. Fluids Eng. 2006, 128, 359–369. [CrossRef]

2. Dilin, P.; Sakai, T.; Wilson, M.; Whitfield, A. Computational and experimental evaluation of the performance
of a centrifugal fan volute. Proc. Inst. Mech. Eng. Part A J. Power Energy 1998, 212, 235–246. [CrossRef]

3. Okauchi, H.; Suzuka, T.; Sakai, T.; Whitfield, A. The effect of volute tongue and passage configuration on the
performance of centrifugal fan. In Proceedings of the International Compressor Engineering Conference,
West Lafayette, IN, USA, 16–19 July 2002.

4. Whitfield, A.; Johnson, M.A. The effect of volute design on the performance of a turbocharger compressor.
International. In Proceedings of the Compressor Engineering Conference, West Lafayette, IN, USA, 16–19
July 2002.

5. Xiao, M.N.; Xiao, Q.; Dou, H.S.; Ma, X.Y.; Chen, Y.N.; He, H.J.; Ye, X.X. Study of flow instability in a centrifugal
fan based on energy gradient theory. J. Mech. Sci. Technol. 2016, 30, 507–517. [CrossRef]

6. Pan, D.; Whitfield, A.; Wilson, M. Design considerations for the volutes of centrifugal fans and compressors.
Proc. Inst. Mech. Eng. Part C J. Mech. Eng. Sci. 1999, 213, 401–410. [CrossRef]

7. Lun, Y.X.; Lin, L.L.; He, H.J.; Ye, X.X.; Zhu, Z.C.; Wei, Y.K. Effects of vortex structure on performance
characteristics of a multiblade fan with inclined tongue. Proc. Inst. Mech. Eng. Part A J. Power Energy 2019,
233, 1–15. [CrossRef]

8. Sandra, V.S.; Rafael, B.T.; Carlos, S.M.; Jose, G.P. Unsteady flow pattern characteristics downstream of a
forward-curved blades centrifugal fan. J. Fluids Eng. 2001, 123, 265–270. [CrossRef]

9. Sina, S.; Javad, A. Experimental and numerical analysis of eight different volutes with the same impeller
in a squirrel-cage fan. In Proceedings of the 13th WSEAS International Conference on Automatic Control,
Modelling &Simulation, Lanzarote, Spain, 27–29 May 2011; pp. 198–203.

10. Zhou, S.Q.; Li, Y.B. Volute characteristics of centrifugal fan based on dynamic moment correction method.
Proc. Inst. Mech. Eng. Part A J. Power Energy 2019, 233, 176–185. [CrossRef]

11. Sunil, R.P.; Sandip, T.C.; Nitin, S.J.; Shivaraj, S.V. Effect of volute tongue clearance variation on performance of
centrifugal blower by numerical and experimental analysis. Mater. Today-Proc. 2018, 5, 3883–3894. [CrossRef]

12. Zhang, L.; Wang, S.L.; Hu, C.X.; Zhang, Q. Multi-objective optimization design and experimental investigation
of centrifugal fan performance. Chin. J. Mech. Eng. 2013, 26, 1267–1276. [CrossRef]

13. Lee, Y.T.; Vineet, A.; Ashvin, H.; Michael, E.S.; Lawrence, P.M.; Roger, B.; Roderick, M.C. Impeller design of a
centrifugal fan with blade optimization. Int. J. Rotating Mach. 2011, 2011, 537824. [CrossRef]

14. Wang, Y.; Dong, Q.L.; Zhang, Y.L. Meridional shape design and the internal flow investigation of centrifugal
impeller. Proc. Inst. Mech. Eng. Part C J. Mech. Eng. Sci. 2017, 231, 4319–4330. [CrossRef]

15. Kim, J.H.; Cha, K.H.; Kim, K.Y. Parametric study on a forward-curved blades centrifugal fan with an impeller
separated by annular plate. J. Mech. Sci. Technol. 2013, 27, 1589–1595. [CrossRef]

16. Ni, S.S.; Cao, W.B.; Xu, J.; Wang, Y.D.; Zhang, W. Effects of an inclined blade on the performance of a sirocco
fan. Appl. Sci. 2019, 9, 3154. [CrossRef]

17. Kim, K.Y.; Seo, S.J. Shape optimization of forward-curved-blade centrifugal fan with Navier-Stokes analysis.
J. Fluids Eng. 2004, 126, 735–742. [CrossRef]

18. Tarek, M.; Seung, O.P. A study of impeller-diffuser-volute interaction in a centrifugal fan. J. Turbomach. 2005,
127, 84–90. [CrossRef]

19. Koen, H.; Rene, A.V.D.B. Numerical simulation of impeller-volute interaction in centrifugal compressors.
J. Turbomach 1999, 121, 603–608. [CrossRef]

275



Processes 2020, 8, 1442

20. Karanth, K.V.; Sharma, N.Y. CFD analysis on the effect of radial gap on impeller-diffuser flow interaction as
well as on the flow characteristics of a centrifugal fan. Int. J. Rotating Mach. 2009, 2009, 293508. [CrossRef]

21. Lee, Y.T. Impact of fan gap flow on the centrifugal impeller aerodynamics. J. Fluids Eng. 2010, 132, 091103.
[CrossRef]

22. Jose, G.; Joaquin, F.; Eduardo, B.; Carlos, S. Numerical simulation of the dynamic effects due to impeller-volute
interaction in a centrifugal pump. J. Fluids Eng. 2002, 124, 348–355. [CrossRef]

23. Daniel, O.B.; Lutz, K.; Ronald, D.F. Effect of relative impeller-to-volute position on hydraulic efficiency
and static radial force distribution in a circular volute centrifugal pump. J. Fluids Eng. 2000, 122, 598–605.
[CrossRef]

24. Younsi, M.; Bakir, F.; Kouidri, S.; Rey, R. Numerical and experimental study of unsteady flow in a centrifugal
fan. Proc. Inst. Mech. Eng. Part A J. Power Energy 2007, 221, 1025–1036. [CrossRef]

25. Bechara, W.; Bailly, C.; Lafon, P.; Candel, S.M. Stochastic approach to noise modeling for free turbulent flows.
AIAA J. 1994, 32, 455–463. [CrossRef]

26. Billson, M.; Eriksson, L.E.; Davidson, L. Jet noise prediction using stochastic turbulence modeling.
In Proceedings of the 9th AIAA/CEAS Aeroacoustics Conference and Exhibit, Hilton Head, SC, USA,
12–14 May 2003. [CrossRef]

27. Ewert, R. Slat Noise Trend Predictions using CAA with Stochastic Sound Sources from a Random Particle
Mesh method (RPM). In Proceedings of the 12th AIAA/CEAS Aeroacoustics Conference (27th AIAA
Aeroacoustics Conference), Cambridge, MA, USA, 8–10 May 2006. [CrossRef]

28. Ewert, R. Broadband slat noise prediction based on CAA and stochastic sound sources from a fast random
particle-mesh (RPM) method. Comput. Fluids 2008, 37, 369–387. [CrossRef]

29. Bailly, C.; Bogey, C.; Marsden, O. Progress in direct noise computation. J. Aeroacoust. 2010, 9, 123–143.
[CrossRef]

30. Sandberg, D.; Jones, L.E. Direct numerical simulations of airfoil self-noise. Procedia Eng. 2010, 6, 274–282.
[CrossRef]

31. Dawi, A.H.; Akkermans, R.A.D. Spurious noise in direct noise computation with a finite volume method for
automotive applications. Int. J. Heat Fluid Flow 2018, 72, 243–256. [CrossRef]

32. Dawi, A.H.; Akkermans, R.A.D. Direct and integral noise computation of two square cylinders in tandem
arrangement. J. Sound Vib. 2018. [CrossRef]

33. Deuse, M.; Sandberg, R.D. Parametric study of multiple aerofoil self-noise sources using direct noise
computation. In Proceedings of the 25th AIAA/CEAS Aeroacoustics Conference, Melbourne, Australia,
20–23 May 2019. [CrossRef]

34. Dawi, A.H.; Akkermans, R.A.D. Direct noise computation of a generic vehicle model using a finite volume
method. Comput. Fluids 2019, 191, 104243. [CrossRef]

35. Dierke, J.; Akkermans, R.A.D.; Delfs, J.W.; Ewert, R. Installation Effects of a Propeller Mounted on a Wing
with Coanda Flap. Part II: Numerical Investigation and Experimental Validation. In Proceedings of the 20th
AIAA/CEAS Aeroacoustics Conference, Atlanta, GA, USA, 16–20 June 2014. [CrossRef]

36. Dobrzynski, W.; Ewert, R.; Pott-Pollenske, M.; Herr, M.; Delfs, J. Research at DLR towards airframe noise
prediction and reduction. Aerosp. Sci. Technol. 2008, 12, 80–90. [CrossRef]

37. Ewert, R.; Dierke, J.; Siebert, J.; Neifeld, A.; Appel, C.; Siefert, M.; Kornow, O. CAA broadband noise
prediction for aeroacoustic design. J. Sound Vib. 2011, 330, 4139–4160. [CrossRef]

Publisher’s Note: MDPI stays neutral with regard to jurisdictional claims in published maps and institutional
affiliations.

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

276



processes

Article

Large Eddy Simulation of Film Cooling with
Triple Holes: Injectant Behavior and Adiabatic
Film-Cooling Effectiveness

Seung Il Baek and Joon Ahn *

School of Mechanical Engineering, Kookmin University, 77 Jeongneung-ro, Seongbuk-gu, Seoul 02707, Korea;
greenjet50@gmail.com
* Correspondence: jahn@kookmin.ac.kr

Received: 19 October 2020; Accepted: 9 November 2020; Published: 11 November 2020
����������
�������

Abstract: This study investigated the effect of adding two sister holes placed downstream the main
hole on film cooling by employing large eddy simulation. Here, film-cooling flow fields from
a triple-hole system inclined by 35◦ to a flat plate at blowing ratios of M = 0.5 and unity were
simulated. Each sister hole supplies a cooling fluid at a flow rate that is a quarter of that for the
main hole. The simulations were conducted using the Smagorinsky–Lilly model as the subgrid-scale
model, and the results were compared with those for a single-hole system for the same amount
of total cooling air and same cross-sectional area of the holes. Relative to the single-hole system,
the spanwise-averaged film-cooling effectiveness in the triple-hole configuration at M = 1.0 increased
by as much as 345%. The subsequent proper orthogonal decomposition analysis showed that the
kinetic energy of a counter-rotating vortex pair in the triple-hole system dropped by 30–40% relative to
that of the single-hole system. This indicates that the additional sister holes promoted the suppression
of the mixing of the coolant jet with the mainstream flow, thus keeping the temperature of the
latter low. Cross-sectional views of the root-mean-square temperature contours were also analyzed;
with the results confirming that the effect of the sister holes on the jet trajectory greatly contributes in
promoting film-cooling effectiveness as compared to the effect of the reduced mixing.

Keywords: film cooling; large eddy simulation; triple holes; blowing ratio; adiabatic film-cooling
effectiveness; proper orthogonal decomposition

1. Introduction

The principle of idealized Brayton cycle states that gas turbine efficiency can be improved by
increasing the inlet temperature of the turbine [1]. Here, to avoid the excessive thermal stress build-up
on the turbine blades, the surface temperature of the blades must remain below a tolerable limit.
Various cooling methods can be employed, among which the film-cooling technique has been widely
used. In this technique, the cooling air which is bled from the compressor is injected through holes
on the turbine blade surface—this reduces the surface temperature and protects the surface from the
main flow. For the holes, a cylindrical shape is often appropriate because of its simplicity and ease
of manufacture.

However, substantial investigations of the physics of film cooling in such a cylindrical hole system
have revealed that a single cylindrical hole can be relatively vulnerable to the generation of the jet
liftoff [2] and that a specific hole arrangement could produce film cooling that provides better thermal
protection than single cylindrical holes do. Practically, specific hole arrangements make the intended
vortex interactions between film cooling jets to increase film-cooling effectiveness.

Film cooling in turbine engines can be effectively studied at a reasonable cost using computational
fluid dynamics (CFD). High turbulence is generated in the film-cooling flow field, after which a model is
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constructed for the turbulence. Another option is the well-known large eddy simulation (LES), which can
predict the mixing between the main flow and coolant jet better than Reynolds-averaged Navier–Stokes
Simulation (RANS) [3–5], although such requires much higher computational costs. Comparatively
speaking, RANS cannot accurately predict the complex flow structures induced in film-cooling flow fields
as all of the turbulent fluctuations are ensemble-averaged, whereas LES resolves large-scale eddies directly
in the turbulent flow, resulting in more accurate predictions of the complex flow [6,7].

Heidmann et al. [8] showed in a numerical investigation that relative to a one-hole system,
three holes (consisting of the main hole and two side holes) can increase film-cooling effectiveness,
as well as decrease the heat transfer coefficients at a blowing ratio of unity, using RANS. They also
reported that the fabrication of cylindrical triple holes is economically more viable than that of other
shapes. Meanwhile, Javadi et al. [9] constructed square sister holes to control vortex interactions
between the jet and crossflow at M = 0.5 by employing RANS. They found that two sister holes with a
square cross-section reduce the mixing between the coolant and crossflow, thus improving film-cooling
effectiveness. Ely et al. [10] also used RANS to investigate an increase in film-cooling effectiveness
with two cylindrical sister holes. Using blowing ratios of 0.2, 0.5, 1.0, and 1.5, they demonstrated that
definite improvements in film-cooling effectiveness occur at high blowing ratios.

Furthermore, Wu et al. [11] conducted both experimental and numerical studies of film cooling
given three sister-hole configurations and confirmed an improvement in the performance as above.
Here, they compared the experimental and numerical data only in terms of spatially averaged film-cooling
effectiveness, which showed a difference of more than 30% under blowing ratios of unity and 1.5.

Farhadi-Azar et al. [12] introduced LES to study the effects of the triple jets on film cooling. On the
basis of their demonstration, triple jets from the main hole along with two small sister holes increased
film-cooling effectiveness because of weaker counter-rotating vortex pairs in the jet from the main hole,
which led to less mixing between the coolant jets and main flow. However, several limitations could be
found in their study. For instance, they employed an injection angle (α) of 90◦ on their hole, which is
very uncommon for a gas turbine design because of the strong jet liftoff. Aside from this, the plenum
was not included in the simulation, and a flow with a uniform velocity was applied to the hole inlet,
which is unrealistic in gas turbine scenarios.

Considering the above, this paper aims to investigate the effect of a triple-hole system on
film-cooling performance on a flat plate at blowing ratios of 0.5 and 1.0. The simulation was conducted
using LES under a more realistic flow condition and at an injection angle (α) of 35◦ for the hole.
The plenum is included, and the velocity in the hole is nonuniform with both the high-momentum
region generated by the jetting effect and low-momentum region.

The LES results are used to understand the effect of the flow generated in the triple hole on
the trajectory of the film-cooling jet and mixing with the mainstream flow. Vortex structures that
affect the mixing are identified through time-averaged velocity fields and instantaneous flow fields,
whereas the contribution of these vortices is determined through a proper orthogonal decomposition
(POD) analysis. The film-cooling performance, degree of mixing with the main flow, and trajectory
of the film-cooling jet are also observed through the time-averaged temperature fields. On the basis
of the analysis results, the effect and mechanism of the triple hole on the film-cooling performance
are identified.

2. Geometry and Boundary Conditions

The geometry of the single-hole system in the test case was taken from Seo et al. [13], whose experimental
apparatus consisted of a row of five cooling holes. Herein, a single-hole configuration was adopted to
simplify the computational domain, and a periodic boundary condition was applied on the mesh sides
to reduce the computational cost. The computational domains of the single- and triple-hole systems are
delineated by the orange dashed lines in Figure 1, whereas a schematic of the cooling holes in each case is
shown in Figure 2. In the single-hole geometry (Figure 2a), the hole diameter D was 25 mm. The triple
holes comprised two sister holes which are placed slightly downstream of the primary hole (Figure 2b) as
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described in Ely et al. [10]. In the triple-hole geometry, the hole diameters were calculated to match their
total cross-sectional areas to the cross-sectional area of the single-hole. Thus, the primary hole diameter D′

was 20.4124 mm, and the diameter of each sister hole was D′/2 = 10.2062 mm. The hole length-to-diameter
ratio (L/D), injection angle (α), and pitch-to-hole diameter (P/D) were set to 1.6, 35◦, and 3.0, respectively.
In addition, the holes were cylindrical, with no compound angles.

 

′
′ α

  

(a) Single-hole configuration (b) Triple-holes configuration 

Figure 1. Computational domains of the single- and triple-hole configurations (orange dashed lines).

 

′
′ α

  

(a) Single-hole configuration (b) Triple-hole configuration 

Figure 2. Schematics of the single hole and triple holes cooling hole configurations.

The boundary conditions in each computational domain are specified in Table 1. The turbulence
intensity of the mainstream flow was 0.2% at the main inlet (as reported experimentally [13]), and the
main flow velocity was 10 m/s. The temperatures of the main flow and coolant at the inlets were 313
and 293 K, respectively. Moreover, the boundary layer thickness at the cooling hole center is about D.

Table 1. Boundary conditions of the computational fluid dynamics (CFD) domain.

Surface Boundary Condition

Main inlet Velocity inlet
Plenum inlet Velocity inlet

Top Symmetry
Test plate Adiabatic wall
Outflow Pressure outlet

Main sides Periodic
Sides of plenum Wall

Tube wall Wall

As is well-known, injecting the film-cooling jet induces a counter-rotating vortex pair (CRVP) in the
system (see Figure 3a). This vortex pair is sourced from the vortices generated in the boundary layer of
the coolant tube wall and around the leading edge of the hole [12,14,15]. Interactions between the jet and
main flow cause the injected coolant to split into two directions, whereas the vortices generated in the
coolant are stretched and turned. As the CRVP vortices draw closer together, their mutual induction
increases, promoting coolant jet liftoff. The consequent strong entrainment of the hot main flow under the
jet increases the adiabatic temperature on the test plate and decreases film-cooling effectiveness. Moreover,
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when two sister holes are placed slightly downstream of the primary hole (Figure 2b), their jets generate
an anti-CRVP, as illustrated in Figure 3b. Therefore, film-cooling effectiveness is increased by establishing
vortex interactions between the jets and by reducing the intensity of the main CRVP [9–12].

 

 
 

(a) Single hole (b) Triple holes 

−

∆𝑡 = 0.0025𝐷/𝑈

𝜕𝜌𝜕𝑡 + 𝜕𝜕𝑥 (𝜌𝑢 ) = 0
𝜕(𝜌𝑢)𝜕𝑡 + 𝜕𝜕𝑥 𝜌𝑢 𝑢 =  𝜕𝜕𝑥 𝜇 𝜕𝑢𝜕𝑥 + 𝜕𝑢𝜕𝑥  − 23  𝜇 𝜕𝑢𝜕𝑥 𝛿 − 𝑑�̅�𝑑𝑥 + 𝜕𝜏𝜕𝑥

τ

𝜏 − 13 𝜏 𝛿 =  −𝜇 𝜕𝑢𝜕𝑥 + 𝜕𝑢𝜕𝑥  

Figure 3. Cross-sectional schematic of a counter rotating vortex pair generated in the single- and
triple-hole configurations.

3. Validation of Numerical Methods

The CFD calculations were performed in ANSYS Fluent v.19.1 [16], and the meshes were
generated in Pointwise v.18.1 [17]. The numerical simulations were executed in the LES using the
Smagorinsky–Lilly model as the subgrid-scale model. The time step was set to 6.25 × 10−6 s. Assuming
the mainstream convected the hole diameter after 400 time steps, the simulations were carried out
with the computational time step ∆t = 0.0025D/U∞ [18,19]. Once the system had reached a statistical
steady state, the statistics of the solution was collected in multiples of the period. In each time step,
approximately 10 subiterations were executed to obtain well-resolved data [20]. The LES runtime
using 18 cores of an Intel Xeon Gold 6148 processor was 1–2 months in each case.

The fluid was assumed as Newtonian and incompressible and had temperature-dependent
variable properties. The compressibility effect was negligible because the main flow velocity was 10 m/s
(Mach 0.029) and the jet injection velocities were 5 and 10 m/s at M = 0.5 and M = 1.0, respectively; that
is, both velocities were far below Mach 0.3 [21]. The governing equations of the CFD simulations are
the continuity and momentum equations. The filtered Navier–Stokes equations in the LES approach
are given by [22]

∂ρ
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+

∂

∂xi
(ρui) = 0 (1)
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where τij, the subgrid-scale turbulent stress, needs modeling using the Boussinesq hypothesis like
RANS models as

τi j −
1
3
τkkδi j = −µt

(
∂ui

∂x j
+
∂u j

∂xi

)
(3)

where µt is the turbulent viscosity on the subgrid scale. In the Smagorinsky–Lilly model, the turbulent
viscosity is modeled as [18]

µt = ρLs
2

√
1
2

(
∂ui
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+
∂u j
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)(
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∂x j
+
∂u j
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Figures 4 and 5 show the meshes of the single- and triple-hole systems in the xy and yz planes,
respectively. The computational domains of the systems were composed of 2.04 (single-hole) and 2.69
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(triple-hole) million hexahedron cells. Figure 6 shows a close-up of the mesh near the hole, where P2
and P1 are the static pressures at the inlet and outlet of the hole, respectively, as mentioned earlier.

 

μ

𝜇 =  𝜌𝐿 12 𝜕𝑢𝜕𝑥 + 𝜕𝑢𝜕𝑥  𝜕𝑢𝜕𝑥 + 𝜕𝑢𝜕𝑥   

(a) Single-hole 

(b) Triple holes 

Figure 4. CFD meshes of the single- and triple-hole systems in the xy plane.

 

μ

𝜇 =  𝜌𝐿 12 𝜕𝑢𝜕𝑥 + 𝜕𝑢𝜕𝑥  𝜕𝑢𝜕𝑥 + 𝜕𝑢𝜕𝑥   

  

(a) Single hole (b) Triple holes 

Figure 5. CFD meshes in the yz plane.

 

 

Figure 6. Close-up of the mesh near the hole.

Figures 7 and 8 show the results of the grid sensitivity tests in each system at a blowing ratio of 0.5,
with the grid descriptions given in Tables 2 and 3. The results were obtained using the Smagorinsky–Lilly
model in LES, and the tests were performed on five different grids. In the single-hole system, the
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effectiveness value along the centerline (z = 0, y = 0) on the third grid almost matched those of the finer
fourth and fifth grids.

 

Figure 7. Grid sensitivity test of the large eddy simulation (LES) calculation in the single-hole system.

 

Figure 8. Grid sensitivity test of the LES calculation in the triple-hole system.

Table 2. Specifications of mesh arrangements in the grid sensitivity test of the single-hole system.

Grid
Number of Cells
in the x Direction

Number of Cells
in the y Direction

Number of Cells
in the z Direction

Number of Cells in Cross
Flow Block (million)

Total Cells
Number (million)

First 320 50 32 0.52 1.14
Second 334 60 48 0.98 1.60
Third 352 80 50 1.42 2.04

Fourth 364 94 56 1.94 2.56
Fifth 390 110 64 2.78 3.4

Table 3. Specifications of mesh arrangements in the grid sensitivity test of the triple-hole system.

Grid
Number of Cells
in the x Direction

Number of Cells
in the y Direction

Number of Cells
in the z Direction

Number of Cells in
Crossflow Block (million)

Total Cells
Number (million)

First 300 46 65 1.01 1.78
Second 330 60 75 1.62 2.39
Third 350 70 80 1.92 2.69

Fourth 370 80 85 2.41 3.19
Fifth 390 90 90 2.94 3.71

Therefore, the adiabatic film-cooling effectiveness in the single-hole system was evaluated on the
2.04 million-cell grid. In the triple-hole system, the third grid with 2.69 million cells again showed
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almost the same centerline effectiveness as the fourth and fifth grids. Therefore, the 2.69 million-cell
grid was selected for modeling the film-cooling effectiveness in the triple-hole system.

4. Results and Discussion

4.1. Centerline and Spanwise-Averaged Film Cooling Effectiveness

Figure 9 shows the centerline and spanwise-averaged effectiveness values in the single- and
triple-hole systems at M = 0.5 and 1.0. The centerline effectiveness decreased as the main flow
traveled downstream. This degradation is attributable to the turbulence generation and rapid mixing
between the main flow and jet, which increases the test plate temperature. For the same total
cross-sectional hole area and same amount of total cooling air, the triple holes improved the centerline
and spanwise-averaged effectiveness values, respectively, by approximately 36% and 45% over the
single-hole configuration at M = 0.5 and approximately 250% and 345% at M = 1.0. In Figure 9a–d,
the LES-predicted centerline film-cooling effectiveness in the single-hole system showed a good match
to the experimental data by Seo et al. [13], whereas the LES model under-predicted the triple-hole,
spanwise-averaged effectiveness experimental data by Cao et al. [22] because the data were measured
for L/D = 10. Thus, compared to lower L/D cases, higher L/D values of the hole increase the adiabatic
film-cooling effectiveness under the same operating condition as the coolant velocity at the hole exit
becomes more uniform [13].

 

  

(a) Centerline effectiveness at M = 0.5 (b) Spanwise-averaged effectiveness at M = 0.5 

  

(c) Centerline effectiveness at M = 1.0 (d) Spanwise-averaged effectiveness at M = 1.0 

Figure 9. Film cooling effectiveness values of the single- and triple-hole systems.

The ratios of the spanwise-averaged effectiveness values in the triple-hole system to those in
the single-hole system as functions of x/D for M = 0.5 and 1.0 are plotted in Figure 10. Note that
increasing the blowing ratio improves the ratio of the spanwise-averaged effectiveness. This indicates
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that under high blowing ratios, configuring the main hole and two sister holes is more effective for film
cooling than using an ordinary single hole mainly because the jet trajectory in the single-hole system is
mostly governed by the jet liftoff at a high blowing ratio of M = 1.0. The result is very low adiabatic
film-cooling effectiveness, as indicated in Figure 9c,d, and very high ratios of the spanwise-averaged
effectiveness values, as shown in Figure 10. The maximum value of the ratio at M = 1.0 is observed
around at x/D = 4 since the minimum value of the spanwise-averaged effectiveness in the single-hole
system is shown around at x/D = 4 due to the jet lift off, as shown in Figure 9d.

 

Figure 10. Ratios of spanwise-averaged effectiveness in the triple hole system to those in the single-hole system.

4.2. Contours of Film Cooling Effectiveness and Dimensionless Temperature

Figure 11 presents top views of the time-averaged film-cooling effectiveness contours on the test
plate in each hole system. The additional sister holes largely increased the amount of coolant in contact
with the test plate, which boosts film-cooling effectiveness. Moreover, the spread of the coolant in the
spanwise direction in the triple-hole system was much larger than that in the single-hole configuration
as the main CRVP weakens. Furthermore, lower film-cooling effectiveness was predicted at M of unity
than at M = 0.5 because of strong jet liftoff.

 

(a) Single hole, M = 0.5  (b) Single hole, M = 1.0 

(c) Triple holes, M = 0.5 (d) Triple holes, M = 1.0 

 

Figure 11. Time averaged film cooling effectiveness on the test plate.

The cross-sectional views of the dimensionless mean temperature contours at x/D = 2, 5, 10, 15,
and 20 in the two systems are illustrated in Figure 12. Initially, the dimensionless temperature near the
test plate was higher in the triple-hole system than in the single-hole configuration, which increased
film-cooling effectiveness on the test plate. As the main flow went downstream, the dimensionless
temperatures near the test plate in the triple-hole system became similar to those in the single-hole
system, leading to almost identical film-cooling effectiveness in the range of x/D > 15 (Figures 8 and 9)
because of intensive mixing between the mainstream flow and coolant jet.
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x/D = 2 x/D = 5 x/D = 10 x/D = 15 x/D = 20 

(a) Single-hole system at M = 0.5 

     

x/D = 2 x/D = 5 x/D = 10 x/D = 15 x/D = 20 

(b) Triple-hole system at M = 0.5 

 

     

x/D = 2 x/D = 5 x/D = 10 x/D = 15 x/D = 20 

(c) Single-hole system at M = 1.0 

     

x/D = 2 x/D = 5 x/D = 10 x/D = 15 x/D = 20 

(d) Triple-hole system at M = 1.0 

 

Figure 12. Cross-sectional contours of the dimensionless mean temperatures.

Figure 13 shows the central cross-sectional contours of the dimensionless mean temperatures in
the z = 0 plane for both hole systems. The entrainment of the main flow under the cooling jet in the
triple-hole system was noticeably weaker than that in the single-hole system. Many researchers have
argued that the jet lifted off because of the high momentum of the coolant and reattached downstream
to the plate at a high blowing ratio [2,22,23]. However, as illustrated in Figure 13b, the dispersion of
the coolant jet increases without reattachment with the test plate as the flow goes downstream after the
jet liftoff, followed by the entrainment of the main flow under the jet. In addition, the dimensionless
temperature near the test plate in the near-hole region in the triple-hole system was much higher than
that in the single-hole configuration as vortex interactions between the jets were established, thereby
reducing the intensity of the main CRVP at M = 0.5 and 1.0 and increasing film-cooling effectiveness
on the test plate.
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(a) Single hole at M = 0.5 (b) Single hole at M = 1.0 

  

(c) Triple hole at M = 0.5 (d) Triple hole at M = 1.0 

 

Figure 13. Central cross-sectional contours of the dimensionless mean temperatures in the z = 0 plane.

Figure 14 illustrates the streamlines of cooling jets to a cross-sectional plane at x/D = 5 and
film-cooling effectiveness on the test plate in the single- and triple-hole systems at M = 0.5 and unity.
Unlike in a single hole, more streamlines of the coolant head to the region near the test plate in the x/D

= 5 plane appeared in the triple-hole system, with these streamlines more dispersed, which resulted
in higher adiabatic film-cooling effectiveness on the plate given that most streamlines from the sister
holes have converged to the centerline. At M = 1.0, the strong jet liftoff caused the streamlines to cover
smaller regions laterally in the x/D = 5 plane even in the triple-hole system.

 

  
  

(a) Single hole at M = 0.5 (b) Triple holes at M = 0.5 (c) Single hole at M = 1.0 (d) Triple holes at M = 1.0 

 

Figure 14. The streamlines of cooling jets to cross-sectional plane at x/D = 5.

4.3. Contours of x-Vorticity and Mean Velocity Vectors

Figure 15 shows the cross-sectional contours of the mean x-vorticity at the x/D = 2 and x/D = 5
planes in the single- and triple-hole systems at M = 0.5 and unity. The mean velocity vectors are
superimposed on the contours. As shown in Figure 15b,d of the triple-hole system, distinct anti-CRVPs
were found from the sister holes around the x/D = ±0.5 and y/D = 0.2 regions in the x/D = 2 plane.
The anti-CRVPs weakened the main CRVP and reduced the main jet liftoff, thereby reducing the
entrainment of the hot mainstream gas under the coolant and increasing the dimensionless mean
temperature and film-cooling effectiveness, as illustrated in Figures 11 and 13. However, the intensity
of the anti-CRVPs became very small in the x/D = 5 plane because the anti-CRVP from the sister holes
was not as strong as the main CRVP. In the triple-hole system, the upward velocity vectors around
the line of z/D = 0 were less concentrated than those in the single-hole system. Thus, coolant liftoff
was weakened by the generated anti-CRVPs. At M = 1.0, the positions of the core for the CRVPs were
higher than those at M = 0.5 because of the strong jet liftoff generated.
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x/D = 2 x/D = 5 

(a) Single-hole system at M = 0.5 

 

  

x/D = 2 x/D = 5 

(b) Triple-hole system at M = 0.5 

  

x/D = 2 x/D = 5 

(c) Single-hole system at M = 1.0 

  
x/D = 2 x/D = 5 

(d) Triple-hole system at M = 1.0 

 

Figure 15. Cross-sectional contours of the x-vorticity and velocity vectors.

Figure 16 shows the cross-sectional velocity vectors of POD Mode 1 at x/D = 2 in the two-hole
systems at M = 0.5 and unity. The POD was introduced by Dr. John Lumley in 1967 in order to
decompose a random velocity vector field of turbulence into a set of portions of the total kinetic
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energy [24,25]. On the basis of the figure, CRVP was most distinct in the velocity vector field at x/D = 2.
Figure 17 illustrates the portion of the total kinetic energy at x/D = 2 for Modes 1, 2, 3, and 4 in the
single- and triple-hole systems at M = 0.5 and M = 1.0, which showed Mode 1 as the most dominant.
At M = 0.5, POD Mode 1 contributed to about 60% and 36% of the total kinetic energy in the single- and
triple-hole systems, respectively, which means that CRVP was dominant for both, although relative to
the former, the portion of the kinetic energy in the latter system was largely decreased by about 40%
because of a weakened main CRVP by anti-CRVPs from the two sister holes. Similarly, at M = 1.0,
POD Mode 1 contributed to about 71% and 49% of the total kinetic energy in the single- and triple-hole
systems, respectively, indicating that the portion of the kinetic energy was decreased by nearly 30%.
Indeed, it could be inferred that compared to that in the single-hole system, the kinetic energy of the
CRVP in the triple-hole system was reduced by about 30–40%.

 

  

(a) Single-hole system at M = 0.5 (b) Triple-hole system at M = 0.5 

  

(c) Single-hole system at M = 1.0 (d) Triple-hole system at M = 1.0 

Figure 16. Cross-sectional velocity vectors at x/D = 2 for POD Mode 1.

 

 

Figure 17. Portions of the total kinetic energy for Mode 1, 2, 3, and 4 in the plane of x/D = 2.
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4.4. Root-Mean-Square Temperature Contours

Figure 18 illustrates the cross-sectional views of the root-mean-square (RMS) temperature contours
at x/D = 2, 5, 10, 15, and 20 for the mixing region between the mainstream flow and coolant in the
single- and triple-hole systems. The mixing area was more expanded in the triple-hole system in
the spanwise direction, especially in the near-hole region as x/D = 2, because the weakened main
CRVP allowed wider spreading and closer contact of the coolant jet with the test plate. Although no
significant difference in the mixing intensity was observed in both hole systems, the Trms in the x/D = 2
plane reached maximum values of 6.25, 6.24, 6.08, and 5.19, as shown in Figure 18a–d, respectively,
which indicates a similar but slightly decreased mixing intensity in the triple-hole system relative to the
single-hole system. This reduced mixing intensity is beneficial to film cooling because increased mixing
between the coolant and mainstream flow consequently decreases film-cooling effectiveness [22].
Nevertheless, it could be stated that in the triple-hole system, the effect of the sister holes on the jet
trajectory contributes greatly to improve film-cooling effectiveness as compared to the effect of less
mixing between the main flow and coolant.

 

     

 x/D = 2 x/D = 5 x/D = 10  x/D = 15 x/D = 20 

(a) Single-hole system at M = 0.5 

     

 x/D = 2 x/D = 5 x/D = 10  x/D = 15 x/D = 20 

(b) Triple-hole system at M = 0.5 

     

 x/D = 2 x/D = 5 x/D = 10  x/D = 15  x/D = 20 

(c) Single-hole system at M = 1.0 

     

 x/D = 2 x/D = 5 x/D = 10  x/D = 15  x/D = 20 

(d) Triple-hole system at M = 1.0 

 

Figure 18. Cross-sectional contours of the Trms.
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4.5. Q-Criterion Iso-Surfaces

In the Q-criterion, Q is defined as the difference between the magnitudes of the rotation rate
and strain rate, representing the dominance of the former over the latter [26–28]. The instantaneous
contours of a Q-criterion with iso-surfaces of level 80,000 at M = 0.5 and unity are displayed in Figure 19.
Q-criterion contours in the single-hole system clearly showed various vortex structures, such as the
CRVP, hairpin and jet shear layer vortices, and horseshoe vortex, whereas those in the triple-hole
configuration had smaller hairpin and jet shear layer vortices and were not very distinguishable.
These smaller and indistinct hairpin vortices represent the weakened CRVP as the hairpin vortex is
closely related to the generation of the CRVP [22]. A weakened CRVP positively affects the cooling
performance on the plate because it increases film-cooling effectiveness on the test plate.

 

  

(a) Single hole system at M = 0.5 (b) Triple hole system at M = 0.5 

  

(c) Single hole system at M = 1.0 (d) Triple hole system at M = 1.0 

−

−

 

Figure 19. Q-criterion contours with iso-surfaces of level 80,000.

4.6. Cross-Sectional Contours of the Mean Velocity Magnitude in the Hole

Figure 20 shows the cross-sectional contours of the mean velocity magnitude in the hole measured
around the hole exit (y/D = −0.2). As mentioned earlier, the ratio of the delivery tube length to the hole
diameter in the single-hole system was 1.6, whereas it was 1.8 and 3.6 for the main hole and sister holes
in the triple-hole system, respectively, because the triple holes had the same total cross-sectional hole
area as the single hole. Therefore, the mean velocity magnitude in the main hole is not uniform but has
high- and low-momentum regions, whereas that in the sister holes shows more developed coolant
flow. The cooling jet having a uniform velocity profile is advantageous to film-cooling performance
because of less jet liftoff. Thus, it could be stated that relative to the single-hole system, the sister holes
improve film-cooling effectiveness by the generation of the anti-CRVP, as well as higher L/D ratios.
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(a) Triple holes at M = 0.5 (b) Single hole at M = 0.5 (c) Triple holes at M = 1.0 (d) Single hole at M = 1.0 

 

Figure 20. Cross-sectional contours of the mean velocity magnitude in the hole at y/D = −0.2.

5. Conclusions

Film-cooling simulations of the single- and triple-hole systems on a flat plate were carried out in
this paper at blowing ratios of M = 0.5 and unity by employing LES. On the basis of these simulations,
when two sister holes which were placed slightly downstream the main hole, the coolant jets from the
former generated an anti-CRVP, which increased film-cooling effectiveness. Thus, for the same total
cross-sectional hole area and same amount of total cooling air, the triple-hole system increased the
centerline and spanwise-averaged effectiveness values by approximately 36% and 45% at M = 0.5 and
by approximately 250% and 345% at M = 1.0 as compared to that done by the single-hole configuration.
Moreover, the ratios of the spanwise-averaged effectiveness values in the triple-hole system indicate
that it is the more effective system for film cooling under a high blowing ratio.

Meanwhile, the time-averaged film-cooling effectiveness contours on the test plate and the
cross-sectional views of the dimensionless mean temperature contours in the two hole systems showed
that additional sister holes can increase the amount of coolant contacting with the test plate and boost
film-cooling effectiveness. Specifically, the mean dimensionless temperature contours in the z/D = 0
plane showed that in the single-hole system at M of unity, as the cooling jet goes downstream, the jet
gets dispersed without reattachment with the test plate, and the entrainment of the main flow under
the jet is generated.

Furthermore, the cross-sectional mean x-vorticity contours in the triple-hole system showed that
the generated anti-CRVPs weaken the main CRVP. The results of the POD analysis confirmed that the
kinetic energy of the CRVP in the triple-hole system was reduced by about 30–40% relative to that in the
single-hole system. Streamlines of the cooling jets to the cross-sectional plane at x/D = 5 also showed
that most streamlines from the sister holes converge to the centerline. As with the Q-criterion contours
in the triple-hole system, the hairpin and jet shear layer vortices were smaller and indistinguishable,
unlike in the single-hole system.

Lastly, on the basis of the cross-sectional views of the RMS temperature contours, the effect of
the sister holes on the cooling jet trajectory contributes significantly to the increase in film-cooling
effectiveness, as compared to the effect of less mixing. Accordingly, the sister holes improve film-cooling
effectiveness using higher L/D ratios.
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Nomenclature

Cs Smagorinsky constant
D hole diameter for a single hole [mm]
D’ diameter of primary hole for triple holes [mm]
Ei j rate of deformation
L delivery tube length [mm]
Ls mixing length of sub-grid scales =min(κd, Cs∆)

M blowing ratio = (ρCUC)/(ρGUG)

P pitch between holes [mm]
T temperature [K]
t time [s]
U flow velocity [m/s]
Vmi main flow velocity at the main inlet [m/s]
Vpi coolant velocity at the plenum inlet [m/s]
x streamwise coordinate
y wall-normal coordinate
z spanwise coordinate
Greek symbols
κ von Karman’s universal constant = 0.41
η adiabatic film cooling effectiveness = (TG−Taw)

TG− TC

ηC centerline film cooling effectiveness
ηm spanwise-averaged film cooling effectiveness
ρ density [kg/m3]
τij sub-grid scale turbulent stress = ρuiu j − ρuiu j

µt sub-grid scale turbulent viscosity [kg/(m·s)]
ν local kinematic viscosity [m2/s]
∆ local grid scale
Θ dimensionless temperature =

(TG−T)
TG− TC

Subscripts
aw adiabatic wall
c centerline
C coolant
G mainstream gas
m spanwise averaged
µ local dynamic viscosity [m2/s]
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Abstract: This paper studies the influence of tip clearance on the flow characteristics related to the
performance. Based on full-passage numerical simulation with experimental validation, several
clearance models are established and the performance curves are obtained. It is found that there exists
an optimum clearance for the stable working range. By analyzing the flow field in tip region, the role
of the tip leakage flow is illustrated. In the zero-clearance model, the separation and blockage along
the suction side is the main reason for rotating stall. As the tip clearance is increased to the optimum
value, the separation is suppressed by the tip leakage flow. However, with the continuing increasing
of the tip clearance, the scale and strength of the tip clearance vortex is increased correspondingly.
When the tip clearance is larger than the optimum value, the tip clearance vortex gradually dominates
the flow field in the tip region, which can increase the unsteadiness in the tip region and trigger
forward spillage in stall onset.

Keywords: axial compressor; tip clearance; flow field; numerical simulation

1. Introduction

It is the tip region of a rotor that is one of the most unstable regions in an axial compressor.
For example, for the tip-critical rotors, the rotating stall was first observed in the tip region. In the tip
region, there exists the maximum rotating linear velocity, tip leakage flow, and boundary layer flow,
etc. Among these flows, the tip leakage flow, induced by the pressure difference between blade sides,
plays the most important role on the flow behavior. The tip leakage flow is closely related to the tip
clearance, which is one of the key parameters for the design and manufacture of an axial compressor.
As the tip clearance is changed, not only is the strength of the leakage flow changed, but also other flow
structure and distribution are influenced greatly, especially under a near-stall condition. Therefore,
the performance and stable working range is varied with the tip clearance.

In the last century, many researches focused on the influence of tip clearance in an overall manner.
Combined experiment data with potential-vortex model, Lakshminarayana [1] proposed a formula,
firstly, to evaluate the stage efficiency in different tip clearance. Based on this formula, the pressure
ratio and efficiency can be improved by the reduction of the tip clearance. Inoue et al. [2,3] obtained
and described the roll-up tip clearance vortex(TCV) by hotwire. From the vortex model, the flows in
the tip region could be divided into the main flow region and tip leakage flow region. Day [4] also
proposed the influence of the tip clearance on off-design conditions in axial compressors.

As the experiment method and computational fluid dynamic method have been both highly
improved, the flow structures and special phenomenon in the tip region were studied in detail,
which included double leakage, vortex breakdown, self-induced flow, and active control technology,
etc. For double leakage, it was first noticed by Khalsa et al. [5] in the experiment and simulation results.
They pointed out that the relative stagnation pressure is decreased by double leakage; therefore, the loss

295



Processes 2020, 8, 1445

and blockage were increased. Double leakage flow was much influenced by clearance size, working
condition, and unsteady interaction from the stator, which was illustrated by Mailach et al. [6,7],
Sirakov et al. [8], and Du et al. [9]. By the means of Large-eddy simulation (LES) approach, Hah [10]
studied the double leakage flow under the large tip clearance model. As double leakage flow
occurred in all working conditions with large tip clearance, vortex rope is generated near leading edge,
which results in the high mixing loss and non-synchronous vibration.

For the breakdown of tip clearance vortex, Lotzerich [11] and Furukawa et al. [12] both noticed this
phenomenon at almost the same time. Later, Furukawa et al. [13,14] summarized the characteristics
by the means of experiment and computational fluid dynamics (CFD). When the vortex breakdown
occurs, the disappearance of vortex core and the roll-up structure causes the large low-velocity cells.
The vortex breakdown always occurred in near-stall condition, because the adverse pressure gradient
and the unsteadiness reached the maximum values in the tip region. Yamada et al. [15] presented the
unsteady flowing field near the tip region by the CFD method with a single passage grid. It is shown
that the TCV is broken down by the effect of the shock wave, and the type of vortex breakdown in
near-peak point was different with its in near-stall condition.

From the research above, it is understood that, under near-stall condition, the tip clearance vortex
will be highly unsteady and unstable. Therefore, the stall inception was always detected in the tip
region. Using a hotwire arranged around the rotor tip of the axial compressor, circumferentially,
McDougall et al. [16,17] captured the large propagating wave with small amplitude in near-stall
condition, which is called a modal type rotating stall. Later, Day et al. [4,18] captured the short
propagating wave with large amplitude, which was a spike type rotating stall. Hoying et al. [19]
studied the relation between the rotating stall and tip clearance vortex in the E3 compressor. By using
Reynolds averaged Naiver-Stokes simulation (RANS) method, it was found that the tip clearance
vortex will move forward to rotor inlet in near-stall condition. Hah et al. [20] and Vo et al. [21]
proposed the criterion for the spike initiated rotating stall, which had leading edge spillage and trailing
edge backflow. This criterion was already accepted by many researchers. However, many people
misunderstood this criterion and considered the tip clearance vortex as the origin of the rotating stall.

By means of unsteady multi-passage simulation, Pullan et al. [22] illustrated two different stall
mechanisms. It was pointed out that the stall originated from high incidence of the rotor inlet. Although
tip clearance was not necessary for the rotating stall, it does influence the stall characteristics a lot. Later,
Smith et al. [23] illustrated the influence of tip clearance on the rotating stall. There existed an optimum
tip clearance for stall margin, which can balance the effect from the different stall mechanisms.

However, in their works, the stall was triggered by several re-staggered blades. It was more
appropriate to use the non-re-staggered blade model. Although they studied the relationship between
stall and tip clearance, they focused on the stall mechanism in the zero clearance model, the evolution
of stall mechanism and the effect of the tip clearance vortex in different clearances were not analyzed
enough. In addition, the benefit of leakage flow was not mentioned.

This paper studies the influence of tip clearance on flow characteristics related to performance.
Based on the full-passages model, steady and unsteady results are obtained by the RANS method.
The relationship between the stability of the compressor and the tip clearance is discussed. Then,
the flowfield characteristics under different tip clearances are compared, and the effects of the separation
and the tip leakage flow on the efficiency and stability are discussed.

2. Experiment and Numerical Setup

2.1. Description of the Test Rig and the Measurement

The test was conducted in the 1–1/2 stage axial subsonic compressor in Shanghai Jiao Tong
University. The blade number of inlet guide vane (IGV) is 32, and 29 and 37 for rotor and stator,
respectively. The hub-tip ratio is 0.76. The design rotating speed is 17,000 rpm. Since this research is
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focused on the subsonic conditions, the rotational speed is adopted as 12,000 rpm, so that the tip Mach
number is less than 0.9. The design tip clearance is 98.7% of span.

Compressor performance is obtained by the adjusting of the throttle area behind the stator.
A flowmeter is equipped at the upstream of IGV to obtain flow rate. Total pressure is measured by two
five-hole total pressure probes mounted at upstream and downstream of the compressor, respectively.
Temperature probes are also used at both upstream and downstream to estimate isentropic efficiency.

The overall performance parameters are defined by the following equations.

η =
Hi,out −Hin

Hout −Hin
(1)

π =
pt,out

pt,in
(2)

ξ =

.
min/π

.
min,DP/πDP

(3)

where η is isentropic efficiency, Hi,out isentropic outlet enthalpy, Hin inlet enthalpy, Hout outlet enthalpy,
π total pressure ratio, pt,out isentropic outlet total pressure, pt,in inlet total pressure, ξ flow rate coefficient,
.

min mass flow rate,
.

min,DP mass flow rate at design point, and πDP total pressure ratio at design point.

2.2. Numerical Model

The numerical simulation is accomplished by using a commercial CFD code, NUMECA. It is a
popular solver for the flowfield simulation of turbomachinery. With the features of structured-grid
supported, the finite-volume method and the suitable numerical treatments, the three-dimensional
(3D) steady and unsteady flowfield can be obtained for the axial compressor.

The calculation area is between Section A and Section B in Figure 1. The upstream channel and
downstream channel are extended as much as two IGV blade chord lengths and three stator blade chord
lengths, respectively. Five cases with different tip clearance sizes from 0% to2% of chord length are
established and marked as 0%, 0.5%, 1%, 1.5%, and 2% of the chord length of blade tip τ, respectively.
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,

/
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 ,

τ

 

Figure 1. Sketch of the test rig.

Real air model is adopted as working fluid. The two-order central difference spatial scheme of
Jameson is adopted in this study. Spalart–Allmaras (SA) model by Spalart et al. [24], which is widely
applied in industry and academia, is also used in this study. For the inlet condition, total pressure,
total temperature, and the velocity direction are specified, and refer to the experiment data. For the
outlet condition, the static pressure is applied with the radial equilibrium. The rotating speed is
applied on the rotor passage, while the other passages keep station. When processing the steady
simulation, the mixing plane method is used to transfer the flowfield information between rotating
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region and station region. Multigrid and local time stepping treatment are also applied to accelerate
the calculation. The steady simulation is considered as converged when the mass flow is balanced and
all of the residual lines are stable or fluctuate periodically. With the increasing of the outlet pressure,
the last converged steady simulation is considered as near-stall (NS) condition. The unsteady method
for this model had been discussed by Song et al. [25], including using the dual time step method of
Jameson [26] and the sliding mesh method [27]. The 20 timesteps are set in every rotor passing period,
and the number of the inner iteration step is set to 50. When the periodic fluctuation of the mass flow
and the static pressure on the numerical probes is continued for ten passing times, it is considered as
converged for the unsteady simulation.

2.3. Grid Generation and Independent Test

O4H-type topology is adopted in every row. The y+ is less than 5 to ensure capturing the blade
loading more accurately. Mesh in tip clearance is refined to 17 layers in radial direction. Three sets of
grids are generated to validate the grid independence. The grid number of every passage is shown in
Table 1. From validation results shown in Figure 2, grid2 is appropriate for the calculation. A three
level multi-grid is adopted to accelerate the calculation. The chosen grid is shown in Figure 3. In order
to transfer the flow information between stational region and rotational region, the mixing plane
method is used in this simulation.

Table 1. Grid number of three sets of grids (×106).

Mesh Inlet Guide Vane (IGV) Rotor Stator Full-Passages

Grid1 0.34 0.31 0.38 33.55
Grid2 0.53 0.64 0.58 56.40
Grid3 0.64 0.79 0.71 68.95
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Figure 2. Validation for grid independence.
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Figure 3. One passage of grid for simulation.

2.4. Model Validation

Based on the chosen grid, the performance curve is obtained by the numerical simulation.
From Figure 4, by using the full-wheel simulation, the simulated mass flow range is enlarged and the
numerical result is closer to the experiment data. It is found that the numerical results are always
larger than experiment data; this might be the result of the neglection of the blade hub fillet in the
numerical model. Even so, the numerical results match well with the experiment data on most mass
flow conditions.
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Figure 4. Performance comparison between experimental and numerical results.

3. Results

In this section, the influence of tip clearance on the performance is studied. The trend of
performance change is discussed with the clearance increased from zero (0%τ) to large (2%τ), and the
characteristics under peak efficiency (PE) working point and near stall (NS) working point are compared
and discussed.
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3.1. Overall Performance

Performance curves of every clearance model are shown in Figure 5. In a mass, the efficiency and
pressure ratio are decreased as clearance size is increased, which is coherent with conclusions from
predecessors’ work. However, there is a certain tip clearance size, so that the stable working range can
reaches to the maximum, which can be observed from stall margin change (Figure 6). The maximum
surge margin is found in the design clearance model. When the tip clearance is larger or less than the
design clearance model, the stall margin is decreased, obviously. In other words, with the tip leakage
flow, the stability of the compressor might be enhanced. So, it is meaningful to find out the mechanism
of leakage flow that turns the negative influence to positive influence on stall margin.
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Figure 5. Performance curves of different tip clearance models. (a) pressure-flow rate; (b) efficiency-flow rate.
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Figure 6. Stable working range under different clearance models.

The rotor loss factors along span is shown in Figure 7. The dimensionless rotor loss factor is
defined in Equation (4).

Fr =
Pi,t,r − Po,t,r

Pi,d,r − Po,d,r
(4)
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where P is the pressure, subscript i, o, t, d, and r represent the rotor inlet, outlet, total, dynamic quantities
and relative quantities, respectively. Along the span, the loss in tip region is the maximum. With the
increasing of tip clearance, the loss in tip region is increased correspondingly. In addition, in tip region,
loss factor is increased rapidly from 0%τ to 1%τ, which illustrates the negative impact of tip leakage
on efficiency. When the tip clearance is over 1%τ, loss in tip region is stable with the increasing of
tip clearance.
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Figure 7. Loss factor distribution under different clearance models.

Figure 8 shows the blade loading at 98% of span. Pressure coefficient is defined in Equation (5):

CP =
Ps,o − Ps,i

Ps,i
(5)

where subscript s represents the static quantities. The blade loading of zero-clearance model is over
two times larger than that of design-clearance. As the tip clearance is increased, the blade loading is
decreased, which is benefit for the safety of the blade. This can be explained that the tip leakage flow
can balance the pressure difference between the pressure side (PS) and the suction side (SS).
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Figure 8. Pressure coefficient distribution at blade tip under different clearance models.
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3.2. Detail Results of Zero Clearance Model

In this model, there is no tip leakage flow or tip clearance vortex at all. At 96% of span, relative
Mach number contours with streamline of relative velocity are presented in Figure 9a. Under PE
condition, there is seldom low-Mach region, except the boundary layer on the blade surface. From the
streamline, since the incidence angle matches with the stagger angle, the flowfield is well without any
vortex or separation. Under NS condition, there is a large area of the blockage region from the LE
to the neighboring LE, and from the SS to PS. Since the mass flow is decreased, the incidence angle
is far from the blade stagger angle, so a vortex is generated near the PS close to LE, and enrolls the
surrounding fluid, with which the leading-edge spillage is occurred.

 

 
(a) 

 

 
(b) 

2 2

2

Ω ω

Figure 9. Time-averaged results at 96% of span. (a): Relative Mach contours with streamline of relative
velocity. (b): Entropy contours (J/(kg K)).

Static entropy contour is often used to illustrate the loss distribution. Moreover, it is often used
at tip span to locate the boundary of the tip leakage flow and the separation flow, because high loss
will be induced when circumferential tip leakage flow/separation flow and main flow are interacted,
in which the vortex would be generated and developed, and by which the entropy gradient is largest
among tip-span contour. Static entropy contours are shown in Figure 9b. Under PE condition, the loss
in the tip region consists of the wake loss from IGV, the boundary viscous loss and the wake from
the rotor blade. The loss area and the amplitude are both low. Under the NS condition, it is found
that the high-gradient interface is shifted forwardly to the front of the LE, which is coherent with the
LE spillage from Figure 9a. Compared with the figure of PE, the loss region and the amplitude are
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highly increased. The separation loss occupies the whole passage inlet, by which the loss on the whole
passage, especially on the pressure, is highly increased.

In order to observe 3D distribution of separation and blockage, streamlines in the tip region are
drawn in Figure 10 with velocity flux contours at passage cutting planes. The blockage area is attached
to the casing-suction corner and reduced with the decreasing of radial distance. Along the suction side
surface, streamline flows toward the tip region. When the flow arrives to casing, it turns to the middle
passage along the casing side, and finally flows to the downstream due to the mixing process with the
main flow. From the 3D streamline in Figure 10a, and limiting streamline in Figure 10b, the separation
and blockage along the suction side is caused by leading-edge separation and the corner separation.

 

 
(a) 

 
(b) 

 

Figure 10. The three-dimensional (3D) figures for the passage flowfield. (a): streamlines in tip region
with velocity flux contours at passage cutting planes. (b): streamlines in tip region with velocity flux
contours at passage cutting planes.

For PE and NS conditions, here are the iso-surfaces of vorticity at υ = 0.25 in Figure 11. υ is defined
as follows.

υ =
Ω2 + S2

ω2
(6)
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where Ω, S, ω are the symmetric and antisymmetric parts of the gradient velocity tensor. Since the
flow is very steady, only the steady result is shown for the PE condition.

 

 
(a) 

 
(b) 

λFigure 11. Iso-surfaces of instantaneous vorticity at λ = 0.25. (a): Peak efficiency (PE), steady results.
(b): Near-stall (NS), transient result, PBPF is the period of the blade passing.

It is different between the vortex distribution in PE and NS condition. For PE condition, there is
no large vorticity cell in flow passage. However, there are two parts that are worthy to pay attention to.
In the front and rear part of suction side, some little vorticity cells attach to the corner, from which
the effect of corner separation is illustrated. In addition, vorticity cells in front of LE develop in a
circumferential direction, which is the result of the effect of LE separation and casing separation.
When the condition reaches to NS, from the black box in Figure 11b, these vorticity cells grow up to
large cells, and shed with the period of blade passing. Flow incidence in front of the rotor passage will
be increased because of the blockage, which will cause larger separation and corresponding larger
blockage in the next passage. When the flow incidence increases to extent, leading edge spillage will
occur, as shown in Figure 9a.

In Figure 12, the axial component of the velocity is shown in order to illustrate the unsteadiness
of the velocity under NS condition. Although there is the vortex generation and moving by the
leading-edge separation and corner flow, the unsteadiness is still very low. From the 1

4 of the period of
the blade passing (PBPF) to 4/4 PBPF, there is seldom unsteadiness that can be observed. This is because
the blockage decreases the amplitude of the unsteadiness. In order to qualify the unsteadiness in NS
condition, we set static pressure probes in front of LE, and the spectrum result is shown in Figure 13.
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The spectrum is dominated by character frequency related to rotation, including rotation frequency
and blade passage frequency.

 

 

 

Figure 12. Axial component of velocity under NS condition, 99.35% of span, PBPF is the period of the
blade passing.
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Figure 13. Pressure spectrum in front of LE under zero clearance model.
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3.3. Detail Results of Design Clearance Model

Figure 14 delineates distribution of the time-averaged axial momentum of tip leakage flow. MD
represents the condition at which the flow rate is intermediate between PE and NS. µis defined as follows:

µ =

∫ rcasing

rtip

ρVnVt
.

minVz/cx
dr (7)

where
.

min is mass flow rate at rotor passage inlet, cx is chord length of blade, subscript n is normal
direction, t is tangent direction, z is axial direction.
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Figure 14. Momentum distribution of tip clearance flow along chord.

From this distribution, the axial momentum is concentrated at the front part of the chord. As the
flow rate decreases, the centroid of µ moves to the leading edge, hence, the leakage flow in the rear
of the clearance is smaller. The effect of the existence and the distribution of leakage flow will be
discussed in following paragraphs.

Figure 15 shows contours of the Mach number and entropy at 99.35% of span. In general, with the
influence of the tip leakage flow, flow field in the tip region is much different with the zero-clearance
model. From Mach contours, in both PE and NS conditions, flow separation and serious blockage
are suppressed at the suction side, which is the result in mixing with circumferential leakage flow.
However, in the NS condition, there is a block of a low speed region along the pressure side, which is
due to the tip clearance vortex. The leading-edge spillage also occurred, but the reason is not the
leading-edge separation, but the TCV. From entropy contours, the high-gradient interface has moved
to the rotor inlet. Hence, the main flow could not flow pass the passage, which caused the low speed
region. However, with the circumferential flow from the tip clearance, the low speed region will not
develop to a large blockage. When it is at a rear part of the passage, the low speed region could cross
the passage and expend to the suction side. This is because the tip leakage flow in the rear part of
the clearance is too small to supply enough momentum for a low speed region. As the flow in the
tip region is dominated by the tip clearance vortex and tip leakage flow, from the streamlines at the
passage outlet in Figure 16, in the rear part of clearance, there is the vortex generated by the sheared
tip leakage flow.
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(a) 

 
(b) 

 

Figure 15. Time-averaged results at 96% of span. (a): Relative Mach contours with streamline of
relative velocity. (b): Entropy contours (J/(kg K)).

 

Figure 16. Streamline on suction side, casing, and passage outlet.
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Figure 17 shows the axial component of the velocity, which can represent the location of the
clearance vortex. PTCV is a period of the shedding of the tip clearance vortex, which corresponds to
about 0.5 Blade passing frequency (BPF). The tip clearance vortex results in the leading-edge spillage
and mixing process between the main flow and tip leakage flow. Tip clearance vortex is formed near
the leading edge, developed along the rotor passage inlet, interacted with the leading edge of the other
side, and reduced along the pressure side. Streamlines from the tip clearance are shown in Figure 18,
which can show the detail of the tip clearance vortex. Streamlines from the tip clearance roll up to a
vortex, which is the result in the mixing process, with main flow near the leading edge. As the axial
momentum ratio between the leakage flow and main flow increases, the vortex trajectory moves to the
rotor inlet. When the streamlines reach the next leading edge, they are diverged. Some streamlines
cross in front of the leading edge to the next passage, which is called leading-edge spillage. Streamline
in the core of the vortex is developed and finally stagnated. Then the vortex breakdown occurs
(as yellow blank locates), because the flow is a counter-pressure along the vortex trajectory. It can
trigger several low speed cells (as the red dot line shows); some of them will be developed to become
larger at the mid-passage. The streamlines near the large low-velocity cell begin to diverge by the
blockage effect of low-velocity cells, which is called secondary vortex as black arrow shows. Moreover,
when the larger low-velocity cell is developed near the next leading edge, the spillage streamlines will
be increased by the blockage effect.

 

 

 

Figure 17. Unsteady contours of axial component of velocity. (PTCV is the period of the TCV
(tip clearance vortex) shedding).
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Figure 18. Unsteady streamlines from tip clearance with the iso-surface of Mar = 0.2, PTCV is the period
of the TCV (tip clearance vortex) shedding.

In addition, the unsteadiness in the tip region is enhanced (a lot) by vortex breakdown and
secondary vortex, which is illustrated in Figure 19. Compared with the spectrum in PE and NS condition,
the amplitude increasement at BPFs are limited. However, the amplitudes at the frequencies related to
the tip clearance vortex and rotation are increased from nearly zero. Compared with the spectrum
of zero-clearance model in the NS condition, amplitude at BPFs are increased, while amplitudes at
rotation frequencies are about the same.
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Figure 19. Pressure spectrum in front of LE under design clearance model. (a): under PE condition.
(b): under NS condition.

To sum up, under design clearance model, the influence of tip clearance dominates flow field in
the tip region. The separation at leading edge and casing-suction can be eliminated by the tip leakage
flow. However, the low-velocity region can be triggered by the tip clearance vortex in NS condition.
Moreover, the unsteadiness in the tip region is enhanced by the evolution of the tip vortex.
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3.4. Detailed Results of Large Clearance Model

As the clearance is increased, the total leakage flow is increased correspondingly. From the
Mach number in Figure 20a, the separation in the tip region is inhibited furtherly. However, as the
tip leakage flow is increased in scale and value, flow structure in the tip region will be influenced,
and the loss is increased with the tip clearance in Figure 20b. On the one hand, the radial scale of
leakage flow is increased, which will enlarge the scale of the tip clearance vortex. On the other hand,
the axial momentum ratio between leakage flow and main flow is increased, which is the reason for the
forward-moving of the tip clearance vortex. Therefore, compared with design clearance, the forward
spillage occurred in a larger flow rate. In addition, the low-velocity cell can only be developed to the
front–middle passage, then its velocity will increase by the increased circumferential leakage flow.
The unsteadiness in the tip region is also enhanced by the increasing of the tip clearance, which is
illustrated by the moving of the low-velocity cell in Figure 21. As the spectrum shows in Figure 22,
compared with that from the zero-clearance and design-clearance models, the amplitude at BPFs
increased a lot.

 

 
(a) 

 
(b) 

 

Figure 20. Time-averaged results at 96% of span. (a): Relative Mach contours with streamline of
relative velocity. (b): Entropy contours (J/(kg K)).
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Figure 21. Unsteady streamlines from tip clearance with the iso-surface of Mar = 0.2, PTCV is the period
of the TCV (tip clearance vortex) shedding.
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Figure 22. Pressure spectrum in front of LE under large clearance model.

4. Conclusions

This paper studies the influence of tip clearance on flow characteristics related to performance.
Based on full-passage grids, the validated results are obtained by the means of the RANS method.
A series of performance curves are obtained in different clearance models, from which it is found there
exists an optimum clearance for a stable working range. It is found that the tip leakage flow can benefit
the stable working range if the tip clearance is small enough, while it turns out to be harmful to the
stability if the tip clearance is too large.

Under the zero clearance model, it is the separation at the casing-suction corner that dominates
the flow field in the tip region. Under this blockage, incidence of upstream is increased, which will
trigger larger separation in the next passage. Finally, some passages are fully blocked and stall occurs.
As the tip clearance is increased from zero to the optimum value, the separation and blockage along
the suction side are suppressed by tip leakage flow.
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Under the design clearance model, the influence of the tip clearance dominates flow field in the
tip region. The existence of the tip leakage flow can benefit to the reduction of separation at the leading
edge and casing-suction. However, the low-velocity region can be triggered by the tip clearance vortex
in NS condition. Moreover, the unsteadiness in the tip region is enhanced by the evolution of the
tip vortex.

When the tip clearance increases to extent the tip leakage flow increases in scale and value.
Therefore, the scale and unsteadiness of the tip clearance vortex increases correspondingly, which can
trigger the forward spillage earlier.
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Nomenclature

c chord length at rotor tip
m mass flow rate
p pressure
v velocity
w relative velocity
T Time
U tangential velocity
V absolute velocity projection to the span
W relative velocity projection to the span
Greek Symbols

ρ density
ϕ normalized mass flow
π total pressure ratio
τ radial length of the tip clearance
ξ isentropic efficiency
Abbreviations

BPF blade passing frequency
CFD computational fluid dynamics
IGV inlet guide vane
DP design condition
LE leading edge
Ma Mach number
NS near stall condition
PE peak efficiency condition
PS pressure side
R1 rotor
S1 stator
SS suction side
TCV tip clearance vortex
TE trailing edge
TLF tip leakage flow
Subscript

i inlet
o outlet
r relative
s static variable
t total variable
BPF quantity related to the period of blade passing

TCV
quantity related to the period of the generation of tip
clearance vortex
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Abstract: This paper takes centrifugal fan as the research object and establishes five impeller models
with different blade outlet angles. By means of computational fluid dynamics (CFD), the external
characteristics of the centrifugal fan and the internal characteristics, including the velocity, pressure,
and turbulent energy distribution, at the middle span plane of the impeller or fan were obtained
and compared. In addition, the pressure fluctuations surrounding the impeller outlet were also
analyzed. The results showed that the change of the blade outlet angle of the centrifugal fan had a
great influence on the performance; the total pressure and efficiency of the fan were the highest when
the outlet angle of the blade was increased to 29.5◦ under the design flow rate; and the influence of
the outlet angle on the fan performance was different in off-design conditions. On the other hand,
at different flow rates, the change of the internal flow field with the increase of the outlet angle was
different. For the pressure fluctuation of the fan, by increasing the blade outlet angle properly under
high flow conditions, the fluctuation amplitude of the fan at the blade frequency and its frequency
multiplication could be reduced, which is conducive to decreasing the impeller noise. The research
results have good guiding significance regarding the design of the pneumatic performance and noise
reduction performance of centrifugal fans.

Keywords: centrifugal fan; blade outlet angle; aerodynamic performance; numerical simulation

1. Introduction

Fans belong to the category of general machinery and are widely used in various industries
of national economy. They are indispensable equipment for industrial and agricultural production.
According to statistics, the power consumption of wind turbines accounts for 8–10% of the total power
generation in China (Chen [1]). At present, centrifugal fans occupy a large proportion in China’s energy
system. Therefore, it is of great significance to research and improve the pneumatic performance of
fans for energy saving. However, in the process of optimizing the performance of fans, the traditional
experimental methods have long cycles and high cost, and it is difficult to visually display the gas
distribution inside a fan. Therefore, a CFD (Computational Fluid Dynamics) numerical simulation
technology that can effectively reduce the sample size of experimental design and capture the details
of flow inside the fan more specifically, has increasingly caught the interest of scholars. Many scholars
have used numerical simulation technology to study centrifugal fans (Zhang et al. [2]; Zhou et al. [3];
Lin et al. [4]; Yu et al. [5]; Kishokanna et al. [6]).

The impeller is the main moving part of a centrifugal fan, and the structural parameters of
the impeller include the blade shape, blade profile, outlet width, number of blades, inlet and outlet
diameter, etc. An excellent impeller design is helpful to improve the aerodynamic performance of
the fan. At present, many scholars have studied the influence of certain impeller parameters on the
aerodynamic performance of fans.
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Li et al. [7] studied the influence of blade shapes on the performance of high specific speed
centrifugal fans, and found that the blockage phenomenon at the blade outlet of impeller with plate
blade and the turbulent kinetic energy inside the volute were weakened under the condition of a large
flow rate, so that the performance of the fan with plate blade was better than that of the airfoil blade.

Wu et al. [8] compared the performance of a centrifugal fan with different blade profiles, and found
that the centrifugal fan with a double-arc blade was higher in the efficiency and total pressure under
the design condition, but the axial power consumed by equal deceleration blade was smaller. However,
under the condition that other parameters of the fan remain unchanged, the internal flow of the fan
with an equal deceleration blade was more uniform under the condition of low flow.

Jian et al. [9] found that when the blade outlet width changed, various losses of the fan increased,
and the efficiency decreased. With the decrease of the blade outlet width, the flow-pressure curve of the
fan shifted to the lower left and the pressure decreased with the increase of the flow rate. This provides
a reference for the design of the outlet width of the impeller and the reconstruction of the impeller.
Liu et al. [10] found that the aerodynamic performance of the fan can be improved by increasing the
number of blades and the diameter of the blade outlet. The optimized fan with a 12-blade number
and increased blade outlet diameter was better than the prototype fan in terms of the total pressure
and efficiency.

In addition, some scholars studied the interaction among several structural parameters of the
impeller. For example, Esra et al. [11] used a neural network method to determine the optimal family
of the impeller inlet and outlet radius and inlet and outlet angle to reduce the noise level in the early
stage of fan design. Meng et al. [12] studied the influence of three blade structure parameters on the
performance of a centrifugal fan, which were inlet angle, outlet angle, and blade number, and obtained
that the best combination of the three blade structure parameters using the response surface model
(RSM) optimization method. The maximum efficiency was 93.7%.

Shi et al. [13] optimized the combination of the impeller and guide vane by studying the internal
flow law of fans and combining this with numerical calculation results. They found that the streamline
in the optimized guide vane was uniform and that the vorticity was reduced compared with the
original guide vane. HEO et al. [14] analyzed the aerodynamic characteristics of a centrifugal fan with
additional splitter blades in the impeller by using three-dimensional Reynolds-averaged Navier–Stokes
(RANS). The global Pareto optimal frontier for centrifugal fan design was obtained by using a hybrid
multi-objective evolutionary algorithm and response surface approximation model.

As the main parameter of impeller, the blade outlet angle of centrifugal fans has also been studied
by scholars. Wang et al. [15] optimized the fan design based on an orthogonal experimental design
method and CFD numerical simulation and obtained the relative optimal combination model of the
impeller geometric parameters and speed. Through the range analysis of the calculation results,
they found that the blade outlet angle had the greatest impact on the fan efficiency.

Recently, Swe et al. [16] discussed the flow characteristics of centrifugal fans with different blade
outlet angles using the CFD numerical simulation method. The results showed that when the blade
outlet angle was 25◦, the steady flow and unsteady flow were more uniform, and the flow distribution
in the circumferential direction had little change. Yu et al. [17] also studied the effect of the blade
outlet angle on the performance of a multi-blade centrifugal fan, and found that the wind pressure and
efficiency of the fan increased in the flow range of 420–725 m3/h with the increase of the blade exit
angle, and properly increasing the blade outlet angle can reduce the pulsation amplitude of the fan at
the blade frequency and its multiplier frequency.

Although many scholars have studied the blade outlet angle on the centrifugal fan, few have
studied the effect of the blade outlet angle on the internal flow field and pressure fluctuation of the
straight blade fan. In this paper, a type of straight plate blade fan was selected as the research model.
Then, on the basis of the original blade outlet angle, five outlet angles (26.5◦, 28◦, 29.5◦, 31◦, and 32.5◦)
were obtained, and the geometric model was established using SolidWorks software. ANSYS CFX
software was used for the numerical simulation, and the feasibility of the calculation results was
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verified by experiments. Through the software post-processing, the influence of different blade outlet
angles on the internal flow field and performance of the centrifugal fan was studied. The amplitudes
of fan blades with different outlet angles were obtained and analyzed using fast Fourier transform.
The research results can provide certain reference values for the efficient, safe, and stable operation of a
centrifugal fan.

2. Research Model and Simulation Method

2.1. Research Model

This paper took a certain type of centrifugal fan as the research model, and the main design
parameters of the fan are shown in Table 1.

Table 1. Main design parameters of the centrifugal fan.

Parameters Values

Rated air flow 6200 m3/h
Rated total pressure 2700 Pa

Rated power 30 kW
Rated speed 1490 r/min

The strategy of this paper was to change the blade outlet angle of the original fan model, and its
specific impeller parameters are shown in Table 2. The overall geometric model was established in
SolidWorks as shown in Figure 1.

 

β
δ

Figure 1. Geometric model of the original fan.

Table 2. Specific parameters of model fan impeller.

Parameters/Marks Value

Impeller outer diameter D2 810 mm
Number of blades Z 16

Impeller inner diameter D1 368 mm
Blade outlet width b2 43 mm
Blade outlet angle β2 29.5◦

Blade thickness δ 3 mm

2.2. Mesh and Check of Grid Independence

In this paper, SolidWorks was used for the three-dimensional modeling of the centrifugal fan. In the
process of modeling, the geometric model of the original fan was simplified, and some unimportant
chamfers, fillets, and gaps were ignored. Based on this, the flow-path model of the centrifugal fan was
established. The flow-path model was divided into three parts: air inlet flow-path, impeller flow-path

317



Processes 2020, 8, 1422

and volute flow-path, and they were combined to form the centrifugal fan model. To ensure the real
working condition of the air flow, the inlet and outlet flow-path model were extended properly.

After completing the establishment of the fan model, the mesh generation of the model began.
Due to the simplicity of the axisymmetric model of the fan inlet section, the hexahedron structure
was used for mesh generation. However, the impeller and volute were meshed with the tetrahedron
structure due to the complexity of their flow passages, and the meshing of impeller and volute is shown
in Figure 2. To make the numerical simulation as close to the actual situation as possible, all boundary
layer grids were refined to meet the requirements of the wall function method. The minimum
orthogonal angle of the mesh was greater than 27◦, and the maximum extension ratio was less than 2.1,
which will ensure high mesh quality.

 

  

 

 

(a) (b) (c) 

ε

 

 
 

Figure 2. Mesh generation of the impeller and volute. (a) Impeller. (b) Volute. (c) Local refinements.

Table 3 shows the grid independence verification results of the centrifugal fan at design points,
in which the total pressure and efficiency were obtained under five different numbers of grids. When the
number of grids increased from 3,284,561 to 495,126, the total pressure and efficiency tended to be
stable. Based on the accuracy of the simulation results and the cost of the computing time, the scheme
of No. III was finally adopted.

Table 3. Scheme for grid independence check.

No. Number of Grids Total Pressure (Pa) Efficiency

I 1,325,601 2820.9 0.849
II 2,578,452 2686.6 0.838
III 3,284,561 2608.4 0.831
IV 4,002,563 2606.5 0.828
V 4,951,236 2606.9 0.830

2.3. Simulation Settings

At present, the standard k-ε turbulence model is the most widely used turbulence model, which
has good stability and fast calculation speed compared with the zero equation model and the single
equation model, and it is very suitable as the research object of this paper.

The numerical simulation was carried out in ANSYS CFX14.5, and the simulation process was
based on the following settings:

• The inlet and volute were set in the static domain, and the impeller was set in the rotating domain.
• The default fluid was 25 ◦C air, the reference pressure was 1 atm, and the flow of air was steady.
• The rotation axis was set to be the z axis, and the rotational speed was set as 1490 r/min.
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• The inlet boundary condition was set to the normal speed, and the outlet boundary condition was
set to the average static pressure.

• Interface models were set to general connection, and the frozen rotor method was used for
interface connection.

• The SIMPLE (Semi-Implicit Method for Pressure Linked Equations) algorithm was used for
pressure-velocity coupling. The continuity equation, momentum equation, and dissipation rate
equation were discretized using the second-order upwind method. The solution step was 1000,
and the convergence precision of all residuals was less than 10−5.

• The steady simulation served as the initial condition for the unsteady simulation. The time step
was set at 0.00011186 s, which corresponded to a rotating angle of 1◦ for each time step at a
rotating speed of 1490 r/min. The time for one cycle was 0.04027 s, and five rounds were simulated.
The final round was selected for analysis due to the relatively more stable flow field.

To study the possible influence of different blade outlet angles on the pressure fluctuation
characteristics of the impeller outlet and volute of fan, monitoring points were set on the outlet of the
impeller with mid-section (z = 79 mm) to monitor the unsteady flow. The layout of the monitoring
points is shown in Figure 3, and the impellers with different blade outlet angles had the same monitoring
position. In Figure 3b, P1 to P4 are distributed clockwise along the circumference, and P5 and P6 are
arranged in the volute tongue and volute outlet section, respectively.

 

 

 

 

−

 

 

(a) 

 

(b) 

Figure 3. Schematic: (a) mid-section (z = 79 mm); (b) location of the monitoring point.

3. Experimental Verification

3.1. Experimental Equipment

To verify the feasibility of the established three-dimensional model of a centrifugal fan in numerical
simulation, the external characteristics experiment of the fan model was carried out. The fan test was
conducted according to the GB / T1236–2000 standard, the air intake test system was adopted, and the
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test device was type C (pipe inlet and free outlet) specified by the national standard. The schematic
diagram of the experimental device is shown in Figure 4.

 

 

≤

°

Figure 4. Schematic diagram of centrifugal fan experimental device.

The centrifugal fan test platform was primarily composed of the fan inlet pipe, main body of the
centrifugal fan, and motor. Among them, the inlet pipe part mainly included the current collector,
compensation micromanometer, rectifier network, and U-tube liquid pressure gauge. Table 4 shows
the instrument used in the test and its specific parameters. The actual drawing of the fan is shown in
Figure 5, and Figure 1 shows the geometric model of Figure 5.

Table 4. Instruments for the experiment.

Test Parameter Name Instrument Name Model/Specification Minimum Scale Accuracy

Atmospheric pressure Aneroid barometer YM3 100 Pa ≤200 Pa
Atmospheric temperature hygrothermograph TA298 0.1 ◦C ±1 ◦C

Atmospheric humidity hygrothermograph TA298 0.10% ±5.0%
Flowmeter differential

pressure/∆P
Compensation

micromanometer
YJB−2500 0.01 mm ±8Pa

Gauge pressure/Pe3
U-tube liquid

pressure gauge
1 mm ±0.5%

Test speed
Torque meter 100 N·m

0.1 r/min
±0.1%Shaft power 0.1 kW

Torque 0.1 N·m

 

 

≤

°

Figure 5. The actual drawing of the fan.
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3.2. Experimental Results

Figure 6 shows the results comparison between the numerical simulation and experiment.
The longitudinal coordinate is the total pressure coefficient P and total pressure efficiency η, and the
calculation equation is expressed as:

P =
P

ρu2
, (1)

u =
πD2n

60
, (2)

η =
QP

Mω
, (3)

where P, ρ, u, n, Q, M and ω respectively represent the total pressure, Pa; air density, kg/m3; impeller
outlet diameter, mm; rotational speed, r/min; experimental flow rate m3/s; torque, N·m; angular
velocity, rad/s.

From Figure 6, the experiment results are close to the numerical results. Q/Qdes is the ratio of the
experimental flow rate to the design flow rate. As the numerical simulation simplifies the model and
neglects the loss, the simulation value was higher than the experimental value. The error between the
tested and calculated total pressure was the smallest near the work point but gradually increased with
the flow away from the design point, and the maximum deviation value did not exceed 8%.

There were two main influencing factors: One was the complex internal flow rule of fans under a
small flow rate; the turbulence model selected in this paper could not effectively simulate the flow
separation in the flow channel due to time and condition limitations. The other factor was that the
actual flow rate of the fan was transient, which is ignored by the frozen rotor method. Although there
were some errors between the experimental and the numerical results, the general changing trend of
the total pressure and efficiency curves was the same, and the reliability of the numerical simulation
can be confirmed according to the experimental results.

 

β

Figure 6. Curve of the total pressure coefficient and efficiency of the centrifugal fan model.

4. Results and Discussion

4.1. Contrast of External Characteristics

From Figure 7, the total pressure of the fan decreased with the increase of the flow rate.
The efficiency of the fan increased first and then decreased, and it reached the highest value near the
rated operating point. At Q/Qdes < 1.4, the total pressure of the fan increased first and then decreased
with the rise of the blade outlet angle at the same flow rate. When β2 = 29.5◦, the total pressure was
the highest. In addition, the change trend of efficiency was different from the total pressure change.
The outlet angle of the blade with the highest efficiency was different under different flow rates. At a
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high flow rate, the efficiency increased with the increase of the outlet angle. At the design or a low flow
rate, the efficiency was the highest when the blade outlet angle was 26.5◦ and reached the maximum of
84.85% at the designed flow rate.

 

β

 
(a) (b) 

Figure 7. External characteristic curve of fan with different blade outlet angles: (a) Comparison of the
total pressure coefficient. (b) Efficiency comparison.

4.2. Velocity Vector Distribution

To further describe the internal flow of the fan, the relative velocity distributions in the middle
section of the flow passage were obtained, as shown in Figure 8. There were vortices of different
degrees in the impeller channel between 90◦ and 270◦ (see Figure 3) at different flow rates, and the
number of vortices gradually decreased with the increase of the flow rate. At a low flow rate, the outlet
angle had little effect on the relative velocity distribution; however, the velocity near the volute tongue
increased significantly with the increase of the outlet angle.

 

β
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Figure 8. Velocity vector distributions at the middle span plane of the fan.
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At the design flow rate, when the blade outlet angle was 31◦, the number of impeller channels with
a vortex was the least, and the low-speed area of the impeller outlet was the least. Under the condition
of a large flow rate, there were low-speed regions of varying degrees near the impeller outlet between
90◦ and 270◦, and the area of the low-speed area decreased with the increase of the blade outlet angle.
However, the flow state of the impeller channel near the volute tongue became increasingly unstable.
When β2 = 32.5◦, the low velocity region and flow separation appeared on the suction surface of the
trailing edge of the blade, resulting in flow blockage. It may be that the outlet angle was too large to
match the volute and that the fluid impact on the volute tongue caused this phenomenon.

4.3. Pressure Distribution

Figure 9 shows the static pressure distribution of the middle span plane of impellers with different
blade outlet angles and different flow rates. Under the condition of a low flow rate, the low-pressure
region of the impeller inlet increased first and then decreased with the increase of the outlet angle.
At the design flow rate, the area of the low-pressure zone increased first and then decreased with the
increase of the impeller outlet angle between 90◦ and 270◦. Under a large flow rate, there was a reverse
pressure gradient in the impeller channel between 90◦ and 270◦, and this phenomenon was alleviated
with the increase of the blade outlet angle.

The static pressure increased with the increase of the flow rate. The maximum static pressure
occurred at the impeller outlet near the volute tongue, which increased with the increase of the blade
outlet angle, and the area of high pressure area became larger. In the static pressure distribution
diagram of the impeller, we observed that the static pressure value of the fan gradually increased due
to the continuous work of the impeller blade rotation on the air flow. At the impeller inlet, there was a
clear low pressure area on the suction surface of the blade, and reverse flow occurred near the wall,
resulting in separation loss. At high flow rates, this phenomenon was alleviated with the increase of
the outlet angle.
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Figure 9. Static pressure distributions at the middle span plane of the impeller.

As can be seen from Figure 10, the total pressure distribution of the fan gradually increased from
the impeller inlet to the outlet. As the flow rate increased, the total pressure increased. Under different
outlet angles, the pressure changes in the impeller passage mainly occurred between 90◦ and 270◦.
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At a low flow rate, the total pressure did not change greatly with the increase of the blade outlet angle.
At the design flow rate, the low-pressure region appeared at the outlet of the single impeller, which
increased first and then decreased with the increase of the outlet angle.

Combined with the velocity vector diagram, the low-pressure area appeared in the low speed
region. At high flow rates, the total pressure increased with the increasing of the outlet angle. With the
increase of the blade outlet angle, the effective working area of the impeller increased, the total impeller
pressure increased overall, especially in the circumferential area of the outlet of the blade. In addition,
the pressure distribution of different flow paths between blades was different in the range of 90◦−270◦,
which indicates that the flow characteristics inside the fan were asymmetric.
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Figure 10. Total pressure distributions at the middle span plane of the impeller.

4.4. Turbulence Kinetic Energy Distribution

It can be seen from Figure 11 that the high turbulent kinetic energy region was mainly distributed
near the volute tongue at the impeller outlet and gradually diffused toward the surrounding area.
When the gas flowed through this area, boundary layer separation easily occurred. In general,
the turbulent energy was the smallest when the blade outlet angle was 29.5◦. With the increase of
the blade outlet angle, the turbulent energy of the volute section first decreased and then increased.
The outlet angle of the blade had a suitable value, which can reduce the flow loss of the volute section
and improve the efficiency of the fan.
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Figure 11. Turbulence kinetic energy distributions at the middle span plane of a fan.

4.5. Pressure Pulsation Analysis

To better analyze the influence of the blade outlet angle on the pressure pulsation in the impeller
outlet area, the time-domain characteristics of pressure pulsation at each monitoring point of the
impeller were transformed by fast Fourier transform, and the frequency domain of pressure pulsation
was obtained, as shown in Figure 12. It can be seen from the diagram that the main frequency of
pulsation at the monitoring point of the impeller outlet of the centrifugal fan was the blade passing
frequency (fBPF) and its frequency multiplication, and the amplitude of pulsation reached the maximum
at the blade passing frequency. Due to rotor–stator interactions, pressure fluctuations near the volute
tongue (P1, P5) were large. However, from the view of the frequency domain map of the monitoring
points, the change rules of each monitoring point were different at different outlet angles, so further
analysis is required. The blade passing frequency was calculated by Equation (4).

fBPF =
NZ

60
, (4)

where N is the speed, r/min; Z is the number of blades.
For further analysis, we use mean pressure amplitude cp to calculate pressure pulsation energy of

all the six measuring points for different outlet angles.

cp =

∑n
1 cp−i

6
(n = 6), (5)

where cp−i represents the pressure amplitudes at fBEF for different measuring positions.
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Figure 12. Frequency domain of the pressure pulsation for different blade outlet angles: (a) 26.5◦;
(b) 28◦; (c) 29.5◦; (d) 31◦; and (e) 32.5◦.

Figure 13 shows the average pressure amplitude at different outlet angles. In general, with the
increase of the blade outlet angle, the pressure fluctuation amplitude of the fan increased. However,
the amplitude of pressure fluctuation decreased with the increase of the blade outlet angle at 26.5◦−28◦

and 29.5◦−31◦. Therefore, overall, the outlet angle of the blade increasing in a certain range reduced
the pressure pulsation on the impeller, which is beneficial to reduce the noise of the impeller.
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Figure 13. Average pressure amplitude at different angles.

5. Conclusions

In this paper, five models of centrifugal fan impellers with different blade outlet angles were
established, and the influence of the blade outlet angle on centrifugal fan performance was studied
using CFD software. The conclusions can be drawn as follows:

1. The blade outlet angle had different effects on the total pressure and efficiency. At Q/Qdes < 1.4,
the total pressure coefficient of the fan first increased and then decreased with the rise of the
blade outlet angle at the same flow rate. The outlet angle of the blade with the highest efficiency
was different under different flow rates. At a high flow rate, the efficiency increased with the
increase of the outlet angle. At the design or a low flow rate, the efficiency was the highest when
the blade outlet angle was 26.5◦ and reached the maximum of 84.85% at the designed flow rate.

2. Through the simulation and analysis of the flow field inside a centrifugal fan, with the increase
of the outlet angle, the flow speed near the volute tongue increased and the low pressure area
at the impeller inlet first increased and then decreased at a low flow rate. With a blade outlet
angle of 29.5◦ at the design flow rate, the swirl in the blade passage was minimal. In the case of a
large flow rate, the increase of the blade outlet angle decreased the low speed area at the impeller
outlet, decreased the reverse pressure gradient area at the blade leading edge, and increased the
total pressure. The turbulent kinetic energy decreased first and then increased with the increase
of the blade outlet angle.

3. Through the analysis of the frequency domain diagram, we found that the pressure fluctuation
of a centrifugal fan was the smallest when the outlet angle of the blade was 28, and we found
that properly increasing the outlet angle of the blade reduced the fluctuation amplitude of the
fan at the blade frequency and its frequency multiplication, which is conducive to reducing
impeller noise.
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Abstract: In recent times, optimization began to be popular in the turbomachinery field.
The development of computational fluid dynamics (CFD) analysis and optimization technology
provides the opportunity to maximize the performance of hydro turbines. The optimization techniques
are focused mainly on the rotating components (runner and guide vane) of the hydro turbines.
Meanwhile, fixed flow passages (stay vane, casing, and draft tube) are essential parts for the proper
flow uniformity in the hydro turbines. The suppression of flow instabilities in the fixed flow passages
is an inevitable process to ensure the power plant safety by the reduction of vortex-induced vibration
and pressure pulsation in the hydro turbines. In this study, a CFD-based shape design optimization
process is proposed with response surface methodology (RSM) to improve the flow uniformity in the
fixed flow passages of a Francis hydro turbine model. The internal flow behaviors were compared
between the initial and optimal shapes of the stay vane, casing, and the draft tube with J-Groove.
The optimal shape design process for the fixed flow passages proved its remarkable effects on the
improvement of flow uniformity in the Francis hydro turbine.

Keywords: CFD; shape optimization; Francis turbine; fixed flow passage; flow uniformity

1. Introduction

Hydropower is considered a reliable renewable source for electricity production. The hydraulic
turbine is an essential component of the hydropower plant. Among various types of hydraulic turbines,
Francis turbines are widely used over a wide range of flow rates and heads [1]. The main hydro passage
parts of the Francis turbine are composed of a spiral casing, stay vane, guide vane, runner and draft
tube. The flow instabilities in the fixed flow passages can cause failure in the whole hydro turbine
system. The design of the fixed flow passages is dependent on the moving components of the runner
and guide vane in the Francis turbine.

The fixed flow passages are designed to keep the proper flow uniformity by suppressing the
pressure pulsation, vortex-induced vibration and swirl flow. The main objective of the stay vane is to
maintain the uniform flow from the casing to guide vane and runner flow passages [2]. The non-uniform
flow distribution from the stay vane causes the vortex-induced vibration, which initiates the failure
in the stay vane [3]. The purpose of the spiral casing is to direct the fluid from the penstock pipe to
the stay vane and guide vane. Kurokawa and Nagahara [4] explained the free-vortex, accelerating
and decelerating types of the spiral casing. The flow behavior is dependent on the casing shape.
The improper flow distribution causes pressure pulsation and secondary vortex, which induces the
cracking in the casing wall. Price indicated that the severe pressure fluctuation in the spiral casing
causes the brittle crack in the casing wall [5]. The draft tube is designed to improve the dynamic
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energy in the runner outlet and recover the suction head [6]. The existence of swirl flow in the draft
tube causes the flow instabilities [7–9]. J-Groove installation suppresses the flow instabilities in the
draft tube of the Francis hydro turbine [10]. J-Groove is the groove engraved on the wall of the draft
tube that induces reverse jet flow through the shallow groove channels to suppress the swirl flow [11].

The computational fluid dynamics (CFD) analysis has become one of the main tools for
turbomachinery flow analysis. The application of CFD analysis makes it easier to evaluate a large
number of design cases with precise and accurate results. It is used to predict the internal flow
behavior of the turbomachinery, flow separation, and loss distribution in Francis turbine components.
Many researchers have conducted CFD analysis on the Francis hydro turbine for the prediction of
performance [12], part-load performance [13], suction performance [14], unsteady flow behavior [15].
The CFD analysis and optimization techniques were integrated for the optimization of the runner
blade [1]. The maximum improvement in the moving components (runner and guide vane) was
achieved via CFD-based optimization [16–19]. However, few studies related to the fixed flow passages
(spiral casing, stay vane and draft tube) of Francis hydro turbines are available [20,21].

Nowadays, design optimization using numerical analysis is widely used for turbomachinery.
Wu et al. performed the CFD-based design optimization for a Francis hydro turbine. They showed a
comparison between the initial and optimal design of turbines at the design point [19]. They mainly
focused on the optimization of the runner blade of the Francis hydro turbine. The conventional blade
design approaches integrated with the advanced CFD analysis are powerful and effective tools for
the design optimization of turbomachinery. A CFD-based design optimization system that integrates
internally developed parametrized mathematical geometry models, automatic mesh generators and
commercial 3D Navier–Stokes code like ANSYS CFX 19.2 permits designers to interactively generate,
modify and visualize the geometric model of turbine components. The design process can be
repeated until a fully optimized model with satisfactory performance is obtained. Nakamura and
Kurosawa [22] conducted the design optimization of a high specific speed Francis turbine using a
multi-objective genetic algorithm (MOGA). The design optimization of hydraulic machinery can be
performed by multilevel CFD techniques [23]. The multilevel CFD technique reduced the computation
time. Sosa et al. [6] performed the design optimization of the draft tube by using CFD analysis.
Si et al. [24] proposed a multi-point design process based on CFD and an intelligent optimization
method for the automotive electronic pump. Ayancik et al. [1] conducted a simulation-based design of
a Francis hydro turbine runner that was performed by following a surrogate model-based optimization.
The conventional CFD-based design process is executed through trial and error; hence, designing a
runner for a Francis hydro turbine can take several months. Due to these drawbacks of conventional
CFD-based design, CFD-based optimization design approaches can be followed for the reduction of
calculation time and better shape design.

It is essential to integrate a robust and flexible design tool in a CFD-based design optimization
system to allow automatic generation and modification of the design geometry. The objective of
this study is to propose a CFD-based shape design optimization process for fixed flow passages in
the Francis hydro turbine. For the CFD-based shape design optimization, the surrogate model was
prepared by using response surface methodology (RSM). The various RSMs were evaluated by the
goodness of fit test for the precise and accurate response surface. The multi-objective genetic algorithm
(MOGA) was applied for the optimization of the fixed flow passages. The hydraulic design and
optimization framework for stay vane, casing, and a draft tube with J-Groove can be generalized for
reaction hydro turbines (Francis turbine and Pump turbine). The CFD-based optimization process
included the parametric design of stay vane, casing, and the draft tube with J-Groove, fluid domain
modeling, meshing, ANSYS CFX solver, post-processing, design of experiment (DOE), response surface
preparation and multi-objective optimization.
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2. Hydro Turbine Design and Optimization Methodology

2.1. Hydro Turbine Design

2.1.1. Process of Hydraulic Design

Figure 1 illustrates the hydraulic design process of the Francis hydro turbine proposed in this
study. The conceptual design of the turbine components is based on the turbomachinery theory.
The conceptual design for the Francis hydro turbine was prepared according to the turbine specification.
Generally, the hydro turbine design is commenced with the runner design. The guide vane is designed
according to the flow angle at the runner inlet. The stay vane design should match the inlet flow angle
of the guide vane. The proper flow distribution at the stay vane inlet should be maintained by casing
design. The runner outlet flow angle is a constraint for the draft tube design. A fixed flow passage
design is linked with each other. Therefore, the initial shape design was completed in serial order as in
the conceptual design by theory and detail design by 3D shape modeling. It was challenging to obtain
the whole turbine passages optimization at once because it consisted of numerous design variables
and overlapping constraints. Hence, the fixed flow passages shape was optimized for each passage
separately to reduce the computational cost and make an effective optimization process. In this study,
runner and guide vane design conditions were fixed, which created the constraints for the optimization
process followed.

 

 

= √
= √

Figure 1. Hydraulic design process of the Francis hydro turbine with computational fluid dynamics
(CFD)-based optimization.

2.1.2. Francis Turbine Specification and Performance

The design specification of the 100 MW class Francis hydro turbine model is shown in Table 1.
The minimum and maximum heads of the Francis hydro turbine are 66.5 m and 110 m, respectively.
The design flow rate of the prototype turbine is 125.4 m3/s. The turbine maximum output power is
113 MW, and the minimum output power is 62.3 MW. The specific speed Ns, unit discharge Q11 and
unit speed N11 are evaluated by using Equations (1)–(3), respectively.

Ns =
n
√

P

H
5
4

(1)

Q11 =
Q

D2
e

√
H

(2)

N11 =
nDe√

H
(3)

where n is the rotational speed in min−1, P is the output power in kW, H is effective head in m, Q is
flow rate in m3/s, De is the runner outlet diameter.
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Table 1. Design specification of the 100 MW class Francis turbine.

Nomenclature Unit Values

Effective head, H m 90
Flow rate, Q m3/s 125.4

Power, P MW 100
Rotational speed, n min−1 180
Inlet diameter, Di mm 4863

Outlet diameter, De mm 3995
Specific speed, Ns kW-min−1-m 205

Francis turbine fluid domain by initial design is shown in Figure 2a, which consists of a spiral
casing, 20 stay vanes, and 20 guide vanes with 13 runner blades, and the elbow-type draft tube.
The runner inlet and outlet diameters are Di = 4863 mm and De = 3995 mm, respectively. The installed
capacity of the Francis turbine is 100 MW. The efficiency hill chart of the Francis hydro turbine by
initial design and CFD analysis is shown in Figure 2b. The various guide vane openings are used to
regulate the flow rate for the Francis hydro turbine. The guide vane opening from 8◦ to 41◦ is used to
change the flow rate. The design point for the Francis hydro turbine is determined at N11 = 76.12 and
Q11 = 0.87. The best efficiency of the Francis hydro turbine is located in the range of guide vane angles
of 23◦ to 26◦ and unit speeds of N11 = 70 to N11 = 80.
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Figure 2. (a) Schematic view and (b) efficiency hill chart of the 100 MW class Francis hydro turbine by
initial design.

2.1.3. Stay Vane Design

The purpose of the stay vane (SV) is to guide the water flow from the casing to guide vane and
runner, and for structural purpose. The main design parameters for the stay vane are vane angles,
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thickness, ellipse ratio at the leading edge, and trailing edge. The design parameters for the stay vane
are shown in Figure 3a. The design parameters for the stay vane are defined as in Equation (4).

dSV = [α1, . . . ,α5, δ1, . . . , δ5, ale, ate]
T (4)

where dSV is the design variables matrix of the stay vane, αi is the vane angle at ith section of the stay
vane, δi is the thickness at ith section of the stay vane, ale is the ellipse ratio at the leading edge (LE),
ate is the ellipse ratio at the trailing edge (TE) and superscript T indicates the transpose of the design
variables matrix.
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Figure 3. (a) Parametric design schematic view and (b) initial stay vane shape.

Figure 3b shows the initial stay vane shape using the vane angle and thickness distributions.
The inlet vane angle is 30◦, and the outlet vane angle is 33◦. The thickness of the stay vane is 46 mm at
the LE and 28 mm at the TE. The maximum thickness of the stay vane is 150 mm at 0.4 normalized
distance from the LE. The vane angle and thickness distribution are the same throughout the stay vane.

2.1.4. Casing Design

The spiral casing shape is dependent on the cross-section radii [20]. Figure 4a,b indicates the
parametric design parameters and initial shape design of the casing, respectively. The parametric
design of the casing shape is defined as in Equation (5).

dCA = [r0, r2, · · · , r11]
T (5)

where dCA is the design variables matrix of the casing, ri is the cross-section radius at ith section of the
spiral casing.
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Figure 4. (a) Parametric design and (b) initial cross-section radius of casing (red line indicates
measuring location).

2.1.5. Draft Tube Design with J-Groove Installation

The diffuser angle of the draft tube is generally determined in the range of 3◦ to 10◦ for minimum
energy loss, which is an important design parameter for the discharge pressure recovery and flow
uniformity in the draft tube [25]. The conceptual design of the draft tube shows that the diffuser angle
of 3.5◦ provides maximum pressure recovery. Figure 5 shows the technical design of the draft tube.
Moreover, in the case of the off-design condition, there exists swirl flow in the draft tube of the Francis
hydro turbine, and J-Grooves can be an effective countermeasure of the flow instability in the draft
tube [10]. J-Grooves are the grooves that are installed on the draft tube inner wall of the Francis turbine.
The design parameters of the J-Groove are defined as angle (θJG), length (lJG), depth (dJG) and number
(nJG), which are shown in Figure 6. The J-Groove is used to suppress the swirl flow in the draft tube by
the reverse flow mechanism through the J-Groove passage [11].
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Figure 5. (a) Top view and (b) side view of draft tube (all dimensions are in mm).
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Figure 6. J-Groove shape install on the draft tube inner wall and design parameters.

The parametric design for the J-Groove is represented in Equation (6).

dDT =
[
dJG,θJG, lJG, nJG

]T
, (6)

where dDT is the design variable matrix of the J-Groove, dJG is the J-Groove depth, θJG is the J-Groove
angle, lJG is the J-Groove length and nJG is the number of J-Grooves.

The grooves are evenly distributed in the circumference of the draft tube. Therefore, the number
of J-Grooves can be calculated as in Equation (7). The initial shape of the J-Groove is defined as
dJG = 106 mm, lJG = 2000 mm, θJG = 12◦ and nJG= 15.

nJG =
180◦

θJG
(7)

2.2. Optimization Methodology

2.2.1. Process of Shape Optimization

The optimization process for the shape optimization of Francis hydro turbine fixed flow passages
is illustrated in Figure 7. The design of experiments (DOE) was generated by using the optimal-space
filling (OSF) method. The optimization for the fixed flow passages was carried out by using response
surface methodology (RSM) and multi-objective genetic algorithm (MOGA). RSM is considered a
sensitivity analysis tool, which is used to improve the sensitivity between the objective functions
and input parameters [26]. RSM can be expressed as in Equation (8). The RSM uses a first-order
and second-order polynomial form to develop the precise and concise correlation model, and the
mathematical expressions of RSM are shown in Equations (9) and (10):

y = f (x1, x2, · · · , xn) + e (8)

y = α +
n∑

i=1

αixi + e1 (9)
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y = α +
n∑

i=1

αixi +
n∑

i=1

αiix
2
i +

n−1∑

i=1

n∑

j=i+1

αi jxix j + e2 (10)

where y is the response of the system, x1, x2, · · · , xn are the independent variables and e is the error,
xi is the ith input parameter, α is the coefficient of the response surface.
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Figure 7. Optimization workflow for the 100 MW class Francis hydro turbine fixed flow passages.
(DOE is Design of experiment and MOGA is Multi-Objective Genetic Algorithm).

RSM was used to decrease the computational cost in the optimization process. The response
surface for the objective functions can be generated by using various RSMs such as genetic aggregation
(GA) [27], radial basis function (RBF) [28], polynomial response surface (PRS) [29], Kriging (KG) [30],
non-parametric regression (NPR) [31], neural network (NN) [32]. All these methodologies have their
pros and cons. The selection of the RSM is based on the accuracy and consistency of the methodology.
Among different RSMs, the accuracy is measured by using the goodness of fit test. The goodness of
fit test can be calculated by using the coefficient of determination (CoD), maximum relative residual
(MRR) and root mean square error (RMSE), which are expressed in Equations (11)–(13).

CoD = 1−
∑ns

i=1(yi − ŷi)
2

∑ns

i=1

(
yi − yi

)2
(11)

MRR = max
i

[
Abs

(
yi − ŷi

y

)]
(12)

RMSE =

√√
1
ns

ns∑

i=1

(yi − ŷi)
2 (13)

where ns is the number of verification points, yi is the response from CFD analyses, ŷi is the corresponding
response from the surrogate model and y is the arithmetic mean of yi. The verification points are used
to evaluate Equations (11)–(13). If the result of the goodness measure shows CoD = 100%, MRR = 0%
and RSME = 0%, it means that the response surface is highly precise and accurate.

The goodness measures concluded that the genetic aggregation was most suitable for the
approximation of response surface, compared to other RSMs. The results of the goodness of fit test
are shown in Table 2. Therefore, in this study, the genetic aggregation method was implied for the
preparation of the response surface. The optimization was carried out using MOGA. Table 3 indicates
the setting criteria for the optimization process.
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Table 2. Results of goodness of fit test. (CoD is Coefficient of Determination, MRR is Maximum Relative
Residual, RMSE is Root Mean Square Error).

Goodness
Measure RSM

Stay Vane Casing Draft Tube

η(dSV) γ(dSV) Hl(dSV) γ(dCA) Hl(dCA) η(dJG) S(dJG) Hl(dDT)

CoD

GA 98% 97% 90% 98% 98% 100% 97% 99%
SP 98% 96% 89% 100% 99% 77% 95% 77%
KG 100% 100% 100% 100% 100% 100% 100% 100%
RBF 100% 100% 100% 100% 100% 100% 100% 100%
NPR 99% 99% 100% 100% 100% 100% 100% 100%
NN 99% 98% 92% 88% 89% 28% 77% 34%

MRR

GA 0.19% 2.28% 3.57% 0.16% 8.50% 0.13% 0.19% 9.56%
SP 0.10% 3.04% 35.74% 0.13% 31.20% 0.11% 0.69% 16.65%
KG 0.09% 1.86% 42.96% 0.42% 20.06% 0.23% 2.94% 18.08%
RBF 0.09% 0.09% 57.45% 0.10% 17.83% 0.13% 0.94% 14.05%
NPR 0.19% 1.97% 38.10% 0.52% 9.78% 0.08% 0.88% 10.11%
NN 0.15% 1.47% 28.3% 0.54% 20.13% 0.05% 0.65% 6.17%

RMSE

GA 0.01% 0.51% 0.02% 0.03% 1.46% 0.01% 0.02% 0.01%
SP 0.01% 1.36% 0.04% 0.13% 31.20% 0.01% 0.06% 0.02%
KG 0.01% 0.89% 0.05% 0.42% 20.06% 0.06% 0.09% 0.07%
RBF 0.01% 0.06% 0.04% 0.10% 17.83% 0.01% 0.06% 0.01%
NPR 0.02% 1.37% 0.04% 0.38% 7.54% 0.01% 0.06% 0.01%
NN 0.01% 0.82% 0.03% 0.35% 16.51% 0.03% 0.04% 0.01%

Table 3. Information of setting criteria for MOGA.

Parameter Value

Number of initial samples 300
Maximum number of cycles 30

Number of samples per cycle 100
Crossover probability 0.95
Mutation probability 0.05

Maximum allowable Pareto percentage 97
Convergence stability percentage 2

2.2.2. Process of Stay Vane Shape Optimization

In this study, the turbine efficiency η(dSV), flow uniformity γ(dSV), head loss Hl(dSV), effective
head H(dSV), and flow rate Q(dSV) were considered for the evaluation of stay vane design as in
Equations (14)–(18). The measurement locations of the flow uniformity at SVout and head loss are
calculated by the difference between the total pressure at SVin and SVout, as shown in Figure 3.

η(dSV) =

[
τω

ρgQH

]
× 100% (14)

γ(dSV) =



1−

∮
√
(u− u)2

2Au
dA



× 100% (15)

Hl(dSV) =
∆ptotal@SV

ρg
(16)

H(dSV) =
pt

inlet − pt
outlet

ρg
(17)

Q(dSV) =
moutlet

ρ
(18)

where τ is torque generated by runner (Nm) and ω is rotational speed of runner (rad/s). u is the average
velocity in stay vane passage (m/s), u is the local velocity in stay vane passage (m/s) and A is the
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cross-section area of stay vane passage (m2). ∆ptotal@SV is the change in total pressure in stay vane
passage (Pa), pt

inlet and pt
outlet are total pressures at inlet and outlet of the turbine (Pa). moutlet is mass

flow rate of water at the turbine outlet (kg/s).
The optimization formulation for the stay vane is elaborated as in Equation (19).

maximize η(dSV), γ(dSV)

minimize Hl(dSV)

subject to 80 m ≤ H(dSV) ≤ 95 m
120 m3/s ≤ Q(dSV) ≤ 135 m3/s

dL
SV ≤ dSV ≤ dU

SV

(19)

where dL
SV and dU

SV are lower and upper bounds for the design variable dSV, respectively, and their
values are summarized in Table 4. The turbine efficiency η(dSV) and flow uniformity γ(dSV) were
maximized to obtain more output power, while vortex-induced vibration was suppressed. At the same
time, the head loss Hl(dSV) was minimized to prevent loss of power in the stay vane. The effective
head H(dSV) and flow rate Q(dSV) of the turbine were used as constraints for the stay vane design.

Table 4. Bounds for design variables of stay vane.

Design Variable Lower Bound (dL
SV) Upper Bound (dU

SV)

α1 26◦ 32◦

α2 29◦ 36◦

α3 34◦ 42◦

α4 32◦ 39◦

α5 30◦ 36◦

δ1 40 mm 52 mm
δ2 120 mm 155 mm
δ3 135 mm 155 mm
δ4 95 mm 120 mm
δ5 25 mm 35 mm

ale, ate 0.7 1.25

The optimal Pareto front for the stay vane design is shown in Figure 8. The Pareto front is plotted
between turbine efficiency and flow uniformity. The trade-off between turbine efficiency and flow
uniformity is required to obtain the optimal design of stay vane. Flow uniformity is measured at the
outlet of the stay vane. The measuring location plays a vital role in the calculation of flow uniformity.
If the measuring location changes, the nature of the Pareto front will change. The main objective of
the design optimization is to have smooth flow distribution in the stay vane flow passage. The flow
uniformity of the optimal stay vane should be above 90%. Based on the above assumptions, the optimal
stay vane (OSV) was selected with flow uniformity 91.97% and turbine efficiency 96.37%.
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Figure 8. Pareto front for the optimization of stay vane design.
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2.2.3. Process of Casing Shape Optimization

In order to evaluate the flow condition in the casing, the flow uniformity γ(dCA) and head loss
Hl(dCA) were examined. The flow uniformity, which determines the deviation of flow velocity in the
casing shape, is calculated as in Equation (20). The flow uniformity was measured as an averaged
value at the location of the whole casing outlet of 1.00 De from the runner axis center, which is shown
in Figure 4a by a red circle. The head loss was defined by the losses in the spiral casing passage due to
flow mixing and wall friction, as in Equation (21), and the head loss was calculated by the difference
between inlet and outlet of casing.

γ(dCA) =



1−

∮
√
(u− u)2

2Au
dA



× 100% (20)

Hl(dCA) =
∆ptotal@casing

ρg
(21)

where u is the average velocity in casing passage (m/s), u is the local velocity in casing passage (m/s),
and A is the cross-section area of casing passage (m2), ∆ptotal@casing is change in total pressure in casing
passage (Pa).

The design optimization problem of the casing is formulated as in Equation (22).

maximize γ(dCA)

minimize Hl(dCA)

subject to γ(dCA) ≥ 97%
dL

CA ≤ dCA ≤ dU
CA

(22)

where dL
CA and dU

CA are lower and upper bounds for the design variable dCA, respectively.
The bounds for design variables of the casing are shown in Table 5. The Pareto front for the casing

shape optimization was prepared by using head loss and flow uniformity. Figure 9 shows the Pareto
front for the optimization of the casing. The Pareto front shows the trade-off between flow uniformity
and head loss. Thus, the selection of the optimal design is based on the requirement of the user. In this
study, the main objective was to increase the flow uniformity above 97%. Therefore, the optimal design
was selected considering flow uniformity above 97% with minimum head loss.

Table 5. Bounds for design variables of casing.

Design Variable Lower Bound (dL
CA) Upper Bound (dU

CA)

r0 1900 mm 2400 mm
r1 1800 mm 2300 mm
r2 1700 mm 2200 mm
r3 1600 mm 2000 mm
r4 1500 mm 1900 mm
r5 1350 mm 1750 mm
r6 1250 mm 1600 mm
r7 1100 mm 1400 mm
r8 950 mm 1250 mm
r9 800 mm 1000 mm
r10 600 mm 800 mm
r11 500 mm 700 mm
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Figure 9. Pareto front for the optimization results of casing design.

2.2.4. Process of Draft Tube Shape Optimization

The optimization was carried out to obtain the optimal solution for the draft tube shape with
the J-Groove installation. The turbine efficiency η(dDT), swirl intensity S(dDT), head loss Hl(dDT),
effective head H(dDT), and flow rate Q(dDT) were considered for the evaluation of draft tube shape
design, as in Equations (23)–(25). The measurement locations of the swirl intensity were set in the
range of z/R0 = 1.15 to 3.60, as shown in Figure 6.

η(dDT) =

[
τω

ρgQH

]
× 100% (23)

S(dDT) =

∫
vθvar2dr

R
∫

v2
ardr

(24)

Hl(dDT) =
∆ptotal@JG

ρg
(25)

where τ is torque generated by runner (Nm), ω is rotational speed of runner (rad/s), ρ =997 kg/m3 is
the density of water at 25 °C, g = 9.81 m/s2 is gravitational acceleration, Q is the flow rate (m3/s), and H

is the effective head (m), vθ is the local tangential velocity in the draft tube (m/s), va is the local axial
velocity in the draft tube, r is the radial position, R is the cross-section radius, ∆ptotal@JG is the change
in total pressure in draft tube passage (Pa), z is the vertical distance from the axis of turbine, R0 is the
runner outlet radius.

In order to investigate the flow instability and to express the complicated and unique internal flow
behavior in the draft tube effectively, swirl intensity S(dDT) was adopted to determine the strength
of swirl flow in the draft tube. The swirl intensity represents the ratio of the axial flux of angular
momentum to axial momentum, as shown in Equation (24).

The optimization formulation for the draft tube is elaborated as in Equation (26).

maximize η(dDT)

minimize S(dDT), Hl(dDT)

subject to 80 m ≤ H(dDT) ≤ 95 m
120 m3/s ≤ Q(dDT) ≤ 135 m3/s

dL
DT ≤ dDT ≤ dU

DT,

(26)

where dL
DT and dU

DT are lower and upper bounds for the design variable dDT, respectively, and their
values are summarized in Table 6. The turbine efficiency η(dDT) was maximized to obtain more output
power. At the same time, the swirl intensity S(dDT) and head loss Hl(dDT) were minimized to suppress
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the swirl flow and prevent energy loss in the draft tube flow passage. The effective head H(dDT) and
flow rate Q(dDT) of the turbine were used as constraints for the draft tube design, which are expressed
as in Equations (17) and (18), respectively.

Table 6. Bounds for design variables of draft tube shape.

Design Variable Lower Bound (dL
DT) Upper Bound (dU

DT)

dJG 50 mm 200 mm
θJG 8◦ 20◦

lJG 1500 mm 3000 mm
nJG 9 21

The lower and upper limits of draft tube design variables are indicated in Table 6.
The optimization of the draft tube design was carried out at the design point. The Pareto front was

prepared by the trade-off between turbine efficiency and swirl intensity, which is shown in Figure 10.
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Figure 10. Pareto front for optimization of draft tube design at the design point.

3. CFD Methodology

The CFD analysis for the turbomachinery requires a highly reliable computational system for
the calculation of complex internal flow phenomena. Moreover, while conducting the optimization,
numerous samples are needed, which demand extensive computational cost and time for CFD analysis.
Figure 11 shows the numerical scheme of CFD analysis adopted in this study, in combination with the
optimal design process. The CFD analysis process is directly connected to the optimum design process.
The CFD analysis method was adopted from previous studies [33–35].

The CFD analysis for the casing DOE samples was performed without stay vanes because the flow
field in the spiral casing is independent of the flow field of the stay vane [36]. Furthermore, the single
flow passage analysis for the stay vane was used for the calculation of DOE. It provides precise CFD
analysis results and reduces the computation time. However, the full domain analysis was required
for the DOE of the draft tube with the J-Groove installation because the flow field in the J-Groove is
dependent on other components of the Francis hydro turbine.

The CFD analysis was conducted using a commercial code of ANSYS CFX 19.2 [37]. The numerical
analysis was performed by solving the governing equations and Reynolds-averaged Navier–Stokes
(RANS) with the turbulence model. In this study, the Shear Stress Transport (SST) turbulence model
was selected because the SST model combines the capabilities of the κ-ω model away from the walls
and the robustness of the κ-ε turbulence near the walls by using blending functions of the automatic
near-wall treatment. The Rhie–Chow algorithm was used to interpolate the pressure–velocity coupling
mechanism. The high-resolution order was used to solve the advection term, and the first-order
upwind difference was used to solve the turbulence numeric [37].
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κ ω
κ ε

 

Figure 11. Numerical scheme of CFD analysis in combination with optimal design process (RANS is
Reynolds-averaged Navier-Stokes).

The proper numerical grids are required for precise and accurate computational analysis.
The structured mesh for the numerical analysis was generated using ANSYS ICEM 19.2 [37].
The numerical grids for the 100 MW class Francis hydro turbine are shown in Figure 12. The mesh
dependence test was carried out to determine the optimum number of nodes. The results of the
mesh dependence were compared with efficiency and output power. Figure 13 shows the mesh
dependence test results, and we concluded that 8.2 million nodes was the optimum number for
computational analysis. Table 7 presents the information on the numerical grids used for CFD analysis.
The non-dimensional wall distance y+ values for the several components of the Francis hydro turbine
were less than 100, which was suitable for the SST turbulence model with automatic near-wall treatment
within the reliable resolution range of 1 < y + < 100. Table 8 shows the summary of boundary conditions
for CFD analysis. The performance curves of the 100 MW Francis hydro turbine are shown in Figure 14.
The performance curves indicated that the design point and best efficiency point were matched well.
They verified that the conceptual design of the 100 MW Francis hydro turbine was acceptable.
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Figure 12. Numerical grids of the 100 MW class Francis turbine.
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Figure 13. Mesh dependency test results for CFD analysis.

Table 7. Numerical grids information.

Components Node Number Mesh Size (mm) Y + Value

Casing 435,922 7.5 29.5
Stay Vane 1,561,220 2.5 22.9

Guide Vane 2,520,000 3.0 34.3
Runner 2,294,595 5.0 84.2

Draft Tube 1,428,835 9.0 14.4

Total 8,240,572

Table 8. Summary of boundary conditions for CFD analysis.

Parameter/Boundary Condition/Value

Inlet Total Pressure
Outlet Static Pressure

Rotational speed 180 min−1

Turbulence model Shear Stress Transport (SST)
Grid interface connection General Grid Interface (GGI)

Physical time scale Steady State/0.0531 s
Time step Unsteady State/0.00185 s (2◦ per time step for 1 revolutions)

Interface model Steady State/Frozen rotor Unsteady State/Transient rotor stator
Walls No slip wall (roughness: smooth)
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Figure 14. Validation of conceptual design of the 100 MW Francis hydro turbine by CFD analysis.
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4. Results and Discussion

4.1. Stay Vane Shape Optimization

Figure 15 shows the comparison of the vane angle and thickness between the initial stay vane (ISV)
and optimal stay vane (OSV) shapes. The inlet vane angle was changed from 30◦ to 32◦. The position
for the maximum thickness was modified from the normalized distance of 0.4 to 0.3. The maximum
thickness was increased from 150 mm to 158 mm. The 3D view of the initial and optimal stay vane
shapes are shown in Figure 15. Table 9 shows the results of stay vane optimization for the 100 MW
class Francis turbine. The targeted objectives of turbine efficiency, flow uniformity and head loss were
all improved remarkably.
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Figure 15. Comparison of initial and optimal stay vane designs for the 100 MW class Francis turbine.

Table 9. Results of stay vane optimization for the 100 MW class Francis turbine.

Parameter Initial Stay Vane (ISV) Optimal Stay Vane (OSV)

Head (m) 89.23 89.23
Flow Rate (m3/s) 130.36 130.64

Power (MW) 106.95 107.23
Efficiency (%) 93.91 93.96

Flow Uniformity (%) 91.73 95.04
Head Loss (m) 0.438 0.403

The flow uniformity was measured at the outlet of the stay vane. The flow uniformity encountered
the average deviation of local velocity in the reference area. The flow deviation in the small section did
not show a significant effect on flow uniformity. Therefore, flow angle distribution and vorticity were
evaluated for internal flow patterns in stay vane passage. The comparison of the flow angle between
the ISV and OSV is shown in Figure 16. The flow angle (θu) is defined by Equation (27).

θu = tan−1
(

vθ
vr

)
(27)

where vθ and vr are tangential and radial velocity components.
Figure 16 shows the comparison of flow angle in the ISV and OSV at the design point. The peak

value of the flow angle at the hub and shroud indicated the occurrence of the secondary flow near the
hub and shroud walls. The flow angle difference in the passage between the outlet of stay vane and
inlet of guide vane in the OSV became remarkably smaller than that of the ISV. It meant that the OSV
had a relatively larger ability to maintain a proper flow angle. The smaller difference caused the lower
vorticity in the passage between the stay vane and guide vane in the OSV.
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Figure 16. Comparison of flow angle in the ISV and OSV at the design point.

Figure 17 shows the strength of vorticity in between the cascade passages of the stay vane and guide
vane. The decrease in the vorticity at the OSV flow passage made the flow smoother. Thus, the possibility
of occurrence of secondary flow and vortices at the OSV flow passage decreased significantly in the
OSV. Therefore, the OSV made a more uniform flow distribution in the vane’s passage.
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Figure 17. Comparison of vorticity in ISV and OSV flow passages (a) 0.25 span and (b) 0.75 span at
design point.

4.2. Casing Shape Optimization

Figure 18 indicates the cross-section radius comparison between the initial and optimal shape of
the casing. The cross-section radius of the optimal casing shape was greater than the initial casing
shape at the central angles below θ = 180◦, but the cross-section radius near the casing tongue of
θ = 345◦ was almost the same.
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Figure 18. Comparison of initial and optimal casing design for the 100 MW class Francis turbine.

Table 10 shows the flow uniformity and head loss by the initial and optimal casing shapes,
which was compared to the design point. The flow uniformity increased slightly in the optimal casing
in comparison with that of the initial casing shape; furthermore, the optimal casing design showed a
significant decrease in the head loss in comparison with that of the initial casing design.

Table 10. Results of casing optimization for the 100 MW class Francis turbine.

Parameter Initial Design Optimal Design

Flow Uniformity (%) 97.46 97.51
Head Loss (m) 0.256 0.145

The secondary vortex intensity Jn
ABS

was used to evaluate the internal flow behavior in the
casing quantitatively. The area integral of vorticity around the casing was calculated as defined in
Equation (28).

Jn
ABS =

1
A

Ax

0

∣∣∣∣∇×
→
u

n
∣∣∣∣dA (28)

where
→
u

n
is the velocity at normal direction to the cross section, A is the cross section area.

Figure 19 shows the comparison of secondary vortex intensity between the initial and optimal
casing designs. The secondary vortex intensity is in increasing order from the inlet to the casing tongue.
The vortex intensity was suppressed significantly by optimal design in comparison to the initial casing
shape. Therefore, it was clear that the flow uniformity and head loss could be improved effectively by
the current optimum design process.

4.3. Draft Tube Shape Optimization

Table 11 shows the comparison of the design parameter sizes of the J-Grooves for draft tube shape
optimization. The 3D model of the J-Grooves installed on the draft tube wall is shown in Figure 20.

Table 11. Comparison of design parameter size of J-Grooves for draft tube shape optimization.

Design Parameter of J-Groove Initial Size Optimal Size

Length, lJG (mm) 2000 2455.5
Depth, dJG (mm) 106 169

Angle, θJG (◦) 12 8.7
Number, nJG 15 21
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Figure 19. Comparison of secondary vortex intensity between initial and optimal casing designs.
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Figure 20. Comparison between (a) initial (b) optimal J-Groove models installed on the draft tube walls.

Figure 21 shows the comparison of the swirl intensity in the draft tube by J-Groove shapes at
the design point. The swirl intensity was suppressed significantly with the installation of J-Groove.
There was a 12.12% swirl intensity reduction with initial J-Groove installation from the case without
J-Groove installation. Moreover, the additional 6.64% swirl intensity reduction was achieved by the
optimized J-Groove shape from the initial J-Groove shape. Therefore, it was clear that the installation of
an optimal J-Groove in the draft tube had a significant effect on the suppression of the flow instability
caused by the swirl flow. Table 12 reveals the results summary of the draft tube shape optimization.
The study results indicated that the installation of the J-Groove on the wall of the draft tube had
almost no influence on the turbine performance but suppressed the flow instability of the swirl
flow remarkably.

Table 12. Summary of draft tube shape optimization results for the 100 MW class Francis turbine.

Parameters Without J-Groove Initial J-Groove Optimal J-Groove

Head (m) 88.41 88.40 88.42
Flow Rate (m3/s) 125.4 125.53 125.50

Power (MW) 102.16 101.79 102.1
Efficiency (%) 94.12 94.09 94.08

Swirl Intensity Reduction (%) at z/R0 = 2.25 12.12 18.79
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Figure 21. Comparison of swirl intensity in the draft tube by J-Groove shapes at the design point.

5. Conclusions

In the present study, the fixed flow passage shapes of a 100 MW class Francis hydro turbine
were optimized for the internal flow uniformity by a CFD-based shape design optimization process.
The stay vane, casing, and draft tube were optimized separately to understand the flow characteristics
in each flow passage. The objective of the optimization was to maximize the flow uniformity and
minimize the head loss in each flow passage.

A CFD-based shape design optimization process of the parametric conceptual design, detailed
design, and optimal design of the fixed flow passage of the Francis hydro turbine was accomplished.
The design and optimization process can be generalized for the reaction hydro turbine stay vane, casing,
and draft tube with J-Grooves. Moreover, better flow uniformity was achieved in the Francis hydro
turbine by the fixed flow passages optimization process. For the optimization process, response surface
methodology was used to generate the response surface, and a multi-objective genetic aggregation
method was used to determine the global optimum solution via the optimal Pareto front.

The optimum stay vane shape was achieved with the remarkably decreased vorticity around the
stay vane flow passage, which resulted in the highly improved flow uniformity in the vane passage.
The optimal casing passage shape was achieved with the increased flow uniformity and the significantly
decreased head loss in comparison with that of the initial casing shape. The secondary vortex intensity
was suppressed effectively by casing shape optimization. The installation of a J-Groove on the wall of
the draft tube had almost no influence on the turbine performance but suppressed the flow instability
of swirl flow remarkably in the draft tube passage.
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Abstract: To study the aerodynamic performance of hovering octorotor small unmanned aerial
vehicles (SUAV) with different rotor spacing, the computational fluid dynamics (CFD) method is
applied to analyze the flow field of an octorotor SUAV in detail. In addition, an experimental platform
is built to measure the thrust and power of the rotors with rotor spacing ratios L/D of 1.0, 1.2, 1.4,
1.6, and 1.8, sequentially. According to the theory of momentum, rotor aerodynamic performance is
obtained with qualitative analysis. Further analysis with numerical simulation is presented with the
flow field of the octorotor SUAV, the vorticity distribution, velocity distribution, pressure distribution,
and streamline. The results show that the aerodynamic performance varies with the rotor spacing.
Specifically, the aerodynamic performance is poor at L/D = 1.0, which is accompanied with strong
interaction of wake and tip vortexes and interaction with each other. However, the aerodynamic
efficiency is much improved with a larger rotor spacing, especially achieving the highest at L/D = 1.8,
which is considered to be the best rotor spacing ratio for this kind of octorotor SUAV.

Keywords: octorotor SUAV; aerodynamic performance; rotor spacing; hover; CFD; vortices
distribution

1. Introduction

Small unmanned aerial vehicles (SUAVs) are normally less than 25 kg and easy to pack. Especially,
the octorotor SUAVs with evenly distributed rotors have been widely used in agricultural, surveillance,
and military, due to its advantages of simple operation and convenient portability. In addition,
octorotor SUAVs have higher load and more damaged redundancy as compared with a quadrotor or
hex-rotor SUAVs.

Considering that octorotor SUAVs often operate in environments where the Reynolds numbers
are less than 105, viscosity, laminar separation bubbles, thickened boundary layer, and flow separation
influence the rotor tip, which can lead to increased drag on the vehicle, thus, resulting in poor
aerodynamic performance. Especially, there is a strong vibration at higher rotor speed which can affect
the dynamic stability of a rotorcraft [1–3]. There are two main ways to improve the aerodynamic
performance of small rotary-wing UAVs. One way is to change the parameters of the blade [4], such as
changing the shape of the blade platform, adding a twist, taper, and so on. The second way is to
change the layout and configuration of the rotors, such as changing the distance between adjacent
rotors, the number of rotors, the tilt angle of the rotors, and so on. At the same time, with the help of
constantly developing computer simulation technology, we can intuitively explore the reasons that
lead to a decrease or increase in aerodynamic performance of the rotor, and help to optimize the layout
of the SUAVs.
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Early studies have focused on hover performance analysis of a small single rotor and a small
coaxial rotor. Bohorquez [5–7] experimentally measured the aerodynamic performance of the rotor
and used fluorescent oil to visualize surface flow, which showed consistently poor performance for
a variety of rotors with low Reynolds numbers (less than Retip = 0.5 × 105). Ramasamy [8] used the
digital particle image velocimetry (DPIV) to study the aerodynamic efficiency of the hovering micro
rotor with different blade shapes and found that changing the shape of the blade, such as adding
a linear twist and changing the planform of the airfoil, could effectively improve the aerodynamic
performance of the blade. A series of parametric studies of hovering coaxial rotor were conducted
by Lakshminarayanan [9] and Syal [10]. Changing the inter-rotor spacing proved to influence the
aerodynamic of the coaxial rotor in hover.

In recent years, research on aerodynamic performance of small rotorcrafts has deepened. Yoons [11]
studied the influence of the turbulence model on the flow solution accuracy of hovering rotor.
High-fidelity computational fluid dynamics (CFD) simulations have been implemented for multi
rotor [12,13], and adding components under the airframe was found to weaken the interactions between
rotors. Henricks [14,15] investigated the effect of rotor variables on the aeroacoustics performance
of a hovering rotor. Greater twist and taper were proven to improve both the aerodynamic and
acoustic performance. A high-speed stereo particle-image velocimetry (SPIV) study on multi rotor
was conducted by Shukla [16,17], and vortex–vortex, blade–vortex, and vortex–duct interactions were
visualized. The effect of a tilting rotor on the aerodynamic performance was studied by Zhang [18].
Tilting has been shown to help keep the vehicle stable. The simulation of the downwash flow of
octorotor was done by Yang [19].

The current study of rotor aerodynamic performance concentrated on the coaxial rotor and
quadrotor since the rotor interference of an octorotor SUAV is relatively complicated, especially the
different vortex–vortex and blade–vortex interactions with different rotor spacing. Therefore, analysis
of the aerodynamic performance of octorotor is challenging work, which can also provide significant
guidance for designing octorotor SUAVs.

The main research objective of this paper is to explore how the aerodynamic performance of a
small octorotor SUAV changes with a change of rotor spacing, why it changes, and whether there
is an optimal rotor spacing. In comparison with previous studies on small quadrotor and small
hex-rotor SUAVs [20–22], the improvement of this study lies in the addition of preliminary studies on
wake vortices.

2. Theoretical Analysis

Momentum theory is assumed to be an effective method for flow-field analysis of rotorcrafts.
It regards the rotating rotor as an actuator disk and relates the induced airflow velocity through the
actuator disk to the thrust and power of the rotor. According to the momentum theory [23], the induced
flow velocity can be expressed as:

Vh =
√

T/2ρA (1)

where T is the thrust generated by the rotor, ρ is the air density, with a value of 1.225 kg ·m−3, and A is
the area of the rotor disk.

The induced power consumption can be expressed as:

Pi = TVh = T3/2/
√

2ρA (2)

To measure the aerodynamic efficiency of a rotor in hover, FM is defined as the ratio of induced
power consumption to actual power consumption:

FM =
Pi

P
=

T3/2/
√

2ρA

P
=

C3/2
T

/
√

2

CP
(3)
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where
CT =

T

ρAΩ2R2
(4)

is the thrust coefficient,

CP =
P

ρAΩ3R3
(5)

is the power coefficient. Ω is the angular velocity of the rotor and R is the radius of the rotor.
FM of a given rotor is often expressed as a function of CT/σ. Here, σ is the solidity of the rotor,

and can be defined as:
σ = Nc/πR (6)

where N is the number of blades and c is the chord.
Since the tapered blade is adopted in this paper, the influence of varying chord length on the

solidity must be considered, and Equation (7) is adopted to calculate the equivalent solidity:

σe = 3
∫ 1

0
σr2dr (7)

The total efficiency of the aircraft is determined by the power loading:

PL =
T

P
=

CT

CPΩR
(8)

Combined with momentum theory, PL can also be expressed in the following form:

PL =

√
2ρFM
√

DL
(9)

where DL is the disk loading and can be defined as:

DL = T/A (10)

In addition, the tip chord Reynolds number in this paper is defined by the chord length at 0.75R:

Retip = ρVc0.75/µ (11)

where µ is kinematic viscosity coefficient of air, with a value of 1.79× 10−5 Pa · s with a temperature of
293.15 K, and a pressure of 101.325 kPa.

Figure 1 shows the arrangement of octorotor and interference between adjacent rotors.
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Figure 1. Sketch of the octorotor arrangement.
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3. Hover Experiment

3.1. Experimental Setup

The rotor used in this paper is made of carbon fiber, and unidirectional carbon fiber cloth is used
as reinforcement. The weight of one rotor is 15 g. The rotor is operating at Retip = 0.59 × 105~0.99 ×
105. The specific rotor parameters are shown in Table 1.

Table 1. Rotor parameters.

Chord (mm) Radius (m) Solidity Pitch (m) Twist

28 0.2 0.09 0.157 0

The schematic diagram of the test bench is shown in Figure 2. Each rotor is fitted with a separate
motor and thrust sensors (model CZL601, accuracy ±0.02% F.S., range 0~3 kg). Adjacent rotors rotate
in opposite directions, and the rotor speed is measured with an optical tachometer (model DT2234C,
accuracy ±0.05 n% + 1 d). To reduce the impact brought by the ground effect, the rotor is installed at a
height of 1.5 m above the ground. Rotor spacing L is defined as the distance between the rotor centers
of two adjacent rotors. In this experiment, L = 400, 480, 560, 640, and 720 mm, respectively. Thus,
the corresponding dimensionless spacing ratios L/D = 1.0, 1.2, 1.4, 1.6, and 1.8 (D is the diameter of the
rotor). By changing the tip chord Reynolds number, the thrust and power consumption generated
by the octorotor at five spacing are collected, and the aerodynamic performance of the octorotor is
analyzed accordingly.

 

Propeller Motor

PCB
Thrust sensor

PowerTachometer

Remote 
control

Thrust

Current VoltageRotor speedData acquisition 
system

X

1/22

1

   
  

   


Figure 2. Schematic diagram of test bench.

3.2. Error Analysis

The main sources of error in the experiments are the standard deviations of the rotational speed
and the mean voltages from the force sensors. Typical values of the standard deviations of thrust are
about 1% of the mean values. Rotational speed error is related to the finite number of magnets that
excite the tachometer, which causes an error of 1/24 × 60 = 2.5 RPM. The statistical (random) error
in the coefficient values for each run was estimated by the standard deviation of repeated samples.
This experiment mainly measured variable as thrust T, torque Q, and rotational speed Ω. To determine
the accuracy of the test measurements, a normalized criterion is needed in this case [24–26]. Consider a
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variable Xi, the uncertainty of the calculated results can be expressed by using the ”Kline–McClintock”’
equation [27]:

∆R =


N∑

i=1

(
∂R

∂Xi
∆Xi

)2


1/2

(12)

where ∆Xi is the uncertainty of Xi.
The expression of uncertainty of power can be obtained as follows:

∆P =

√(
∂P

∂Q
∆Q

)2

+

(
∂P

∂Ω
∆Ω

)2

(13)

The uncertainty of P as a percentage is:

∆P

P
=

√(
∆Q

Q

)2

+
(

∆Ω

Ω

)2
(14)

Similarly:

∆PL

PL
=

√
(

∆T

T

)2
+

(
−∆Q

Q

)2

+
(
−∆Ω

Ω

)2
(15)

∆FM

FM
=

√
(3

2
∆T

T

)2
+

(
−∆Q

Q

)2

+
(
−∆Ω

Ω

)2
(16)

By calculation, the uncertainty of P, PL, and FM is 1.41%, 1.44%, and 1.51%, respectively. The values
of uncertainty that are presented in this study are all calculated for 95% confidence levels.

3.3. Results

The thrust and power consumption of the octorotor with different spacing ratios is shown in
Figure 3.
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Figure 3. Thrust and power consumption variation.

It can be seen from Figure 3 that at the same power consumption, the thrust is significantly greater
than the simple superposition of the thrust generated by the eight small single rotors. In addition,
the thrust generated by the octorotor at L/D = 1.0 is significantly lower than that generated by the
octorotor at the other four spacing ratios. It indicates that the rotor interference with proper rotor
spacing is beneficial to improve the hover efficiency of the octorotor.

The variation of FM with different rotor spacing ratios is shown in Figure 4.
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Figure 4. Variation of the figure of merit.

It can be found from Figure 4 that the FM of the octorotor shares a similar tendency, and it is
very interesting to note that there is a sudden drop at Re = 79246 for L/D = 1.2 and at Re = 71,321
for L/D = 1.0. The likeliest explanation for this phenomenon is the collapse of the suction forces on
the tip and the increase in vibration caused by the flow separation, which are relatively unsteady for
smaller rotor spacing, where the rotor is apt to have somewhat greater interaction with its own wake.
This heightened interaction is reflected in the greater variability to a decrease in FM. Furthermore,
because of the unpredictable inflow and outflow of smaller rotor spacing where the rotor is apt to have
interaction with its own wake, it is, therefore, not entirely surprising that some data do not follow
the same trends. Additionally, the aerodynamic performance at L/D = 1.8 is much better than other
spacing ratios with a much higher FM.

The variation of power loading versus disk loading is shown in Figure 5.
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Figure 5. Variation of power loading and disk loading.

As can be seen from Figure 5, PL value at L/D = 1.8 always is higher than the other rotor spacings.
The PL for 1.4 and 1.2 are approximately the same with a lower value. Especially, the PL for L/D = 1.0
was presented with lowest value which suffered from strong rotor interference.

To sum up, when the spacing ratio is 1.8, the small octorotor has better aerodynamic efficiency and
total efficiency, and therefore it can be regarded as the best rotor spacing in the current working condition.

The FM comparison of the small octorotor, the small quadrotor [21], and the small hex-rotor [20]
at the optimum rotor spacing is shown in Figure 6.
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Figure 6. The FM comparison with quadrotor and hex-rotor.

It can be seen from Figure 6 that the aerodynamic performance of a small octorotor is much better
than that of a small quadrotor and a small hex-rotor composed of the same rotor.

4. Numerical Simulation

4.1. Simulation Setting and Mesh Analysis

To further analyze the aerodynamic performance of the small octorotor, the flow field of the small
octorotor with different spacing ratios was numerically simulated with ANSYS when Retip = 0.79 × 105.
The detailed mesh distribution is shown in Figure 7.
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Figure 7. Mesh distribution.

The whole computational domain is divided into nine regions including one cylinder stationary
region and eight cylinder rotating regions (to capture the flow detail of four rotors with refined mesh),
which has a total size of 70 million cells. In addition, the SUAV is located in the upper region of the
domain to obtain the detail of the downwash flow of the SUAV. To handle the low Reynolds number
flows, multiple viscous boundary layers are used in the simulations, and the max element metrics is
below 0.8 to capture the flow detail of the rotor tip and the interfaces between stationary and rotating
regions. The grid is considered to be sufficient to handle these simulations and the mesh on the rotor tip
is refined to reach the independence state. For the boundary conditions, all three surfaces of the cylinder
domain are set as no slip wall where the rotating region and stationary overlap is set as interface.
The sliding mesh is used for the transient solver. The Spalart–Allmaras turbulence model was chosen
for the RANS closure which was proven to be capable of handling the aerodynamic performance of the

357



Processes 2020, 8, 1364

multi-rotors, especially at low Re. The physical time step corresponds to a rotor rotation of 30 degrees,
and 12 steps correspond to a rotor revolution. The rotor made a total of 40 revolutions. Furthermore,
the mesh independence study is conducted to show that the results are already reaching the grid
independence state.

For the numerical simulation, the accuracy of the model used, the quality of the mesh, the selected
boundary conditions, the turbulence model, and the discrete format all produce some errors. For the
experiment, the sensor error is the main error source. The comparison between the experimental and
simulation results of FM of octorotor is shown in Figure 8.
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Figure 8. Comparison between experimental and simulation results.

It can be seen that the simulation results are slightly higher than the experiment, with an error of
about 6%, which may be the result of the introduced CP in experiments and the extra validation of CP

for each simulation to reach the convergence.

4.2. Simulation Results

The velocity distribution between adjacent rotors with different rotor spacing is shown in Figure 9.
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Figure 9. Velocity distribution. (a) L/D = 1.8; (b) L/D = 1.6; (c) L/D = 1.4; (d) L/D = 1.2; (e) L/D = 1.0.
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According to Figure 9, it is not difficult to find that rotor wake began to attract each other as the
rotor spacing was reduced. Since the wake of each rotor is affected by the wake of the two adjacent
rotors, the wake of the rotor shows the phenomenon of inward contraction which may make the rotor
unstable and affect the power consumption of the rotor. It also can be found that the vertical vortex
below the side of the rotor slowly moves down as the rotor spacing decreases. In addition, the wake of
1.2 and 1.0 appears to be deeper than other spacing ratios, which may make the rotors more susceptible
to ground effects.

The vortices distribution between adjacent rotors with different rotor spacing is shown in Figure 10.
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Figure 10. Vortices distribution. (a) L/D = 1.8; (b) L/D = 1.4; (c) L/D = 1.0.

Figure 10 shows that the tip vortices and root vortices also attract each other and with a decrease
in rotor spacing, the attraction between the vortices becomes more and more intense.

The pressure distribution around the rotor tips with different rotor spacing is shown in Figure 11.
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  Figure 11. Pressure distribution. (a) Pressure difference between upper and lower surface; (b) Pressure
distribution of upper and lower surface.

As can be seen from Figure 11a, the pressure difference between the upper and lower surface at
the blade tip is intended to decrease with a decrease in rotor spacing. It means a smaller thrust is
obtained at smaller spacing. Figure 11b shows that the rotor spacing has a significant effect on the
pressure on the upper surface of the rotor tip, but when the spacing is too small (such as L/D = 1.0),
the pressure on the lower surface is also affected in this case.

The streamline distribution is shown in Figure 12.
The inward contraction of the rotor wake at 1.2 and 1.0 can be clearly observed from Figure 12d,e

which indicates that the thrust and power variations are related to the location and the shape of
the vortex.

The Q-criterion for the octorotor with different rotor spacing is shown in Figure 13.
As can be seen in Figure 13, the wake of the rotor shows the phenomenon of inward contraction

at L/D = 1.0.
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Figure 12. Streamline for octorotor in hover. (a) L/D = 1.8; (b) L/D = 1.6; (c) L/D = 1.4; (d) L/D = 1.2;
(e) L/D = 1.0.
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Figure 13. Q-criterion for octorotor in hover. (a) L/D = 1.8; (b) L/D = 1.4; (c) L/D = 1.0.

5. Conclusions

To obtain the aerodynamic performance of a small octorotor with different rotor spacing, the small
rotor test bench measurements were carried out with CFD simulations. The conclusions are as follows:

1. The aerodynamic performance of the rotors change with a change of rotor spacing, but this change
is not linear, and therefore it cannot be simply judged that an increase or decrease in the spacing
will have a consistent impact on the aerodynamic performance of the rotors. Further analysis is
needed to explore the reasons for the influence of rotor spacing on aerodynamic performance
and whether or not there is a law that can be expressed mathematically. Nevertheless, through
experiments, we found that FM and PL at L/D = 1.8 have obvious advantages as compared with
other spacing ratio, which can be regarded as the best spacing ratio under the current working
condition, while L/D = 1.0 obviously has a great negative impact on the overall aerodynamic
performance due to its too small spacing.

2. As compared with eight single rotors, for a quadrotor and hex-rotor with the same rotor size,
the FM of octorotor shows a higher value. Especially, L/D = 1.8 was proven to be the optimal
rotor spacing with better aerodynamic performance. The configuration of the octorotor helps to
increase the aerodynamic performance of the rotors, but at the same time increases the total area
of the aircraft, resulting in a higher cost. Therefore, it is necessary to make a tradeoff on rotor
arrangement and oversize of the vehicle.

3. The numerical simulation results at Retip = 0.79 × 105 show that the wake of an octorotor and
the vortices of wake attract each other. Moreover, the attraction becomes more obvious as
the rotor spacing decreases, which may adversely affect the aerodynamic performance of the
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rotor. A decrease in rotor spacing will also affect the pressure difference between the upper and
lower surfaces of the rotor tips. When the rotor spacing is too small, the pressure difference is
sharply reduced, thus affecting the thrust generated. Future work should attempt to obtain an
aerodynamic model that considers rotor interference to amend the conventional control theory
with application in an octorotor with tilted rotors or wind disturbance.

Author Contributions: Y.L. carried out experiments, acquired the funding, and analyzed the results; Y.H. wrote
the manuscript with assistance of Y.L.; H.W. performed a new set of simulations. All authors have read and agreed
to the published version of the manuscript.

Funding: This research was supported by the National Nature Science Foundation of China (grant no. 51505087),
the Fuzhou University Jinjiang Science and Education Park (no. 2019-JJFDKY-59) and the Fujian Provincial
Industrial Robot Basic Component Technology Research and Development Center (2014H21010011).

Acknowledgments: The author thanks the Key Laboratory of Fluid Power and Intelligent Electro-Hydraulic
Control (Fuzhou University), the Fujian Province University, and the Fuzhou University Jinjiang Science and
Education Park for applying the experimental field.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Lichota, P.; Szulczyk, J. Output Error Method for Tiltrotor Unstable in Hover. Arch. Mech. Eng. 2017, 64.
[CrossRef]

2. Mettler, B.; Tischler, M.; Kanade, T.M.; Kanade, T. System Identification of Small-Size Unmanned Helicopter
Dynamics. In Proceedings of the 55th Annual Forum of the American Helicopter Society, Montreal, QC,
Canada, 25–27 May 1999; pp. 1706–1717.

3. Hrishikeshavan, V.; Benedict, M.; Chopra, I.H.; Chopra, I. Identification of Flight Dynamics of a Cylcocopter
Micro Air Vehicle in Hover. J. Aircr. 2015, 52, 116–129. [CrossRef]

4. Zhang, S.; Yang, B.; Xie, H.; Song, M. Applications of an Improved Aerodynamic Optimization Method on a
Low Reynolds Number Cascade. Processes 2020, 8, 1150. [CrossRef]

5. Bohorquez, F.; Pines, D. Hover Performance of Rotor Blades at Low Reynolds Numbers for Rotary Wing
Micro Air Vehicles. In Proceedings of the 21st AIAA Applied Aerodynamics Conference, Orlando, FL, USA,
23–26 June 2003.

6. Bohorquez, F.; Samuel, P.; Sirohi, J.; Pines, D.; Rudd, L.; Perel, R. Design, Analysis and Hover Performance of
a Rotary Wing Micro Air Vehicle. J. Am. Helicopter Soc. 2003, 48, 80–90. [CrossRef]

7. Bohorquez, F.; Pines, D.; Samuel, P.D. Small Rotor Design Optimization Using Blade Element Momentum
Theory and Hover Tests. J. Aircr. 2010, 47, 268–283. [CrossRef]

8. Ramasamy, M.; Johnson, B.; Leishman, J.G. Understanding the Aerodynamic Efficiency of a Hovering
Micro-Rotor. J. Am. Helicopter Soc. 2008, 53, 412–428. [CrossRef]

9. Lakshminarayan, K.V.; Baeder, J.D. High-Resolution Computational Investigation of Trimmed Coaxial Rotor
Aerodynamics in Hover. J. Am. Helicopter Soc. 2009, 54, 42008. [CrossRef]

10. Syal, M.; Leishman, G.J. Aerodynamic Optimization Study of a Coaxial Rotor in Hovering Flight. J. Am.

Helicopter Soc. 2012, 57, 1–15. [CrossRef]
11. Yoon, S.; Chaderjian, N.; Pulliam, H.T.; Holst, T. Effect of Turbulence Modeling on Hovering Rotor Flows.

In Proceedings of the 45th AIAA Fluid Dynamics Conference, Dallas, TX, USA, 22–26 June 2015.
12. Diaz, V.P.; Yoon, S. High-Fidelity Computational Aerodynamics of Multi-Rotor Unmanned Aerial Vehicles.

In Proceedings of the 2018 AIAA Aerospace Sciences Meeting, Kissimmee, FL, USA, 8–12 January 2018.
13. Yoon, S.; Lee, C.H.; Pulliam, H.T. Computational Analysis of Multi-Rotor Flows. In Proceedings of the 54th

AIAA Aerospace Sciences Meeting, San Diego, CL, USA, 4–8 January 2016.
14. Henricks, Q.; Wang, Z.; Zhuang, M.H.; Zhuang, M. Small-Scale Rotor Design Variables and Their Effects On

Aerodynamic and Aeroacoustic Performance of a Hovering Rotor. J. Fluids Eng. 2020, 142. [CrossRef]
15. Wang, Z.; Henricks, Q.; Zhuang, M.; Pandey, A.; Sutkowy, M.; Harter, B.; McCrink, M.; Gregory, J. Impact

of Rotor–Airframe Orientation on the Aerodynamic and Aeroacoustic Characteristics of Small Unmanned
Aerial Systems. Drones 2019, 3, 56. [CrossRef]

361



Processes 2020, 8, 1364

16. Shukla, D.; Hiremath, N.; Patel, S.; Komerath, N. Aerodynamic Interactions Study on Low-Re Coaxial
and Quad-Rotor Configurations. In Proceedings of the ASME 2017 International Mechanical Engineering
Congress and Exposition, Tampa, FL, USA, 3–9 November 2017.

17. Shukla, D.; Komerath, N. Low Reynolds number multirotor aerodynamic wake interactions. Exp. Fluids

2019, 60. [CrossRef]
18. Zhang, X.; Xu, W.; Shi, Y.; Cai, M.; Li, F. Study on the effect of tilting-rotor structure on the lift of small tilt rotor

aircraft. In Proceedings of the 2017 2nd International Conference on Advanced Robotics and Mechatronics,
Hefei, China, 27–31 August 2017; pp. 380–385.

19. Yang, S.; Liu, X.; Bingtai, C.; Li, S.; Zheng, Y. CFD Models and Verification of the Downwash Airflow of
an Eight-rotor UAV. In Proceedings of the 2019 ASABE Annual International Meeting, Boston, MA, USA,
7–10 July 2019.

20. Lei, Y.; Wang, H. Aerodynamic Optimization of a Micro Quadrotor Aircraft with Different Rotor Spacings in
Hover. Appl. Sci. 2020, 10, 1272. [CrossRef]

21. Lei, Y.; Wang, J. Aerodynamic Performance of Quadrotor UAV with Non-Planar Rotors. Appl. Sci. 2019, 9,
2779. [CrossRef]

22. Lei, Y.; Cheng, M. Aerodynamic performance of a Hex-rotor unmanned aerial vehicle with different rotor
spacing. Meas. Control 2020, 53, 002029401990131. [CrossRef]

23. Johnson, W. Helicopter Theory; Courier Dover Publications: New York, NY, USA, 1994.
24. Lichota, P. Inclusion of the D-optimality in multisine manoeuvre design for aircraft parameter estimation.

J. Theor. Appl. Mech. 2016, 54, 87–98. [CrossRef]
25. Tischler, M.B.; Remple, R.K. Aircraft and Rotorcraft System Identification, 2nd ed.; American Institute of

Aeronautics and Astronautics: Reston, VA, USA, 2012.
26. Jategaonkar, R.V. Flight Vehicle System Identification: A Time Domain Methodology, 2nd ed.; American Institute

of Aeronautics and Astronautics: Reston, VA, USA, 2015.
27. Kline, S.; McClintock, F. Describing Uncertainties in Single-Sample Experiments. J. Mech. Eng. 1953, 75, 3–8.

Publisher’s Note: MDPI stays neutral with regard to jurisdictional claims in published maps and institutional
affiliations.

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

362



processes

Article

Effect of Rotor Spacing and Duct Diffusion Angle on
the Aerodynamic Performances of a Counter-Rotating
Ducted Fan in Hover Mode

Woo-Yul Kim, Santhosh Senguttuvan and Sung-Min Kim *

School of Mechanical Engineering, Sungkyunkwan University, 300 Cheoncheon-dong, Suwon 16419, Korea;
samsun215@skku.edu (W.-Y.K.); santhosh@skku.edu (S.S.)
* Correspondence: smkim@skku.edu; Tel.: +82-31-290-7433

Received: 21 August 2020; Accepted: 20 October 2020; Published: 23 October 2020
����������
�������

Abstract: The aerodynamic performance of a counter-rotating ducted fan in hover mode is numerically
analyzed for different rotor spacings and duct diffusion angles. The design of the counter-rotating fan
is inspired by a custom-designed single rotor ducted fan used in a previous study. The numerical
model to predict the aerodynamic performance of the counter-rotating ducted fan is developed by
adopting the frozen rotor approach for steady-state incompressible flow conditions. The relative angle
between the front and the rear rotor is examined due to the usage of the frozen rotor model. The results
show that the variation of thrust for the different relative angles is extremely low. The aerodynamic
performances are evaluated by comparing the thrust, thrust coefficient, power coefficient, and figure
of merit (FOM). The thrust, thrust coefficient, and FOM slightly increase with increasing rotor spacing
up to 200 mm, regardless of the duct diffusion angle, and reduce on further increase in the rotor
spacing. The duct diffusion angle of 0◦ generates about 9% higher thrust and increases the FOM
by 6.7%, compared with the 6◦ duct diffusion angle. The duct diffusion angle is highly effective in
improving the thrust and FOM of the counter-rotating ducted fan, rather than the rotor spacing.

Keywords: thrust coefficient; power coefficient; figure of merit; frozen rotor; UAV

1. Introduction

Unmanned aerial vehicles (UAV) are of global interest, since they can perform versatile tasks
in the military, search and rescue, agriculture, and transportation fields. Particularly, rotary wing
UAVs with vertical take-off and landing (VTOL) propulsion systems are highly desired due to high
maneuverability and the ability to take-off and land vertically. In rotary wing UAVs, a ducted fan where
a duct surrounds the rotors is more efficient in producing thrust than an open rotor [1]. According to
actuator disk theory, the duct reduces the blade tip loss, enabling the ducted fan to double the thrust [2].
The duct also reduces the rotor noise and protects the high-speed rotors from the external environment.

The design of the duct plays a vital role in improving the aerodynamic performance of the ducted
fan. One of the key considerations in the design of the ducted fan is the duct profile. The duct profile
is usually based on airfoil shapes, due to aerodynamical advantage. Yilmaz et al. [3] experimentally
studied the aerodynamic performance of a ducted fan in hover mode for five different duct profiles,
based on National Advisory Committee for Aeronautics (NACA) airfoils. Pressure distributions on the
inner surface of the duct and velocity profiles at both the duct inlet and outlet planes were investigated
for the five different duct profiles. It was found that the propulsive efficiency was significantly affected
by the duct profile. Bontempo and Manna [4] numerically investigated the effect of the camber
and thickness of the duct profile on the aerodynamic performance of ducted fans. They found that
the propulsive efficiency of the duct increased with the increase in the camber and thickness of the
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duct profile. Xu et al. [5] developed an asymmetrical duct with a rounded and enlarged leading
edge. The leading edge is designed as inflatable so that it can inflate and retract when needed [6,7].
The inflated leading edge is designed to encounter the flow separation that typically occurs around the
inner surface of the duct when the ducted fan transits from forward flight (crosswind) to hovering,
or from hovering to forward flight. The developed duct model eliminates the flow separation at the
crosswind conditions of a 30 m/s velocity at a 50◦ angle of attack. Although the proposed duct model
was suitable to deal with the flow separation, it involved certain complications concerned with the
practical implementation of the inflatable material in ducted-fan UAVs. Graf et al. [8] conducted
experiments to examine the aerodynamic characteristics of a ducted fan for five duct profiles with
different leading edge radius of curvatures and duct wall thicknesses, both in hover and forward flight
conditions. As a result, the characteristics of the flow separation on the leading edge of the duct in
hover and forward flight modes were found to be different. The duct profile that produced the best
performance was different for the hover and forward flight modes.

Apart from duct design, a counter-rotating system, where two rotors rotate in the opposite
direction on the same axis, can increase the thrust and aerodynamic performance of a ducted
fan. The counter-rotating system has been successfully applied to wind turbines [9,10], axial flow
pumps [11,12], axial fans [13,14], and propellers [15,16]. A key advantage of this system is that it can
produce a higher thrust than a single rotor, and the torque produced by the two rotors is canceled by
each other. The essential parameters affecting the aerodynamic performance in the counter-rotating fan
are tip clearance and rotor spacing. Ryu et al. [17] examined the effect of the tip clearance of the front
and rear rotors on the aerodynamic performances of the counter-rotating ducted fan in hover mode.
In the counter-rotating ducted system, the thrust is affected by relative tip clearances of the front and
rear rotors. It was found that, in order to improve the aerodynamic performance of the counter-rotating
ducted fan, the tip clearance need not be a minimum for both the front and rear rotors. Among various
tip clearance configurations in the study, the configuration with a small tip clearance in the front rotor
and a large tip clearance in the rear rotor produced the highest thrust coefficient. Moreover, the total
thrust of the counter-rotating ducted fan was significantly affected by the tip clearance of the rear rotor.
Han et al. [18] conducted experiments and simulations to investigate the aerodynamic performances of
a counter-rotating fan with and without ducts for different blade pitch angles, rotor spacings, and tip
clearances in hover mode. The results showed that the counter-rotating fan with a duct generated
more thrust than the open counter-rotating fan because of the negative pressure region around the
duct’s leading edge created by the duct. They also found that as the rotor spacing increased, the thrust
coefficient and figure of merit of the counter-rotating fan, both with and without the duct, increased.
However, when the rotor spacing became higher than the rotor radius, both the thrust coefficient and
figure of merit became constant.

Numerical modeling of the counter-rotating fan necessitates the consideration of the relative
motion between the two rotors. This relative motion can be modeled by either a mixing plane, a frozen
rotor, or a moving mesh approach. Of the three methods, the moving mesh method produces accurate,
realistic flow physics by employing the unsteady coupling of the rotors. However, the moving mesh
approach requires high computational effort, resulting in researchers and industrial fan designers opting
for either the mixing plane or the frozen rotor approach. Besides that, for steady-state simulations,
the mixing plane and frozen rotor methods produce reasonably accurate results. A major disadvantage
of the mixing plane approach is that it is not capable of predicting the effect of wakes from the top rotor
on the downstream rotor of the counter-rotating fan system. Compared to the mixing plane approach,
the frozen rotor approach calculates the non-uniform circumferential velocity and pressure distributions
to accurately predict the wake mixing in the downstream rotor and rotor-to-rotor flow physics [19].

Despite several studies conducted to enhance the aerodynamic performance of UAVs, there is
still scope for improvement. It is highly important to further study and improve the aerodynamic
performance of UAVs. In the present study, the effects of rotor spacing and the duct diffusion angle on
the aerodynamic performances of a counter-rotating ducted fan in hover mode are investigated
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numerically using the frozen rotor approach. A ducted fan model, designed by Akturk and
Camci [20], is used for the present numerical study due to readily available detailed experimental data.
Three essential aerodynamic performance parameters—thrust coefficient, power coefficient, and figure
of merit—are examined for different rotor spacings and duct diffusion angles.

2. Numerical Model

2.1. Model Description

Figure 1 shows the schematic of the three-dimensional counter-rotating ducted fan based on the
fan and duct models of Akturk and Camci [20], where they studied a single ducted fan. The design of
both of the fans in the present study was identical to the single fan used by Akturk and Camci [20].
The duct diameter was 559 mm, and the fan had eight blades. The two rotors (fans) had the same tip
clearance of 1.71% and rotated in opposite directions. Table 1 summarizes the detailed dimensions
of the counter-rotating ducted fan. The rotor spacing (s) was changed from 120 mm to 240 mm in
increments of 40 mm. While changing the rotor spacing, the length of duct was also equally changed
to maintain the length of the duct diffuser at 117.85 mm. Two duct diffusion angles (θ) of 0◦ and 6◦

were considered.

 

θ

  

( ) = 0

Figure 1. Schematic of counter-rotating ducted fan.

Table 1. Counter-rotating ducted fan dimensions.

Parameter Value

Duct diameter, D 559.0 mm
Rotor diameter, Dr 558.8 mm

Tip clearance, t 1.71%
Hub diameter, Dh 127 mm

Length of the duct diffuser, Ld 117.85 mm

2.2. Governing Equation

The three-dimensional numerical model to predict the aerodynamic performances of the
counter-rotating ducted fan in hover mode was developed using the commercial Computational
Fluid Dynamics (CFD) software Ansys CFX 19.1 [21]. The Reynolds-averaged Navier–Stokes (RANS)
equations for steady-state, turbulent, and incompressible flow conditions with constant properties were
used as the governing equations. The time-averaged continuity and momentum [21] are expressed
as follows:

Continuity equation:
∂
(
ρu j

)

∂xi
= 0 (1)
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Momentum equation for the stationary domain:

∂
(
ρu j

)

∂xi
= − ∂P

∂xi
+ µ

∂2ui

∂x2
j

+ ρgi (2)

Momentum equation for the rotating domain:

∂
(
ρu j

)

∂xi
= − ∂P

∂xi
+ µ

∂2ui

∂x2
j

+ ρgi + SM (3)

where the source term, SM, includes the centrifugal force and Coriolis force for the rotating reference
frame, which is expressed as

SM = −ρ
[
2
→
ωR ×

→
u +

→
ωR ×

( →
ωR ×

→
r
)]

(4)

In the present study, the shear stress transport (SST) k-ω turbulent model developed by
Menter [22,23] was used to solve the turbulent flow field. As per the SST k-ω turbulence model,
the boundary layer was calculated by the standard k-ω turbulence model, and the freestream region
was calculated by the k-ε turbulence model, which was incorporated by applying a blending function.
The SST k-ω turbulence model accurately predicts the adverse pressure gradient and flow separation
at the wall [22,23]. The turbulent kinetic energy and dissipation rate are expressed as follows:

Turbulent kinetic energy equation:

∂
(
ρu jk

)

∂xk
= P− β∗ρωk +

∂

∂x j

[
(µ+ σkµt)

∂k

∂x j

]
(5)

Dissipation rate equation:

∂
(
ρu jω

)

∂x j
=
γ

vt
P− βρω2 +

∂

∂x j

[
(µ+ωωµt)

∂k

∂x j

]
+ 2(1− F1)

ρσω2

ω

∂k

∂x j

∂ω

∂x j
(6)

The production limiter (P) in Equation (5) is expressed as

P = τi j
∂ui

∂x j
(7)

where

τi j = µt

(
2Si j −

2
3
∂uk

∂xk
δi j

)
− 2

3
ρkδi j (8)

Si j =
1
2

(
∂ui

∂x j
+
∂u j

∂xi

)
(9)

and the turbulent eddy viscosity is expressed as

µt =
ρa1k

max(a1ω, ΩF2)
(10)

Let φ1 represent the constants σk1, σω1, and β1 in the k-ω turbulence model, φ2 represent the
constants σk2, σω2, and β2 in k-ε turbulence model, and φ represent the constants σk, σω, and β in the
k-ω SST turbulence model, respectively. The relationship between φ, ]φ1, and φ2 is expressed as

φ = F1φ1 + (1− F1)φ2 (11)
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The additional functions in the SST k-ω turbulence model are as follows:

F1 = tanh
(
arg4

1

)
(12)

arg1 = min


max



√

k

β∗ωd
,

500v

d2ω


,

4ρσω2k

CDkωd2


 (13)

CDkω = max

(
2ρσω2

1
ω

∂k

∂x j

∂ω

∂x j
, 10−20

)
(14)

F2 = tanh
(
arg2

2

)
(15)

arg2 = max


2

√
k

β∗ωd
,

500v

d2ω


 (16)

where d is the distance from the field point to the nearest wall and Ω =
√

2Wi jWi j, with

Wi j =
1
2

(
∂ui

∂x j
−
∂u j

∂xi

)
(17)

All the constants are as follows:

γ1 =
β1
β∗ −

σω1κ
2

√
β∗

, γ2 =
β2
β∗ −

σω2κ
2

√
β∗

, σk1 = 0.85, σω1 = 0.5, β1 = 0.075, σk2 = 1.0,

σω2 = 0.856, β2 = 0.0828, β∗ = 0.09, κ = 0.41, a1 = 0.31.
(18)

2.3. Numerical Method

The numerical simulations were performed as three-dimensional with steady-state and
incompressible flow assumptions. Figure 2 shows the grid system, boundary, and interface conditions
of the counter-rotating ducted fan. The computational domain consisted of a stationary domain,
surrounding the duct and part of the hub, and two rotating domains surrounding each rotor and the
remaining part of the hub. The unstructured grid was used for both the stationary and the rotating
domain, and the structured hexahedral grid was used for the external fluid domain. The dimensionless
distance from the wall to the first node of the mesh, defined as y+, is crucial in the SST k-ω turbulence
model. The inflation layers were used to achieve a y+ value less than 2.5 along all the walls to capture
fluid interactions in the viscous sublayer. The axial length of the computational domain was 3.0 D
and 6.0 D from the origin, located at the center of the front rotor, and the radial length was 2.5 D
from the y-axis. The multiple reference frame (MRF) method was used to simulate the rotation of
the rotors. The rotating domain was considered to rotate relative to the stationary domain by adding
the centrifugal force and Coriolis force (see Equations (2) and (3)). The frozen rotor, mixing plane
(stage), and sliding mesh methods were the available methods to model the interface between rotating
and stationary domains in the MRF method. In the present study, the frozen rotor method was used
for the interface between the rotating and stationary domains, as well as the interface between the
two rotating domains. When using the frozen rotor, the rotor in the rotating domain is considered
to be in a frozen state; this means the rotor position is fixed relative to the stationary domain. In the
frozen rotor method, the results may vary depending on the rotor position. Hence, in the present
study, the positions of the front and rear rotors were tested for four relative angles: 0◦, 11.25◦, 22.5◦,
and 33.75◦. The opening boundary condition with zero-gauge pressure was applied to the external
surfaces of the fluid domain to allow inward or outward airflow in hover mode. The no-slip condition
was applied to the walls of the duct, hub, and rotors, except for the inner wall, the duct adjacent to
the rotating domains. The counter-rotating wall boundary condition with an equal velocity in the
opposite direction corresponding to the rotating domain was applied to the inner wall of the duct.
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To reduce the computational cost, only one-eighth of the counter-rotating ducted fan was modeled in
the computational domain by applying the periodic boundary conditions to the side surfaces.

 

𝐶𝑇 = Thrust𝜌𝑁2𝐷4
𝐶𝑃 = Power𝜌𝑁3𝐷5
𝐹𝑂𝑀 = 𝐶𝑇3/2√2𝐶𝑃

Opening

Opening

Opening

6.0 D3.0 D

2.5 D

Stationary domain

Rotating domain

Frozen rotor interface

z

y

Figure 2. The grid system, boundary, and interface conditions of the counter-rotating ducted fan.

2.4. Grid Independence Test and Validation

The aerodynamic performance parameters, thrust coefficient, power coefficient, and figure of
merit are expressed as follows:

Thrust coefficient:

CT =
Thrust
ρN2D4

(19)

Power coefficient:

CP =
Power
ρN3D5

(20)

Figure of merit (FOM):

FOM =
C3/2

T√
2CP

(21)

The single ducted fan model of Akturk and Camci [20] was simulated to conduct grid independence
testing and validation. The grid independence test was conducted using four different grid systems
comprising 3.98, 4.79, 5.87, and 7.02 million cells at 1500 rpm. The thrust coefficient of the different
grid systems is compared in Figure 3a. The discrepancy in the thrust coefficient among the 4.79, 5.87,
and 7.02 million cell grids was less than 1.0%, and, thus, the grid system with 4.79 million cells was
selected. The total simulation time for the selected mesh size was about 10 h in a machine with an
Intel Core i7 6700 (4 physical cores and 8 threads). For validation, the single ducted fan was simulated
under six different rotational speeds, corresponding to the experiments of Akturk and Camci [20].
Figure 3b compares the thrust generated for the six different rotational speeds in the present numerical
study with the experiment and numerical results of Akturk and Camci [20]. The present numerical
results show good agreement with the results of Akturk and Camci [20].
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Figure 3. (a) The thrust coefficient for different grid systems, and (b) comparison of thrust on single
rotor ducted fan of the present numerical study with the experiment and numerical results of Akturk
and Camci [20].

3. Results and Discussion

3.1. Effect of Relative Angle between Front and Rear Rotor

Initially, the effect of the relative angle between the front and rear rotor was tested for four
relative angles: 0◦, 11.25◦, 22.5◦, and 33.75◦. Each relative angle configuration was simulated for three
rotational speeds—1500 rpm, 2100 rpm, and 2700 rpm—and two rotor spacings of 120 mm, and 200 mm.
The diffusion angle of the duct for all of the relative angle configurations was 6◦. Figure 4 shows
the thrust generated at each relative angle configuration for the different rotational speeds and rotor
spacings. The thrust was not significantly affected by the relative angle at 1500 rpm for both rotor
spacings. However, minor variations in the thrust were observed as the rotational speed increased for
both rotor spacings.
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Figure 4. Thrust generated at four relative angles between the front and rear rotors for different
rotational speeds and rotor spacings.

Figure 5a–d shows the total pressure contours at Plane 3 for the different relative angles under
the conditions of a 2700 rpm rotational speed and 200 mm rotor spacing. Refer to Figure 6 for the
location of Plane 3 in the domain. The pressure contours of the 2700 rpm rotational speed and
200 mm rotor spacing cases were compared since the thrust was slightly affected by the relative
angles as the rotational speed increased. The high-pressure region, widely distributed across the
center of the interface, shifted periodically with the change in relative angle. The difference in the
pressure distribution for the different relative angles was negligible. Hence, the effect of the relative
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angle between the front and rear rotor was negligible, and the 0◦ relative angle was considered for
further simulations to evaluate the aerodynamic performance of the counter-rotating ducted fan.
Similar relative angle studies conducted in a gas turbine pre-swirl system [24], an axial turbine [25],
and a centrifugal pump [26] also concluded that the effect of the relative angle is negligible.

 

  

  

 

θ ω

(1) (2) (3) (4) (5)
(1) Plane 1 - Interface plane between front rotating domain and stationary domain

(2) Plane 2 - Interface plane between front rotating domain and rear rotating domain

(3) Plane 3 - Interface plane between rear rotating domain and stationary domain

(4) Plane 4 - Middle plane of duct diffuser

(5) Plane 5 - End plane of the duct

Figure 5. Total pressure contour and four relative angles between the front and rear rotors of (a) 0◦;
(b) 11.25◦; (c) 22.5◦; and (d) 33.75◦ at Plane 3, when s = 200 mm, θ = 6◦, and ωR = 2700 rpm. Refer to
Figure 6 for the location of Plane 3.

 

θ ω

 

(1) (2) (3) (4) (5)
(1) Plane 1 - Interface plane between front rotating domain and stationary domain

(2) Plane 2 - Interface plane between front rotating domain and rear rotating domain

(3) Plane 3 - Interface plane between rear rotating domain and stationary domain

(4) Plane 4 - Middle plane of duct diffuser

(5) Plane 5 - End plane of the duct

Figure 6. Plane locations used for plotting.

3.2. Aerodynamic Performance Analysis of Counter-Rotating Ducted Fan

Numerical simulations were done for different rotor spacings and duct diffusion angles
(see Section 2.1) under five rotating speeds of 1500 rpm, 1800 rpm, 2100 rpm, 2400 rpm, and 2700 rpm
in hover mode. Figure 7 shows the thrust for the different rotor spacings and duct diffusion angles.
The cases with a 0◦ duct diffusion angle generated about 9% higher thrust than the cases with a
6◦ duct diffusion angle. The rotor spacing variation had a minimal effect on improving the thrust.
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The maximum thrust for both duct diffusion angles was observed for the rotor spacing of 200 mm,
which can also be verified quantitatively from Table 2, where the thrust, thrust coefficient, and the
power coefficient are shown for all cases. The thrust increased with increasing rotor spacing up to
200 mm, and then it started to reduce upon further increase of the rotor spacing. The most substantial
thrust increment occurred when the rotor spacing increased from 120 mm to 160 mm. The thrust of the
200 mm rotor spacing increased by about 1.3–1.5% compared with that of the 120 mm rotor spacing.
Like the tendency of the thrust results, the maximum thrust coefficient was observed when the rotor
spacing was 200 mm. Moreover, the thrust coefficient was higher when the duct diffusion angle was 0◦

rather than 6◦. However, the power coefficient was at a minimum when the rotor spacing was 120 mm
and, in terms of the diffusion angle, the minimum power coefficient was attained for a 6◦ diffusion
angle. In summary, from Table 2, it can be observed that the thrust, thrust coefficient, and power
coefficient became higher either when the duct diffusion angle decreased from 6◦ to 0◦ or when the
rotor spacing increased to 200 mm. Figure 8 shows the figure of merit for different rotor spacings
and duct diffusion angles. The trend of FOM is similar to the thrust results. The FOM increased by
about 1% with increasing rotor spacing up to 200 mm from 120 mm, and it reduced gradually upon a
further increase of rotor spacing. The duct diffusion angle was more effective than the rotor spacing for
improving the FOM. The FOM increased by about 6.7% when the duct diffusion angle decreased from
6◦ to 0◦.

Table 2. Thrust, thrust coefficient, and power coefficient of all the counter-rotating ducted fan cases.

Duct Diffusion Angle [◦] Rotor Spacing [mm]
Thrust [N]

Rotating Speed [rpm]

6

120 49.49 71.30 97.09 126.86 160.62
160 50.18 72.27 98.40 128.58 162.72
200 50.38 72.56 98.84 129.15 163.52
240 50.22 72.34 98.54 128.75 162.99

0

120 53.96 77.76 105.90 138.38 175.21
160 54.78 78.93 107.49 140.46 177.80
200 54.95 79.17 107.84 140.89 178.36
240 54.81 78.98 107.58 140.55 177.91

Duct Diffusion Angle [◦] Rotor Spacing [mm]
Thrust Coefficient

Rotating Speed [rpm]

6

120 0.017335 0.017343 0.017350 0.017357 0.017364
160 0.017576 0.017579 0.017584 0.017592 0.017591
200 0.017646 0.017650 0.017664 0.017671 0.017678
240 0.017589 0.017595 0.017609 0.017616 0.017620

0

120 0.018902 0.018914 0.018924 0.018933 0.018942
160 0.019193 0.019199 0.019208 0.019218 0.019221
200 0.019247 0.019256 0.019272 0.019277 0.019281
240 0.019199 0.019212 0.019226 0.019231 0.019234

Duct Diffusion Angle [◦] Rotor Spacing [mm]
Power Coefficient

Rotating Speed [rpm]

6

120 0.003112 0.003103 0.003096 0.003090 0.003085
160 0.003152 0.003143 0.003135 0.003130 0.003125
200 0.003160 0.003151 0.003143 0.003138 0.003133
240 0.003148 0.003139 0.003132 0.003126 0.003122

0

120 0.003327 0.003318 0.003311 0.003305 0.003301
160 0.003371 0.003361 0.003354 0.003349 0.003344
200 0.003372 0.003363 0.003356 0.003351 0.003347
240 0.003362 0.003353 0.003347 0.003341 0.003337
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Figure 7. Thrust for different rotor spacings and duct diffusion angles.
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Figure 8. Figure of merit for different rotor spacings and duct diffusion angles.

Since the rotor spacing had a minimal effect on improving the aerodynamic performance of the
counter-rotating ducted fan, henceforth, only the results of the cases with rotor spacings of 120 mm
and 200 mm for θ = 0◦, 6◦ simulated at the maximum rotational speed of 2700 rpm are discussed.
Figure 9a–d displays the total pressure contour in Plane 3. See Figure 6 for the location of Plane 3.

The negative pressure region close to the duct shows rotor tip leakage loss. As the rotor spacing
increases, the thrust increases by about 1%, and, hence, the positive pressure area is extended
marginally. The change in the positive pressure area as the rotor spacing increases is not significant.
However, when the duct diffusion angle reduces from 6◦ to 0◦, the magnitude of the positive pressure
increases significantly.

Figure 10a–d shows the axial velocity contours in Plane 4. See Figure 6 for the location of Plane 4.
The axial velocity near the hub increases in the radial direction due to the 9% thrust increase as the duct
diffusion angle reduces from 6◦ to 0◦. As the duct diffusion angle is increased to 6◦, the cross-sectional
area of the duct is also increased, resulting in a lower axial velocity. The high axial velocity region is
widened for an increase in the rotor spacing and a decrease in the duct diffusion angle.

Figure 11a–d shows the axial velocity profiles in the radial direction at different planes. See Figure 6
for the location of the planes. The radial length is normalized with the duct radius. In Figure 11a,
the magnitude and profile of the axial velocities located at Plane 1 for all cases are fairly similar.
Figure 11b indicates that the axial velocity increases at Plane 2 when the rotor spacing is narrow, which
is caused by the influence of the rear rotor. The axial velocities in Plane 3 show variation only after
the normalized radial length of about 0.7 (see Figure 11c). Moreover, at Plane 3, the magnitude of the
axial velocity is higher when s = 200 mm, due to high thrust. In Figure 11d, the magnitude of the axial
velocity at Plane 5 for θ = 6◦ is reduced, resulting from the increased cross-sectional area of the duct.
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Figure 9. Total pressure contour in Plane 3 at 2700 rpm for: (a) θ = 6◦, s = 120 mm; (b) θ = 6◦,
s = 200 mm; (c) θ = 0◦, s = 120 mm; and (d) θ = 0◦, s = 200 mm. See Figure 6 for the location of Plane 3.
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 𝜃 𝜃 𝜃 𝜃Figure 10. Axial velocity contour in Plane 4 at 2700 rpm for (a) θ = 6◦, s = 120 mm; (b) θ = 6◦,
s = 200 mm; (c) θ = 0◦, s = 120 mm; and (d) θ = 0◦, s = 200 mm. See Figure 6 for the location of Plane 4.
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Figure 11. Axial velocity profile along the radial direction at 2700 rpm in (a) Plane 1; (b) Plane 2;
(c) Plane 3; and (d) Plane 5. See Figure 6 for the location of the planes.

4. Conclusions

The present study explores the aerodynamic performances of a counter-rotating ducted fan in
hover mode numerically. The effect of different rotor spacings and duct diffusion angles on the
aerodynamic performances is examined. Key findings from this study are as follows:

1. The effect of the relative angle between the front and the rear rotor, due to the usage of the
frozen rotor model, is negligible since the variation of thrust for the different relative angles is
extremely low.

2. Comparison of the aerodynamic performance parameters for different rotor spacings revealed
that the thrust, thrust coefficient, and FOM slightly increases with an increasing rotor spacing up
to 200 mm, regardless of the duct diffusion angle. However, the thrust, thrust coefficient, and
FOM start to reduce on further increases in the rotor spacing. Conversely, the power coefficient is
at a minimum when the rotor spacing is 120 mm.

3. The maximum thrust coefficient is observed when the rotor spacing is 200 mm, and the thrust of
the 200 mm rotor spacing increases by about 1.3–1.5% compared with the 120 mm rotor spacing.

4. The duct diffusion angle of 0◦ generates about 9% higher thrust and increases the FOM by 6.7%,
compared with the 6◦ duct diffusion angle.

5. However, the increase in thrust also increases the power coefficient, which results in increased
power consumption. The minimum power coefficient is attained for a 6◦ diffusion angle.

6. The duct diffusion angle is highly effective in improving the thrust and FOM of the counter-rotating
ducted fan, rather than the rotor spacing.
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5. Future Work

The present study discussed the effects of rotor spacing and the duct diffusion angle on the
aerodynamic performances of a counter-rotating ducted fan in hover mode. However, to enhance the
aerodynamic performance of the UAV, there are still several other design parameters to be considered.
Different duct lip shapes and tip clearances could be considered to optimize the counter-rotating
ducted fan toward the development of high-performance, efficient UAVs. Moreover, apart from the
frozen rotor approach, it is critical to explore various other numerical approaches, such as harmonic
analysis techniques, to numerically model the counter-rotating ducted fan.
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Abstract: This paper proposes T-shaped ribs as obstacles attached to the heat absorber plate in a
rectangular solar air heater to promote heat transfer. The thermal and aerodynamic performance of the
solar heater was numerically evaluated using three-dimensional Reynolds-averaged Navier–Stokes
equations with the shear stress transport turbulence model. A parameter study was performed using
the ratios of rib height to channel height, rib width to channel width, and rib width to rib height.
The area-averaged Nusselt number and friction factor were selected as the performance parameters
of the solar air heater to evaluate the heat transfer and friction loss, respectively. In addition,
the performance factor was defined as the ratio of the area-averaged Nusselt number to the friction
factor. The maximum area-averaged Nusselt number was found at h/e = 0.83 for a fixed rib area.
Compared with triangular ribs, the T-shaped ribs showed up to a 65 % higher area-averaged Nusselt
number and up to a 49.7% higher performance factor.

Keywords: solar air heater; ribs; Nusselt number; friction factor; Reynolds-averaged Navier–Stokes
equations

1. Introduction

Recently, as the problem of environmental pollution due to the use of fossil fuels has emerged,
interest in solar heat systems as a renewable energy source is increasing. A solar air heater (SAH) is a
device that heats air flowing over an absorber plate by using solar energy. It is used for space heating,
drying of agricultural products, and dehydration of industrial products [1].

Compared to liquid solar heaters, SAHs have a disadvantage of low heat transfer rate, because the
density of air is lower than that of a liquid. The heat transfer performance of an SAH is determined by
various factors such as the velocity of the flow, the length and depth of the heater, and the shape of
the heat absorber plate. The ratio between the area of the actual heat absorber and the absorber area
normal to the solar radiation, which is called the absorber shape factor, is an important parameter in
the design of SAHs.

Obstacles attached to the heat absorber plate are generally known to increase the heat transfer
by enlarging the heat transfer area and enhancing turbulence intensity. However, as the area of
the obstacles attached to the heat absorber plate increases, the pressure drop through the SAH also
increases. Therefore, many studies have been conducted on the shape of the obstacles to enhance
the overall heat transfer performance by increasing the heat transfer while minimizing the pressure
drop [2–14].

Kabeel and Mecarik [2] studied the effect of the shape of the heat absorber plate on the performance
of an SAH. It was confirmed that the heat transfer performance of the SAH with triangular obstacles
was higher than that with longitudinal pins. Moummi et al. [3] performed an energy analysis of an
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SAH with rectangular plate fins. The results for the heat transfer coefficient were compared with the
results obtained for the SAH without obstacles. The collector efficiency factor of the SAH with plate
pins increased by 30% compared to the case without obstacles. Essen [4] performed energy and exergy
analysis through experiments on obstacles of various shapes attached to an SAH. He concluded that
the heat and exergy efficiencies of the SAH with obstacles increased as compared to the SAH without
obstacles and the collector efficiency factor depended on the shape, area, orientation, and arrangements
of the obstacles. Saini and Saini [5] conducted an experimental study on the effect of the rib shape
on the heat transfer performance of an SAH with arc-shaped ribs. They developed correlations for
the Nusselt number and friction factor in terms of Reynolds number (Re), relative roughness height,
and arc angle of ribs.

Ozgen et al. [6] conducted an efficiency evaluation of an SAH with the flows flowing over the upper
and lower surfaces of a heat absorber plate where aluminum cans were attached. Depaiwa et al. [7]
experimentally studied the forced convective heat transfer and friction loss for the turbulent flow
in an SAH with rectangular winglet vortex generators. They tested an SAH with 20 winglet vortex
generators at Reynolds numbers ranging from 5000 to 23,000. The heat transfer rates in this SAH were
174% to 182% higher than that of the SAH with a smooth absorber plate. Bekele et al. [8] performed an
experimental and numerical analysis on the effects of the height and longitudinal pitch of triangular
obstacles on the heat transfer in an SAH. Through the analysis of the internal flow of the SAH, it was
reported that recirculating flows occurring around the triangular obstacles effectively increased the
turbulence intensity, thereby increasing the heat transfer rate by 3.6 times compared to the SAH without
obstacles. Yadav et al. [9] conducted an experimental study on the heat transfer performance and
friction factor of the turbulent flow over a heat absorber plate with circular protrusions arranged in
angular arc. The Nusselt number and friction factor were found to be 2.89 times and 2.93 times higher
than those of the unobstructed SAH, respectively.

Kulkarni and Kim [10] performed a numerical analysis to find the optimal shape of obstacles
attached to an SAH. Numerical analysis was performed for four different shapes and three different
arrangements of the obstacles. The Nusselt number and friction coefficient were greatly influenced by
the shape and arrangement of the obstacles, and pentagonal obstacles showed the highest performance
factor among the tested shapes. Alam and Kim [11] performed a numerical analysis to predict the heat
transfer performance of an SAH with conical protrusion ribs. The maximum thermal efficiency of the
collector was reported to be 69.8%. They developed correlations for the Nusselt number and friction
factor in terms of Reynolds number, relative roughness height, and relative rib pitch. Compared with
the results of numerical analysis, the correlations for the Nusselt numbers and friction factor showed
average absolute standard deviations of 2.78% and 5.25%, respectively. In addition, studies on SAHs
with various types of obstacles such as V-shaped ribs, diamond-shaped ribs, and arc-shaped ribs have
been also conducted to date [12–14].

In this study, T-shaped ribs are newly proposed to further improve the performance of an SAH by
considering both the heat transfer and pressure drop. The heat transfer and pressure drop characteristics
of the SAH with ribs were analyzed using three-dimensional Reynolds-averaged Navier–Stokes (RANS)
equations. A parametric study was conducted to confirm the effects of geometric parameters of the
T-shaped ribs on the heat transfer and pressure drop in the SAH. The performance of the SAH with the
proposed ribs was compared to SAHs with previously developed obstacles.

2. Solar Air Heater Model

Figure 1 shows the computational domain of the SAH and geometric parameters of the T-shaped
rib. Only a half of the entire SAH domain is included in the computational domain using symmetric
conditions. The computational domain consists of three sections; inlet Section (800 mm × 150 mm
× 50 mm (L1 ×W/2 × H)), test Section (1200 mm × 150 mm × 50 mm (L2 ×W/2 × H)), and outlet
Section (500 mm × 150 mm × 50 mm (L3 ×W/2 × H)). This computational domain for evaluating
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the performance of the SAH was set according to the guidelines of the ASHRAE standard 93–97 [15],
and the lengths of the inlet and outlet sections of the domain are 5(WH)0.5 and 2.5(WH)0.5, respectively.

The upper wall (i.e., heat absorber plate) of the test section absorbs solar energy, and air is heated
as it flows from the inlet to the outlet of the channel. The obstacles, T-shaped ribs, are attached to the
heat absorber plate. Thirteen rows of ribs are arranged in a zigzag, as shown in Figure 1a. The thickness
of the rib is 0.5 mm, and t is 8 mm. Each row contains one or one and a half ribs in the computational
domain. The first row of ribs is located 71.75 mm downstream of the inlet of the test section.

 

 
(a) 

 
(b) 

ε ω
ω ε

Figure 1. Computational domain of the solar air heater with T-shaped ribs. (a) Computational domain,
(b) Test section.

3. Numerical Methods

In this study, ANSYS-CFX 15.0 [16], a commercial code which employs an unstructured grid, was
used to analyze the flow and heat transfer using RANS equations. The shear stress transport (SST) [17]
model was used for the analysis of turbulence. The SST model was designed to take advantage of the
k-ε and k-ω models by combining these two models using a weighting function so that the k-ω model
is applied near the wall and the k-ε model is applied in the other area. The SST model is known to be
effective in predicting the flow recirculation due to separation.

Air at 25 ◦C was used as the working fluid, and velocity and static pressure conditions were
assigned to the inlet and outlet boundaries, respectively. A constant heat flux condition of 815 W/m2

was applied to the surface of the heat absorber plate, and the other solid surfaces were assumed to be
adiabatic. The symmetric conditions were used at the symmetric plane of the computational domain,
and a no-slip condition was used at the wall boundaries. An unstructured tetrahedral grid system
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was constructed in most of the computational domain, but prism meshes were placed near the wall to
resolve the laminar sublayer. In order to use low-Re modeling for near-wall turbulence, the y+ values
of the first grid points from the wall were kept at less than 1.0.

To find the grid dependency of the numerical solution, a test was performed according to the
procedure proposed by Roache [18] and Celik and Karatekin [19]. This test analyzes the grid convergence
index (GCI), which represents numerical uncertainty through the estimation of discretization error
based on Richardson extrapolation. Table 1 shows the results of the GCI analysis where the grid
refinement factor (r) was set to 1.3 for three different grid systems (N1, N2, and N3). This test was
performed on the SAH with the reference ribs described in Table 2. As the number of grid nodes
increases, the Nusselt number tends to converge gradually. When N2 is used, the extrapolated relative
error (e21

ext) is 0.0015% and the relative error is 0.0019%, which confirms a relatively small numerical
uncertainty. Therefore, based on this result, the optimum grid system is selected as N2, which is shown
in Figure 2.

Table 1. Results of grid convergence index (GCI) analysis using Richardson extrapolation.

Parameter Value

Number of computational cells N1/N2/N3 8,071,835/3,516,156/2,336,956

Grid refinement factor r 1.3

Computed Nusselt numbers
corresponding to N1, N2, N3

φ1 178.137

φ2 178.356

φ3 180.072

Apparent order p 5.306

Extrapolated value φ21
ext

178.134

Approximate relative error e21
a 0.123%

Extrapolated relative error e21
ext

0.0015%

Grid convergence index GCI21
f ine

0.0019%

Table 2. Ranges and reference values of geometric parameters.

Parameter Lower Limit Upper Limit Reference

h/H 0.3 0.7 0.50

e/W 0.067 0.133 0.10

h/e 0.38 1.75 0.83

 

𝑒

𝜙𝜙𝜙
𝜙𝑒𝑒𝐺𝐶𝐼

 

Figure 2. Example of grid system.
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In order to determine the convergence of the numerical solution, the root mean square residual was
reduced to 10−6 or less, and about 1200 iterations were performed. The computational time required for
a single analysis was about 14 h when a personal computer with an Intel Core i7 3.41 GHz CPU was
used for the computations.

4. Geometric and Performance Parameters

In order to examine the effects of the rib shape shown in Figure 1 on the heat transfer performance
and pressure drop, three dimensionless parameters were selected; the ratios of the rib height to the
channel height (h/H), the rib width to the channel width (e/W), and the rib height to the rib width (h/e).
The ranges and reference values of these parameters are shown in Table 2.

Three performance parameters are defined to evaluate the heat transfer and pressure drop in the
SAH. The performance parameter related to the heat transfer is defined as follows:

FNu =
Nuo

Nus
(1)

Nuo is the area-averaged Nusselt number on the heat transfer surface.

Nuo =
qoDh

ka

(
Tp − Ts

) (2)

where Tp is the average temperature at the surface of the heat absorber plate including the obstacles, Ts

is the bulk temperature of the working fluid, ka is the thermal conductivity of the fluid, qo is the heat
flux at the heat absorber plate, Dh is the hydraulic diameter of the flow channel, and Nus is the Nusselt
number for a fully developed flow in a smooth channel without obstacles, which is calculated from the
following Dittus–Boelter equation.

Nus = 0.024Re0.8Pr0.4 (3)

where Reynolds number, Re, is defined using a hydraulic diameter, and Pr indicates the Prandtl number.
The definition of the performance parameter related to the pressure drop is as follows:

F f =

(
fo

fs

)1/3

(4)

Here, fo is the friction factor in the flow channel with obstacles.

fo =
2(∆P)Dh

4ρLU2
(5)

where ∆p is the pressure drop in the test section, ρ is the density of the working fluid, U is the average
velocity of the flow, L is the length of the flow channel (test section), and fs is the friction factor for
the fully developed flow in the smooth channel, which is calculated from the following modified
Blasius equation.

fs = 0.085Re−0.25 (6)

The performance factor, PF [20], for evaluating the performance of an SAH considering both the
heat transfer performance and pressure drop at the same time, is defined as follows:

PF =
FNu

F f
(7)
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5. Results and Discussion

To prove the validity of the numerical analysis, the numerical results for the Nusselt number, Nuo,
and friction factor, f o, are compared with corresponding empirical formulas for different Reynolds
numbers in the flow channel without obstacles, as shown in Figure 3. The numerical results show good
overall agreement with the empirical formulas. As Reynolds number increases, the relative error tends
to decrease in the case of Nuo. Compared with the experimental data, the average relative error of the
computed Nusselt numbers within the tested Reynolds number range is less than 3.29%, and it is less
than 2.71% for the friction factor.

 

 

≤ ≤

Figure 3. Validation of numerical results for smooth duct.

In addition, the validation test was also performed for the case with obstacles. The numerical
results are compared with the experimental data obtained by Bekele et al. [8] for the SAH with triangular
obstacles under the same boundary conditions, as shown in Figure 4. The numerical results agree well
qualitatively with the experimental data. In the results for the Nusselt number, the computational
and empirical slopes according to the Reynolds number are exactly the same but, quantitatively, they
show a small difference unlike the case without obstacles. The average relative error for the Nusselt
number compared to the experimental data within the tested Reynolds number range is less than 4.43%,
and that for the friction factor is less than 1.94%, which indicates that the accuracy of the numerical
analysis results is acceptable for further calculations.

 

 

≤ ≤

Figure 4. Validation of numerical results for a solar air heater (SAH) with triangular ribs using experimental
data of Bekele et al. [8].
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The three dimensionless geometric parameters of the SAH with proposed T-shaped ribs presented
in Table 2 were used to find the effects of the rib shape on the performance parameters, i.e., FNu, Ff ,
and PF. The parametric study was performed at a Reynolds number of 22,600. In the case of two
variables, h/H and e/W, the reference value in Table 2 was applied to the parameter that was not
changed, and the area of the rib was changed accordingly during the parametric study. However,
in the case of h/e, the test was conducted with the rib area fixed at 375 mm2. Therefore, in this case,
both the absolute values of h and e changed to keep the area constant according to the change of h/e.
In all cases, the size of t was kept constant.

The results of the parametric study for the ratio of the rib height to the channel height (h/H) are
shown in Figures 5–9. Figures 5 and 6 show the changes in the performance parameters, FNu and
Ff , defined by Equations (1) and (2), respectively, in a range of 0.3 ≤ h/H ≤ 0.7. The computational
values are presented at five points indicated by circular symbols, and the line is a curve fit of the
values at these points. It can be seen that FNu has the maximum value between h/H = 0.5 and 0.6 and it
gradually decreases after that (Figure 5). On the other hand, Ff continues to increase as h/H increases,
as shown in Figure 6. Therefore, as the rib height increases with the fixed rib width, there exists the
maximum value in the heat transfer rate, but the pressure drop increases continuously. Similar heat
transfer performances are found at h/H = 0.5 and 0.6 (Figure 5), but the pressure drop is lower at the
lower rib height (h/H = 0.5), as shown in Figure 6. Therefore, in the PF distribution shown in Figure 7,
the maximum performance factor appears at h/H = 0.5.

 

 

ƒ

Figure 5. Variation of the performance parameter related to heat transfer (FNu) with the ratio of the rib
height to the channel height (h/H) (the ratio of the rib width to the channel width (e/W) = 0.1).

 

 

ƒ
Figure 6. Variation of the performance parameter related to the pressure drop (Ff ) with h/H (e/W = 0.1).
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Figure 7. Variation of performance factor (PF) with h/H (e/W = 0.1).

 

 

(a) 

 

(b) 

 

(c) 

Figure 8. Streamlines on x-y plane (z = 0) between fifth and seventh ribs (dark region in Figure 1b) for
different h/H. (a) h/H = 0.3, (b) h/H = 0.5, (c) h/H = 0.7.

 

 

(a) 

 

(b) 

 

Figure 9. Nusselt number distributions on the heated surface for different h/H. (a) h/H= 0.3, (b) h/H = 0.5.
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Figure 8 shows the streamlines between the 5th and 7th ribs (indicated by a dark region in
Figure 1b) at the symmetric plane (i.e., x-y plane at z = 0) for different h/H. Due to the geometric shape
of the rib, two recirculation regions are formed in the direction of the rib height. As h/H increases,
the size of the recirculation region near the upper wall increases. Additionally, as h/H increases from 0.3
to 0.5, the reattachment distance rapidly decreases. This rapid reduction in the reattachment distance
in this h/H range greatly enhances the heat transfer, as shown in Figure 5, due to early re-development
of the thermal boundary layer. In Figure 9, the local Nusselt number distributions on the heat transfer
surface for h/H = 0.3 and 0.5 are different. In the case of h/H = 0.5, the Nusselt number level appears to
be higher around and downstream of each rib compared to the case of h/H = 0.3.

Figures 10–14 show the effects of the ratio of the rib width to the channel width (e/W) on the
performance of the SAH. Figures 10 and 11 show the variations of the two performance parameters,
FNu and Ff , respectively, with e/W, in a range of 0.067 ≤ e/W ≤ 0.133. As e/W increases, both FNu

and Ff increase almost linearly. This is presumed to be a phenomenon that occurs because both the
turbulence intensity and pressure loss increase due to the increase in the area of the obstacles as e
increases while the height h is kept constant. In the PF distribution shown in Figure 12, the maximum
value is found around e/W = 0.08, but the overall variation with e/W is very small compared to that in
Figure 7 for h/H.

Figure 13 shows the streamlines between the 5th and 7th ribs at the symmetric plane for different
h/H. It can be seen that as e/W increases, the recirculation region located near the top of the rib increases.
Since the reattachment distance does not change with e/W, the heat transfer enhancement according
to the change in e/W does not seem to be related to the reattachment distance. Figure 14 shows the
distributions of the Nusselt number on the heat transfer surface between the 5th and 7th ribs. As e/W
increases, the increased width of the rib increases the width of the high Nusselt number area in the
lateral direction, thereby increasing the overall Nusselt number.

 

≤ ≤

 

ƒ

 

Figure 10. Variation of FNu with e/W (h/H = 0.5).

 

≤ ≤

 

ƒ

 

Figure 11. Variation of Ff with e/W (h/H = 0.5).
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Figure 12. Variation of PF with e/W (h/H = 0.5).

 

 

(a) 

 

(b) 

 

(c) 

Figure 13. Streamlines on x-y plane (z= 0) between fifth and seventh ribs for different e/W. (a) e/W = 0.067,
(b) e/W = 0.10, (c) e/W = 0.133.

 

 

(a) 

 

(b) 

 

(c) 

 

Figure 14. Nusselt distributions on the heated surface between fifth and seventh ribs for different e/W.
(a) e/W = 0.067; (b) e/W = 0.10; (c) e/W = 0.133.
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The variation of FNu with the ratio of the rib height to the rib width (h/e) keeping the rib area
constant is shown in Figure 15. At h/e = 0.83, the heat transfer is maximized. This variation of FNu is
similar to the variation with h/H shown in Figure 5. However, unlike Figure 5, the variation curve
of FNu shown in Figure 15 is more symmetrical as the area of the rib is kept constant in this case.
The variation of Ff with h/e shown in Figure 16 is very small compared to the variations with h/H
and e/W shown in Figures 6 and 11, respectively. In the cases with h/H and e/W, the area of the rib
changes, but in this case with h/e, the area of the rib remains constant. Accordingly, it can be seen that
the pressure drop is greatly influenced by the area of the rib rather than the aspect ratio of the rib.

 

ƒ

 

Figure 15. Variation of FNu with the ratio of the rib height to the rib width (h/e) (rib area = 375 mm2).

 

ƒ

 

Figure 16. Variation of Ff with h/e (rib area = 375 mm2).

Since the change in the pressure drop appears small over the entire range of h/e, the variation of
the performance factor PF with h/e, shown in Figure 17, shows a qualitatively similar variation to that
of FNu (Figure 15). The maximum value of PF also appears at h/e = 0.83.

Figure 18 shows the Nusselt number distributions on the heat transfer surface between the 5th
and 7th rib rows. At h/e = 0.83, where the highest heat transfer occurs, the area of the high Nusselt
number region is the largest. This indicates that the heat transfer enhancement due to the production
of turbulent kinetic energy becomes most effective when h and e have similar sizes while keeping the
rib area constant.

To demonstrate the superiority of the heat transfer performance of the SAH with T-shaped ribs
proposed in this study, the performance parameters are compared with the experimental data for the
SAH with triangular ribs measured by Bekele et al. [8], as shown in Figures 19 and 20. The comparison
was performed for the same cross-sectional area of the ribs and the same spacing between the ribs.
The T-shaped rib used for the comparison is the reference rib presented in Table 2. Figure 19 shows the
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variations of the Nusselt number (Nuo) and friction factor (f o) with Reynolds number. In the case of
the friction factor, the T-shaped ribs show a slightly larger value than that with the triangular ribs in the
entire Reynolds number range. However, the Nusselt number shows a large uniform improvement at
all Reynolds numbers. Compared to the triangular ribs, the T-shaped ribs show Nusselt numbers that
are 65% higher at Re = 4510 and 21.5% higher at Re = 22,600. On the other hand, a 35% higher pressure
drop occurs at Re = 4510 and a 31% higher pressure drop occurs at Re = 22,600 than for the triangular
ribs. Figure 20 shows the comparison of the performance factor PF between the two different ribs.
The PF of the T-shaped ribs is 49.7% higher at Re = 4510, and 11% higher at Re = 22,600 than for the
triangular ribs.

 

Figure 17. Variation of PF with h/e (rib area = 375 mm2).

 

 

(a) 

 

(b)  

 

(c)  

 

Figure 18. Nusselt number distributions on the heated surface between fifth and seventh ribs for
different h/e. (a) h/e = 0.38; (b) h/e = 0.83; (c) h/e = 1.75.

Table 3 shows a comparison of PF ranges among various obstacle shapes developed to date.
These obstacles were tested by previous experimental or numerical studies using the parameters
of longitudinal pitch (Pl/e), relative obstacle height (e/H), relative roughness height (e/D), relative
roughness pitch (P/e), relative longitudinal pitch between the rows of winglets (P/H), and number
of waves on the delta winglet (φ). The T-shaped ribs proposed in this study cause two recirculation
regions formed in the height direction, as shown in Figures 8 and 13, due to their unique geometric
shape. These multiple recirculation zones are expected to promote the production of turbulent kinetic
energy and thus further enhance the turbulent heat transfer compared to the other obstacles in Table 3.
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ϕ

θ

Figure 19. Comparison of performance parameters between T-shaped and triangular ribs.

 

  

ϕ

θ

Figure 20. Comparison of PF between T-shaped and triangular ribs.

Table 3. Comparison of performance factor range obtained in the present study with those obtained in
the previous experimental or numerical studies on obstacle shape.

Investigator Geometrical Shape of Obstacles Parameters PF Range

Bekele et al. [8] Delta-shaped ribs

Re = 3400–28000
Pl/e = 1.5–5.5
e/H = 0.5–0.75
θ = 90 ◦

1.10–2.14

Yadav et al. [21]
Equilateral triangular
sectioned ribs

Re = 3800-18000
Pl/e = 7.14–35.71
e/D = 0.021–0.042

1.36–2.11

Deo et al. [22]
Multi-gap V-down ribs combined
with staggered ribs

Re = 4000–12000
P/e = 4–14
e/D =0.026–0.057
θ = 40◦– 80 ◦

2.09–2.45

Gawande et al. [23] L-shaped ribs
Re = 3800–18000
P/e = 7.14–17.86
e/D = 0.042

1.62–1.90

Sawhney et al. [24] Wavy delta winglets

Re = 4000–17300
P/H = 3–6
φ = 3–7
θ = 60 ◦

1.46–2.09

Present study T-shaped ribs

Re = 4510–22600
h/H = 0.3–0.7
e/W = 0.067–0.133
h/e =0.38–1.75

2.07–2.63
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6. Conclusions

In this study, T-shaped ribs with a staggered arrangement are proposed to enhance the heat transfer
in an SAH, and the effects of the geometric parameters of the ribs on the thermal and aerodynamic
performance of the SAH were analyzed using RANS equations. The numerical results for the heat
transfer rate and friction factor were validated by comparing with experimental data for the smooth
duct and the SAH with triangular obstacles. In the case of the SAH with the obstacles, the average
relative error of the average Nusselt number between the numerical and experimental results was
less than 4.43% within the tested Reynolds number range, and that of the friction factor was less
than 1.94%. In a parametric study using the ratios of the rib height to the channel height (h/H) and
the rib width to the channel width (e/W), the performance factor (PF) was far more sensitive to h/H
than to e/W, and the maximum PF was found at h/H = 0.5 for a fixed e/W. When h/e was varied by
keeping the rib area constant, the variation of the friction factor with h/e was very small due to the
fixed rib area, and thus the variation of the average Nusselt number was qualitatively similar to that
of PF and their maximum values were commonly found at h/e = 0.83. The proposed T-shaped ribs
showed superior performance to several other heat-transfer enhancement obstacles developed to date.
For example, when compared with the triangular ribs, the T-shaped ribs showed a 49.7% higher PF
at a Reynolds number of 4510, and an 11% higher PF at a Reynolds number of 22,600. To generalize
the present results for staggered T-shaped obstacles, further studies are required for the SAH using
different arrangements of T-shaped obstacles.
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Abstract: The startup period, one of several transient operations in a centrifugal pump, takes note
of some problems with these devices. Sometimes a transient high pressure and high flow rate over
a very short period of time are required at the startup process. The pump’s dynamic response is
delayed because of the rotational inertia of the pump and motor. Our research focuses on how to get a
large flow in a short time when the pump cannot meet the requirements alone without a large power
driver. To achieve a strong response in the startup process, a ball valve is installed downstream of the
pump. The pump’s transient behavior during such transient operations is important and requires
investigation. In this study, the external transient hydrodynamic performance and the internal flow
of the pump during the transient startup period are studied by experiments and simulations. In order
to find an appropriate matching method, different experiments were designed. The content and
results of this paper are meaningful for performance prediction during the transient pump-valve
startup period.

Keywords: transient characteristics; centrifugal pump; startup period; numerical simulation

1. Introduction

The transient operations of a pump such as the startup and shutdown periods occur in several
applications of hydraulic systems. In a Navy application, the pump is used to launch weapons
from submarines [1]; the pump starts up in a very short time to generate instantaneous pressure.
In large pump stations, a sudden startup of the pumps will cause strong pressure fluctuations and
power shocks.

The transient characteristics of pumps have been studied in recent years. Tsukamoto and
Ohashi [2,3] studied the transient characteristics of a centrifugal pump, and the acceleration of the
pump at the startup stage was very fast. They found that the hysteresis and transient pressure fluctuation
around the vanes results in a difference between the dynamic and quasi-steady characteristics.

Lefebvre and Barker [1] conducted an experimental study on the acceleration and deceleration
cycle of a mixed-flow pump. They found that the transient effect was notably on the pump performance.
The quasi-steady assumptions are wrong for the performance prediction of impellers under highly
transient conditions, such as at fast startup and stop periods. Saito [4] conducted an experimental study
on the transient period of a pump. The results of the tests indicate that the locus of operating points on
the head-capacity plane during the pump startup deviates from the system resistance curve to a great
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degree as the mass of water in the pipeline becomes large. Dazin [5] and Wang [6–8] conducted startup
and shutdown experiments for a pump. The transient characteristics were mainly influenced by the
variation in transient velocity.

Wu [9,10] conducted simulations of the blades during startup periods. In two-dimensional
simulations, he found that the sliding mesh method has a higher efficiency and stability than the
dynamic mesh and dynamic reference frame methods. The startup period also influences the transient
performance. Li [11,12] studied the transient characteristics of a centrifugal pump through experiments
and numerical simulations during the startup period. He used the DSR (Dynamic Slip Region) method
to determine the dynamic motion of the blades in the numerical simulation. The practicability of
the DSR method in the dynamic impeller simulation was proved by the consistency between the
experimental results and the numerical results. The instantaneous power shock is related to the joint
action of a low flow rate and high acceleration in the initial stage of the startup, but the peak value is
small. Due to the fluctuation in data, the observation is not very obvious.

In some applications, the pump needs to start up faster but the drive cannot provide sufficient
starting acceleration, while in some applications the water hammer needs to be suppressed. A throttle
valve can be installed on the pipeline, and the above-mentioned application needs can be met by
adjusting the opening of the valve during startup.

The transient characteristics of valves have been studied extensively. Ming-Jyh Chern [13] used
the particle tracking flow visualization (PTFV) method to conduct experimental research on the internal
flow of a ball valve. He found that the valve’s flow coefficient is connected with the opening degree
and has nothing to do with the velocity. Yang et al. [14] showed that the main pressure drop occurred
along the valve throat because the circulation area diminished when the fluid flows through the valve
throat. Wang [15] used the CFX software to conduct a three-dimensional dynamic analysis during
the opening period of a butterfly valve. The transformation law of the transient flow coefficient was
studied during the startup period. Cho [16] carried out an experiment and simulation to study a globe
valve’s force balance. The pressure distribution and stress distribution were studied.

Srikanth [17] studied industrial pneumatic valves by adopting dynamic meshing technology.
Experiments and numerical simulations were carried out to research the startup period of a pneumatic
valve. In the numerical simulation, the unstructured tetrahedral mesh was used to discrete the flow
domain, the dynamic movement of valves was defined by the dynamic mesh method, and the standard
k-epsilon model was implemented. He analyzed the effects of the opening degree and speed on
the flow characteristics. The simulation and experimental results showed good similarity, thereby
demonstrating the effectiveness. Quang Khai Nguyen [18] has conducted experiments to research the
globe valve’s flow coefficient. He found that the Re and opening degree influences the flow coefficient.

The research objective of this article was to investigate a pump with an assistant valve. At present,
there are few studies on the simultaneous startup of pump and valve. The key point of this paper is to
study the simultaneous startup stage of a pump and assistant valve. In order to study the simultaneous
startup stage of a pump and assistant valve, we designed many experiments and numerical simulations.
Then, we analyzed the transient dynamic characteristics of the pump-valve system; the results of
numerical simulations show the influence of the opening valve on the internal transient flow structure
during the pump startup. Furthermore, we compare various startup modes and select the most suitable
mode. In this paper, we focus on how to achieve a higher flow acceleration through a valve if the
pump starts not fast enough.

2. Experiment

2.1. Test Equipment and Method

A schematic view of the experiment system is shown in Figures 1 and 2. The test system consists
of a data acquisition system, a pump and control system, a valve, pipes, and data measurements. A ball
valve is applied to change the dynamic characteristics by changing the valve close time. Two pipes are
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connected to the tank, and the pipe which connects the tank and water-tap is used to hold the water
level in the tank. In order to guarantee that cavitation does not happen, the level is kept about 1.2 m
above the pump inlet during this series of experiments.

 

)Figure 1. Illustration of the experiment pump (vertical pipe pump).

 

)

 
Figure 2. Diagram of the experiment (units are mm).

The data are acquired with an NI-4497. The data acquisition frequency is 5000 Hz. The pump
comprises the motor, pump body, impeller, and diffuser. The parameters for the pump are listed in
Table 1. The pump is controlled by a frequency conversion cabinet. The data measurements mostly
contain pressure sensor, electromagnetic flowmeter, and photoelectric speed sensor. In the experiment,
the pump starts up first; meanwhile, the valve remains closed for a period of time, Tc, and then the
valve is rapidly full opened.

The installation locations of three pressure sensors are shown in Figure 2. The transient pressure
at the inlet, outlet, and valve-behind section were measured.

The pump transported water from a tank to the atmosphere during the experiments. When the
ball valve was fully opened, the flow rate was 0.0033 m3/s. Then, we changed the valve opening degree
to adjust the flow rate to 0.0033, 0.00326, 0.00309, 0.0025, 0.00136, and 0 m3/s, respectively. The aim of
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the experiments was analyzing the steady performances at different flow rates. It took 9.1 s for the
pump to reach 2900 rpm in this series of experiments.

Table 1. Specifications for the experimental pump.

Geometric Parameters

Suction diameter 32 mm

Discharge diameter 32 mm

Impeller diameter 138 mm

Blade outer width 4 mm

Number of blades 5

Hydraulic Parameters

Rotation speed 2900 r/min

Flow rate 11.34 m3/h

Total head 20 m

The transient performances of the pump-valve system were studied by many experiments during
the startup process. We started the pump first and then kept the valve closed until the pump’s rotational
speed reached a certain value. The closed time for the valve was called Tc, and Tc was set as 0, 2.0, 3.2,
4.4, 5.9, 7.2, 8.0, 10.28, and 11.56 s, respectively. Then, at time point Tc, the valve was quickly opened in
time To, and the data were collected until the pump reached the rated speed.

2.2. Processing the Experiment Data

A photoelectric speed sensor was used to measure the pump’s transient rotation speed.
The photoelectric speed sensor outputs the pulse signal. The rotational speed used the pulses
gathered in the time interval. The formula is expressed as:

n =
60N

∆t
(1)

where n is the transient speed and N is the number of pulses in ∆t.
The transient head could be calculated through measuring the transient pressure of the inlet

section and outlet section, and the transient head also contained a component which was used to
accelerate the fluid in the startup period.

H =
Po − Pi
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where Leq is the equivalent length, P0 is the outlet pressure, Pi is the inlet pressure, and A is the
cross-sectional area of the pipeline.

The dimensionless head and flow are defined as equaling:

CH =
P

ρu2
2/2

(3)

Cq =
Q

πd2b2u2
(4)

where u2 = πd2Nr/60, Nr is the current rotational speed of the pump, b2 is the outlet width of the
impeller, and d2 is the diameter of the impeller.
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Transient flow is an important parameter in the startup period. The flow is mostly measured
by an electromagnetic flowmeter and an orifice flowmeter. When measuring the transient flow,
the electromagnetic flowmeter has a greater delay. Figure 3 is an illustration of the orifice flowmeter.
Bernoulli equation and the continuity equation between the high pressure and orifice are used to
obtain the flow. Formula (5) shows the flow transition equation:

qV = C ·QV =
C√

1− β4
· πd2

4
·

√
2∆P

ρ
(5)

where C is the outflow coefficient and β equals d/D.

 

2

4

2
41



β

 

2 2
1 1 2 2

2 2 f

2

2
ξ

Figure 3. Illustration of the orifice flowmeter.

The outflow coefficient C is used to correct the pressure difference between the orifice and the low
pressure. Yet, the orifice flowmeter does not consider the pressure loss of the orifice. In this paper,
the local resistance loss is used to get the flow. Formulas (6) and (7) show the energy conservation
equation and the local resistance equation. The local resistance coefficient is influenced by the orifice
structure and the Reynolds number. Thus, it can be found that the pressure difference is a quadratic
function of the flow:

P1

ρg
+

u2
1

2
=

P2

ρg
+

u2
2

2
+ h f J (6)

h f J = ξ
le
d

u2

2
(7)

where ξ is the resistance coefficient and le is the equivalent length.
Figure 4a is a schematic diagram. The distance between the low pressure and the orifice plate

is 6D, and between the high pressure and the orifice it is 3D. The pressure measuring point for the
local resistance flowmeter should be in a stable flow area, while the low pressure point in the orifice
flowmeter should be in an unstable area. An electromagnetic flowmeter was installed downstream to
get a precise steady flow. The orifice plates come in three sizes, and ultimately the first one was chosen
because it causes the biggest pressure loss; therefore, in the small flow we can get a more definitive
pressure difference. The pump is controlled by the inverter, then a series of flowrates can be found by
changing the frequency. Through a series of steady state experiments, the relationship of pressure
difference and flowrate can be found. Figure 5 shows the fitting curve and fitting formula.
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(a) 

 

(b) 

Figure 4. Illustration of the local resistance flowmeter; (a) the schematic diagram, (b) three sizes for the
orifice plate.

 

Figure 5. The fitting curve of the pressure difference and flowrate.
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2.3. Results and Discussion for the Experiment

The rotational speed is shown in Figure 6. The startup time for the pump was 9.1 s. Figure 7
shows the changes in pressure during the startup period.

 

Figure 6. The rotational speed of pump measured by the photoelectric speed sensor.

 

  

(a) (b) 

  

(c) (d) 

Figure 7. Cont.
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(e) (f) 

Figure 7. The inlet pressure, outlet pressure, and pressure behind the valve under different Tc during
the startup process; (a) Tc = 0 s, (b) Tc = 2.7 s, (c) Tc = 4.2 s, (d); Tc = 5.8 s, (e) Tc = 7.8 s, (f) Tc = 10.3 s.

The experimental process can be divided into five parts. Zone 1 means that the pump was stopped,
zone 2 means that the pump was opened while the valve was closed, zone 3 means that the valve
was opening, zone 4 means that the valve was fully opened, and zone 5 means that the pump system
became stable. Tc is the closing time for the valve. Tc = 0 means that the valve was completely open
during the pump startup period. When the valve was closed, the inlet pressure and pressure behind
the valve remained unchanged, while the outlet pressure increased more rapidly than the operating
condition at Tc = 0. The outlet pressure continued to increase more rapidly. When the valve was in the
process of opening, the outlet pressure had a sudden fall in 0.4 s. Meanwhile, the pressure behind the
valve increased rapidly and a pressure fluctuation occurred at the inlet of the pump. When the valve
was completely open, the pressure behind the valve kept growing slower. Finally, the pressures in
the different working conditions reached the same value. The outlet pressure was greater than the
pressure behind the valve. This deviation could be caused by the resistance between the valve and
pipe. There was a jump in the rotational speed curve at the initial stage of the start that does not match
with the pressure curve and head curve. In the initial stages of startup, the energy provided by the
centrifugal pump was smaller than the resistance of pipe system, and therefore the response could not
have been sensitive to the pressure.

In order to compare different working conditions, the dimensionless flow and head were analyzed.
Figure 8 shows the changes in dimensionless flow during the startup period. To is the startup time of
the pump. The red curve is the startup period of the pump with a completely open valve. When the
valve was closed, the dimensionless flow remained around 0. When the valve was opening, Cq rapidly
increased and the curve rapidly tended to the red completely open curve. When Tc was less than
To, the Cq first increased rapidly and then had a slow increment with the same tendency compared
with the completely open startup period. When Tc was bigger than To, the Cq quickly increased to the
final value.

Figure 9 shows the changes in the non-dimensional head during the startup period. The red curve
is the startup period of the pump with a completely open valve. In the pump startup period, when the
valve remained closed Ch was bigger than the completely open case. In the opening period of the
valve, the Ch had a sudden drop and then tended to the completely open case rapidly. Finally, Ch in
all those cases reached a certain value. When Tc divided by To was less than or equal to 0.46, the Ch

reached the maximum when the pump was fully started. When Tc divided by To was greater than 0.46,
the Ch reached the maximum at the point where the valve was going to open. When Tc was less than
To, the maximum of Ch increased as Tc increased. When Tc was greater than To, the maximum of Ch

maintained a certain value. If we want to achieve a high initial Ch, then Tc should be bigger than To.
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Figure 8. Dimensionless flow for different startup periods.

 

Figure 9. Dimensionless head for different startup periods.

Considering the differential of the flow, Figure 10 shows the changes for different startup periods.
The red curve is the startup period of the pump with a completely open valve. Figure 10b is the
enlarged image of differential Q when Tc/To = 0; when the valve was completely open during the startup
period, the dQ/dT increased to the maximum of about 2.25 and then fell to 1.25 or so, and finally the
dQ/dT fell to 0. From Figure 6, it can be found that the rotational speed has a higher acceleration at first
and then transitions to a certain smaller acceleration. The change in speed reflects the change in dQ/dT.
Figure 10a shows the dQ/dT for different startup periods. During the valve’s opening period, the dQ/dT
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quickly reaches the maximum and then falls to the red curve, and finally tends to 0. When Tc is less
than To, the maximum of dQ/dT increases when Tc increases. When Tc is bigger than To, the maximum
of dQ/dT does not increase and even decreases a little when Tc increases. Thus, in order to obtain the
biggest flow during a given short period of time, the Tc should be in the vicinity of 1.13 To, and there is
no need to increase Tc when Tc is bigger than To.

 

 

(a) 

 

(b) 

−

Figure 10. Differential flow for different startup periods; (a) flow change rate (dQ/dT) for different
startup periods; (b) flow change rate (dQ/dT) curve when Tc is in the vicinity of 1.13 To.

According to the above results, in order to find the most suitable Tc, a series of experiments when
Tc is in the vicinity of 1.13 To have been performed. The results are shown in Figure 10b; it can be
found that when Tc = To−Tv, the biggest flow can be found during a given short period of time.
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3. Numerical Simulation

3.1. Computational Domain and Grid

The overall view of the 3D model is shown in Figures 2 and 3. The numerical 3D model’s
parameters were the same size as the real test system. The schematic view of numerical pump model
and simplified valve model is shown in Figure 11. Table 2 shows the general view of the mesh of the
pump-system model. The computational domain is discretized by an unstructured tetrahedral cell.
The grid independence test is carried out, and Figure 12 shows the results. In the calculation, the scaled
residuals of continuity equation and momentum equations are reduced to a magnitude below 10−5,
and the scaled residuals of the turbulence kinetic energy (k) and dissipation rate (ξ) are reduced to a
magnitude below 10−4. The y+ value near the critical surfaces is from 0 to 30 and the average value is
within 50. The difference in head between the 1.98 × 106 grid number and the 2.71 × 106 grid number
is 0.011%, and the difference in flow is 0.026%. As a result, the total number of grids is ensured to be
1.98 × 106.

 

− ξ
−

 
Figure 11. The numerical model for the pump and ball valve.

Table 2. Overview of the mesh in the numerical model.

Unstructured Mesh

Regions Impeller Volute Valve Tank Pipes

Mesh number 286,735 389,800 46,648 920,753 452,894

Mesh sizes (mm) 1 1.5 1 120 10

 

− ξ
−

 

 

Figure 12. Results of the grid independence investigation.
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Steady simulations were performed firstly. The Q-H curve between the experiment and steady
simulation is shown in Figure 13. The strong similarity in the results verifies the accuracy of the 3D
model and grid quality. The flow in the follow-up experiment and transient simulation was around
0.003 m3/s.

 

2

2747.65468
317.495 41.039 275.315

speed=
294.566 219.44
2900








0.1
0.1 0.85
0.85 9.1

9.1

Figure 13. Comparison of the experimental and steady numerical simulation.

3.2. Boundary Conditions of the Transient Simulation

The startup period of Tc = 8 s was simulated. Li [11] demonstrated the applicability of the detached
eddy simulation (DES) model and the dynamic slip region (DSR) method in a transient simulation of
the pump’s startup periods. For the DES (detached eddy simulation) model, in the attached boundary
layer, the RANS equation is applied; the large eddy simulation (LES) model is applied in other regions.
The LES is more precise and the RANS is more efficient, and the DES model integrates the advantages.
Using the DES model can save computational resources and computing time to some extent.

The DSR (dynamic slip region) method segments the flow domain into dynamic and static regions.
Then, the dynamic region and stationary region are discretized, respectively, and then a pair of
interfaces is used to transfer and exchange data to the two individual parts. The interfaces could be set
up in the fluent.

A mathematical curve is used to define the speed. It was achieved with measurements from the
experiment. Figure 6 shows the rotational speed curve, and formula 8 (the unit is r/min) shows the
definition of speed.

speed =



2747.65468× t

317.495× t2 − 41.039× t + 275.315
294.566× t + 219.44
2900

t ≤ 0.1
0.1 < t ≤ 0.85
0.85 < t ≤ 9.1
t > 9.1

(8)
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The valve’s opening time is 0.4 s, and valve’s rotational speed is assumed to be constant. Thus,
the valve’s rotational speed can be defined as follows (the unit is degree/s):

ω =



0
225
0

t < 8
8 ≤ t ≤ 8.4
t > 8.4

(9)

In order to ensure both accuracy and efficiency, we set the time steps to vary with pump’s
rotational speed. Thus, time step is also a value that varies with time. Formula 10 (the unit is s) shows
the definition of the time step. At each time step, the blade does not rotate more than one degree when
t ≤ 0.85 s, the blade does not rotate more than four degrees when 0.85 s < t ≤ 9.1 s, and then the blade
does not rotate more than six degrees.

∆t =



0.000607
π

1388.1105×t+1034.091
0.000345

t < 0.85
0.85 < t ≤ 9.1
t > 9.1

(10)

The boundary conditions of the pressure inlet and pressure outlet were chosen. Second-order
implicit was applied for the time-dependent term format. The SIMPLEC algorithm was used to
compute the pressure–velocity coupling. The dispersion of convective terms was calculated by the
second-order upwind scheme, and the numerical under-relaxation and diffusion terms were calculated
by central difference schemes.

There is an assumption that the water was incompressible in the numerical simulations at the
startup period and there was no cavitation. The numerical simulation utilized Ansys Fluent.

3.3. Comparison of the Simulation and Experiment

Figures 14–16 show the comparison of the transient simulation and the experiment. The experiment
was recorded at Tc = 7.8 s, while the simulation was made at Tc = 8 s. The simulated pressure is probably
about 2000 Pa higher than the experiment at the initial stage; this is caused by the measurement
deviation in the water level in the tank. From the head and flow pictures, we can see that before the
opening of the valve the simulation and experiment show a strong agreement, and the difference
between the simulation and the experiment are mainly caused by a deviation of 0.2 s. In this experiment,
the ball valve is controlled manually and the deviation is inevitable. Yet, the similarity between the
numerical simulation and the experiment can prove the accuracy of the simulationn.
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Figure 14. Comparison of the experiment and simulation pressures.
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Figure 15. Comparison of the experiment and simulation heads.

 

 

Figure 16. Comparison of the experiment and simulation flows.

3.4. Results and Discussion of the Transient Simulation

The evolution of the velocity field at the opening period of valve is shown in Figure 17.
A high-velocity zone appears at nearby of interface between valve and pipe when valve is opening.
With the increase of opening degree, this high-velocity region decreases. The high-velocity region
results in turbulence in the vicinity region, but there is little effect on the internal flow of pump because
the valve’s inlet flow is generally uniform. The change in resistance has a greater impact on the
transient internal flow of pump. The sudden drop in head and pressure occurred because the pump
works on the domain behind the valve.
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Figure 17. The velocity evolution of the valve during the valve opening process: (a) t = 8 s, (b) t = 8.1 s,
(c) t = 8.2 s, (d) t = 8.3 s, (e) t = 8.4 s.

The internal velocity evolution of pump during the opening period of valve is shown in Figure 18.
In Figure 18a, it can be found that there is a clear vortex in volute tongue and trailing edge of
blades. In Figure 18b,c, it can be found that the turbulence flow occurs in the leading edge of the
blades. In Figure 18e, the pump’s internal flow structure changes back to a representative transient
flow structure when the valve is fully open. During the valve’s opening period, the vortexes in the
trailing edge of the blades and the volute tongue gradually disappears. In the valve’s opening period,
the performance of the pump has been improved. When the valve is closed, the pump’s performance is
weakened. This might be the reason why the maximum of flow change rate (dQ/dT) does not increase
and even decreases a little, while Tc increases when Tc is bigger than To.

 

Figure 18. The internal velocity evolution of the pump during the valve opening process: (a) t = 8 s,
(b) t = 8.1 s, (c) t = 8.2 s, (d) t = 8.3 s, (e) t = 8.4 s.

4. Conclusions

The research emphasis was a pump-valve system (centrifugal pump and ball valve). Many
experiments and numerical simulations were carried out to study the transient performances of
the pump-valve system. The study of transient performance mainly focused on how to get a large
fluid acceleration.

In the experiments, the local resistance loss was used to measure the transient flow more accurately.
The results of experiments show that a high and rapid transient response can be achieved by controlling
the assistant valve during the pump’s startup period. When Tc > To, the maximum of dQ and Ch
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will not increase. Thus, the most suitable startup method for the pump and valve will be around
Tc = To. Based on the experimental results, when Tc = To − Tv the biggest flow can be obtained during
a given short period of time. Thus, the suggested suitable startup method for the pump and valve is
Tc = To − Tv, which can get the biggest flow and a lower max pressure.

The most suitable Tc is noted by considering the transient response’s sensitivity and stability
synthetically. When the most suitable Tc is determined by the experiments, a numerical simulation is
carried out to study the internal flow. The dynamic movement of the impeller and the valve is defined
by the DSR method. The transient numerical simulation uses the DES model. The simulated results and
experimental results show a good agreement. The simulation predicts the pressure and head volatility
because of the valve’s sudden opening. During the valve’s opening period, the impeller-volute
interaction plays a decreasing role in the pump’s performance, while the vortex’s revolution plays an
increasing role. During the opening period of valve, the change in the valve resistance influences the
internal flow of the pump.

This paper only investigated the consequence of Tc. Others are involved in the matching method,
such as the valve degree. The key point of future work will be to study these factors synthetically and
find the best matching mode.

Author Contributions: Conceptualization, Q.L. and P.W.; methodology, Q.L.; software, Q.L. and S.Y.; validation,
Q.L., D.W., and X.M.; formal analysis, Q.L.; investigation, Q.L.; resources, D.W. and X.M.; data curation, Q.L.;
writing—original draft preparation, Q.L.; writing—review and editing, P.W. and B.H.; supervision, P.W. and
B.H.; project administration, P.W. and X.M.; funding acquisition, D.W. All authors have read and agreed to the
published version of the manuscript.

Funding: This study was supported by the National Natural Science Foundation of China (No. 51839010,
No. 52076186).

Acknowledgments: The author sincerely thanks the support of the State Key Laboratory of Fluid Power
Transmission and Control of Zhejiang University.

Conflicts of Interest: The authors declare no conflict of interest.

Nomenclature

H Total head (m)
Q Volume flow rate (m3/s)
Speed The rotational speed of the pump (r/min)
ω The speed of the ball valve (degree/s)
P Pressure (Pa)
Tc The closed time of the valve (s)
To The opening time of the pump (s)
Tv The opening time of the valve (s)
Ch The non-dimension head
Cq The non-dimension flow
u2 Outlet peripheral velocity of the impeller (m/s)
b2 The outlet width of impeller (mm)
d2 The diameter of impeller (mm)
Re Reynolds number
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Abstract: Pump as turbines (PATs) are widely applied for recovering the dissipated energy of
high-pressure fluids in several hydraulic energy resources. When a centrifugal pump operates as
turbine, the large axial vortex occurs usually within the impeller flow passages. In view of the
structure and evolution of the vortex, and its effect on pressure fluctuation and energy conversion
of the machine, a PAT with specific-speed 9.1 was analyzed based on detached eddy simulation
(DES), and the results showed that vortices generated at the impeller inlet region, and the size and
position of detected vortices, were fixed as the impeller rotated. However, the swirling strength
of vortex cores changed periodically with double rotational frequency. The influence of vortices
on pressure fluctuation of PAT was relatively obvious, deteriorating the operating stability of the
machine evidently. In addition, the power loss near impeller inlet region was obviously heavy as the
impact of large axial vortices, which was much more serious in low flow rate conditions. The results
are helpful to realize the flow field of PAT and are instructive for blade optimization design.

Keywords: energy recovery; pump as turbine; vortex; hydraulic losses; pressure fluctuation

1. Introduction

In recent decades, pump as turbine (PAT) has drawn increasing attention in energy recovery
systems where a high-pressure water source exists. With a pump operating as turbine, the direction
of flow and rotation are opposite. For pump, energy is supplied to the fluid via a rotating shaft, as
shown in Figure 1a, it is a energy absorbing device. For PAT, energy is extracted from the fluid and
output via the rotating shaft, as shown in Figure 1b, it is a energy producing device. Compared
with a conventional hydraulic turbine, PAT is simple, inexpensive, easy to maintain, readily available
worldwide, and has a short capital payback period. It is an attractive solution for micro-hydro power
with capacity below 100 kW [1]. It would be economical to use PAT, recovering the dissipated energy
of high-pressure fluids in several hydraulic energy resources, such as water distribution network
(WDN) [2–5], sea water reverse osmosis (SWRO) [6], chemical processes [7], nature falls [8], etc.

Although there is a wide application of PAT, the selection of a proper pump operating as turbine is
particularly challenging. Many selection techniques have been published so far, while researchers have
tested their models on few pumps and recorded deviations in the order of ±10~20% [9]. PAT may not
have optimum or favorable flow behavior since pumps are usually not designed for turbine operation.
The mismatch between turbine flow parameters and pump geometry may affect the stability of flow
performance [10]. In addition, PATs have poor part-load performances [11,12]. Many researchers
have presented the optimization of the turbine mode performance for overcoming these challenges.
All mentioned issues above require a detailed understanding of the internal flow mechanism of PAT,
which is important and imperative to predict the performances of PAT, as well as improve its efficiency
and operating stability.
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(a) (b) 

–

Figure 1. Directions of flow and rotation in pump and pump as turbine (PAT). (a) Pump; (b) PAT.

Computational fluid dynamics (CFDs) were adopted extensively in many earlier research studies
to investigate the flow behavior of PAT. A detailed analysis of the turbulence flow structure of a
pump and its reverse mode were performed by Pascoa et al. [13]. Singh and Nestmann [14] revealed
the wakes and the corresponding losses (flow separation) at the inlet and exit of a PAT impeller.
Yang et al. [15] discussed the velocity distribution and hydraulic losses of PAT with different blade wrap
angles. Ardizzon and Pavesi [11] researched the effect of relative through-flow and eddy vortex on flow
behavior in PAT impellers and established the optimum incidence angle in outward- and inward-flow
impellers. Zhang et al. [16] presented a numerical simulation study that the reverse flow causes a great
deal of vortex in impellers. Stanbli et al. [17] studied the instability of PAT during start-up process using
numerical-based method. Zobeiri et al. [18] investigated the rotor–stator interactions in turbine mode
of a pump and presented the pressure fluctuation in stator flow channels. Singh and Nestmann [9]
analyzed the flow condition in different flow zones of PAT and concluded the hydraulic loss of each
flow zone. Simão et al. [19,20] investigated the hydrodynamic flow behavior of centrifugal PAT to
better understand the energy recovery system behavior and to reach the best efficiency operation
conditions. Additionally, collaborative design of rotor and stator of PAT have been concerned to
improve its efficiency recently [21,22].

The PATs have poor hydraulic performances usually as the pump manufactures do not pay
attention to the performances of a pump in reverse operation. As a consequence, low efficiency and
instability have been found generally due to the poor flow conditions of vortices, secondary flow, and
pressure fluctuation. In this research, the flow behavior of PAT was simulated by the CFD method.
The structure and evolution of the large axial vortex in impeller channels were revealed, and its impact
on pressure fluctuation and power losses was observed. The results can be expected to be a support
for the optimization design of PAT.

2. Theoretical Model of Vortex

For PAT, the slip phenomenon occurs inevitably in flow passages caused by finite blades. Due to
the finite blades with certain thickness of PAT, the fluid in the flow passages is guided weakly, and
subsequently a slip velocity ∆cu is generated, as shown in Figure 2 (where u is the peripheral velocity
of impeller, w is relative velocity, c is absolute velocity, cm and cu are the meridian and peripheral
components of absolute velocity, respectively, ∆cu is slip velocity, β is relative flow angle and βb is the
blade angle, the subscript ∞ represents infinite blades). As a consequence, the large axial vortices
induced reasonably. In part-load operation, this phenomenon is much more serious on account of the
non-optimum incoming flow.
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Figure 2. The model of the large axial vortex in PAT.

In recent decades, various vortex identification methods, including closed or spiral path lines,
minimum local pressure, vorticity magnitude, etc., have been used to interpret vortical structures in
instantaneous flow fields [23]. The vorticity magnitude is widely applied in qualifying the intensity of
vortices, and the swirling strength has been adopted—usually to qualify the vorticity magnitude.

For a random element of vortex flow, the velocity gradient tensor dij can be described as

[
di j

]
= [vrvcrvci]




λr 0 0
0 λcr λci

0 −λci λcr



[vrvcrvci]

−1 (1)

where vr, vcr, and vci represent the axial, radial, and tangential components of the element velocity,
respectively. The velocity gradient tensor dij exists one real eigenvalue λr and two conjugated complex
eigenvalues λcr ± λci. The swirling strength is the imaginary part of the complex eigenvalues of the
velocity gradient tensor, λci; it is positive if and only if the discriminant is positive and its value
represents the strength of swirling motion around local centers. The greater the absolute value of the
swirling strength, the stronger the internal circulation of fluid.

3. Numerical Simulation

3.1. Numerical Method

A modified PAT with specific speed (nQ1/2/H3/4, where n is rotational speed, Q is flow rate, and H

is head) 9.1 was selected for numerical simulation, and the hydraulic parameters were 50 m for head
and 50 m3/h for flow rate with the rotational speed 1500 r/min. The flow zones consisted of volute,
impeller, and draft tube as shown in Figure 3. The main geometrical parameters were shown in Table 1.
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Figure 3. Structure of modified PAT. (a) Structure of selected PAT; (b) modified impeller of PAT.

Table 1. Geometrical parameters of pump as turbine (PAT).

Categories Parameters

Impeller

Inlet diameter D1 (mm) 312
Outlet diameter D2 (mm) 80

Hub diameter dh (mm) 0
Inlet width b1 (mm) 10

Blade inlet angle β1 (◦) 120
Blade number Z 10

Blade outlet angle β1 (◦) 30

Volute
Inlet diameter Ds (mm) 50
Outlet width b0 (mm) 24

Basic circle diameter D0 (mm) 320

Draft tube
Length Ld (mm) 120

Exit diameter Dd (mm) 80

The numerical simulation was performed by means of the Navier–Stokes equation with an
appropriate turbulence model. The Reynolds Averaged Navier-Stokes (RANS) turbulence model
is not appropriate for the unsteady flow prediction, while a fully-resolved Large Eddy Simulation
(LES) is almost unfeasible nowadays [24]. Recently, the Detached Eddy Simulation (DES) showed the
superiority of the prediction of unsteady flow phenomenon in studies by Magnoli and Schilling [25].
DES can be described as a hybrid RANS-LES turbulence modeling approach and can be applied in
a numerical simulation of rotor–stator interaction, inter-blade vortices and vortex rope successfully.
It is acting as a Sub-Grid-Scale (SGS) model of LES in regions where the grid resolution is fine enough
to resolve turbulent structures, while in other regions the model is used as a pure RANS model [26].
It features the advantages of a less refined grid near the wall, as well as the memory requirements of a
computer. DES can be explicitly presented in the Spalart–Allmaras (SA) k–ε model or Shear Stress
Transport (SST) model.

In the present work, the CFX (17.0, ANSYS, Pittsburgh, PA, USA, 2016) was adopted for the
solution of 3D Navier–Stokes equations due to its characteristics of robust and fast convergence [15].
Steady simulations were achieved using the RNG k–ε model and the results were applied as the initial
value of transient analysis, the SA-DES turbulence model was applied for transient simulations.

The one equation SA-DES model can be described as

∂ṽ

∂t
+ u · ∇ṽ =

1
σRe

[∇ · ((v + ṽ)∇ṽ) + cb2

∣∣∣∇ṽ
∣∣∣2] + cb1S̃ṽ−

cw1 fw

Re
(

ṽ

dDES
)

2

(2)

414



Processes 2020, 8, 1192

where ṽ is a destruction term for the eddy viscosity, which is proportional to (ṽ/d)2, where d is the
distance to the closest wall, Re is Reynolds number. The second and last terms on the right side
of the equation are the product term and destruction term, respectively. When balanced with the
production term, the eddy viscosity is adjusted to scale with the local deformation rate S and d:
ṽ ∝ Sd2. In the Smagorinsky model, the sub-grid-scale (SGS) eddy viscosity scales with S and the grid
spacing ∆:µSGS ∝ S∆2. Thus, the SA model turns into the SGS model when d is replaced by a length
proportional to ∆.

If we replace d in the SA destruction term with d̃, described as

d̃ = min(d, CDES∆) (3)

then the model is an SA turbulence model when d≪ ∆, while an SGS model when d≫ ∆.
Since the SA-DES model does not require any wall functions, the mesh that is close to the wall

surface must be designed to accurately predict the hydrodynamic force; hence, the high-aspect-ratio
cells near the wall have been generated [27]. The mesh of the fluid domain was generated using
ICEM-CFD (17.0, ANSYS, Pittsburgh, PA, USA, 2016) as its advantage of a well-adapted and efficient
hexahedral grid was applied for meshing, as shown in Figure 4. The length of the inlet and outlet pipes
was extended to eliminate the influence of back flow. The grid convergence and grid independence
tests were performed, and the results showed that the head–flow rate curve became stable as the
elements of mesh over 3,612,548, as shown in Figure 5. Therefore, the final element numbers of the
volute, impeller, and draft tube were 865,260, 3,007,154, and 243,200, respectively.
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Δ.
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Figure 4. Computational domain and mesh. (a) Computational domain; (b) mesh.
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Figure 5. Grid independent test.
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The boundary condition of the inlet was the total pressure with an initial value of 0.5 MPa, and the
outlet was the flow rate with an initial value of 50 m3/h for design condition; the rotational speed of the
impeller was fixed with 1500 r/min. The fluid was the normal water with a temperature of 20 ◦C, all the
wall surfaces were adiabatic, and the roughness was set to 50 µm. To obtain reasonable results, the
proper selection of time steps is of great importance. It is suggested that time steps for a runner rotation
of 0.5–5◦ could provide useful information for the flow field under transients [28]. Hence, the time
steps in this study were 3.3 × 10−4 s, corresponding to 3◦ of the impeller rotational angle. The max
coefficient loop of convergence control was 40, and the residual target of the convergence criteria was
10−5. The total time of the duration data was 0.4 s corresponding to 10 rotor revolutions and the last
four revolution data were analyzed.

For revealing the vortex structure and pressure fluctuation in PAT flow channels, 17 monitoring
points were set in the middle plane of PAT, as shown in Figure 6. Point 1 was set in the gap between
volute and impeller, point 2 and 3 next to the inlet and outlet of impeller, respectively, point 4 was in
center of impeller outlet, points 5, 7, 9 were on the suction profile of the short blade, while 6, 8, 10 were
on the pressure side, points 11, 13, 15 were on the suction profile of the long blade, while 12, 14, 16
were on the pressure profile, point 17 was set in the flow channel.

μ

–
−

−5

Figure 6. Monitoring sites of PAT.

3.2. Verification of Numerical Method

In this section, the numerical method was validated by the experimental results. A test rig was
established for the hydraulic performance experiment of PAT. The test rig was composed by water
supply, PAT, and energy dissipation sections as shown in Figure 7. A feed pump was installed to
provide the head and flow rate for PAT. A magnetic power brake was equipped to balance the output
power, and a loop control system was used to adjust the torque of output shaft. A flow meter was
equipped at the inlet pipe of PAT for measuring the flow rate, and two pressure transducers were
installed at the PAT inlet and outlet for measuring pressure. For measuring the torque and rotational
speed of PAT, a torque meter was set at shaft. The head, flow rate, power and efficiency of PAT could
be obtained after all parameters were measured.
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(a) 

 

(b) 

Figure 7. Experimental equipment of PAT. (a) Schematic diagram of experiment; (b) test rig.

The selected PAT was tested and the hydraulic performance curves by experimental and numerical
methods were illustrated in Figure 8. It can be found that the numerical head is in good coincidence
with the experimental results. In consequence, it is reasonable to believe that the employed numerical
method is accurate, and it can be applied in performance predictions of PAT.

 

Figure 8. Comparison between experimental and numerical results.

4. Results and Discussion

4.1. Vortex Information in Flow Channels

For PAT, large axial vortices were derived in impeller flow channels even at the best efficiency
point (BEP), as shown in Figure 9. It can be seen that the streamline was disordered near the suction
surfaces of the impeller inlet where the large axial vortices were induced. It can be clearly observed
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that the vortices were more legible on short blade surfaces. Furthermore, the size and position of
detected vortices were invariant with rotor rotating, and apparently, these were stable.

 

−1 −1

−1

Figure 9. Streamline and swirling strength contour of impeller.

The swirling strength contour of detected vortices during one rotating cycle was displayed in
Figure 9. It can be seen that although the vortex size and position were stable, the swirling strength
changed with rotation of the impeller. In the first half of the rotating cycle, the swirling strength was
minimum (0~50 s−1) at 0.122011 s, intensified to maximum (450~500 s−1) at 0.133891 s, and weakened
to minimum (0~50 s−1) again at 0.142141 s. The revolution of the vortex swirling strength in the second
half of the cycle was the same as the first half. The vortices information was extremely similar at
0.122011 s and 0.142141 s, 0.127951 s and 0.148081 s, as well as 0.133891 s and 0.154021 s. It can be
found that the time steps of each working point are 0.2 s approximately for the three groups (group a,
b, and c, as shown in Figure 9), that is half the time of per rotating cycle (0.4 s) for PAT. In other words,
the swirling strength of the vortex develops periodically with two times the rotating frequency.

4.2. Pressure Fluctuation of Vortex

The pressure fluctuation could be produced due to the vortices with twofold rotating frequency.
In order to reveal the pressure fluctuation characteristics of PAT, transient numerical simulation
was performed, and results of the 17 monitoring points are given in Figure 10. Where the vertical
coordinates Cp is pressure coefficient, it can be described as

Cp =
pi − p

0.5ρu2
1

(4)

where pi denotes the transient pressure of monitoring point (Pa), p is the average pressure (Pa), ρ is the
density of fluid (kg/m3), and u1 is the peripheral velocity of impeller inlet (m/s).
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Figure 10. Pressure fluctuation coefficient with time. (a) Points 1, 2, 3; (b)Points 5, 7, 9; (c)Points 4, 6, 8;
(d)Points 11, 13, 15; (e)Points 12, 14, 16; (f)Points 4, 17.

The pressure of point 1 fluctuated 10 times in a rotating cycle visibly, which was caused by the
blade–volute interaction; as the point was set in the gap between the rotor and volute, it was not
related to the axial vortex obviously. Point 4 could not be related to the axial vortex as well because
it was set in the draft tube that was far away from the vortex regions. The pressure fluctuation at
other points showed that the leading periodical impulse was related to the rotor–stator interaction.
However, it was no reason to neglect the correlation between the subordinate periodical impulse and
axial vortex.

Figure 11 showed the pressure fluctuation images with frequency range, which was received by
fast Fourier transform (FFT) from Figure 9. For easily understanding, the horizontal axis was the ratio
of frequency (f/fn), where fn denoted the rotating frequency of the rotor.

It can be seen that the leading pressure fluctuation of the monitoring points occurred at 1 f/fn, 5
f/fn, 10 f/fn, and 20 f/fn. Obviously, this related to the rotor–stator interaction. Pressure fluctuation at 1
f/fn caused by the rotor–tongue interaction, at 5 f/fn, 10 f/fn, 20 f/fn caused by blade–tongue interaction
(the impeller equipped with 5 long blades and 5 short blades). Therefore, the main factor of pressure
fluctuation was the rotor–stator interaction.

However, the subordinate pressure fluctuation at 2 f/fn was found in points 2, 5, 6, 11, 12, and 17.
It was obvious, especially in points 5 and 11 as marked with dashed circle in Figure 10, as mentioned
earlier, that the large axial vortices were derived in these regions usually. Consequently, it was
reasonable to declare that the subordinate pressure fluctuation was related to axial vortices in impeller
channels, which deteriorated the operating stability of the machine evidently.
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Figure 11. Pressure fluctuation coefficient with frequency. (a) Points 1, 2, 3; (b)Points 5, 7, 9; (c)Points 4,
6, 8; (d)Points 11, 13, 15; (e)Points 12, 14, 16; (f)Points 4, 17.

4.3. Power Losses Caused by Vortex

The large axial vortices provide subordinate contribution to the pressure fluctuation of PAT. More
importantly, this might cause entropy generation in the flow field, and therefore, the power loss
produced inevitably. In this section, the power losses caused by axial vortices were analyzed.

Flow distortion have been detected in the impeller that was caused by axial vortices, where a
wake region has been found near the impeller inlet, it was significant especially for 0.6 Qd and 1.0
Qd (Qd is design flow rate), as shown in Figure 12. As a consequence, a low-pressure zone appeared
near the impeller inlet, and the relative velocity no longer distributed alongside the blade surfaces.
In order to reveal the effect of axial vortices on performance characteristics of PAT, six monitoring
cylindrical surfaces in the impeller were created as shown in Figure 13. Figure 14 was the distribution
of the average relative velocity (radial component) in the impeller, and Figure 15 was the average
pressure at each cylindrical surface. It can be seen that the average relative velocity (radial component)
and pressure curves decreased gradually along the flow direction in the impeller channels for 1.6 Qd;
however, a local decline of the curves appeared at surface 1 and 2 for 0.6 Qd and 1.0 Qd. As shown in
Figure 12, the streamline of 1.6 Qd was uniform, and very tiny axial vortices were detected in the flow
channels. However, large axial vortices can be found near the impeller inlet at 0.6 Qd and 1.0 Qd; this
was much more serious for low flow rates. It can be seen from Figure 12 that the region from surface 1
to surface 3 was worse affected by axial vortices for the low flow rates that reasonably responded to
the local decline of the average relative velocity and pressure.
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Figure 12. Streamline at radial plane of impeller. (a) 0.6 Qd; (b) 1.0 Qd; (c) 1.6 Qd.

 

Figure 13. Monitoring surfaces of the impeller.

 

Figure 14. Average relative velocity of monitoring surfaces.

 

  （

ρ

  （ （

ω






  （

（

Figure 15. Average pressure of monitoring surfaces.
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As the axial vortices were generated, power losses were raised inevitably. To study the power
losses caused by vortices, the flow domain in the impeller was divided into six zones (Figure 16), and
power losses of each zone were calculated.
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Figure 16. Zones of the impeller.

For any zone i, when the boundary condition with a pressure inlet and flow rate outlet are given,
while rotating speed is fixed, the theoretical power (fluid power) and actual power (shaft power of
PAT) can be obtained by numerical simulation. The theoretical power can be described as

p′
(i,i+1) = ρgQH(i,i+1) (5)

where ρ is the fluid density, g is the gravitational acceleration, H(i„i+1) is the fluid head of zone i, and Q

is the flow rate. The shaft power of PAT is

p(i,i+1) = M(i,i+1) ·ω (6)

where M(i,i+1) is the torque of zone i, while ω is the angular speed of the impeller. Then, the relative
power losses of zone i are

f(i,i+1) = 1−
p(i,i+1)

p′
(i,i+1)

(7)

As the numerical simulation did not consider the leakage and frictional losses of PAT, Equation (7)
can be considered as relative power losses of zone i.

Figure 17 presented the power losses of each zone for 0.6 Qd, 1.0 Qd, 1.6 Qd, respectively. It can be
seen that the power losses of zone 1 and 2 (the inlet region of the impeller) were higher distinctly than
zone 3 and 4. As mentioned earlier, the large axial vortices occurred in this region usually, and caused
the reduction in energy conversion of PAT. What calls for special attention was that the power losses of
zone 5 and 6 were higher than zone 3 and 4 as well, which was related to the vortices in the draft tube
to a great extent, and it deserved further research in the future.

It can be concluded also that the power losses were heaved significantly in low flow rates, which
was related to the large axial vortices. As mentioned above, large axial vortices can be found near
impeller inlets usually and are much more serious for low flow rates. Thus, it was believed that power
losses would be induced by the large axial vortices within flow passages, and it should be considered
in the design and optimization process, especially in low flow rates.
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Figure 17. Hydraulic losses of different zones.

5. Conclusions

In this study, the flow behavior of a centrifugal PAT with specific speed 9.1 was researched by a
verified CFD method. The large axial vortices were derived in impeller flow channels due to the slip
and poor match between flow and blades. The size and position of the vortices were stable apparently.
However, the swirling strength developed periodically with 2fn (fn is the rotating frequency of PAT).

The pressure fluctuation can be found in PAT. The leading pressure fluctuation was caused by
the rotor–stator interaction, while the subordinate fluctuation was related to axial vortices in impeller
channels, which deteriorated the operating stability of the machine evidently.

The power losses were induced by the large axial vortices in the impeller flow channels, and this
phenomenon was much more serious in the low flow rate operation. This should be considered in the
design and optimization process, especially in low flow rates.

Nevertheless, the feature of large axial vortices within PAT impeller channels deserved further
research in detail based on more PATs. The influence of the rotation, geometry of the blades, entropy
variation of the large axial vortex and efficiency of the PAT should be discussed deeply, especially in
the pump–turbine transition processes.
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Abstract: This paper deals with three-objective optimization, using machine-learning-based surrogate
modeling to improve the hydraulic performances of a two-vane pump for wastewater treatment.
For analyzing the internal flow field in the pump, steady Reynolds-averaged Navier-Stokes equations
were solved with the shear stress transport turbulence model as a turbulence closure model. The radial
basis neural network model, which is an artificial neural network, was used as the surrogate model
and trained to improve prediction accuracy. Three design variables related to the geometry of blade
and volute were selected to optimize concurrently the objective functions with the total head and
efficiency of the pump and size of the waste solids. The optimization results obtained by using
the model showed highly accurate prediction values, and compared with the reference design,
the optimum design provided improved hydraulic performances.

Keywords: two-vane pump; Computational Fluid Dynamics (CFD); Reynolds-averaged Navier-Stokes
(RANS); optimization; machine learning

1. Introduction

Recently, with the increase in the usage of disposable masks because of the COVID (Corona virus
disease)-19 pandemic, used masks are being commonly discarded in toilets. If the cloth wastes such as
a disposable mask or large waste such as a baby diaper is disposed into a toilet, the flow path of the
pump that transports wastewater is blocked, and as a result, the function of the wastewater transport
system is lost. Therefore, the demand for special pumps for wastewater transportation is increasing,
and it has gained attention as an industry with the potential for future growth.

As an example of the special pumps, grinder and vortex pumps are widely used for transporting
wastewater. However, these special pumps have low efficiency and high maintenance costs, contributing
to large operating costs. Several studies explored the treatment of sewage containing solid waste to
solve these problems [1–4]. Lu et al. [1] studied the hydraulic performance and pressure fluctuation
characteristics of a grinder pump. Through a numerical analysis, the hydraulic performances of the
pump when the flow path is in a clogging state and in a normal operating state were compared,
and steady and unsteady Reynolds-averaged Navier-Stokes (RANS) analyses was performed. It was
found that, as the degree of clogging of the grinder cutter increases, the total head of the pump
declines parabolically, with the best efficiency point shifting to the low flow rate region and the high
efficiency area narrowing. Schivley and Dussourd analyzed and designed a vortex pump, using a
one-dimensional analytical model [2]. They compared the calculated performance parameters with
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those measured by using the laboratory model, and they computed the overall hydraulic characteristics
of the pump and compared these characteristics with those of many test pumps. They improved the
theoretical formula used in the preliminary design of a vortex pump. Ohba et al. [3] theoretically
analyzed the flow characteristics inside a vortex pump and secured the theoretical reliability by
comparing the predicted values with experimental results. Their theoretical formula could predict
not only the hydraulic performance of the vortex pump, but also the velocity component inside
the pump. The obtained results were in good agreement with the experimentally measured values.
Steinmann et al. [4] analyzed the internal flow of a vortex pump through numerical analysis and
experiments to investigate the unsteady cavitating flow of a vortex pump. The Rayleigh–Plesset
cavitation model was used to simulate cavitation under the overload condition of the vortex pump,
and an acrylic glass window was installed in the experimental apparatus, to observe this phenomenon.
Under the best efficiency point condition, the numerically derived head and shaft power of the pump
were about 6% higher than the experimentally measured values. Conversely, cavitation under overload
was observed more in experimental results than in numerical analysis.

In addition to the grinder and vortex pumps mentioned above, single-channel pumps designed
to transport relatively larger solid wastes were actively studied [5–7]. The single-channel impeller
with a single free annulus passage can smoothly transfer sewage-containing solid wastes. However,
this impeller has an unsymmetrical annulus flow passage, and it is difficult to stabilize the unsteady
flow-induced vibration, due to the interaction between the rotating impeller and stationary volute [5].
Shi and Tsukamoto [6] numerically analyzed the pressure fluctuation due to the impeller–diffuser
interaction in a diffuser pump. They confirmed that the flow characteristics due to this interaction can be
analyzed through an unsteady flow analysis. Feng et al. [7] analyzed the unsteady flow characteristics
between the impeller and diffuser of a radial pump by unsteady RANS (URANS) analysis and laser
Doppler velocimetry (LDV); they identified two types of rotor–stator interaction effects. One is the
downstream effect induced by the impeller, which has an unsteady flow characteristic because of the
highly distorted flow field and the wake of the impeller. The other is the upstream effect induced by
the stator, which causes unsteady pressure and velocity fluctuations. Such a single-channel pump has
the advantage of being able to transport relatively large waste solids, but it has the disadvantage that
the fluid-induced vibration is greater than that in the existing special pumps (e.g., grinder and vortex
pumps) because of its asymmetric structural characteristics.

The special pumps for wastewater treatment introduced so far clearly have advantages and
disadvantages, depending on their type. Grinder and vortex pumps have low vibration during
operation, but the size of transportable solid matters is relatively small, and the maintenance costs are
relatively high. On the other hand, a single-channel pump can easily transport large solid matters,
but in some cases, relatively severe vibration occurs. To solve these problems, the authors intended to
design a two-vane pump in this study. The impeller of the two-vane pump is composed of two blades
that are symmetrical in the rotational axis. Therefore, it is structurally simple compared to the grinder
and vortex pumps, and the relatively large flow path of the impeller has a small number of blades,
so waste solids can be transferred smoothly. In addition, due to the symmetrical impeller geometry,
the fluid-induced vibration is relatively less than that of a single-channel pump.

In the past, design optimization using numerical analysis has been widely used for fluid-based
machinery [8–11]. For example, Lee et al. [10] performed an optimization to improve the efficiency of a
low-speed axial flow fan, using a gradient-based search algorithm. Lee and Kim [11] optimized axial
compressor blades to improve the efficiency, using numerical optimization techniques such as conjugate
direction methods and the golden section method, combined with a three-dimensional (3D) thin-layer
Navier-Stokes solver. Recently, with the rapid advances in computing resources, optimal design is
being actively researched based on machine-learning techniques [12,13].

In this study, a two-vane pump was designed to develop a series of special pumps for
transporting wastewater. Compared to a single-channel pump, this pump can transport relatively
smaller waste solids but experiences less vibration during operation because of the axial symmetry of
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the impeller. Considering the characteristics of this pump, a three-objective optimization design based
on machine learning was performed to maximize the size of the waste solids that can be transported
while simultaneously improving the hydraulic performances of the pump. For the three-objective
optimization, the geometric design variables, i.e., inlet and outlet blade angles and cross-sectional
area of the volute, were chosen, and the volume of the waste solids and the head and efficiency of the
pump were considered as objective functions. Their relationship was predicted by using an artificial
neural network (ANN) [14] based on machine learning. Then, the genetic algorithm (GA) [15] was
used to find the optimal solutions, and the Pareto-optimal front surface [16] was derived as the final
optimization result.

2. Numerical Methods

2.1. Two-Vane Pump Model

The preliminary two-vane pump model used in this work was designed by using CFturbo [17],
under the following design conditions: a flow rate of 0.5 m3/min, a total head of 10 m, and a rotational
speed of 1760 rpm (revolution per minute).

The two-vane pump used in this study was designed for commercialization, and the preliminary
design was carried out to satisfy the “KS B 6301 Standard” that requires the performance certification on
fresh water under 35 ◦C, as the national certification system for the centrifugal pumps, including sewage
types in the Republic of Korea. Therefore, the preliminary design and optimization of the pump were
conducted to satisfy the design specifications when the working fluid is fresh water.

In this study, the initial impeller of the two-vane pump had two blades, as shown in Figure 1,
and a diameter of 207 mm. The blades are shrouded impeller blades, and there is no tip clearance.
The inlet and outlet blade angles are 6.50◦ and 8.00◦, respectively, and have identical values from the
hub to the shroud. To prevent the special case that the textile or cloth material caught on the blade,
the ellipse ratio of the leading and trailing edge of the blade is designed to 1.0. Figure 1b shows the
volute geometry and design constraints. Since the pump used in this study was installed through a
manhole of the city water and sewage system, there are some constraints on the overall size of the
pump and outlet diameter, as shown in Figure 1b.

The preliminary model has a specific speed (Ns) of 221.3 in SI (International system of units)
units (rpm, m3/min, m) under the design conditions. The specific speed formula used in this study is
as follows:

Ns =
N ×

√
Q

[Ht]
3/4

(1)

where N, Q, and Ht denote the rotational speed, flow rate, and total head of the pump, respectively.
Figure 2 is a diagram for helping designer to roughly judge the theoretical efficiency according to the
specific speed of the pump in SI unit. Now, the type of the pump can be determined by the specific
speed, as shown in Figure 2, and the efficiency can be estimated by using the following approximation
formula [18]:

η =

[
0.94− 0.294264×

[
Q

N
×X

]−0.21333
− 12.893×

[
log10

(2286
Ns

)]2]
× 100 (%) (2)

X =
[3.56
ε

]2
(3)

where ε is the absolute roughness height of the pump surfaces. It depends on the production processes
and materials. In this study, the milling and die-casting methods that are commonly used in pump
processing were assumed, and, accordingly, ε was calculated as 7.84 µm [18]. That is, according to
Equations (2) and (3), the efficiency under design condition of the preliminary model is predicted to be
about 71%.
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(a) Three-dimensional (3D) geometry of the two-vane pump. 

 

(b) Design constraints of the volute. 
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Figure 1. Geometry of the two-vane pump.
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Figure 2. Efficiency according to the specific speed for the pump.

However, based on the numerical analysis of the preliminary model, the total head was predicted
as about 18 m at the design flow rate, and the specific speed was calculated as 142; these values do not
satisfy the design specifications. In addition, for a specific speed of 142, the efficiency will be about
65%, as shown in Figure 2. To solve this problem, by applying the similarity law, the impeller diameter
was reduced by about 13%, compared to the preliminary model, and optimization was performed to
improve the hydraulic performances.

2.2. Numerical Analysis

The 3D RANS equations were solved by using a k-ω-based shear stress transport (SST) turbulence
model [19] for the hydraulic analysis of the two-vane pump. The SST turbulence model is known to be
suitable for predicting flow separation due to an adverse pressure gradient near the wall, and the k-ω
turbulence model [20] and the k-ε turbulence model [21] are applied near the wall and to the bulk
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flow region, respectively. These two turbulence models are connected by the blending function that is
influenced by the y+ value—the dimensionless number representing the distance between the wall
and the first node of the grid system [19].

Commercial code ANSYS CFX 19.1 [22] was used for the RANS analysis. The computational
domain is shown in Figure 1a. The 3D geometry of the impeller was created by using ANSYS
Blade-Gen [22], and the volute was created by using Solidworks 2016 [23]. ANSYS TurboGrid and
ICEM [22] were used to generate the computational grids for the rotating and stationary domains,
respectively. The stage (or mixing plane) method was applied at the interface between the rotating
and stationary domains to calculate a steady-state solution for the problems of multiple reference
frames [22].

The working fluid was water at 25 ◦C. The total pressure was set to 1 atm as the atmosphere
condition at the inlet boundary. The numerical analysis was performed by assigning the mass flow rate
to the outlet boundary. The blade and volute surfaces in the computational domain were considered to
be hydraulically smooth under an adiabatic and no-slip condition.

The grid system used in the present study consists of hexahedral grids in the rotating domain and
tetrahedral grids in the stationary domain, as shown in Figure 3. In the rotating domain, O-type grids
were constructed around the blades. To determine the convergence of the numerical calculations,
the root-mean-square values of the residuals of the governing equations were set to be less than 10−5.
The physical time scale was set to 1/ω, where ω is the angular velocity of the impeller. The computation
for the steady RANS analysis was performed, using an Intel Xeon CPU with a clock speed of
2.70 GHz, and converged solutions were obtained after 1000 iterations with a computational time of
approximately 8 h.

 

 

Figure 3. Grid systems of the two-vane pump

≤ ≤ ∈

Figure 3. Grid systems of the two-vane pump.

3. Optimization Techniques

The three-objective optimization problem was defined as follows:

Maximize: F(x) = [F1(x), F2(x), F3(x)]
Design variable bound: LB ≤ x ≤ UB, x∈R,

where F(x) is the vector of real-valued objective functions; x is the vector of the design variables; LB

and UB denote the vectors of the lower and upper bounds, respectively; and R is a real number [24].
Figure 4 shows the procedure of a typical optimization design. Once the operating conditions of

the design target are determined, the type of turbomachinery and airfoil (or hydrofoil) are selected.
Then a preliminary design is performed through one-dimensional mean-line analysis, and the initial
blade topology is derived. Subsequently, the optimization design is performed for improving the
performance of the turbomachinery.
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Figure 4. Procedure of the optimization design based on machine learning.

In this study, the optimization design was based on machine learning. First, the objective functions
and constraints were defined according to the design goal. Subsequently, the design variables and
their ranges were chosen. Thereafter, a database of the correlation between the design variables and
the objective functions was established within the design space, using the design of experiment (DOE).
In the next step, a predictive model was constructed by using ANN [14] to correlate the design variables
and objective functions of the two-vane pump. In this step, the predictive model was trained by using
machine learning. This process is described in detail in Section 3.2. The GA [15] was used to find
the optimal design solution, considering the correlation of each objective function in the constructed
prediction model. The GA is a well-known stochastic searching algorithm based on the mechanism
of natural selection, genetics, and evolution. It evaluates various points in the design space and can
be applied to find a global solution to any given problem. This algorithm proceeds as shown in
Figure 5. Finally, the Pareto-optimal front surface was derived by using MATLAB R2018b [25], and the
optimization procedure was terminated.

 

 

Figure 5. Genetic algorithm. 
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Figure 5. Genetic algorithm.
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3.1. Design Variables and Objective Functions

In order to maximize the hydraulic performances and size of waste solids, the efficiency (η) and
total head (Ht) of the pump and the volume of waste solids (Vs) were selected as the objective functions:

Ht =
Poutlet − P inlet

ρg
(4)

η =
(Poutlet − P inlet)Q

τω
× 100% (5)

Vs =
1
6
πD3

s (6)

where P, ρ, g, Q, τ, and ω are the total pressure, density of the working fluid, acceleration due to
gravity, flow rate, torque, and angular velocity, respectively. Further, Ds in Equation (6) is defined as
the distance between the leading edge of the blade and the other blade at the impeller inlet, as shown
in Figure 6.

 

 
 

(a) Span view. (b) Passage view. 

β β

Figure 6. Definition of the waste solid volume.

Figure 7 shows the design variables considered in this work. Their ranges are listed in Table 1.
The inlet and outlet blade angles and the cross-sectional area of the volute were chosen for the
optimization. They are defined as shown in Figure 7. As mentioned earlier, the blade angle distribution
is the same in the span direction from the hub to the shroud and is defined by using the fourth-order
Bézier curve [26] in the streamwise direction, as shown in Figure 7a. In order to adjust the inlet (β1)
and outlet (β2) blade angles, two control points (CP1 and CP2) were fixed. The distribution of the
cross-sectional area of the volute was changed linearly in the circumferential direction, as shown in
Figure 7b.

 

β β

  

(a) Blade angle distribution. (b) Cross-sectional area distribution of the volute. 

 

(c) Definition of theta. 

Figure 7. Definition of the design variables.
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Table 1. Ranges of design variables.

LB Ref. UB

β1/β1,ref 0.483 1.00 1.517
β2/β2,ref 0.119 1.00 1.381

Volute A/Aref 0.813 1.00 1.187

LB = lower bound; UB, upper bound.

3.2. Surrogate Modeling Based on Machine Learning

In the present optimization design, supervised machine learning was adopted, considering the
reasonable computation costs. This optimization technique is a very efficient approach for optimizing
a system without analytical representation, fitting a surrogate model.

In order to construct the input data, the central composite design was used as the DOE. In all,
15 experimental points were arranged for three design variables, and the objective function values
were derived through RANS analysis at each design point. These values are listed in Table 2. In this
table, the values of the design variables and objective functions are normalized by dividing them by
the corresponding reference value.

Table 2. Initial input data for the supervised machine learning.

β1/β1,ref β2/β2,ref Volute A/Aref Ht/Ht,ref η/ηref Vs/Vs,ref

1 0.692 0.375 0.889 0.669 1.075 0.111
2 1.308 0.375 0.889 0.666 1.059 1.125
3 0.692 1.125 0.889 0.684 1.037 0.111
4 1.308 1.125 0.889 0.683 1.030 1.260
5 0.692 0.375 1.111 0.643 1.008 0.111
6 1.308 0.375 1.111 0.650 1.009 1.125
7 0.692 1.125 1.111 0.663 0.959 0.111
8 1.308 1.125 1.111 0.659 0.979 1.260
9 0.483 0.750 1.000 0.669 0.914 1.004
10 1.517 0.750 1.000 0.649 0.941 1.728
11 1.000 0.119 1.000 0.645 1.089 0.512
12 1.000 1.381 1.000 0.693 0.997 0.593
13 1.000 0.750 0.813 0.690 1.103 0.512
14 1.000 0.750 1.187 0.646 1.017 0.512
15 1.000 0.750 1.000 0.666 1.008 0.512

A radial basis neural network (RBNN) model [27], which is a type of ANN, was used in this
optimization study. The RBNN model has a hidden layer of radial neurons and an output layer of
linear neurons, as shown in Figure 8. The hidden layer uses a series of radial primitives to nonlinearly
modify the input space to the intermediate space. The output of the hidden layers then executes a
linear combiner to produce the desired targets [27]:

f (x) =
N∑

j=1

w jφ j (7)

where wj is the weight, and ϕj is radial basis function, which uses the Gaussian function.
Several parameters are needed to construct a surrogate model: the input weight and the center
and width of a unit for the Gaussian function. In the present RBNN model, the input weights were
chosen by machine learning. The input vector with the worst performance was chosen as the center
of a new hidden-layer Gaussian function [25]. Then the RBNN only needed to determine the width
of the Gaussian function (spread constant). The network training was performed by adjusting the
cross-validation error (CV) by changing the spread constant (SC), as shown in Figure 9. SC1, SC2,
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and SC3 correspond to the total head, efficiency, and size of waste solids, respectively. The SC values
for each objective function were chosen by a K-fold CV test [28].

 

β β
β β

𝑓(x) = 𝑤 𝜙   
φ

 

Figure 8. Schematic of the radial basis neural network.

 

  

(a) Spread constant for Ht. (b) Spread constant for η. 

 

(c) Spread constant for Vsv. 

((𝑥 , 𝑦 );  𝑗 = 1, … , N)

CV (SC) =  ∑ ∈  ∈ = ∑ (𝑦 − 𝑦 ) ,
∈ 𝑦

β /β β /β / η η V /V

Figure 9. Cross-validation errors vs. spread constant (SC) values.

The data sample ((x j, y j); j = 1, . . . , N) was partitioned into K disjoint subsets (K-fold CV),
as shown in Figure 10. Of these, (K-1) folds were used to train the RBNN network, and the last fold
(the Kth set) was used for evaluation. This process was repeated K times, using a different fold for
evaluation each time. The network training was performed by adjusting the CV error by changing SC.
The CV error at a particular SC value was calculated as follows:
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CV (SC) =
1
K

∑k

i=1
∈k, ∈k=

∑
j=kth set

(y j − ŷ j)
2, (8)

where ∈k is the prediction error for the Kth set. The predicted values ŷ j were determined by using the
constructed RBNN model from the sample points in the (K-1) subsets. In the present study, K was set
as 15. According to the results of the K-fold CV test, the final SC values SC1, SC2, and SC3 were set as
0.3, 1.9, and 9.9, respectively.

 

 

Figure 10. K-fold cross-validation.

4. Results

4.1. Grid Dependency Test and Validation of Numerical Results

To eliminate the grid dependency of the numerical solutions, grid dependency tests were
performed in the computational domain, as shown in Figure 11. In these tests, the efficiency and total
head under the design condition were compared, and their values were normalized by dividing by
the corresponding convergence values. As shown in Figure 11, the grid system with 3.4 × 106 nodes
undergoes only 0.002% and 0.083% changes in the efficiency and total head, respectively, compared with
the grid system with 3.0 × 106 nodes. Hence, the latter grid system was selected as the optimal grid
system for the computational domain.

 

 

Figure 11. Grid dependency test.

In earlier research, the authors analyzed the internal flow characteristics of hydraulic machines,
such as pumps and water turbines, through numerical analysis and compared and verified the
numerical results through experiments [29–32]. In a previous study, a single-channel pump with
design specifications similar to those of the two-vane pump considered in this study was developed,
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and Figure 12 shows the results of the experiments conducted in the previous study [29]. The hydraulic
performances, i.e., the head coefficient and efficiency, were compared with the corresponding
experimental data in the operating ranges. The total head values derived from the numerical analysis
were almost identical to the experimental data. Meanwhile, the efficiency values were relatively higher
than those of the experimental data because the numerical analysis did not include the mechanical
losses. However, the general trend of the efficiency curve matched well. In this study, the numerical
scheme used in the previous studies of the authors [29–32] was adopted, and the numerical analysis
technique was verified through several peer reviews. The results derived of this study will be verified
through experiments in future work.

 

 

 

(a) Prototype model for experiments. (b)Verification results of the prototype model. 

Figure 12. Validation data of previous study [29].

4.2. Optimization Results

Figure 13 shows the Pareto-optimal front surface for the three-objective optimization. This surface
was obtained by using the GA based on the RBNN predictive model. To investigate the accuracy of the
optimization results, five arbitrary optimal designs (AODs) were selected. They are listed in Table 3
and shown in Figure 13.

 

 

Figure 13. Pareto-optimal front surface with arbitrary optimal designs (AODs).
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Table 3. Optimization results.

Design Variables Predicted Values RANS

β1/β1,ref β2/β2,ref Volute A/Aref Ht/Ht,ref η/ηref Vs/Vs,ref Ht/Ht,ref η/ηref Vs/Vs,ref

AOD 1 1.514 1.357 0.818 0.647 1.082 2.171 0.676 1.048 2.097
AOD 2 1.432 0.122 0.814 0.643 1.126 1.603 0.654 1.135 1.260
AOD 3 1.289 0.128 0.815 0.648 1.148 1.185 0.654 1.151 1.000
AOD 4 1.046 0.137 0.820 0.651 1.163 0.636 0.650 1.164 0.593
AOD 5 0.943 0.165 0.820 0.654 1.159 0.457 0.652 1.147 0.439

RANS = Reynolds-averaged Navier-Stokes.

The objective functions of the predicted AODs were calculated by RANS analysis and compared
with the predicted objective function values listed in Table 3. The RANS results indicate that the
maximum relative errors were less than 1.90% for the total head, 1.80% for the efficiency, and 4.00% for
the size of waste solids. Thus, the surrogate model is regarded as being constructed based on reliable
data, and the results of optimization indicate the excellent accuracy of surrogate prediction.

All the AODs are predicted to have a normalized total head of more than 0.611, which satisfies
the design target, and the efficiency and the size of waste solids are inversely related. In addition,
all the AODs have less cross-sectional area of the volute, compared to the reference design, and the
efficiencies of the AODs are improved. The design focused on the size of waste solids (AOD 1) doubles
the solid size compared with that in the reference design, whereas the design focused on efficiency
(AOD 5) shows an increment of 14.14% in the efficiency.

5. Discussion

The size of waste solids is directly related to the blade inlet angle. As the blade inlet angle
increases, the size of waste solids increases. The flow passage areas of the AODs in the meridional
direction are compared in Figure 14. Their values are normalized by using the maximum area of AOD
1 in the meridional direction. It was confirmed that the inlet passage area of AOD 1 with the greatest
increase in the blade inlet angle was the largest, and the inlet passage area of AOD 5 with the reduced
inlet blade angle was the smallest among AODs.

 

 

 

Figure 14. Flow passage area distribution in the meridional direction.

AOD 3, which satisfies the design target, was selected for further analysis of the optimum design.
The 3D geometry for AOD 3 is shown in Figure 15. Through optimization, an inlet blade angle of
about 1.289 times the reference design and an outlet blade angle of about 0.128 times the reference
design were realized. That is, considering the change in the flow path inside the impeller, the blade
wrap angle was reduced compared to the reference design. Reduction in the blade wrap angle led to a
shorter flow path, thus reducing the friction loss. In the case of the volute, the cross-sectional area of
the optimum design was less than that in the reference design. Furthermore, the cross-sectional area
continuously decreased from the tongue to the outlet, and then it decreased by approximately 18.9% at
the outlet, as shown in Figure 16.

438



Processes 2020, 8, 1170

 

  

(a) Reference design. (b) Optimum design. 

 

Figure 15. Comparison of three-dimensional (3D) geometries.

 

 

 

Figure 16. Cross-sectional area distribution of the volute.

Figure 17 shows the velocity distribution at 50% span of the blade. In the optimum design,
the stagnation point is formed at the leading edge of the blade, whereas in the reference design, it is
located relatively downstream. This phenomenon occurs because the inlet angle of the blade is not
designed to fit the operating condition, and it can increase the incidence angle to cause flow separation
and reduce the hydraulic performance of the pump. In addition, the stagnation point is formed on the
suction side (SS) of the blade, and the flow proceeds non-uniformly. In particular, a very high-velocity
region is distributed at the leading edge (LE) of the pressure side (PS), and severe flow separation
occurs at the SS, resulting in a blockage inside the passage.

 

 

(a) Reference design. 

 
(b) Optimum design. 

 

β

β
β

Figure 17. Velocity distributions at 50% span.
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The distribution of the streamlines and the inlet velocity component at 50% span are analyzed and
shown in Figure 18. As described in Figure 17, the inlet flow collides at the SS of the blade in the case
of the reference design; conversely, in the optimum design, the inlet flow collides precisely with the LE
of the blade. Through the optimization, the blade inlet angle (βb) of the optimum design is greater than
that in the reference design, and, therefore, the inlet flow proceeds smoothly, as shown in Figure 17b.

 

β

(a) Reference design. 

 

(b) Optimum design. 

β
β

Figure 18. Streamlines at 50% span.

The rotational velocity (U) of the blade, the axial velocity (Ca), and the relative velocity (W) of the
flow at the inlet of the impeller can be represented in the velocity triangle diagram. When the three
velocity components are known, the flow angle (β) can be derived, and the incidence angle (I) can be
calculated by comparison with the blade angle (βb). The incidence angle distribution from the hub to
the tip is shown in Figure 19. The incidence angle of the reference design gradually decreases from
the hub to about 80% span and then increases again to the tip span. The tendency of the optimum
model is similar to that of the reference design, but the incidence angle is small overall in all spans,
compared with the reference design. The largest incidence angle in the reference design is 24◦ at the tip
region, whereas that in the optimum design is 18◦ at 15% span.

 

−

 

Figure 19. Incidence angle distribution at the leading edge (LE) along the span.
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In rotating-fluid machines, the flow is driven by the centrifugal force. Hence, the incidence angle
at the tip region is smaller than that at the hub; this improves the hydraulic performance. In particular,
since the pump used in this study is a special pump for transporting wastewater, the blade angle
distribution from the hub to the tip should be maintained. From this point of view, it is judged that the
incidence angle distribution of the optimum design shown in Figure 19 is ideal.

Figure 20 shows the distribution of streamlines and vortices on the iso-surface of the velocity
invariant (>5 × 105 s−2), to visualize the flow characteristics inside the impeller. As shown in Figures 17
and 18, in the case of the reference design, the inlet flow angle is significantly different from the blade
inlet angle, and an apparent inter-blade vortex is observed inside the passage, as shown in Figure 20a.
On the other hand, the inlet flow angle of the optimum design agrees well with the blade inlet angle,
and the flow proceeds smoothly into the passage, as shown in Figure 20b.

 

  

(a) Reference design. (b) Optimum design. 

 

−

Figure 20. Three-dimensional (3D) streamlines with vortices distribution on the iso-surface of the
velocity invariant (>5 × 105 s−2).

In order to analyze the blade loading, the pressure distribution on the blade in the optimum and
reference design are compared, as shown in Figure 21. The pressure values are normalized by using
the maximum pressure value of the reference design. Similar to Figures 17 and 18, Figure 21 shows
that the static pressure of the reference design at LE is relatively less than that in the optimal design,
owing to the rapid increase in the velocity in the PS of the blade LE. In addition, the pressure on the
PS and SS of the reference design shows a larger overall region than in the optimum design; in other
words, the blade loading of the reference design is larger.

 

−

 

Figure 21. Pressure distributions at 50% span.

441



Processes 2020, 8, 1170

Figure 22 shows the internal velocity distribution from the volute tongue to the outlet. In the
reference design, a relatively high-velocity region is distributed near the tongue, but the velocity
decreases toward the outlet. On the other hand, the optimum design shows a relatively uniform
velocity distribution over the entire area of the volute. In the reference design, the cross-sectional area
of the volute is designed to be larger than necessary, and as the flow diffuses near the outlet, it is judged
that the static pressure recovery occurs more than in the optimum design.

 

 
 

(a) Reference design. (b) Optimum design. 

 

Figure 22. Velocity distributions inside the volute.

Figure 23 shows the iso-surface contours for a low velocity of 1.0 m/s, to identify the low-velocity
region inside the pump. As shown in Figure 22, a relatively wide low-velocity area is formed at the
outlet of the reference design. Since the two-vane pump considered in this work is used for transporting
wastewater, the solids move inside the impeller and volute. Now, the presence of low-velocity region
can cause solids to stagnate. Therefore, the pump should be designed so that no such low-velocity
region is created. From this point of view, the optimum design is an ideal design with a significant
reduction in the area of the low-velocity region.

 

 
 

(a) Reference design. (b) Optimum design. 

Figure 23. Iso-surface for the low-velocity region (<1 m/s).

6. Conclusions

In the present study, the shapes of a blade and volute were optimized to improve the hydraulic
performance of a two-vane pump for transporting wastewater via 3D RANS analysis based on
supervised machine-learning optimization. Considering the waste solids, the blade inlet and outlet
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angles and the cross-sectional area of the volute were selected as the design variables. Three objective
functions were considered to maximize the hydraulic performances, i.e., the total head and efficiency
of the pump, while maximizing the size of the waste solids.

In this analysis, the RBNN predictive model was trained by using machine learning, and the GA
was used to find global optimal solutions. The network training was performed by adjusting the CV
error by changing the SC. Through training, an accurate and reliable RBNN surrogate model was
constructed, and five arbitrary optimum design points were derived. They were compared with the
numerical results to verify the predicted accuracy. The machine-learned surrogate model showed very
accurate predictions compared with the numerical results and had relative errors less than 5%.

Through the optimization, the pump was made compact, and the efficiency was improved by
about 14% compared to the reference design, while satisfying the design goal of the total head (>10 m).
As the cross-sectional area of the optimum volute was reduced, excessive diffusion at the outlet was
reduced, and, therefore, the velocity distribution inside the volute was more uniform compared with
the reference design. In addition, as the inlet angle of the optimum blade increased, the water flowing
from the impeller inlet proceeded smoothly into the flow path, and the flow separation and formation
of the inter-blade vortex were significantly reduced.

In future work, the hydraulic performances of the optimum design will be investigated in more
detail experimentally, and the characteristics of the flow, containing solid wastes, will be also analyzed.
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Abstract: The effect of cascade aerodynamic optimization on turbomachinery design is very significant.
However, for most traditional cascade optimization methods, aerodynamic parameters are considered
as boundary conditions and rarely directly used as the optimization variables to realize optimization.
Given this problem, this paper proposes an improved cascade aerodynamic optimization method in
which an incidence angle and nine geometric parameters are used to parameterize the cascade and
one modified optimization algorithm is adopted to find the cascade with the optimal aerodynamic
performance. The improved parameterization approach is based on the Non-Uniform Rational
B-Splines (NURBS) method, the camber line superposing thickness distribution molding (CLSTDM)
method, and the plane cascade design method. To rapidly and effectively find the cascade with the
largest average lift-drag ratio within a certain range of incidence angles, modified particle swarm
optimization combined with the modified very fast simulated annealing algorithm (PSO-MVFSA)
is adopted. To verify the feasibility of the method, a cascade with NACA4412 and a practical
cascade are optimized. It is found that the average lift-drag ratios of two optimal performance
cascades are respectively increased by 13.38% and 15.21% in comparison to those of two original
cascades. Meanwhile, through optimizing the practical cascade of the Blade D500, under different
volume flow rates, the pressure coefficient of the optimized cascade is increased by an average
of more than 6.12% compared to that of the prototype, and the average efficiency is increased by
11.15%. Therefore, this improved aerodynamic optimization method is reliable and feasible for the
performance improvement of cascades with a low Reynolds number.

Keywords: cascade; aerodynamic; parameterization; plane cascade design; incidence angle;
PSO-MVFSA; optimization

1. Introduction

Blade design is of great importance to the efficiency and properties of turbomachinery. Achieving the
aerodynamic design of a blade is a very complex and arduous task due to complicated flow phenomena
and the interactions among various parameters [1]. A small geometric change of one blade can lead to a
deterioration of the aerodynamic performance of the whole machine [2]. In general, the cascade design
method is one of the most popular design methods employed for turbomachinery [3,4]. In this method,
the blade is stacked by the sections on the different radiuses and shown in Figure 1a. Additionally,
the section is projected onto the plane to form the cascade, as shown in Figure 1b. Therefore, the blade
performance is affected by the cascade design. With the rapid development of the computer technique,
more and more parameterization methods and optimization algorithms have been proposed and used in
the design process of a cascade. This means that the time required to design a new cascade is becoming
shorter and the aerodynamic performance of the new cascade is becoming better.
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Figure 1. An explanation of blades and a cascade.

A good parameterization method can not only use fewer design variables to describe an airfoil
accurately, but also rapidly re-construct one airfoil in the optimization process [5,6]. The parameterization
methods are usually divided into two categories: The constructive method and the deformative method.
Each method has been continuously improved by many researchers [7]. The deformative parameterization
method is the simpler of the two methods. In this method, a standard airfoil is deformed to generate one
new airfoil, in order to satisfy a certain condition. The Hicks-Henne function [8], radial basis function [9],
Bezier function [10], B-Spline function [11], and Non-Uniform Rational B-Splines (NURBS) function [12–14]
are usually used as deformative functions to generate a new airfoil based on the original airfoil. In particular,
NURBS [12] is the most popular function due to its ability of local control and its conics description
over the curve. However, these deformative functions are used to generate one new airfoil based on the
point coordinates of an airfoil. To relate the airfoil shape to the airfoil geometric feature parameters, the
camber line superposing thickness distribution molding (CLSTDM) method [15] was proposed. In this
method, several airfoil geometric parameters are used to parameterize the half-thickness distribution
curve and the mean camber curve through two polynomials. Then, these two curves are coupled to
form a whole airfoil. The feasibility of this method has been proved by several works [15–17]. In the
CLSTDM method [15,16], the blade contours described by many coordinate points can be transformed
into functions controlled by several parameterized variables. Moreover, it is convenient for designers to
use this method to parameterize one blade based on their experience. Nowadays, it is widely used in
the optimization of turbomachinery. However, the aerodynamic parameters are not considered in the
parameterization and still act as the boundary condition of flow field computing.

To rapidly find the airfoil with the optimal aerodynamic property, many intelligent optimization
technologies have been used in the process. Among all of the published optimization algorithms,
the genetic algorithm (GA) [18–21] and the simulated annealing (SA) algorithm [10,11,22], as two
traditional intelligent optimization algorithms, have been widely used in airfoil optimization. They aim
to find the airfoil with the optimal performance precisely. However, much time is required to complete
the search, which leads to a poor computational efficiency [23,24]. A new intelligent algorithm, known
as particle swarm optimization (PSO) and proposed by Kenney and Eberhart [25], can be used to solve
this problem. PSO is a population-based, self-adaptive searching optimization method. The principle of
this method is based on animal social behaviors, such as birds’ migration. However, it is easy to become
trapped into a local extreme value or converged to precocity by the standard PSO. Therefore, researchers
began looking for improved methods to solve this problem. Shi [26] used a linearly decreasing inertia
weight to balance the global and local searching character. However, the local searching capability of
this method was weak. Simultaneously, it is hard to predict the maximum iteration number. Clerc [27]
set a constriction factor determined by two learning factors to cancel the boundary limits of velocity,
and to balance the global and local searching capability. Hu [28] adopted a stochastic inertia weight to
replace the linearly decreasing inertia weight. This method could accelerate the convergence velocity
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and avoid being trapped into a local best solution. However, these methods still have the risk of
local convergence.

Most approaches to parameterization of the cascade have been used with only the help of geometric
feature parameters, and the aerodynamic parameters were not referred to. The efficiency of optimization
was thus negatively affected. Therefore, in this paper, considering the cascade aerodynamic characters,
one aerodynamic parameterization approach for a low Reynolds number cascade is proposed. To find
the airfoil with the optimal performance during a certain range of incidence angles, a modified
PSO-MVFSA algorithm is studied. Furthermore, two cases, such as the cascade with NACA4412 and
the blade of FAN D500, are selected to verify the feasibility of the improved parameterization and
optimization method.

2. Aerodynamic Parameterization Method

2.1. CLSTDM-NURBS Method

In this paper, for the CLSTDM method, the pressure side and suction side are obtained through
the camber curve superposing the half-thickness distribution curve. This method is used to describe an
airfoil and is shown in Figure 2. Due to its good ability to design a complex geometry, the two-order
NURBS function defined by Equation (1) is used to describe the camber curve and the half-thickness
distribution curve.
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Figure 2. Airfoil parameterization.


C(u) =

n∑
i=0

B2,i(u)ωiQi

B2,iωi(u)

B2,i(u) =
2!

i!(2−i)! u
i(1− u)2−i

, (1)

where u is the knot vector, n is the order of NURBS (n = 2), i is the mark of the control points (i = 0, 1, 2),
C(u) is the coordinate of the point of the fitting curve parameterized by the NURBS function, B2,i(u)

is the Bernstain function, ωi represents the weight coefficients (ω0= 1, ω2= 1, ω1 = ω), and Qi is the
control point. To solve the two-order NURBS function, the De Boor algorithm [29], which provides a
fast and numerically stable way of finding a point on a B-spline curve with the given u in the domain,
is adopted and programed.

For camber parameterization, the camber curve is divided into two two-order NURBS curves
(solid line), and these two NURBS curves are respectively controlled by several geometric control
points (Q0, Q1, Q2, Q3, Q4) shown in Figure 3. Five geometric feature parameters of an airfoil, such as
the chord line L = 1.0, the leading edge angle χ1, the trailing edge angle χ2, and the coordinate of the
maximum camber point

(
Bx, By

)
, are adopted to derive the coordinates of the geometric control points

of NURBS. To ensure the continuous property of two NURBS curves at the location of the maximum
camber point Q2, two lines Q1Q2 and Q2Q3 need to be collinear. Moreover, all of the geometric control
points of NURBS are derived as follows in Equation (2).
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Figure 3. Camber curve parameterization.




Q0

Q1

Q2

Q3

Q4




=




(0, 0)(
By/tan(χ1), Bx

)
(
Bx, By

)
(
L− By/tan(χ2), By

)

(L, 0)




(2)

For parameterization of the half-thickness distribution curve, the curve is divided into three parts,
including the leading edge half-thickness, the middle half-thickness, and the trailing edge half-thickness,
as shown in Figure 4. The leading edge (LE) part is described by one two-order NURBS curve,
the middle part by two two-order curves, and the trailing edge (TE) part by one two-order NURBS curve.
Four NURBS curves are controlled by nine geometric control points (P0, P1, P2, P3, P4, P5, P6, P7, P8),
which are derived by seven geometric feature parameters of the airfoil, such as the leading edge
radius R1, the trailing edge radius R2, the chord line L = 1.0, the thickness gradient angles α1,α2,
and the coordinate of the maximum half-thickness point (Tx, Ty). As is the case for the camber curve,
the half-thickness distribution curve also requires continuity. Therefore, at the three geometric control
points P2, P4, P6, it is necessary to maintain collinearity for the relative lines. Utilizing geometric
principles, these control point coordinates are shown in Equation (3).
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Figure 4. Half-thickness distribution curve parameterization.
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P5
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P9




=




(0, 0)
(0, R1 ∗ cos(α1) −R1 ∗ tan(α1) ∗ (1− sin(α1))) tan(α1)

(R1 ∗ (1− sin(α1)), R1 ∗ cos(α1))((
Ty −R1 ∗ cos(α1)

)
/tan(α1)+R1 ∗ (1− sin(α1)), Ty

)
(
Tx, Ty

)
(
−
(
Ty −R2 ∗ cos(α2)

)
/tan(α2) + L−R2 ∗ (1− sin(α2)), Ty

)

(L−R2 ∗ (1− sin(α2)), R2 ∗ cos(α2))

(L, R2 ∗ cos(α2) −R2 ∗ tan(α2) ∗ (1− sin(α2)))

(L, 0)




(3)
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2.2. Improved Aerodynamic Parameterization

Unlike conventional parameterization approaches in which the airfoil is only parameterized
with the geometric feature parameters [30–32], an improved aerodynamic parametrization approach
combining the plane cascade design method and the CLSTDM-NURBS is proposed, in which the
incidence angle, i, and nine geometric parameters are used as control variables.

For one specific cascade, it can be assumed for the airflow condition that the inlet flow angle β1 is
constant and along the tangential line. In this case, a change of the incidence angle can cause a change
of the geometric inlet angle of the cascade, and the variation of the incidence angle ∆i is equal to that
of the geometric inlet angle ∆β1A. From the definition of the geometric inlet angle, it is clear that the
slope of the mean camber curve at the leading point is changed with the changing of the geometric
inlet angle. This means that the variation of the incidence angle ∆i has an indirect influence on the
modified value of the leading edge angle χ′1. The relationship is shown in Equation (4).

χ′1 = χ1 − ∆i (4)

Simultaneously, the deviation angle δ can also be affected by a change of the incidence angle.
In order to determine the deviation angle, one semi-rational formula of the deviation angle was used,
based on the plane cascade experiments by Howell [33,34], which was suitable for a low Reynolds
number cascade and only applicable in the application conditions (τ = 0.7 ∼ 2.0, Ty = 0.05 ∼ 0.12,
and Bx = 0.4 ∼ 0.5). The definition formulas of the incidence angle i and the deviation angle δ have
been proposed in the cascade design process [3,35].

τ =
t

L
(5)

δ = β2A − β2 (6)

In this paper, one special equation combining a semi-empirical formula [33,34] is shown in Equation (7),
where ϕ is equal to 0.5 for the rotor blade. Therefore, if the aerodynamic and geometric parameters i, τ,
β1, β2, and Bx are given, the geometric outlet angle β2A can be calculated by Equation (7). Additionally,
the revised trailing edge angle χ′2 can be obtained by Equation (8). However, in Equation (7), it is found
that the cascade solidity τ and the outlet flow angle β2 cannot be determined.

(β2A − β2) =
[
0.23(2Bx)

2 − 0.002β2 + 0.18
]
(β2A − i− β1)

(1
τ

)ϕ
(7)

χ′2 = χ2 − ∆β2A (8)

In order to obtain the abovementioned two parameters, the diffusion factor D related to the
cascade solidity τ, the inlet flow angle β1, and the outlet flow angle β2, is introduced as a constraint.
This coefficient can be used to control the aerodynamic load of the cascade. The definition of the
diffusion factor is shown in Equation (9).

D =

(
1−

sin β1

sin β2

)
+

sin β1

2τ
(ctgβ1 − ctgβ2) (9)

Therefore, during the process of parameterization, the leading edge angle and trailing edge angle
shown in Figure 3 are independent variables and no longer depend on the incidence angle. In this way,
the control variables of cascade parameterization are determined, such as Bx, By, Tx, Ty, R1, R2, α1, α2,
and i.
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3. The Improved Airfoil Aerodynamic Optimization Method

3.1. Modified PSO-MVFSA

With the extensive use of standard particle swarm optimization (PSO), some drawbacks have been
found, such as the local extreme minimum and the precocity. To solve these problems, many works
have been published [26–28]. Some only adjusted the change of inertia weight to avoid being trapped
into a local optimal solution. Moreover, some used two learning factors to balance the local searching
and global searching. In this paper, the control variables of cascade parameterization are grouped as a
particle. Additionally, the best particle position Xi, j corresponding to the optimal cascade is obtained
by the modified PSO, as shown in Equation (10) [27].



V1
i, j = φ·

[
ωV0

i, j + c1γ1

(
Pi, j −X0

i, j

)
+ c2γ2

(
Pg, j −X0

i, j

)]

φ = 2∣∣∣∣∣2−(c1+c2)−
√
(c1+c2)

2−4(c1+c2)

∣∣∣∣∣
ω = µmin + (µmax − µmin) ∗ γ4 + σ·γ3

X1
i, j = X0

i, j + V1
i, j

, (10)

where V is the particle velocity, subscript i, j is the particle sequence, ω is the stochastic inertia
weight [28], φ is the constriction factor [27], c1, c2 represents two learning factors, γ1, γ2 represents
the random number uniformly distributed in (0, 1), Pi, j is the best position in its flight history, Pg, j is
the best position in the particle swarms, µmax is the maximum stochastic inertia weight, µmin is the
minimum stochastic inertia weight, σ is the variance of the stochastic inertia weight, and γ3, γ4 is the
random number of the standard normal distribution.

However, it is very difficult to judge whether the results are the local optimal solutions or the
global solutions when only using the modified PSO. Due to the probability of the simulated annealing
(SA) algorithm jumping out of the local value, it can be used to solve the problem. Furthermore,
considering that the low searching velocity of the standard SA algorithm can lead to a greater time
consumption, modified very fast simulated annealing (MVFSA) [36] is adopted to search for the global
optimal minimum. Since the Cauchy distribution depending on temperature was better than the
Gaussian distribution, the coefficient of variable perturbation yi j based on the Cauchy distribution has
been redefined by Equation (11). In order to improve the efficiency further, the random probability
of the acceptance, Pr, has been redefined based on the Boltzmann–Gibbs distribution, as shown in
Equation (12).

yi j = Tmax exp
(
−ck1/N1

)
·sgn(u− 0.5)

[(
1 +

1
T

)|2u−1|
− 1

]
, (11)

Pr =
[
1− (1− h)

(
E
(
M′i j

)
− E

(
Mi j

))
/T

]1/(1−h)
, (12)

where u is a random number ranging from 0 to 1, Tmax is the initial simulated high temperature, N1 is
the syllogism coefficient, k is the number of the marked annealing stage, c is a given constant value,
M′

i j
is the disturbed variable, Mi j is the undisturbed variable, and h is a real number (set h = 0.5).

Furthermore, E
(
Mi j

)
is adopted to evaluate the current energy of the particle.

3.2. Verification of Modified PSO-MVFSA

Due to its local optimums and premature results, the Rastrigin function is usually used as a test
function. The definition of the function is shown in Equation (13).

f (x) =
D∑

j=0

x2
j − 10· cos(2πx j) + 10 x j ∈ [−20, 20] (13)
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In theory, when the independent variable x j is equal to 0, the global minimum optimum of the
function is f (x j) = 0. In Figure 5, three different solutions of the function are respectively shown.
When the independent variable range is [−20, 20], the function looks smooth and monotonic, as shown
in Figure 5a. With the increase of the resolution, many small peaks and valleys are observed in
Figure 5b,c. This means that the function has many widespread local minima.
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Figure 5. Rastrigin function: (a) xi ∈ [−20, 20]; (b) xi ∈ [−5, 5]; and (c) xi ∈ [−0.5, 0.5].

To prove the feasibility and accuracy of the modified PSO-MVFSA, two other PSO-based
optimization algorithms, as two comparison algorithms, are adopted to search for the optimal
minimum of the Rastrigin function. As the function is two-dimensional, each particle consists of two
variables for three kinds of PSO algorithms. The initial particle number, the total iteration number
of PSO, and the total iteration number of MVFSA are set to 30, 80, and 40, respectively. Some other
coefficients are listed in Table 1, such as the positive value α, the Markov chain length J, and so on.
By means of these searching optimization methods, the optimal results are obtained and shown in
Table 2. It can be seen that the optimal function value obtained by PG-PSO is smaller than that of the
standard PSO. However, the computing time is longer than that of the standard PSO. For the modified
PSO-MVFSA, not only its time consumption, but also its ability for minimum searching, are optimal in
comparison with the other two algorithms.

Table 1. Coefficients of three algorithms based on particle swarm optimization (PSO).

Maximum Stochastic
Inertia Weight,

µmax

Minimum Stochastic
Inertia Weight,

µmin

Variance Stochastic
Inertia Weight,

σ

Learning Factor,
c1

Learning Factor,
c2

0.8 0.4 0.2 2.25 1.85

The Initial Simulated
High Temperature,

Tmax

The Final Cooling
Simulated Temperature,

Tmin

The Syllogism
Coefficient,

N1

The Positive
Value,
α

Markov Chain
Length,

J

30 0.0001 9 0.8 15

Table 2. Results of three algorithms based on PSO.

Algorithms
Computing Time

T (Seconds)
Optimal Particle

xopt

Optimal Function Value
f(xopt)

Standard PSO [22] 1.08942 (0.001225, −0.000958) 0.000481

PG-PSO [21] 1.14177 (−0.001495, 0.0000077) 0.000443

PSO -MVFSA 0.898254 (0.000177, −0.000476) 0.000051
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3.3. The Improved Airfoil Aerodynamic Optimization

3.3.1. Fitness Function

For improved cascade aerodynamic optimization, nine control variables are used to parameterize
the cascade and grouped as a particle. In all flights, the selection of the particle with the best position
through the optimum target is very important. The lift-drag ratio of the airfoil is related to its capability
regarding the power output and aerodynamic loss [16]. Therefore, the optimization proposition is set
up as shown in Equation (14).



f (S1, S2 · · · S10) =
n∑

i=1
(CL/CD)i/n

s.t.
χ1 > arctan

(
By/Bx

)
− χ2 > arctan

(
By/(1− Bx)

)

α1 > arctan
(
Ty/Tx

)
− α2 > arctan

(
Ty/(1− Tx)

)

0.4 ≤ D ≤ 0.6

, (14)

where Si is the control variable, CL/CD is the lift-drag ratio,
(
Bx, By

)
is the coordinate of the maximum

camber point,
(
Tx, Ty

)
is the coordinate of the maximum half-thickness point, α1, α2 represent the

LE and TE thickness gradient angles, χ1, χ2 represent the LE and TE angles, and n is the number of
incidence angles. In this paper, the average lift-drag ratio of the airfoil is evaluated under all airflow
incidence angles. Additionally, the fitness function can be obtained as shown in Equation (15).

−F = c1
f (S1,S2···S10)−

∑
(CL/CD)re f∑

(CL/CD)re f
+ c2

α1−arctan(By/Bx)
arctan(By/Bx)

− c3
α2+arctan(By/(1−Bx))

arctan(By/(1−Bx))

+ c4
X1−arctan(Ty/Tx)

arctan(Ty/Tx)
+ c5

−X2−arctan(Ty/(1−Tx))
arctan(Ty/(1−Tx))

+ c6(Di −D)
(15)

where ci is the weighting factor and subscript re f presents the original airfoil.

3.3.2. Aerodynamic Optimization Process

During the evaluation of airfoil aerodynamic performance two-dimensional computational fluid
dynamics (2D CFD) code which utilized the standard k − ω turbulence model [37,38] to solve the
Reynolds Average Navier-Stokes (RANS ) equations was used, and it was only used to simulate the
low Reynolds number airfoils [23,39]. Due to the fact that the lift-drag ratio of one airfoil could be
obtained quickly by this code, this 2D CFD code was integrated into MATLAB as a fast solver to
evaluate the fitness value of each particle. The whole aerodynamic optimization flowchart is shown in
Figure 6. Moreover, the detailed process is introduced in the following steps:

(a) Inputting coordinate points of one airfoil, and setting coefficients of the modified PSO-MVFSA;
(b) Selecting one angle from the sets of incidence angles and nine geometric variables as an

initial particle;
(c) Conducting perturbation of nine geometric variables of the initial particle to generate the initial

particle swarm with one incidence angle, based on the super Latin square method; constructing
airfoil swarm by the improved parameterization method; and evaluating the airfoil fitness value
by Equation (15);

(d) Finding the best previous position of the particle and the best position of the swarm, re-calculating
the velocity and the position of each particle by adopting Equation (10), and re-calculating the
fitness values of the new swarms;

(e) If ∆E > 0 (∆E = E
(
M′

i j

)
− E

(
Mi j

)
is the error function), the data related to the particle are

unchanged; if not, replace the data and particles with new data and particles;
(f) Repeating steps (d) and (e) until the total iteration of the modified PSO is reached;
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(g) Obtaining the swarm particles (S)i that satisfy
[
Fopt − F((S)i)

]
/Fopt < 10%;

(h) Putting the swarm particles (S)i into the optimization process of MVFSA, conducting perturbation,
and re-evaluating the fitness by Equation (10);

(i) If ∆E > 0, the corresponding particle is preserved; if not, the corresponding particle as a basic
particle is re-disturbed and re-evaluated;

(j) If ∆E > 0, the re-disturbed particle is retained; if not, the particle is accepted with the acceptance
probability equation;

(k) Repeating steps (g) (h) (i) until the total iteration of MVFSA is reached;
(l) Outputting the particle with the largest function F from the preserved particle swarm at different

incidence angles respectively;
(m) Selecting the best of the optimal particles by MVFSA as the final optimal particle.
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Figure 6. Flow chart of the whole aerodynamic optimization process.

4. Applications in Cascade Optimization

4.1. Optimization of a Cascade with an NACA4412 Profile

NACA4412 is adopted as the original basic profile of the cascade and evolved into an advanced
airfoil by this improved method. The initial particle number, the total iteration number of the modified
PSO, and the total iteration number of MVFSA are set to 30, 100, and 50, respectively. Each cascade
is described by the improved aerodynamic parameterization method. The average lift-drag ratio of
the airfoil of the cascade is calculated by the flow solver. Moreover, the constant airflow boundary
condition is set so that the Reynolds number is as high as 1 × 105, the Mach number is 0.1, and the
solidity of the cascade is 1.5. Moreover, some other coefficients of the modified PSO-MVFSA are shown
in Table 3.
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Table 3. Coefficients of modified PSO-modified very fast simulated annealing (MVFSA).

Maximum Stochastic
Inertia Weight,

µmax

Minimum Stochastic
Inertia Weight,

µmin

Variance Stochastic
Inertia Weight,

σ

Learning
Factor,

c1

Learning
Factor,

c2

0.8 0.4 0.2 2.25 1.85

The Initial Simulated
High Temperature,

Tmax

The Final Simulated
Cooling Temperature,

Tmin

The Syllogism
Coefficient,

N1

The Positive Value,
α

Markov Chain Length,
J

40 0.0001 9 0.8 20

In actual airflow conditions, the incidence angle of the cascade is not constant and limited to a
certain range. Therefore, the aim of multi-point optimization is not to obtain the best aerodynamic
performance under one constant incidence angle, but to reach the best whole aerodynamic performance
in the whole working range, referred to in Equation (12). In this paper, the incidence angle is uniformly
distributed from 0◦ to 15◦ by a step of 1.0◦. The aerodynamic performance of each cascade parameterized
by one incidence angle and eight geometric variables is calculated by the CFD simulation. Based on
Equation (13), the fitness value corresponded to each cascade is figured out. Then, the global minimum
value is found by the user of the improved PSO-MVFSA method. NACA4412 airfoil and the optimal
airfoil are shown in Figure 7, in which the blue curve is the optimal airfoil and the red curve denotes
the original airfoil. From this figure, it can be observed that the suction side and pressure side of the
optimized airfoil are changed in terms of geometry in comparison with that of NACA4412.
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Figure 7. Geometry comparison: NACA4412 airfoil and optimal airfoil.

To evaluate the aerodynamic performance of the cascade, the pressure coefficient Cp is adopted,
which is defined by Equation (16).

Cp = −



p− p∞
1
2ρu2

∞


 =

p∞ − p

p0 − p∞
, (16)

where p, p0, p∞ are the current pressure, the stagnation pressure, and the inlet airflow pressure,
respectively; ρ is the density; and u∞ is the inlet airflow velocity.

The increasing curvature of the suction side close to LE can lead to the intensifying of the
velocity increasing and the pressure decreasing. Then, the pressure coefficient of the suction side of the
optimized Cp near LE is larger than that of the original cascade. However, it is due to the geometric
change of the pressure side close to LE that the decreasing of the velocity and the increasing of the
pressure are alleviated. These phenomena can be observed in Figure 8. In the figure, the detailed
pressure distributions on the suction and pressure side are shown, which respectively correspond
to four incidence angle conditions of i = 0◦, i = 3◦, i = 6◦, and i = 12◦. It is also clear that the
optimized airfoil surface pressure distribution presented by the blue curve is better than that of the
original airfoil described by the red curve under each condition. Therefore, the pressure differences
between the pressure side and suction side of the optimized airfoil are larger than those of the original
airfoil. The cascade performances under the incidence angles ranging from 0◦ to 15◦ are shown in
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Figure 9. The average lift-drag ratio of the optimized cascade is increased by 13.38% in comparison
with that of the cascade with NACA4412.

 

0 3 6 12

°

  
(a) 0i = °  (b) 3i = °  

  

(c) 6i = °  (d) 12i = °  

5Re 1.0 10 , 0.1

0 12

D

Cp

Figure 8. Surface pressure distribution comparison in multi-point optimization.
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Figure 9. Airfoil performance of the average lift-drag ratio (cal., Re = 1.0× 105, Ma = 0.1).

For further analysis, CFD simulation software CFX was used to calculate the cascade performance.
The velocity contours of the original and optimized cascades at incidence angles of i = 0◦ and i = 12◦

are shown in Figure 10. It is clear that the velocity difference between the suction side and pressure
side of the optimized cascade is bigger than that of NACA4412. Therefore, the diffusion factor D of
the optimized cascade can be increased. It can also be observed that the airflow separation point on
the suction side of the optimized cascade moves backward along the airfoil in comparison with that of
NACA4412 and the area of the wake becomes smaller than that of NACA4412. Therefore, it can be
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considered that the aerodynamic load of the cascade is increased and the aerodynamic loss is controlled
with the help of the improved aerodynamic optimization algorithm.

Figure 10. Velocity contours.

4.2. Blade D500 Optimization

Blade D500 is used in an axial-flow fan for an evaporator system. It is a kind of low Reynolds
number 3D blade. In this work, in order to verify the feasibility of the improved method applied to
the practical blade design, the cascade at the 50% radius of Blades D500 was selected and optimized.
Two performance parameters, including the pressure coefficient Cp defined by Equation (16) and the
efficiency η defined by Equation (17), were used to evaluate the aerodynamic performance of Blade
D500. In order to obtain the aerodynamic performance parameters, CFX was used to calculate the
airflow field of Blade D500.

η =
Qv·P

N
, (17)

where Qv is the volume flow rate, P is the static pressure increase, and N the aerodynamic power.

4.2.1. Validation of the CFD Simulation Based on Experiments

The experiments of the axial fan with Blade D500 shown in Figure 11 were conducted in the
Key Lab for Power Machinery and Engineering of SJTU. In order to match the practical situation, the
rotor was mounted on the guard grill, which was connected with a short bell month at the inlet of
the tube. The diameter of the tube was increased to 600 mm to avoid destroying the flow field at the
rotor outlet and simulate the real situation in the evaporator system as much as possible. The pressure
probes were mounted at points A and B, by which the flow rate and the pressure increase could be
calculated. Under eight volume flow rates, the pressure increases were calculated.
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(a) Practical axial fan (b) Geometric model of the axial fan 

 

(c) A sketch of the experiment 

Figure 11. The experiment of Blade D500.

Under the same conditions as those used in the experiments, CFX was adopted to simulate the
aerodynamic performance of the axial fan. The grids consisted of the structured hexahedral meshes
shown in Figure 12 that were generated by TurboGrid. The total number of nodes was 1,260,626 for the
full channel after studying the grid independence, and the minimum value of the mesh quality was
0.3. Due to the excellent ability to simulate the flow with a fiercely adverse pressure gradient of the
standard k−ω model, it was selected as the turbulent model to simulate the flow field. The mass flow
and static pressure were set at the inlet and outlet, respectively.

 

 

 

(a) Full channel grid (b) Single channel grid 

Figure 12. Grid of the axial fan.

After a series of experiments and CFD simulations of the axial fan with Blade D500, the pressure
coefficients were obtained and are shown in Figure 13. Based on Figure 13, it could be found that the
pressure coefficients Csp calculated by CFD are slightly higher than those calculated by experiments.
However, the trends of the two curves are very similar. In Figure 14, the efficiency is compared for
values obtained by calculations and experiments. It can be observed that the relative error between the

457



Processes 2020, 8, 1150

two series of average efficiencies is under 8.35%. Considering the abovementioned results, the CFD
simulation can be used to feasibly estimate the aerodynamic performance of an axial fan.

 

  .1    .6

Figure 13. Static pressure coefficients calculated by CFD and the experiment.

  .1    .6

Figure 14. Average efficiencies calculated by CFD and the experiment.

4.2.2. Optimization of Blade D500

For aerodynamic optimization of the cascade at the 50% radius of Blade D500, the airflow condition
was set as Re = 1× 105, Ma = 0.1, i = 2◦ ∼ 10◦, D = 0.4 ∼ 0.6. After a series of optimization iterations,
the airfoil of the optimal cascade was obtained and is shown in Figure 15, as well as the airfoil of the
original cascade. It can be observed that the airfoil of the optimized cascade is different from that of
the original cascade. These geometric changes of the optimal cascade can lead to an increase of the
curvature of the suction side, while the pressure side is changed a little. Additionally, aerodynamic
performance comparisons are shown in Figure 16. It could be found that the pressure differences of the
optimized cascade are larger than those of the original airfoil along the chord line within the range
of the incidence angle. After a series of simulation calculations, it could be found that the average
lift-drag ratio of the optimized cascade is increased by 15.21% in comparison with that of the original
cascade. Therefore, it can be considered that the aerodynamic performance of the optimized cascade is
better than that of the original one.
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Figure 15. Geometric comparisons of the optimized and original cascades.
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Figure 16. Surface pressure distributions.

To evaluate the feasibility of the improved aerodynamic optimization method, the optimized 3D
Blade D500 and the original 3D Blade D500 were simulated by CFD under the same airflow condition.
Moreover, the simulation results of two blades were compared. The streamlines of the suction surfaces
of the two blades are shown in Figure 17. From the figure, it is clear that the streamline between the
middle section and the hub of the original blade is not very good, and a large turbulence loss must have
occurred in this region. In contrast, the streamline in the same region of the optimized blade becomes
very smooth. The pressure coefficients Csp of the two fans are shown in Figure 18. In this figure, it can
be seen that the pressure coefficient of the optimized fan is better than that of the original fan, and the
average pressure coefficient is increased by 6.12%. Meanwhile, from Figure 19, it can be observed that
the efficiency of the optimized fan is higher than that of the original one, and averagely increased by
11.15%. Therefore, from the above analysis, it can be considered that the aerodynamic performance of
optimized Blade D500 is improved and the improved aerodynamic optimization method is feasible.

 

 

2  8  

 

 

 

(a) Suction surface of the original cascade (b) Suction surface of the optimized cascade 

Figure 17. Surface streamline comparisons of Blade D500.
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Figure 18. Pressure coefficient comparisons of Blade D500.
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Figure 19. Efficiency comparisons of D500.

5. Conclusions

In this paper, an improved optimization method especially applied to a cascade with a low
Reynolds number is proposed. In this method, the incidence angle and eight geometric parameters are
used as the control variables altogether. Meanwhile, the modified PSO-MVFSA algorithm is adopted to
optimize the objective cascades, and two cascade cases, such as NACA4412 and Blade D500, are selected
to testify the method. Some valuable results are as follows:

(a) Since the aerodynamic parameter, such as the incidence angle, is considered as one of the control
variables, the relationship between the geometry of the airfoil and the aerodynamic performance
of the cascade is learnt. Therefore, during the whole optimization process, an improvement of
the aerodynamic performance can give rise to a direct modification of the geometry so that the
optimization becomes more targeted and more efficient;

(b) In this study, particular effort was devoted to designing a fitness function which is suitable for
optimizing a cascade with a low Reynolds number. Furthermore, the combination of PSO and
MVFSA succeeded in increasing the optimization efficiency and avoided the local optimal to
reach a global solution, which was verified by the Rastrigin function and two cascade cases;

(c) Based on the analysis of the results from the two cascade cases, such as NACA4412 and Blade
D500, it was demonstrated that the average lift-drag coefficient of the optimized cascade was
improved, whilst the drag coefficient was kept at a low level. Therefore, it can be considered
that the modified PSO-MVFSA can be adopted as an efficient and robust optimizer to solve the
problems of multi-variable optimization confronted in cascade design.
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Abbreviations

NURBS Non-Uniform Rational B-Splines
CLSTDM Camber Line Superposing Thickness Distribution Molding
PSO Particle Swarm Optimization
PSO-MVFSA Particle Swarm Optimization-Modified Very Fast Simulated Annealing

Nomenclature

Bx Vertical coordinate of the maximum camber point
By Horizontal coordinate of the maximum camber point
Cp Pressure coefficient
CL Lift coefficient
CD Drag coefficient
D Diffusion factor
L Aerodynamic chord length
M Variable
N1 Syllogism coefficient
N Shaft power
R1 LE radius
R2 TE radius
P Control points of the thickness distribution curve
Q Control points of the camber curve
Qv Volume flow rate
T Temperature
χ1 LE angle
χ2 TE angle
Tx Vertical coordinate of the maximum half thickness
Ty Horizontal coordinate of the maximum half thickness
Pr Acceptance probability
α1 Thickness gradient angle of LE
α2 Thickness gradient angle of TE
β1A Geometric inlet angle
β2A Geometric outlet angle
β1 Inlet flow angle
β2 Outlet flow angle
yi j Coefficient of variable perturbation
ω Weight
i Incidence angle
µ Stochastic inertia weight
λ Constriction factor
τ Cascade solidity
γ Random number in (0, 1)
η Pressure efficiency
c Learning factor
(x, y) Cartesian coordinates
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Abstract: Double-suction centrifugal pumps form an integral part of power plant systems in
maintaining operational stability. However, there has been a common problem of achieving a better
cavitation performance over a wider operating range because the traditional approach for impeller
design often leads to the design effect not meeting the operational needs at off-design conditions.
In addressing the problem, an optimization scheme was designed with the hub and shroud inlet
angles of the double-suction impeller to minimize the suction performance at non-design flow
conditions. A practical approach that speeds up the cavitation simulation process was applied
to solve the experimental design, and a multi-layer feed forward artificial neural network (ANN)
was combined with the non-dominated sorting genetic algorithm II to solve the multi-objective
problem into three-dimensional (3D) Pareto optimal solutions that meet the optimization objective.
At the design point, the suction performance was improved by 6.9%. At non-design flow conditions,
the cavitation performance was improved by 3.5% at 1.2Qd overload condition, 4% at 0.8Qd, and 5% at
0.6Qd. Additionally, there was significant reduction in the attached cavity distribution in the impeller
and suction domains when the optimized model was compared to the original model at off-design
points. Finally, the optimization established a faster method for a three-objective optimization of
cavitation performance using ANN and 3D Pareto solutions.

Keywords: multi-condition optimization; cavitation performance; artificial neural networks (ANN);
net positive suction head (NPSH); double suction

1. Introduction

In power plants, cooling water circulation pumps play an important role of distributing water to
various parts of the plant to maintain operational stability. These pumps, mostly centrifugal pumps
with double-suction impellers are usually operated continuously for long running hours for systems
with large capacity demands due to their ability to deliver large flow rates at a constant head [1,2].
There is however a common problem of achieving a better cavitation performance over a wide operating
range because traditional approach for impeller design often leads to the design effect not meeting
the requirements at off-design conditions. This puts the downstream components at risk of being
damaged since in most cases the flow passage gets blocked by the attached cavities [3,4]. In view of
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this, the cooling water pumps are usually operated at rated design conditions to minimize the risk of
cavitation which can lead to costly damage.

There has been an extensive literature on cavitation in centrifugal pump impellers over the
past years, and these are readily available in open literature. Quite a number of these investigations
predicted that there is some correlation between cavitation instabilities and changes in flow angle,
the pressure gradient at cavity closure, as well as the flow rate and cavitation number [5,6]. More so,
the unsteadiness in the pressure field vis-à-vis the rapid head-drop phenomenon that occurs during
cavitation has been periodically analyzed in a centrifugal pump, and the reason for the head drop was
attributed to the vortex generation in the cavitating region [7,8].

Pei [9] applied the L9 (33) orthogonal design of experiments (DOE) and computational methods
to improve the required net positive suction head (NPSHr) by 0.63 m. The relationship between the
hub and shroud inlet angles have also been studied and established that a shroud blade angle of 30◦

improved cavitation performance [10]. The inverse design methodology has also been applied to
parameterize the blade profile to improve suction performance and efficiency on a mixed flow pump
impeller and diffuser [11]. Xu [12] performed a multi-objective optimization study using the Taguchi
method. In his study, five design parameters of a centrifugal pump were sampled into 16 different
impeller designs and optimized to improve design efficiency and cavitation performance.

Recently, there has been a shift from the single objective optimization methods to the application
of genetic algorithms (GA) and surrogate models to find optimum global geometrical parameter
combinations that can solve multi-objective optimization problems [13,14]. Jin [15] extensively reviewed
the various surrogate models using their prediction accuracy, efficiency, and robustness, and concluded
that for higher-order nonlinear problems, neural networks should be used. The application of artificial
neural networks has gained much recognition in turbomachinery optimization. In centrifugal pumps,
the radial bias neural network (RBNN) had the best prediction accuracy when compared with kriging
and the response surface approximation model [16]. Moreover, Pei [13] carried out a multi-objective
optimization on the inlet pipe shape of a vertical inline pump using artificial neural network (ANN) and
multi-objective genetic algorithm (MOGA) to increase the efficiency over a wider range. Furthermore,
the multi-layer neural network has been established to have a better prediction accuracy compared to
the single-layer neural network [17].

Despite several optimization works on cavitation performance in centrifugal pumps, most of
the studies have been focused on optimizing the inlet blade angle without focusing much on other
impeller parameters such as the hub and shroud angles whose effect on cavitation performance has
not been well researched. In addition, there is a common problem of achieving a better cavitation
performance over a wider operating range in centrifugal pumps [18] since cavitation optimization
studies have usually been centered on design and near-design flow conditions.

Therefore, in order to adapt to its multi-operating condition and broaden its non-cavitation
operating range, an orthogonal scheme was designed to execute a multi-flow condition optimization
for cavitation performance using a multi-layer feedforward neural network and the non-dominated
sorting genetic algorithm II (NSGA-II). Since the traditional approach to predicting NPSHr is time
consuming, a faster approach [19,20] was applied to reduce the simulation time during the optimization
process. For this paper, a numerical anti-cavitation optimization design of the double-suction impeller
was carried out at part load, the design point and at an overload condition to establish a set of optimum
parameters that would best improve the suction performance at off-design flow conditions.

2. Optimization Procedure

Figure 1 shows the optimization procedure. The initial process was to sample the input bound
variables based on an orthogonal design of experiment. Secondly, series of 3D model double-suction
impellers were designed by bladegen in ANSYS 2019 R3 and CREO 5.0. ANSYS was adopted for the
numerical simulations to obtain the objective function values, which was used to train the surrogate
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models. The multi-objective problem was then solved to obtain 3D Pareto solutions, which were then
verified by numerical simulation to determine the reliability of the optimization.

Figure 1. Flowchart of optimization process.

2.1. Objective Functions

During the optimization process of centrifugal pumps, the goals and targets are considered as
significant indexes for performance evaluation. For this study, the NPSHr at three flow conditions were
selected as the optimization targets. The objective function is to minimize the NPSHr at part loads
(0.8Qd), the nominal flow condition (1.0Qd), and overload (1.2Qd) flow conditions. These conditions
are obtained by numerical calculations. The mathematical relation for NPSH is

NPSH =
p− pv

ρg
+

Vin
2

2g
(1)

p and Vin represents static pressure and velocity at the pump inlet respectively, pv is the vapor pressure,
ρ is density, and g is the gravitational acceleration [21].

2.2. Design of Experiment

In deciding the optimization variables, the inlet diameter of the impeller, D1, the impeller diameter
at the outlet, D2, the diameter of the hub Dh, and the blade width at outlet b2 were held constant.
This was to maintain the shape of the impeller due to space constrains of the suction and volute
casing of the double-suction centrifugal pump. The choice of decision variables was limited to the
blade inlet profile at hub and shroud. Three geometrical parameters, namely, hub inlet angle β1 hub,
middle inlet angle β2 middle, and the shroud inlet angle β3 shroud were selected as optimization
variables. Each parameter was given a set of five values. Table 1 shows the decision variables and
their set of values used for the parameterization. Orthogonal design of experiment was applied here
to design the experimental scheme. From Table 1, there were 3 factors and 5 levels for the design.
An orthogonal scheme of L25 (35) was designed according to Equation (2). Twenty-five impeller models
were generated based on the sampling results from the DOE using ANSYS bladegen. Table 2 is the
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orthogonal scheme and the meridional shape of the impeller is shown in Figure 2. The position of the
inlet profile was adjusted by a Bézier curve with three points.

Lm(n
p) (2)

Table 1. Range of design variables.

A B C

No β1hub/
◦ β2middle/

◦ β3shroud/
◦

1 17 13 11
2 19 16 14
3 21 18 17
4 23 21 19
5 25 23 21

Table 2. Orthogonal scheme.

A B C A B C

No β1hub/
◦ β2middle/

◦ β3shroud/
◦ No β1hub/

◦ β2middle/
◦ β3shroud/

◦

1 17 18 17 14 25 23 17
2 17 16 14 15 19 18 21
3 19 13 17 16 25 16 21
4 21 16 11 17 17 21 19
5 23 16 17 18 17 23 21
6 21 13 21 19 17 13 11
7 21 21 17 20 23 21 21
8 23 18 19 21 25 18 11
9 25 13 19 22 19 23 14
10 19 16 19 23 21 18 14
11 21 23 19 24 23 13 14
12 23 23 11 25 19 21 11
13 25 21 14

Figure 2. Meridional shape.

2.3. Surrogate Training and Optimum Solution Solving

Artificial neural network (ANN) was used for the surrogate modeling. The concept of ANN
and MOGA has been explained in the previous works [13,14]. The Levenberg–Marquardt algorithm
was adopted as the training algorithm since it has the fastest convergence rate. Tangent hyperbolic
activation function (tanh) was applied because it has a much better recognition accuracy for multi-layer
neural networks. For this study, a dual-layer feed-forward ANN with 10 hidden neurons was adopted.
Figure 3 is the multi-layer feedforward ANN structures used for training the NPSHr objectives.
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Figure 3. Artificial neural network (ANN) structure for the required net positive suction head
(NPSHr) objective.

The mathematical relation for the ANN function is written as Equation (3), the activation function,
tanh is written as Equation (4) and the linear function as Equation (5).

y = g




n∑

j=1

w2
j × f




m∑

k=1

w1
k, jxk + b1

n





+ b2 (3)

f (x) =

[
2

(1 + e−2x)

]
− 1 (4)

g(x) = ax + b (5)

To obtain the global Pareto frontier for the three-objective functions, the multi-objective genetic
algorithm was applied to solve the problem. The problem for the three-objective optimization can be
described as follows. 

f ind



minimize NPSHr 0.8Qd = f1
NPSHr 1.0Qd = f2
NPSHr 1.2Qd = f3

subject to

17◦ ≤ A ≥ 25◦

13◦ ≤ B ≥ 23◦

11◦ ≤ C ≥ 21◦

(6)

Since the problem was a three-objective problem, a 3D Pareto optimal solution was required.
In construction of the Pareto solutions, the following input parameters were used. Population size was
200. A 0.8 Pareto-front population and 0.85 crossover fraction were applied with 1000 generations at a
function tolerance of 10.

3. Tested Pump and Computational Domain

3.1. Description of Test Pump

The test object is a 250GS40 double-suction centrifugal pump that has a specific speed of 89.5.
The flow domain has been divided into the semi-spiral suction domain, a shrouded impeller which has
six twisted blades and a volute which also serves as the outlet domain. The test object is shown in
Figure 4. Figure 4a shows the computational domain of the volute and suction unit and Figure 4b
shows that of the impeller. The design parameters of the pump are presented in Table 3. The specific
speed was derived as follows:

ns = 3.65× N ×
√

Qd

60×H
3
4

(7)

where ns is specific speed, N (rpm) represents rotating speed, Qd (m3/h) is the nominal flow rate,
and H (m), is the design point head.
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Figure 4. Computational domain of impeller, suction and volute.

Table 3. Design specifications of model pump.

Design Parameters Value

Nominal flow rate, Qd (m3/h) 500
Head, H (m) 40

Rotating speed, N (rpm) 1480
Blade number, z 6

Diameter of suction, Ds (mm) 250
Diameter at impeller inlet, D1 (mm) 192

Diameter at impeller outlet, D2 (mm) 365
Diameter of discharge, Dd (mm) 200

Efficiency, η (%) 84
NPSHr (m) 3.5

3.2. NPSHr Prediction Procedure

A novel NPSHr prediction method originally introduced by Ding et al. [19] was applied to speed
up the calculation process due to the large sample size of the optimization cases. This new method has
been compared with the traditional method of NPSHr prediction using the multi reference frame (MRF)
model [20], and further applied to cavitation studies in the double-suction centrifugal pump by Pei [22]
and Wang [14]. There are three main prediction steps, and a convergence method, which speeds up to
the desired accuracy where convergence is not reached after the third step.

Step 1: The pump head is calculated by introducing a new boundary pair, which is flow rate at
the inlet and static pressure at the outlet. The static pressure at the outlet pout is estimated as follows.

Pout(1) = H(0) + Ptot−in(0) −HD(0) = Pout−in(0) (8)

ptot−in here is the total pressure at the inlet.
Step 2: In step 2 the static pressure at the outlet is calculated to correspond to a 3% drop in the

pump head. Here the static pressure is estimate as

Pout(2) = 0.97H100 −HD(1) (9)

Here, H100, the head at 0% drop in head and HD is the dynamic head.
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Step 3: The third step is to adjust the errors to converge at the 3% head drop. The outlet static
pressure for this step is calculated as

Pout(3) = 0.97H100 + Ptot−in(2) −HD(2) (10)

Step (n + 1): This step is applied when convergence is not achieved after the third step. This step
has been explained in detail by Ding [19] and Pei [20]. Outlet static pressure is calculated as

Pout(n + 1) = 0.97H100 + n3 −HD(n) (11)

3.3. Governing Equations

The time dependent Navier–Stokes equation is derived from the continuity equation [23] is
given as

∂ρm

∂t
+

∂

∂x j

(
ρmu j

)
= 0 (12)

∂
(
ρmuiu j

)

∂x j
+
∂

∂t
(ρmui) =

∂P

∂xi
+

∂

∂x j

[
(µ+ µt)

(
∂ui

∂x j
+
∂u j

∂xi
+

2
3
∂uk

∂xk
δi j

)]
(13)

Shear stress transport (SST k-ω) was applied since it has the advantages of both the k-ω and k-ǫ

turbulence models [24,25]. To simulate cavitating flows, the equation of mass transport is built from
the Rayleigh–Plesset equation, and is expressed as

∂(ρvαv)

∂t
+

∂

∂x j

(
ρvαvu j

)
=

.
m =

.
m
+ − .

m
− (14)

m+ = Cvap

3rg(1− αv)ρv

Rb

√
2
3

max(Pv − P, 0)
ρl

(15)

m− = Ccond

3αvρv

Rb

√
2
3

max(P− Pv, 0)
ρl

(16)

From literature, the standardized values are Cvap = 50, Ccond = 0.01, rg = 5 × 10−4, Rb = 10−6 m,
ρv = 0.554 kg/m3, ρl = 1000 kg/m3, and pv = 3169 Pa [26,27].

3.4. Test of Grid Independence

For maximum simulation accuracy, the test object was meshed using high quality structural
hexahedral mesh with ANSYS ICEM. To attain higher precision and boundary motion features, the grids
were refined with large numbers and concentrated near the walls. Figure 5 presents an overview of the
mesh topology. The volute tongue can be seen in Figure 5a, the impeller in Figure 5b, and suction
tongue in Figure 5c. After building the mesh, a test of grid independence was carried out by building
5 independent grids to speed up the calculation time and still maintain accuracy. This was done at
the nominal flow condition. It has been established that performance parameters such as head and
efficiency are not sufficient enough during the test for grid independence [22,28]; hence, in this research,
the influence of the different grid numbers on the volute wall pressure was considered. Monitor points
were set in the volute for investigation as shown in Figure 6 and presented in Table 4. The effect of
the mesh density on the pump head, efficiency and pressure was least felt at monitor points V1 and
V7 as the total mesh number reached 4,266,423. Mesh III was therefore adapted for the numerical
simulations to reduce computation load and time. The final mesh has an average Y-plus less than 50,
and the distribution can be seen in Figure 7.
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Figure 5. Mesh of calculation domain: (a) volute tongue, (b) impeller, and (c) suction tongue.

Figure 6. Monitors points in the volute.

Figure 7. Yplus distribution on blade surface.

Table 4. Grid cells of the selected mesh.

Item Mesh I Mesh II Mesh III Mesh IV Mesh V

Total Mesh 2,878,243 3,679,342 4,266,423 4,958,168 5,847,757

Ratio

H/H1 1.0000 1.1563 1.2211 1.2201 1.2213
η/η1 1.0000 1.1324 1.3043 1.3044 1.3043

pv1/pv1,1 1.0000 1.1520 1.3112 1.3114 1.3111
pv7/pv7,1 1.0000 1.1562 1.2819 1.2822 1.2820

3.5. Numerical Calculation Setup

The computational domain was calculated using ANSYS 2019 R3 to solve the Reynolds-averaged
Navier–Stokes equations. Water was used as the working fluid while assuming an isothermal heat
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transfer of 25 ◦C. The SST (k-ω) turbulence model was applied since its combined advantages can be
extended by the automatic wall treatment to ensure the accuracy of the pressure gradient regardless
of the distance to the nearest wall [24,25]. The direction of the flow was set normal to the boundary
condition, and a smooth non-slip wall was applied. The default turbulence intensity level of 5% was
applied at inlet based on similar works on centrifugal pumps with similar characteristics [14,29].
A high-resolution upwind scheme was applied to ensure accuracy and convergence consistency.
At the domain interfaces, a frozen rotor with pitch angle of 360◦ was set between the rotor and
the stator. The boundary conditions were specified as flow rate at inlet and static pressure at the
outlet. The Zwart–Gerber–Belamri (ZGB) model was used for cavitation simulations. To determine
the convergence criteria, maximum residual values of 10−5 were maintained, and iterations had to be
periodic stable. Performance indicators were calculated as follows [21].

The Head:
H =

Ptot-out − Ptot-in

ρg
(17)

ptot-out and ptot-in are the total pressures at outlet and inlet.
Shaft power:

Ps = Tω (18)

T denotes shaft torque while ω, is the angular speed.
Efficiency:

η =
ρgHQ

Ps
(19)

3.6. Description of Test System

The experimental test was performed in an open test rig system. Test schematics can be found
in Figures 8 and 9 is the experimental setup system. The suction pipe has a diameter of 250 mm
while the delivery pipe has a diameter of 200 mm. High precision WT200 pressure transmitters were
installed directly in the pipes at the suction and discharge points. The pressure transmitter at the
suction end had a measuring range of −0.1 to 0.1 MPa, whereas the outlet transmitter had a measuring
range of 0–1.6 MPa. Their measurement uncertainty was 0.5%. The flow rate was measured with
LWGY-200A electromagnetic flowmeter with an uncertainty of 0.07%. Hydraulic and cavitation tests
were performed at design and non-design flow conditions. To determine the experimental uncertainty,
the Type B evaluation was used, and the systematic uncertainty of the experiment was ±0.411%.
Further details of the experiments have been provided in our previous studies [20].

Figure 8. Schematics of the test setup. 1: Inlet pipe, 2(8): Valve, 3(6): Pressure transducer, 4: Tested
pump, 5: Driven motor, 7: Magnetic flow meter, and 9: Outlet pipe.
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Figure 9. Experimental setup.

4. Discussion of Results

4.1. Validation of Numerical Method

To prove the reliability of the numerical approach, the test results were compared with the
computation results and presented in Figure 10. The efficiency curve rose gently from deep part loads
to the maximum point of 86.63% at 41.49 m head, and started a steeper decline. The trend was same for
both the experiments and numerical results with deviations of 3.01% and 2.03% between the efficiency
and head respectively. In the numerical simulations, a smooth wall was assumed. Practically, it is
very expensive and difficult to achieve a very smooth surface, and this could account for the minimal
deviations between the tests and simulation results. The numerical approach was therefore said to
reliable and suitable for the optimization studies since it agreed with the experiments.

Figure 10. Validation with test results.

4.2. Cavitation Model Validation

The cavitation model was also validated with the test results to further confirm the reliability of
the numerical method for cavitation flow simulations. At the nominal flow condition, (Figure 11a),
the NPSHr was calculated in only three simulation attempts, which resulted in 3.12% drop in head
at NPSHr = 2.628 m. At non-design flow conditions (Figure 11b), the suction performance for the
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experimental test was well predicted by the numerical results and the maximum deviation was 4.05%.
For all flow conditions, the NPSHr did not exceed the design NPSHr of the pump. At 0.6Qd the
computational results were higher than the test values but lower at design and overload conditions.
This could also be attributed to the assumption of a smooth non-slip wall during the calculations.
The minimum deviations confirm that the cavitation model can be reliable for NPSHr prediction for
the optimization studies.

Figure 11. Comparison of suction performance with test results at design and off design points.

4.3. Results from Optimization Studies

4.3.1. Orthogonal Test Results

The 25 impellers designed from Table 2 were simulated for the three flow conditions. Three of
the parameter combinations were invalid. Table 5 gives the upper and lower bounds for the decision
variables used for surrogate training, and the results from the orthogonal test is presented in Table 6.
From direct analysis, it is observed that, majority of the schemes can satisfy the individual objectives;
however, deciding the best scheme from the orthogonal results is difficult. It becomes necessary to
apply surrogate models to search for the optimum parameters that would meet the objectives.

Table 5. Boundaries and variables for ANN.

Variables A B C

Upper Bounds 17 13 11
Lower Bounds 25 23 21

4.3.2. Training of Surrogate Model

Artificial neural networks were adopted as the metamodel to build the relationship between the
objective functions and decision variables. ANN was then trained to study the relationship between
the input and output parameters. The strength of the relationship between the linear model and
the dependent variable was determined through R2 analysis. This determines the suitability of the
surrogates for further optimization. Figure 12 shows the R2 of the ANN models of the objective functions
calculated as 0.9877 for 0.8Qd (Figure 12a), 0.9805 for 1.0Qd (Figure 12b), and 0.9759 for 1.2Qd (Figure 12c),
indicating that the ANN models for could be applied to the three-objective optimization since the
prediction accuracy is high enough. Validation of a surrogate is a requirement hence a comparison of
the ANN prediction and the CFD simulation results from Table 6 is drawn in Figures 13–15. From the
graphs, the predicted ANN model values are in agreement with the CFD simulation values. The three
conditions can all be used as objective functions in the three-objective optimization.
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Table 6. Orthogonal scheme results.

Trial No.
β1/
◦ NPSHr (m)

Hub Middle Shroud 0.8Qd 1.0Qd 1.2Qd

1 17 18 17 2.20493 2.47272 3.34366
2 17 16 14 2.242 2.4631 3.5327
3 19 13 17 2.239 2.60439 3.41053
4 21 16 11 2.13633 2.5389 3.49375
5 23 16 17 2.19513 2.49717 3.34304
6 21 13 21 2.32698 2.55007 3.25851
7 21 21 17 2.15205 2.37423 3.20435
9 25 13 19 2.11472 2.44115 3.34089

10 19 16 19 2.15242 2.48385 3.36682
11 21 23 19 2.1968 2.34822 3.12789
12 23 23 11 2.11707 2.46779 3.29704
13 25 21 14 2.19055 2.40843 3.20562
14 25 23 17 2.22882 2.49238 3.19525
15 19 18 21 2.27685 2.37688 3.32605
16 25 16 21 2.16954 2.46852 3.31924
17 17 21 19 2.19175 2.41485 3.21403
18 17 23 21 2.13016 2.49771 3.11064
19 17 13 11 2.11841 2.55672 3.32263
21 25 18 11 2.15538 2.52129 3.41646
22 19 23 14 2.21103 2.41971 3.2512
23 21 18 14 2.18358 2.47889 3.42864
25 19 21 11 2.19366 2.50587 3.49847

Figure 12. R2 analysis of NPSHr at 0.8Qd, 1.0Qd and 1.2Qd.
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Figure 13. Validation of ANN NPSHr prediction with CFD at 0.8Qd.

Figure 14. Validation of ANN prediction with CFD at 1.0 Qd.

Figure 15. Validation of ANN prediction with CFD at 1.2 Qd.

477



Processes 2020, 8, 1124

4.3.3. Solutions to the Three-Objective Problem

The Pareto frontiers from ANN for the three objective functions have been presented in Figure 16.
The optimum solutions were presented as blue points in the Pareto optimum front, and each point
represents a model impeller. The Pareto solutions presented a set of 200 optimized impellers schemes
that satisfied the optimization objective. Three best impeller schemes were selected and built according
to the optimum decision variables in Table 7 and calculated by CFD.

Figure 16. Pareto-frontiers from ANN.

Table 7. Variables for optimum cases.

A B C Results

No β1hub/
◦ β2middle/

◦ β3shroud/
◦ 0.8Qd 1.0Qd 1.2Qd

1 19.4863 21 16.767 2.108 2.353 3.215
2 19.3992 21 17.262 2.124 2.340 3.210
3 19.3079 21 17.566 2.134 2.334 3.208

Table 8 presents the CFD results from the optimized cases. The CFD predictions were very
close to the 3D Pareto predictions rendering the results valid. At part load and design conditions,
optimized case 1 performed better than the other cases. At overload condition, optimized case 2
performed better that optimized case 1. For all three cases, optimized case 3 had the worst cavitation
performance although the optimization objective was achieved in all cases. Moreover, the head at the
design condition was compared for the three flow conditions. Case 3 had the worst head of 38.73 m.
Comparing the three cases, the best single case for the optimization objective is case 1. The head
comparison at design point is in Table 9.

Table 8. Comparison of original case and best optimal cases.

Name NPSHr 0.8Q NPSHr 1.0Q NPSHr 1.2Q

Original 2.176 m 2.532 m 3.39 m
Case 1 2.089 m 2.358 m 3.271 m
Case 2 2.132 m 2.419 m 3.254 m
Case 3 2.132 m 2.44 m 3.288 m

Table 9. Head comparison at 1.0Qd.

Name Head (m)

Original 40.52
Case 1 40.05
Case 2 39.98
Case 3 38.73
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4.3.4. Comparison of Suction Performance—Optimized and Original Design

The suction performance of the three optimum cases were compared in Figure 17. In each
optimized condition, the results were good. All the three optimum cases performed better, however
optimized case 1 performed best at all the flow conditions. At 0.8Qd, the effect of the optimization
was less for all flow conditions. The selected optimum case was compared with the original model in
Figure 18. It was seen that for the original pump, reducing the hub inlet angle from 17◦ to 16.77◦ and
increasing the hub inlet angle from 15◦ to 19.49◦ gave a remarkable improvement of 6.9% in suction
performance at 1.0Qd. Cavitation performance was improved by 3.5% at overload condition, 4% 0.8Qd

and 5% 0.6Qd at non-design conditions. Comparing with the test results the optimization achieved its
objective of improving the cavitation performance at non-design points.

Figure 17. Suction performance of optimized cases and experiments.

Figure 18. Verification of optimized case 1 with original model.

4.3.5. Internal Flow Analysis

The internal flow of the optimized impeller (case 1) was compared with the original model to
reveal the optimization effect on the flow structure. Figure 19 compares the variation of pressure on
the blade surface for the three flow conditions that were optimized. At 0.8Qd flow rate, the pressure
contour for the original and optimized blades were almost uniform. Looking at the pressure variation
the difference was very minimal. At the design condition, the very low pressure areas at the blade
leading regions had reduced after optimization. Compared to the original model the low pressure
regions covered a wider area than in the optimized model which is an indication that cavitation
performance could improve. At overload condition, the low pressure regions within the optimized
blade had narrowed as well. The difference was quite clear as compared to the design condition
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and part load. The extremely low pressure contours at the leading regions had reduced too. For the
three flow conditions, the low pressure distribution on the blade leading regions were reduced after
optimization and this can translate to an improvement in suction performance.

Figure 19. Pressure distribution on blade surface at 0% head drop.

In Figure 20, the pressure fluctuation on the blade surface at critical cavitation conditions
were compared. The comparison was done at the critical cavitation point of the original impeller
(at NPSH = 2.16 m, NPSH = 2.35 m, and NPSH = 3.16 m), for 0.8Qd, 1.0Qd, and 1.2Qd, respectively.
For all the flow conditions, the variation of pressure along the blade surface was improved as compared
to the original model. The original model had lower blade surface pressures than the optimized
case, indication that suction performance would improve for all the three conditions investigated.
The streamline distribution in the impeller flow channel was also analyzed for the various flow
conditions in Figure 21 at no cavitation condition. At 0.8Qd part load condition, the flow was distorted
in two impeller channels of the original impeller. In one of the channels, some vortex was observed
between the leading region and the middle of the impeller. Towards the trailing region the flow
separated before normalizing. For the optimized impeller, the flow was uniform, and there was no
vortex or separation. The streamline in the channels were uniform in both the original and optimized
models at 1.0Qd and 1.2Qd, respectively.

4.3.6. Attached Cavity Distribution in the Flow Domain

To clearly see the difference in attached cavity distribution, the critical cavitation point in the
original model for each flow rate was used as the reference condition. The cavity distribution in the
impeller, suction, and volute of the optimized impeller was compared to the original impeller for that
point. Figure 22 is a comparison of the attached cavity distribution in the impeller for different flow
conditions. At 0.8Qd, the attached cavities in the impeller reduced slightly at NPSH = 2.176, which is
the critical cavitation point of the original model. At the design condition, a clear difference was
observed. The bubbles covered the entire leading regions in the original impeller. In the optimized
model, however, the cavity distribution had reduced, and portions of the leading edge were free from
cavitation bubbles at NPSH = 2.53 m. The overload condition was similar to the design condition.
Some parts of the leading edge were free from attached cavities; however, the difference in cavity
distribution between the two impellers at overload condition was less.
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Figure 20. Pressure distribution on blade surface at 3% head drop.

Figure 21. Streamline pattern in impeller channel.

In the suction domain, cavitation occurred around the suction rings. At part load, the attached
cavity distribution was not symmetric in both designs. The suction ring at impeller inlet 1 (Figure 4)
had cavities made up of bubbles forming around it. It was, however, observed after the optimization
that the attached cavities in the suction unit with the optimized impeller had reduced at the critical
cavitation point (NPSH = 2.176 m) of the original model. Cavity distribution in the suction at the design
point was compared at NPSH = 2.532 m. This was similar to part load condition. Bubbles appeared on
suction ring at impeller inlet 1, and there was a reduction in the attached cavities around the suction
ring. For 1.2Qd, the original impeller had bubbles on both rings. In the optimized model, the cavities
had reduced to a single suction ring when the comparison was done at NPSH = 3.39 m. Only the
suction ring at impeller inlet 2 had attached cavity distributions. Generally, there was reduction in
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cavitation bubbles for all flow conditions. This meant that the suction performance had improved
for all three conditions and the optimization target has been achieved. Figure 23 shows the bubble
distribution in the suction domain.

Figure 22. Bubble distribution in the impeller.

Figure 23. Attached cavity distribution in the suction.

5. Conclusions

Cavitation has been a treat to cooling water circulation pumps leading to reduced efficiency and
damage of pump impellers. Hence, to improve the anti-cavitation performance and ensure longer
life and reliability of cooling water circulation pumps, a multi-parameter and a multi-condition
optimization approach was designed. In the optimization design, a dual-layer feedforward artificial
neural network and genetic algorithm was then applied to improve the cavitation performance of the
double-suction impeller over a wider range of operating conditions. The results from the study are
as follows:
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1. For the best case, there was a 6.9% improvement of suction performance at the design point.
At non-design flow conditions, the cavitation performance was improved by 3.5% at 1.2Qd

overload condition, 4% at 0.8Qd, and 5% at 0.6Qd.
2. The pressure distribution on the blade was improved compared to the original model, and the

streamline at 0.8Qd was improved also.
3. The attached cavity distribution in the impeller and suction were lower than the original model

when they were compared at NPSH = 2.176 m for 0.8Qd, at NPSH = 2.532 m for the nominal flow
condition, and at NPSH = 3.36 m overload condition of 1.2Qd.

4. Finally, in this optimization, the suction performance of the double-suction centrifugal pump was
improved at non-design flow conditions using a faster method for cavitation flow simulations.
This can serve as a theoretical reference for pump optimization design against cavitation.

Author Contributions: Conceptualization, W.W. and Y.L.; methodology, M.K.O. and S.Y.; software, M.K.O.;
validation, J.L. and B.Z.; formal analysis, W.W., Y.L., M.K.O., and B.Z.; writing—original draft preparation, M.K.O.;
writing—review and editing, M.K.O. and W.W.; and project administration, S.Y. All authors have read and agreed
to the published version of the manuscript.

Funding: This work is supported by the Natural Science Foundation of Jiangsu Province (Grant No. BK20190851),
Primary Research & Development Plan of Shandong Province (Grant No. 2019TSLH0304), Natural Science
Foundation of China (Grant No. 51879121, 51579104) and Primary Research & Development Plan of Jiangsu
Province (Grant No. BE2019009-1).

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Osman, M.K.; Wang, W.; Yuan, J.; Zhao, J.; Wang, Y.; Liu, J. Flow loss analysis of a two-stage axially split
centrifugal pump with double inlet under different channel designs. Proc. Inst. Mech. Eng. Part C J. Mech.

Eng. Sci. 2019, 233, 5316–5328. [CrossRef]
2. Pei, J.; Wang, W.; Pavesi, G.; Osman, M.K.; Meng, F. Experimental investigation of the nonlinear pressure

fluctuations in a residual heat removal pump. Ann. Nucl. Energy 2019, 131, 63–79. [CrossRef]
3. Kang, C.; Mao, N.; Zhang, W.; Gu, Y. The influence of blade configuration on cavitation performance of a

condensate pump. Ann. Nucl. Energy 2017, 110, 789–797. [CrossRef]
4. Wei, Z.; Yang, W.; Xiao, R. Pressure Fluctuation and Flow Characteristics in a Two-Stage Double-Suction

Centrifugal Pump. Symmetry 2019, 11, 65. [CrossRef]
5. Tani, N.; Yamanishi, N.; Tsujimoto, Y. Influence of flow coefficient and flow structure on rotational cavitation

in inducer. J. Fluids Eng. 2012, 134, 021302. [CrossRef]
6. Kobayashi, K.; Chiba, Y. Numerical simulation of cavitating flow in mixed flow pump with closed type

impeller. In Proceedings of the ASME 2009 Fluids Engineering Division Summer Meeting, Vail, CO, USA,
2–6 August 2009; pp. 339–347.

7. Li, X.; Yuan, S.; Pan, Z.; Yuan, J.; Fu, Y. Numerical simulation of leading edge cavitation within the whole
flow passage of a centrifugal pump. Sci. China Technol. Sci. 2013, 56, 2156–2162. [CrossRef]

8. Fu, Q.; Zhang, F.; Zhu, R.; He, B. A systematic investigation on flow characteristics of impeller passage in a
nuclear centrifugal pump under cavitation state. Ann. Nucl. Energy 2016, 97, 190–197. [CrossRef]

9. Pei, J.; Yin, T.; Yuan, S.; Wang, W.; Wang, J. Cavitation optimization for a centrifugal pump impeller by using
orthogonal design of experiment. Chin. J. Mech. Eng. 2017, 30, 103–109. [CrossRef]
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Abstract: In this paper, a method based on the partial similarity principle is presented to improve the
aerodynamic design with low cost and high accuracy for a 1-1/2 axial compressor. By means of this
method, during the process of a similar design, the machine Mach number and flowrate coefficient are
maintained. The flow similarity between the prototype and its large-scaled alternative was observed,
according to a detailed analysis of flow fields of rotor and stator. As well, the relative discrepancies
of isentropic efficiency and pressure ratio between two models are 1.25% and 0.4% at design point,
respectively. Besides, their performance curves agreed very well in the whole operating range.
Moreover, it was also found that the flow similarity between the two models can be maintained under
unsteady working conditions. Thereafter, in order to investigate the impact of stability optimization
method on the similarity principle, casing treatment with single circumferential groove was applied
to these two models. The flow similarity was still maintained and the flowrate near the stall was
reduced about 1.1% with negligible deterioration of the overall performance.

Keywords: partial similarity principle; flow similarity; stability improvement

1. Introduction

A high-pressure axial compressor is one of the three major parts in the state-of-the-art aero-engine,
and this kind of compressor is one of the most complicated products among all compressor
technology [1]. With the increasing performance and stability demands, it is vital to obtain the
in-depth understanding of its internal intricate flow regimes [2]. Under the current experimental
conditions, it is too difficult and hazardous to conduct experiments on the high-pressure and high-speed
compressors. Consequently, low-speed and large-scale model testing developed into an achievable and
reliable method, due to the benefits of low cost, better accuracy and relatively low risk [3]. The prototype
can be scaled-up and its rotation speed is reduced accordingly; then thorough measurements can be
realized by easily to investigate flow interactions.

The concept of low-speed model testing was first presented by Wisler in the study of exit
stages in the core compressor [4]. Then, this method was applied for loss reduction and performance
improvement with structural optimization [5]. Robinson improved the end-wall flow pattern in a
four-stage, low-speed axial compressor with end-bent blading technology [6]. Lyes optimized the
high-pressure compressor through research on blade bending and sweeping based on a low-speed
model [7], which was also used for sweep and dihedral blading studies by RR Company and Cambridge
University [8,9]. Besides, Boos and Lange also carried out a high loaded blading investigation on
this large-scale, low-speed compressor [10,11]. Zhang to reached performance optimization of a
low-speed axial rotor by three-dimensional (3D) optimization with numerical computation, and then
the experiments were carried out for validation of the numerical results [12,13]. Zhang summarized
four procedures with which to achieve the whole process of compressor scaling and performance
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optimization. The procedures included establishing a low-speed model that behaves similarly in a flow
field to the high-speed compressor; detailed and accurate flow field measurement in the low-speed
model; revising the design for the performance improvement; and the verification of new design
methodology for the high-speed compressor at last [14]. The research above all employed the same
modeling principles as that of Wisler [3]. These principles focused on some geometric parameters and
aerodynamic parameters, such as the blade surface pressure and velocity distribution, and ignored the
Mach number and Reynolds number.

However, the model principles mentioned above brought about some shortages. At first,
the flow field is complex in 3D space, so it is not adequate to just keep the surface aerodynamic
parameters the same. Then, the low-speed four-repeating-stage, studied by Wisler [3] and Zhang [14],
required achieving a repeating condition for the similar inlet and outlet aerodynamic parameters.
However, only the third stage can be used for the investigation, leading to wasted time and money.
Additionally, this low-speed model can only be used for the investigation of a single stage, and cannot
be used for multi-stage investigations. In addition, this model can be only used for the investigation
at design point, but investigations at off-design points need to be similar. Besides, this kind of
scaling process, based on the inverse method, is time-consuming and complicated. Finally, there is
an unavoidable shortcoming of this model principle. The principle cannot be used for the transonic
compressor or stage, because the shock waves’ effects cannot be evaluated. Consequently, it is necessary
to propose a simple, convenient, wider-in-applicability and relatively less disadvantages methodology
for high-to-low-speed compressor transformation.

In recent decades, the scaling method for the low-speed model had been adopted by many
researchers. The effects of Re on performance similarity were theoretically studied by Ma [15], and it
has been proven that it is very important to maintain Ma in some cases [16,17]. In order to fulfill
complete flow similarity, Ma and Re need to be identical for a high-speed compressor and low-speed
model [18,19]. Nevertheless, it is almost impossible to maintain Re and Ma simultaneously, resulting in
a performance difference between the prototype and the low-speed model. In practical applications,
effects caused by changed Re can be compensated by some modifications of structural parameters [20,21].
Then, the Re could be ignored and the scaling process could be simplified accordingly, and this scaling
laws can be summarized as a partial similarity principle. In this study, the partial similarity principle
is innovatively used for the high-to-low transformation in the axial compressor.

The optimization of the compressor is the ultimate objective after successful establishment of
the low-speed model. The stable operating range is one of the most vital objectives, and the delay
of stall is an efficient method. Spike disturbance is often occurred in a low-speed compressor [22],
and there are two criteria necessary for the emergence of spike disturbances, both of which are related
to the tip clearance flow. One of the criteria is that the interface between the tip leakage flow and main
flow aligns with the leading-edge plane [23]. Casing treatment technology has been proven to be a
successful method for enhancing the stability margin of an axial compressor [24]. The interface can be
delayed downstream under the impact of the casing treatment, resulting in better stall margin.

Two kinds of casing treatment are most commonly investigated. The first employs a lot of slots
which are cut into the end-wall [25]. The stall margin of a compressor with slots can be improved largely,
but with a large efficiency penalty [26]. The other one employs a single or several grooves which are cut
into the end-wall circumferentially [27]. The stall margin improvements of a compressor with grooves
are smaller than those of the first one, but the efficiency penalty is decreased [28]. Zhao concluded that
the axial location had the most important effect on the stall margin improvement [29]. Houghton and
Day obtained two optimum axial locations by applying a sequence of single-groove casings in two
low-speed compressors—one was near the leading edge and the other near the mid-chord [30].
Du depicted that the optimal groove location in the low-speed compressor is 57% along the axial chord
nearing the mid-chord [31], which coincided with the experiment results of Bailey [32].

In this study, a low-speed and large-scale axial compressor was fabricated from a high-pressure
and high-speed prototype based on the partial similarity principle, the similar flow fields of which
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were validated by numerical computation. Then, in order to investigate whether the flow similarity
can be contained when using the similarity principle, casing treatment with single circumferential
groove was applied to these two models. Meanwhile, in this study, performance experiments were
carried out to validate the reliability of the numerical method. The aim of this paper is to propose a
method which can be used conveniently and quickly for a type of compressor with small dimensions
and high rotation speed, rather than a certain compressor.

2. Scaling Laws

The design of low-speed model is different from general compressor design. The low-speed model
is modeled from a high-speed prototype based on the similarity scaling laws. In general, the scaling
method can be divided into exact similarity method and partial similarity method. The key difference
between the two methods is whether Re remains constant or not. In this study, the Re of the prototype
is calculated as Equation (1).

Re =
Ub2

ν
(1)

where ν is the inlet kinematic viscosity.
In the practical application of the partial similarity principle, there are two dimensionless

parameters that need to be kept constant [33]: the mass flow coefficient φ and the machine Mach
number MaU. The two parameters can be expressed as follows.

φ =
Q

π/4 ·U ·D2
2

(2)

MaU =
U

√
κRT0

(3)

The complete dimensional analysis process, based on the Buckingham–PI theorem, is described
as follows. Generally, there are 7 variables overall when applying the partial similarity principle in this
case, which are ρ, u2, D2, P, T, t,µ. The length dimension L, mass dimension M and time dimension t

are chosen to be the base dimensions. Simultaneously, ρ, u2, D2 are selected to be the base variables.
Then, the flow characteristics and the dimensional analysis can be depicted as follows.

f (ρ, u2, D2, P, T, t,µ) = 0, (4)

where µ is the dynamic viscosity. The deduction of similarity criterion can be described as follows.



π1 = ρa1 u
b1
2 D

C1
2 P

π2 = ρa2 ub2
2 DC2

2 T

π3 = ρa3 u
b3
2 D

C3
2 t

π4 = ρa4 u
b4
2 D

C4
2 µ

, (5)



[π1] = M0L0t0 =
(
ML−3

)a1
(
Lt−1

)b1
(L)c1(ML−1t−2)

[π2] = M0L0t0 =
(
ML−3

)a2
(
Lt−1

)b2
(L)c2(L2t−2)

[π3] = M0L0t0 =
(
ML−3

)a3
(
Lt−1

)b3
(L)c3 t

[π4] = M0L0t0 =
(
ML−3

)a4
(
Lt−1

)b4
(L)c4(ML−1t−1)

, (6)



a1 = −1, b1 = −2, c1 = 0
a2 = 0, b2 = −2, c2 = 0
a3 = 0, b3 = 1, c3 = −1
a4 = −1, b4 = −1, c4 = −1

, (7)
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Finally, the flow characteristics are summarized as Equation (8).

F

(
1
κ

( 1
Ma

)2
,

1
κR

( 1
Ma

)2
,

1
φ

,
1

Re

)
= 0, (9)

Consequently, in this case, if the mass flow coefficient φ and machine Mach number Mau2 are
constant and the Re is ignored, the flow similarity can be achieved in partial similarity principle.

The aerodynamic parameters at the design point of the prototype were chosen as the modeled
conditions. In this study, the scaling factor is 10, so the speed of scaled-up model is low enough according
to the scaling laws. The scaled-up compressor possesses completely the same relative geometric
parameters as the prototype, including solidity, aspect ratio, hub-to-tip ratio, axial-space-chord ratio,
airfoil stacking, relative radial clearance, etc. In the following study, the scaling process is qualified by
not only the performance curve, but also the detailed flow field characteristics of the prototype and
scaled-up model. The procedure, including scaling-up and operating range optimization, is shown in
Figure 1. The whole process can be divided into the scaling-up process and the improving process.
Firstly, the prototype is scaled-up to be a large-scale and low-speed model, which achieves enough
flow similarity with the prototype. Then, the same casing treatment is used in the prototype and large
model for the performance optimization. The following sections introduce those steps one by one.

 

 

Figure 1. Scheme of performance analysis and improvement.

3. Numerical Method

Numerical simulations were accomplished with commercial code EURANUS, which contains
steady and unsteady solvers by calculating the conservative Reynolds-averaged N-S (Navier-Stokes)
equations. It discretized the N-S equations using a cell-centered finite volume formulation in space,
and applied Gauss’s theorem and central difference method to determine viscous flux. In order to
obtain the flow regimes accurately in the flow passage and the detailed flow pattern near the casing,
a second-order central spatial discretization scheme was selected to estimate the inviscid fluxes.
Frozen rotor technique was employed to deal with the interface between the inlet guide vane (IGV)
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and rotor and between the rotor and stator. According to published research [34], Spalart-Allmaras’s
model can give fairly good results in the numerical simulation of turbomachinery. Thus, in this case,
Spalart-Allmaras’s model was used for turbulence simulation to evaluate the eddy viscosity [35].

Upstream and downstream, the numerical computational domain was extended, among which
mesh was generated with NUMECA Auto Grid 5. The minimum grid spacing of the first layer was set
to be 0.001 mm. According to Numeca FineTurbo user guide [36], the y+ is recommended to be below
10 when the Spalart-Allmaras model is used. Besides, the value of y+ is recommended to be below 5
in some published research [35,37]. In this paper, the y+ is about 1, which satisfies the need of the
Spalart-Allmaras model. In order to analyze flow field in the tip gap, the number of total layers within
tip clearance was set to be 17. A single-passage model was used in the steady computation to validate
the consistency between numerical simulations and experiments. However, a single-passage model is
not adequate to capture some flow characteristics of the stall inception process, such as the precursors,
occurrence, evolution and initiation of the stall and the cross-passage flow. Moreover, the disturbances
would propagate circumferentially when approaching the stall point, which plays a significant role
in the simulation near the stall. Thus, after validating the reliability of numerical simulations, all the
following numerical simulations employed the multi-passage model. As the sliding grid scheme
requires two connected regions to have the same circumferential length, the same circumferential
length is required for unsteady calculations. The quantities of blades can be changed based on the
research of Rai [38], and the numbers of IGVs, rotors and stators were changed to 30, 30 and 30,
respectively, so there were 30 passages in the full-annulus. Considering the limitations of the computing
resources, a five-passage model was selected. Naturally, the performance of a five-passage model
was different from that of the prototype because of the revised blade numbers, but it was considered
to be enough to predict the general flow structure for the comparison among and optimization of
prototype and low-speed models. The mesh numbers of single-passage and five-passage are about
3 million and 15 million, respectively, which can be seen in Figure 2. The mesh density is appropriate
from the validation result of the grid independence. A three level multi-grid was adopted to accelerate
the calculation.

 

 

(a) 

 

(b) 

Figure 2. Mesh of computation domain: (a) single-passage model; (b) five-passage model.
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No-slip and adiabatic conditions were set at all the solid boundaries. Velocity direction, total
pressure and total temperature were imposed at the inlet and average static pressure at the outlet as the
boundary conditions. The back pressure was increased gradually to obtain the global stable performance
maps. The last converged point was inferred to the near-stall point in this study. The steady computation
results were used for the performance comparison and analysis, and the unsteady computation was
also conducted to capture the unstable characteristics of the flow field. The dual-time step (DTS)
method was employed to improve the time marching in the unsteady simulation. The number of
angular positions was 10 in one single passage and 20 inner iterations were set for two successive
computations, which is enough to get detailed unsteady information.

4. Results and Analysis

4.1. Evaluation of the Numerical Method

For the validation of the numerical method, the test was carried out in the 1-1/2 stage axial subsonic
compressor in Shanghai Jiao Tong University, as shown in Figure 3 [39]. The blade numbers were 32,
and 29 and 37 for the inlet guide vane (IGV), rotor and stator respectively. The section profile of all
blades is NACA0012. Hub/tip ratio (ratio of the diameter of blade hub to the diameter of blade tip) was
0.76. The rotational speed was 12,000 rpm, with which the tip Mach number was less than 0.9 at design
point. The height of tip clearance was 1% chord length at the blade tip. To acquire the aerodynamic
parameters of inlet and outlet, temperature sensors and pressure sensors were arranged at the upstream
(plane A) and downstream (plane D) areas, as shown in Figure 3a. On plane A, two static pressure
probes and two five-hole total pressure probes (accuracy 0.02%) were installed to obtain inlet static
pressure and total pressure, respectively. One five-point temperature probe (accuracy 0.2%) was set to
measure the inlet total temperature. The same types sensors were equipped on the plane D to obtain
outlet pressure and temperature. In this case, the absolute measurement errors of total pressure and
temperature were about 0.02 Kpa and 0.5 K, respectively. The measurement error of prototype-stage
isentropic efficiency was about 1.5%. The overall performance of the prototype was acquired with the
adjustment of throttle area at outlet. A flowmeter was placed upstream of IGV to measure the flow
rate. The geometric parameters of prototype are listed in Table 1.

 

  

(a) (b) 

 

(c) 

2

1

1 0

1 0

1
1

Figure 3. Test facility: (a) meridional plane of prototype; (b) 3D model of prototype; (c) test rig.
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Table 1. Design parameters of the prototype.

Parameters Unit Value (Prototype)

Diameter, D2 mm 370
Hub/tip ratio - 0.76
Blade height mm 56

Tip clearance, ε mm 0.65
Rotor blade chord length, b2 mm 65

ε/b2 - 1%
Rotation speed, N rpm 12,000

The experiment and numerical performance versus normalized flow rate are shown in Figure 4.
Squares, triangles and circles were applied to make a distinction among the performance curves of
experiment results and numerical results of single-passage and five-passage, respectively. The upper
lines depict the isentropic efficiency characteristic and the lines below depict the pressure ratio
characteristic. In this case, the isentropic efficiency ηs is calculated as Equation (10).

ηs =
(P1/P0)

κ−1
κ − 1

T1/T0 − 1
(10)

where κ is the Adiabatic exponent, P0 the inlet total pressure, P1 the outlet total pressure, T0 the inlet
total temperature and T1 the outlet total temperature.

 

 

2

Figure 4. Overall performances of prototype stages.

Three points are labeled in Figure 4 for depicting the near-stall points conveniently. NSE represents
the last point of the characteristic at minimum normalized flow rate Q/Qref= 0.77 in experiment, NS1 and
NS5 represent the solution limit under the steady computation of single-passage and five-passage,
respectively. The computation results of single-passage and experiment results correspond well with
each other. The discrepancy at design point is less than 1.5%, and the tendencies of the curves agree
well. The major difference at the off-design points is that the computation results overestimate the
limit flow rate about 4.2%; that is because of the limitation of the steady simulation. However, the NS1
is very close to the NSE, which means that the steady simulation can exactly capture the point near the
stall. The errors exist between the curves of single-passage and five-passage because of the changed
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blade number. The five-passage model shows better performance in a relatively large flow rate, and the
single-passage model shows a better stall margin. In generally, the steady simulation was adequately
accurate to obtain the performance and the point near the stall. The five-passage model was used for
the follow-up study to capture the circumferential flow characteristics, and the five-passage high-speed
model was set to be the prototype accordingly.

4.2. Performance Analysis of the Scaled-Up Compressors

4.2.1. Comparison of the Prototype and Scaled-Up, Low-Speed Model A at Design Point

The low-speed model A was scaled-up with the scaling factor 1:10 from the prototype geometrically,
and the five-passage model was too. Model A maintained the machine Mach number and mass flow
coefficient and kept the inlet and outlet parameters. The geometric and aerodynamic parameters of the
prototype and model A are listed in Table 2.

Table 2. Design parameters of prototype and compressor A.

Parameters Unit Value (Prototype) Value (Model A)

Inlet total pressure, P0 kPa 101.025 101.025
Inlet total temperature, T0 K 284 284
Design Mass flow rate, Qd Kg/s 6.1 610

Diameter, D2 mm 370 3700
Tip clearance, ε Mm 0.65 6.5

Rotor blade chord length, b2 mm 65 650
ε/b2 - 1% 1%

Design rotational speed, N rpm 12,000 1200
Peripheral velocity of impeller, U m/s 232 232

Reynolds number, Re 1.05 × 106 1.05 × 106

Mass flow coefficient - 0.2446 0.2446
Working fluid - Air Air

Adiabatic index, κ - 1.4 1.4

The distributions of averaged circumferential static pressure coefficient, Cp, at five spanwise
points of the rotor and stator for the prototype and model A at design point are shown in Figures 5
and 6. Cp is defined as

Cp =
P

Ptotal,in
(11)

where P and Ptotal,in denote the surface static pressure and the total pressure at inlet. The static
pressure distributions of numerical results of prototype and model A are shown in Figure 5.
Overall, the distributions of static pressure of rotor between prototype and model A are almost
exactly the same in the whole flow passage. However, there is still small a difference at mid-span,
which will be analyzed next. The flow field near the hub and the casing reached good flow similarity,
which was not realized by the former studies. The distributions of static pressure of stators also agree
well, as shown in Figure 6. Nevertheless, the flow similarity of the stator is not as good as that of
the rotors. Moreover, the similarity of the stator over 50% spanwise was worse than that of rotor.
Besides, it can be seen that the static pressure rise of stator of model A was larger than that of prototype
at all spanwise values.

The comparisons of averaged circumferential values of aerodynamic parameters along the blade
height of rotor and stator are shown in Figures 7 and 8. In general, the tendencies of inlet and outlet
relative flow angles of the rotor match well. The distributions of flow turning angle near the end-wall
are nearly the same. However, the discrepancy of occurs from 5% to 95% blade height, for which the
maximum is about 1.5 degrees. The good agreement also appears at the axial velocity distributions
at inlet and outlet of rotor. However, the outlet axial velocity of model A is a little smaller than that
of the prototype at the same region as the flow turning angle distribution. It can be inferred that the

492



Processes 2020, 8, 1121

decreased axial velocity attributed the decreasing turning angle, which may be related to the variation
of Re. The flow angle and axial velocity distributions of stators still agree well for the prototype and
model A, though the error of outlet flow angle is bigger than that of rotor, which may not only be
affected by the enlarged Re but the upstream effects of the rotor.

Averaged circumferential isentropic efficiency of the rotor and loss coefficient distributions of
rotor and stator along blade height are shown in Figures 9 and 10, respectively. The total pressure loss
coefficients of rotor ̟R and stator ̟S are expressed as:

̟R = (P0w − P1w)/(P0w − P0) (12)

̟S = (P1t − P2t)/(P1t − P1) (13)

where P0 is the inlet static pressure of the rotor, P0w is the average inlet relative total pressure of
the rotor,P1w is the average outlet relative total pressure of the rotor, P1 is the inlet static pressure of
the stator,P2t is the average outlet absolute total pressure of the stator and P1t is the average inlet
absolute total pressure of the stator. The efficiency of model A is improved from 10% to 85% blade
height, and the loss is reduced slightly accordingly. The efficiency and loss curves are approaching.
There are two regions with obvious error that can be observed in the loss curves of stators; one is
near the hub end-wall and one is from 70% to 100% blade height. The discrepancy may have resulted
from the different impact on the downstream stator, caused by the wake flow, leakage flow and main
flow. This impact varied with the varied wake flow, leakage flow and main flow along the radial
direction, because of the different absolute values of blade height and axial gap between the rotor
and stator. Thus, the difference in the upper parts of the downstream stators was brought about.
Besides, the difference near the hub end-wall may be relative to the different friction loss, caused by
the different boundary effects because of different Re and blade height.
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Figure 5. Static pressure distributions of the rotor.
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Figure 6. Static pressure distributions of the stator.
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Figure 7. Averaged circumferential values of aerodynamic parameters of the rotor.
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Figure 8. Averaged circumferential values of aerodynamic parameters of the stator.

 

 

Figure 9. Isentropic efficiency of the rotor.

 

  

(a) (b) 

Figure 10. Loss coefficient distributions of the rotor and stator: (a) loss coefficient of rotor; (b) loss
coefficient of stator.

498



Processes 2020, 8, 1121

According to the comparison and analysis of this section, the low-speed model was successfully
fabricated based on the scaling laws. Exact flow similarity was achieved in the rotor and stator,
although there was a little error. It is very convenient to realize the scaling process without a
complicated iterative process based on the complex inverse method, and the flow similarity of the
rotor and stator is reached at the same time. After the successful process at design point, the study on
the off-design followed, which was for discussing the flow similarity in the whole operating range.

4.2.2. Comparison of the Prototype and Scaled-Up, Low-Speed Model A in Operating Conditions

The performance comparison between the prototype and model A is shown as a function of
normalized mass flow rate in Figure 11. The tendency of performance curves agrees well for the
prototype and model A under the operating flow rate. The discrepancies of efficiency and pressure
were less than 1.5% and 0.5%, and they were only 1.25% and 0.4% at design point, respectively. It was
proven that the flow similarity is not only achieved at design point but for the whole operating
flow rate based on the partial similarity principle. However, the flow rate near the stall of model A
(the normalized flowrate at this point is namely, NSA) was about 4.2% less than that of prototype
(the normalized flowrate at this point is namely, NSA), meaning that the stability is worsened when
conducting the scaling-up process.

 

 

Figure 11. Performance in the whole operating range.

The static pressure and entropy distributions near the casing (99.5% spanwise) of model A at
NSA, for prototype at NSP, and for the prototype at NSA, are compared in Figure 12. The red dotted
line is static pressure and it is used to detect the trajectory of tip clearance vortex [40]. One of the
characteristics for spike disturbance initiating rotating stall is that the interface, where the oncoming
and tip leakage flows meet, is aligned to the leading-edge plane. In other words, the tip leakage flow
spilled below the blade tip [32]. As shown in Figure 12a, the tip leakage flow of model A at NSA
nearly spills below the blade tip, and this flow phenomenon can be also observed in the prototype at
NSP. Furthermore, the flow field between model and prototype is similar, so it can be inferred that
the flow similarity is maintained near the stall point, and the type of stall inception is also the same.
The tip leakage vortex of prototype migrates downstream at NSA, near the stall point of model A.
It illustrates that the scaling-up model promotes the tip leakage vortex moving upstream, which results
in rotating stalling before the prototype. The entropy distribution can be applied for distinguishing
the interface between main flow and tip leakage flow [31]. The black dashed line, where the entropy
increases severely, describes the location of the interface. The black line is successive and parallel to the
leading-edge plane at NSA in model A and at NSP in the prototype, meaning the inception of stalling.
The interface of prototype at NSA is still in the passage, corresponding with the analysis on the static
pressure distribution.

Based on the above sections, the high-speed compressor is successfully transformed to the
low-speed, large-scale compressor in the whole operating range, although there are some tiny errors.
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These tiny errors may be caused for several reasons, such as the changed Re, the variations of absolute
values of geometric parameters and so on. The further research about diminishing the errors was the
content of the next study to achieve further flow similarity. It is worth noting that almost complete
flow similarity was achieved under steady conditions, as shown in Figures 5, 7, 9 and 10. Then, it was
necessary to study whether the flow similarity was contained in the unsteady state when using the
scaling laws, because some important flow characteristics are closely related to the unsteady condition.

 

 

(a) 

 

(b) 

Figure 12. Comparisons of static pressure and entropy distributions at 99.5% spanwise: (a) static
pressure distribution; (b) entropy distribution.

4.2.3. Comparison of the Prototype and Scaled-Up, Low-Speed Model A under Unsteady Condition

The flow similarity between the high-speed prototype and low-speed large-scale model A is
realized under steady condition. The transient normalized relative axial velocity contours at 99.5% and
97% spanwise of prototype and model A at design point are shown in Figure 13. It can be observed
that the flow field within the tip clearance and near the casing is stable, and there is not migration of tip
leakage vortex. The velocity at 99.5% spanwise of model A is a little larger than that of prototype along
the trajectory of leakage vortex, while it is opposite at 97% spanwise. Yet, on the whole, the evolution
of the flow field for prototype is similar to that of and model, implying that the flow similarity is
preserved under the unsteady condition at design point. The transient characteristics of velocity at
99.5% and 97% spanwise between prototype and model A at the near-stall point are compared in
Figure 13.

The instantaneous velocity contours near the stall are shown in Figure 14. The fluctuation of the
red dotted curve, detecting the trajectory of tip leakage vortex, indicates that the tip leakage vortex is
unstable. The vortex is generated at the leading edge of the blade, and then migrates circumferentially,
which can be deduced from the region depicted with A and B. When the vortex impinges the adjacent
blades, its intensity is decreased, and the secondary leakage even multi-leakage appears. The red
ellipse also presents the movement of the vortex. Again, the unstable characteristics of the prototype
and model near the stall are similar, demonstrating that the unsteady flow features are maintained in
the design and off-design operating conditions.
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Figure 13. Transient axial relative velocity of the prototype and model A at 99.5% and 97% spanwise at
design point.

 

  

  

Figure 14. Transient axial relative velocity of the prototype and model A at 99.5% and 97% spanwise
near the stall.
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4.3. Stability Improvement through Casing Treatment

In this study, the single circumferential groove was applied as the casing treatment technology.
The location and geometric parameters, and the mesh of the flow passage with groove of model A are
shown in Figure 15, and the mesh number of the groove was about 5 million, which is fine enough to
provide grid independence.

 

 

 

Figure 15. Sketch map of groove geometry and mesh.

The characteristics of the smooth solid wall and the grooved casing treatment are shown in
Figure 16. The model A with a groove is named model A CT, and NSACT means the near-stall point
of model A CT. The efficiency and pressure ratio of model A were decreased about 0.4% and 0.3%
at design point. The reduction of performance decreased along the direction of small flowrate and
increased towards the large flowrate.

 

 

Figure 16. Pressure ratio and isentropic efficiency of a smooth solid wall and grooved casing treatment.
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The reason for the decrease can be explained in Figure 17, which shows the apparent increasing
entropy around and downstream the region existing groove. The two black lines added in this figure
represent the upstream and downstream edges of groove. Besides, it can be observed that the impact of
groove not only exists in the tip clearance but in the region near the casing. However, the solution limit
near the stall is obviously moved toward the small flowrate, elucidating that the stability improvement
of model A was achieved. The reduction of the flowrate near the stall of the prototype was about 1.2%.

 

 

Figure 17. Entropy distributions at 99.5% and 98% spanwise.

The stability improvement of the prototype was the ultimate object of this research, so the single
circumferential groove was also applied to the prototype. The location of the groove was the same as
for model A CT, and the geometric parameters were scaled down by the scaling factor 1:10 accordingly.
The prototype applying the groove was named prototype CT, and NSPCT means the near-stall point
of model A CT. The simulation results for the prototype and prototype CT are shown in Figure 18.
The efficiency and pressure ratio of prototype decreased about 0.54% and 0.35% at design point—a little
more than for model A, and the tendencies of the curves are similar to those of model A. The reduction
of the flowrate of the prototype was 1.1%, which is very close to that of model A.

 

 

Figure 18. Pressure ratio and isentropic efficiency of the smooth solid wall and grooved casing treatment.
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As shown in Figure 19, the entropy also increased apparently around and downstream the
region existing groove. The higher entropy distribution around groove of prototype explain the larger
performance decrease of prototype. Furthermore, the entropy distribution of prototype CT is similar
to that of model A CT, indicating that the effect of groove on the two models is similar and the flow
similarity is maintained. The mechanism of stability improvement applying the circumferential groove
has been elucidated clearly in many publications [27–29], which is outside the scope of this study, so it
will not be covered in this paper. The flow similarity between prototype and model A prove that the
research of the casing treatment on the model A can be used for the prototype.

 

 

Figure 19. Entropy distributions at 99.5% and 98% spanwise.

5. Discussion

In this study, the flow similarity at the design and off-design points has been achieved well,
except that there is a little distinction in the solution limit flowrate near the stall. Thus, further flow
similarities will be focused on in the following research, such as the geometric corrections, including
the value of tip clearance, the axial gap between rotor and stator, etc. Besides, the casing treatment is
one of the effective technologies for stability and performance improvement; there are many other
technologies can be used. Furthermore, the detailed measurement of aerodynamic parameters through
establishing low-speed large-scale test facility will be carried out after the adequate flow similarity
is achieved.

Some comments on the effect of Reynolds number on aerodynamic performance are significant.
When scaling-up the prototype, the Re increases as the absolute dimensions of the prototype are
enlarged, and the relationship of Re between the prototype and scaled model has been presented in the
research of Perter [41]. The friction coefficient value of scaled-up model is decreased with increasing Re,
which leads to better efficiency. Nevertheless, the decrease of friction coefficient is finite. The friction
coefficient is determined not only by Re but also by the relative height of the roughness of the surface,
which is limited. However, CFD computations in this paper were carried out for the cases of smooth
surfaces and the roughness of the surface was neglected in this paper. Besides, the displacement
thickness of the boundary layer is also effected by the changed Re [42]. Therefore, further investigation
is necessary and will be discussed in future research.

6. Conclusions

In this paper, a method based on the partial similarity principle is proposed. In practical
applications, this method can be used conveniently and quickly for the transformation of a high-speed,
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small compressor. In our case, a 1-1/2 axial compressor has been scaled up to be a low-speed,
large-scale model, based on the high-to-low-speed transforming methodology—the partial similarity
principle. Thereafter, casing treatment was used for the stability improvement and the flow similarity
still remained. Numerical simulations were used for the analysis of the scaled-up process and the
stability optimization process. In addition, experimental tests were carried out for the validation of
simulation results. On the basis of studies, the following conclusions were drawn.

• The high-speed compressor was successfully transformed to be a low-speed, large-scale model
based on the partial similarity principle, which keeps the Ma and flowrate coefficient constant and
neglects the effects of Re. This principle is simple and convenient compared to the conventional
low-speed model methodology based on the inverse method.

• The surface aerodynamic parameters of the rotor and stator are maintained well. The maximum
deviations of isentropic efficiency and pressure between prototype and model A were 1.5% and
0.5%, respectively. The deviations were only 1.25% and 0.4% at design point. The flow fields were
similar in the whole operating range. The flow similarity and the type of stall inception were
retained at the near-stall point. The error of the solution limit flowrate near the stall was about
4.2%, which may have been caused by the changed Re and absolute value of geometric value.
Additionally, further flow similarity, through geometric corrections to compensate for the effects
of changed Re and dimensions, will be researched in next study.

• A single circumferential groove was used as the casing treatment technology. The stability was
improved with a negligible performance penalty. The reductions of the near-stall flowrate of the
prototype and model were 1.1% and 1.2%, respectively. The similar flow fields and performance
indicated that the flow similarity was kept when casing treatment was employed. The flow
similarity was maintained not only under steady condition but unsteady condition, according to
the unsteady simulation results.
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Abstract: It is known that cavitating flow characteristics and instabilities in inducers can greatly
impact the safety and stability of a liquid rocket. In this paper, step casing optimization design
(Model OE and Model AE) was carried out for two three-bladed inducers with an equal (Model O)
and a varying pitch (Model A), respectively. The unsteady cavitation flow field and accompanied
instabilities were studied via numerical simulations. Reductions of the cavity size and fluctuation
were observed in cases with a step casing. A significant difference in cavity structures was seen as
well. Referring to the pressure distributions on the blades and details of the flow field, the mechanism
of cavitation suppression was revealed. This work provides a feasible and convenient method in
engineering practice for optimizing the characteristic of the cavitating flow field and instabilities for
the inducer.

Keywords: inducer; step casing; varying pitch; cavitating flow and instabilities

1. Introduction

In hydraulic systems of liquid rocket engines, turbopumps are the main hydraulic components
that convey fuel and oxidizers. Due to the demand for a maximum power/weight ratio of the main
pump, cavitation may develop on the suction sides of the blades at the inlet of the main impeller [1,2],
leading to performance degradation (i.e., sharp decrease in head and efficiency) and hydraulic
instabilities (i.e., significant pressure fluctuations). Installing an inducer at the upstream of the main
pump is a common solution to mitigate the aforementioned effects. Therefore, the inducer often operates
under cavitation conditions accompanied by complex cavitation instabilities [3–7]. Among them,
rotating cavitation (RC) is widely considered as a major cause for the premature cutoff of engines [8,9].

Great efforts including inducer impeller optimization and casing modifications were made to
alleviate the influences of cavitation and its associated instabilities. Considering the manufacturing
convenience and the degree of overall structural change, casing modification, especially step casing
design, has been widely studied [10–14]. With a local clearance enlargement, it tends to be an effective
and realizable way for performance improvement. Kamijo et al. [4] designed five casings with
upstream/trailing edge enlargements and proposed a criterion for RC suppression in a LE-7 LOX
(Liquid Oxygen) turbopump inducer. Hashimoto et al. [10] experimentally illustrated the influence
of step casing with an upstream enlargement. It was observed that the onset and occurrence region
of RC were modified effectively. Furthermore, Shimagaki et al. [15] described the mechanism for
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RC suppression with step casing (i.e., a decrement of incidence angel by a thickened backflow
vortex with a wider tip clearance) by combining particle imaging velocimetry (PIV) and high-speed
photography. Moreover, Fujii et al. [16] carried out experiments of 8 step casings to study the effects of
geometries (depth, location, etc.). Therefore, it can be concluded that step casing with an upstream
enlargement may be a possible method for RC suppression. However, concrete analysis is still needed
for specific inducers.

In this paper, step casing optimization design was carried out for two three-bladed inducers with
equal and varying pitch, respectively. Emphasis was exerted on the unsteady cavitation flow field and
the accompanied instabilities by numerical simulations. The characteristic of the cavitation area on the
blades and three-dimensional cavity structures was analyzed. The reductions of the cavity size and RC
fluctuation were observed in cases with step casing. Referring to the pressure distributions on the
blades and the details of the flow field, the mechanism of cavitation suppression was revealed.

2. Numerical Studies

2.1. Numerical Methods

The computational domain is shown in Figure 1, which consisted of an inlet pipe, an annulus
inlet casing, an inducer impeller, and an outlet pipe. An annulus casing with deflectors qas placed
upstream of the inducer and aimed at forming a uniform inlet flow [17]. The inlet and outlet pipes
were extended for a fully developed flow simulation (5 times the diameter of the annulus inlet casing
and 7 times the diameter of the inducer blade tip, respectively).

Figure 1. Computational domain.

Reynolds averaged Navier–Stokes (RANS) equations were solved in ANSYS CFX 19.2 code.
A SST (Shear Stress Transfer) k – ω turbulence model [18] and Zwart-Gerber-Belamri (ZGB) cavitation
model [19] were utilized for turbulence and cavitation modeling with the boundary conditions of mass
flow rate and pressure at the inlet and outlet, respectively.

The entire mesh system was developed in a commercial software package ICEM-CFD (Integrated
Computer Engineering and Manufacturing code for Computational Fluid Dynamics). Unstructured
hybrid grids were utilized for the annulus inlet casing and inducer. As for the inlet and outlet pipes,
hexahedral grids were developed. A 10-layer boundary layer grid was utilized with a height of 0.01 mm
at the first layer. More than 20 layers of mesh were set on the tip to accurately capture the clearance
flow characteristic.

Unsteady simulations were applied to evaluate the characteristics of cavitation instabilities.
The grid and time independence studies were carried out to find the best compromise between
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accuracy and efficiency. The mesh system with 2.1 × 107 elements (Figure 2 shows the mesh of the
inducer) and the time step corresponding to 2◦ of the inducer impeller rotations were chosen for the
following simulations. The verification of the above numerical setup can be referred to in our previous
research [20].

Figure 2. Mesh of the inducer.

2.2. The Inducers and Step Casing Design

Two inducers with an equal (Model O) and varying pitch (Model A) were selected to compare
the influence of step casing design (Model O and Model OE, Model A and Model AE). Tables 1 and 2
summarize the geometries of the studied inducers. For the equal pitch inducer, the blade profile was a
straight line (shown on the left of Figure 3) leading to an equal inlet and outlet blade angle. As for
the varying pitch inducer, the inlet and outlet blade angle was reduced and increased, respectively.
Therefore, the blade profile of the varying pitch inducer on the right side of Figure 3 was curved.
It should be pointed out that both the inlet and outlet blade angles of the two inducers were different
and thus results between the equal and varying pitch were not comparable. The study in this paper
mainly focused on the influence of step casing on the equal and varying pitch inducers, respectively,
and the cross-comparison was not involved.

Table 1. Geometrical parameters of the cases with the equal pitch inducer.

Model Inlet Blade Angle β1 Outlet Blade Angle β2 Pitch Variation Casing Geometry

O β β Constant Straight
OE β β Constant Step

Table 2. Geometrical parameters of the cases with the varying pitch inducer.

Model Inlet Blade Angle β1 Outlet Blade Angle β2 Pitch Variation Casing Geometry

A β − 1.8◦ β + 0.6◦ Linear Straight
AE β − 1.8◦ β + 0.6◦ Linear Step

Figure 3. Schematic of the blade profile. (Left one for the equal pitch inducer and the right one for the
varying pitch inducer).
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Figure 4 shows the schematics of the two casings used in this study. Figure 4a terms a step casing,
with enlargement near the leading edge of the inducer. While the other (shown in Figure 4b) is a
straight one, owning a constant diameter from the inlet to the outlet.

Figure 4. Schematics of the studied casings: (a) Step casing; (b) straight casing.

3. Results

3.1. Characteristics of Cavity Oscillation on the Blades

The oscillation of the cavity on the blades was monitored to understand cavitating instabilities.
Figure 5 shows the variation of a nondimensional cavity area Scav

’ over time on three blades of Model
O. Tthe ratio of the cavity area on the blade to the area of the inlet, =Scav/Sf; from the perspective of
cavitation suppression, was expected to be as small as possible. It can be seen that the cavity variation
on each blade was similar. They changed in an approximate sinusoidal pattern with a frequency of
152 Hz (~f 0) and a certain phase difference between neighboring blades. It can be inferred that there
was rotating cavitation in the studied inducer. Such asymmetric distribution of cavities might influence
the operation’s safety and stability.

Figure 5. The variation of the nondimensional cavity area over time on three blades of Model O.

Taking the result of a certain blade as an example, the impact of the step casing design on the
cavity oscillation is discussed below. Figures 6 and 7 show the comparison of cavity oscillation in
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Model O and OE (cases with the equal pitch inducer), as well as Model A and AE (cases with the
varying pitch inducer). The influence of step casing tended to be similar both in equal and varying
pitch inducers. Significant reduction of cavities was seen when step casing was applied, showing that
the step casing design had a positive effect on cavitation suppression both in equal pitch and varying
pitch inducers.

Figure 6. The variation of the nondimensional cavity area over time on Blade 1 of Model O and OE
(cases with the equal pitch inducer).

Figure 7. The variation of the nondimensional cavity area over time on Blade 1 of Model A and AE
(cases with the varying pitch inducer).

3.2. Characteristics of Three-Dimensional Cavity Structures

3.2.1. The Results of Cases with the Equal Pitch Inducer

Three-dimensional cavity structures were analyzed with the help of the isosurface of the vapor
volume fraction αv = 0.3. As shown in Figure 8a,b, the cavity mainly appeared near the leading edge
in both Model O and OE. The cavity structures were similar. Cavities in both Model O and OE had
two subregions with different characteristics: Type I resembled the attached cavitation region and
Type II resembled cloud cavitation. With the step casing, substantial suppression of the cavity in both
streamwise and axial directions was figured out. Next, we show details regarding the cavity on three
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typical sections along the streamwise direction within 1 revolution, thus demonstrating the varying
features of cavity structure over time.

Figure 8. The 3D cavity structures of (a) Model O and(b) Model OE.

As shown in Figure 9a, the first section (S1) was in the middle of Type I. θ1 = θ0 +
1
2 ∆θI,θ0

indicates the inception position of Type I; ∆θI indicates the region Type I occupies streamwise, indicating
the characteristic of Type I cavitation. Figure 9b,c show the variation of cavities within 1 revolution (T)
at S1 for Model O and OE. Here, PS stands for the pressure side, whereas SS denotes the suction side.
Furthermore, r’ indicates the ratio of radial position and tip radius (=r/rT), while Z’ indicates the ratio
of axial position and the axial length of the blade (=Z/LB). With a weak radial fluctuation and almost
no axial fluctuation, the variation pattern of Type I in each case tends to be similar. We found the cavity
area as O ≈ OE. θ1OE > θ1O indicated that the application of step casing may result in downstream
cavitation inception.

Figure 9. The variation of cavities over time at S1. (a) Schematic of S1, (b) Model O, and (c) Model OE.

The section at the end of the sweep was chosen as S2, thus finding that θ2O = θ2OE = 110◦.
For Model O and OE, S2 located the region of Type II with significant radial and axial variations
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(Figure 10a). Obvious morphological differences of cavities were observed. Cavities in Model O
(Figure 10b) developed in a much wider range along the radial and axial direction and were limited by
the casing. However, in Model OE (Figure 10c), with a local increment of clearance, the cavities were
far away from the casing and presented a semi-elliptic shape.

Figure 10. The variation of cavities over time at S2. (a) Schematic of S2, (b) Model O, and (c) Model OE.

The section of average cavitation oscillation along streamwise was taken as S3 (Figure 11a),
which led to the lack of results. In Model O and OE (Figure 11b,c), the radial and axial fluctuations of
the cavities were captured, and there was little difference in morphology as the blade was away from
the step in Model OE.

Figure 11. The variation of cavities over time at S3. (a) Schematic of S3, (b) Model O, and (c) Model OE.

Table 3 summarizes the detailed characteristics of the cavity of cases with an equal pitch inducer
along the streamwise, radial, and axial directions. It can be seen that the cavities in Model O and OE
consisted of two regimes—Type I and II—and there were slight differences in the inception location
and occupied range along the streamwise direction. However, there was an increase in the maximum
range along the radial direction while the maximum range along the axial direction decreased.

Table 3. Geometrical parameters of the studied inducers.

Model Region θ ∆θ (∆r)max (∆z)max

O
I 75◦~85◦ 10◦

11.9% 13.5%II 85◦~160◦ 75◦

OE
I 80◦~90◦ 10◦

19.8% 11.1%II 90◦~170◦ 80◦
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3.2.2. The Results of Cases with the Varying Pitch Inducer

Three-dimensional cavity structures for the varying pitch inducer are shown in Figure 12a,b.
Unlike the equal pitch inducer, a significant difference in cavity structures were seen in the varying
pitch inducer when the step casing was applied. Cavities in Model A owned two subregions. In Model
AE, only clearance cavitation was observed and nearly no leakage cavitation occurred in other cases.
Thus, there was only the Type I cavity.

Figure 12. The 3D cavity structures of (a) Model A and (b) Model AE.

Cavity details varying pitch cases were analyzed. Figure 13b,c shows the characteristics at
S1 (Figure 13a). For Model A, the midsection of Type I (θ1 = θ0 +

1
2 ∆θI) was taken. As for AE,

θ1AE = θ0AE + 1
2 ∆θIA. A weak radial fluctuation and almost no axial fluctuation of cavity variation

was observed in both cases. In terms of the cavity area, we found that A ≈ AE. θ1AE > θ1A indicates
that the application of step casing could result in downstream cavitation inception.

Figure 13. The variation of cavities over time at S1. (a) Schematic of S1, (b) Model A, and (c) Model AE.

The results at S2 (Figure 14a, θ2A = θ2AE = 110◦) are shown in Figure 14b,c. A striking influence
of step casing was observed. In Model A, the cavity variations were similar to Model O and OE,
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indicating a Type II cavitation. While in Model AE, the fluctuation in the axial direction greatly reduced
and tended toward Type I.

Figure 14. The variation of cavities over time at S2. (a) Schematic of S2, (b) Model A, and (c) Model AE.

At S3 (Figure 15a), significant differences of morphology and fluctuation characteristics were
observed (Figure 15b,c). Apparent radial and axial fluctuations of the cavities were captured in Model
A, indicating a Type II cavitation. In Model AE, the cavities tended to be Type I

Figure 15. The variation of cavities over time at S3. (a) Schematic of S3, (b) Model A, and (c) Model AE.

Table 4 summarizes the detailed characteristics of the cavity along the streamwise, radial, and axial
directions. For varying inducer cases (Model A and AE), close inception location and total occupied
range along the streamwise were observed, whereas in Model AE, the maximum range along the
radial and axial direction decreased significantly. As mentioned above, cavities in Model AE mainly
manifested as Type. Model A, however, owned Type I and II.

Table 4. Geometrical parameters of the studied inducers.

Model Region θ ∆θ (∆r)max (∆z)max

A
I 75◦~93◦ 18◦

11.9% 9.0%II 93◦~146◦ 53◦

AE I 80◦~150◦ 70◦ 4.1% 6.8%

3.3. Characteristics of Blade Loading and Flow Field

To further analyze the influence of the step casing on the flow field, Figures 16 and 17 show the
blade loading Cp (equals to the difference between the static pressure and the inlet pressure at each
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position divided by the dynamic pressure) along the streamwise direction at a 95% span on certain
blades. The distribution on the other two blades was similar. In both the equal and varying pitch
inducers, with a local increment in the clearance in the vicinity of the leading edge (LE), the impact of
the step casing was shown near the leading edge (0~0.25). The reduction of the maximum pressure
and pressure difference between SS and PS was observed. In the subsequent area (>0.25, till the trailing
edge (TE)), the step casing design showed little influence on blade loading.

Figure 16. Blade loading along the streamwise direction at a 95% span for a certain blade in Models O
and OE.

Figure 17. Blade loading along the streamwise direction at a 95% span for a certain blade in Models A
and AE.

Tables 5 and 6 demonstrate the characteristics of the clearance flow at S2. With the reduction of
∆p (pressure difference between SS and PS) and the increment of local tip clearance when step casing
was applied, the average velocity at the clearance significantly reduced, while the leakage flow rate
increased (145% in Model OE and 56% in Model AE).

Table 5. Characteristic parameters of clearance flow in the cases with the equal pitch inducer.

Model ∆p (Pa) Average Velocity at the Clearance (m/s) Leakage Flow Rate (kg/s)

O 1.11 × 106 −16.18 0.094
OE 1.04 × 106 −10.69 0.230

Table 6. Characteristic parameters of clearance flow in the cases with the varying pitch inducer.

Model ∆p (Pa) Average Velocity at the Clearance (m/s) Leakage Flow Rate (kg/s)

A 8.40 × 105 −7.45 0.045
AE 6.70 × 105 −1.33 0.070

Furthermore, the distribution of the vapor volume fraction αv and velocity vectors are shown in
Figures 18 and 19 (Figure 18a for Model O, Figure 18b for Model OE. And Figure 19a for Model A,
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Figure 19b for Model AE). Clearance flow in cases without step casing (Model O and Model A) tended
to penetrate upstream and interact with the main flow, leading to a more apparent axial extension of
cavities. As for Model OE and AE, with lower velocity and higher leakage flow rates, the clearance
flow tended to interact with the main flow in a closer region.

Figure 18. Flow fields at S2. (a) Model O and (b) Model OE.

Figure 19. Flow fields at S2. (a) Model A and (b) Model AE.

4. Conclusions

To evaluate the influences of step casing design on cavitating flows and instabilities in inducers
with equal and varying pitches, a numerical simulation was employed in four cases. We analyzed
cavitation area characteristics on blades and three-dimensional cavity structures. The step casing
design showed a positive effect on cavitation suppression in both equal and varying inducers with
a significant reduction of cavity size and fluctuation. Its impact on cavity structures, however, was
quite different. In Models O and OE (cases with the equal pitch inducer), there were two regimes:
Type I (resembled attached cavitation) and Type II (resembled cloud cavitation). While in cases with
the varying pitch inducer, a significant difference was observed. Model A owned two regimes (Type I
and II), while in Model AE there was only the Type I cavity. Referring to the pressure distributions
on the blades and the details of the flow field, it seemed that with the alteration of clearance flow
characteristics, the cavity feature varied. Clearance flow in the straight casing tended to penetrate far
more upstream, resulting in a more apparent axial extension of cavities. As for step casing, the clearance
flow tended to interact with the main flow in a closer region with lower clearance velocity and higher
leakage flow rate.
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Abstract: In order to explore the dynamic characteristics of the mechanical seal under different fault
degrees, this paper selected the upstream pumping mechanical seal as the object of study. The research
established the rotating ring-fluid film-stationary ring 3D model, which was built to analyze the fault
mechanism. To study extrusion fault mechanism and characteristics, different dynamic parameters
were used in the analysis process. Theoretical analysis, numerical simulation, and comparison were
conducted to study the relationship between the fault degree and dynamic characteristics. It is the
first time to research the dynamic characteristics of mechanical seals in the specific extrusion fault.
This paper proved feasibility and effectiveness of the new analysis method. The fluid film thickness
and dynamic characteristics could reflect the degree of the extrusion fault. Results show that the fluid
film pressure fluctuation tends to be more intensive under the serious extrusion fault condition. The
extrusion fault is more likely to occur when the fluid film thickness is too large or too small. Results
illustrate the opening force is affected with the fluid film lubrication status and seal extrusion fault
degrees. The fluid film stiffness would not always increase with the rotating speed growth. The seal
fault would occur with the increasing of rotating speeds, and the leakage growth fluctuations could
reflect the fault degree.

Keywords: mechanical seal; dynamic characteristics; extrusion fault; numerical simulation; sealing
performance; fluent

1. Introduction

As a widely used fluid transmission device, centrifugal pump plays a crucial role in the national
economy. The proportion of pumps equipped with mechanical seals in industry has risen to 80%. The
ratio is even greater among petrochemical industry, affecting up to 90%. Besides, statistics reveal that
the fault caused by mechanical seals accounts for more than 40% in all machine faults. According
to the statistics of centrifugal pump faults from the German Engineering Association [1], the sealing
fault ratio is 31%, the rolling bearing fault ratio is 20%, the leakage fault ratio is 10%, the motor fault
ratio is 10%, the rotor fault ratio is 9%, and the sliding bearing fault ratio is 8%. The sealing fault can
cause an unpredictable waste of resources [2–4]. Mechanical seal faults can affect the internal flow
of the centrifugal pump [5–7]. A serious situation would cause casualties and property losses. Thus,
the research on mechanical seal fault diagnosis is necessary to ensure reliability and safety [8–10].
Moreover, it is necessary to research the dynamic characteristics detection of each stage when the
mechanical seal fault occurs.

Great efforts have been made to do research on the dynamic characteristics of mechanical
seals [11–14]. He et al. [15] studied that the viscous shear heat and frictional heat due to asperity
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contact decrease with an increase in the thickness of the tapered film. As the shaft decelerates, the
wear distance rate increases with an increase in the axial stiffness. The axial damping only affects the
duration of the oscillations. Zhang et al. [16] researched that lubrication reduces friction and wear and
generates heat, but leakage has to be considered. The effects of the sealing surface characteristics on the
leakage, and the effects of the external factors of the sealing device on the leak rate. Towsyfyan et al. [17]
mainly introduces the fault detection of mechanical seal friction by acoustic emission technology.
Zhang et al. [18] investigated the fluidic leak rate through metal sealing surfaces by developing fractal
models for the contact process and leakage process. Gropper et al. [19] provides a comparative
summary of different modeling techniques for fluid flow, cavitation, and micro-hydrodynamic effects.
Migout et al. [20] studied the relationship between the temperature change of the sealing medium and
the vaporization of the medium under the seal rings face deformation condition, and pointed out that
the stability of the fluid film would be seriously affected when the temperature change gradient of the
medium is large. Varney et al. [21] researched the influence of the installation misalignment of the seal
rings, established a three-degree-freedom dynamic model of the stationary ring, analyzed the response
characteristics formed by the force excitation in all directions, and pointed out that the increase of
the excitation intensity would lead to the occurrence of the collision phenomenon of the seal rings.
Zhu et al. [22] studied that the sealing performance is enhanced by increasing the spacing of adjacent
sealing sheets. The sealing sheets with positive bending angle have less air resistance in the flow path,
which would lead to larger leakage. The increase in the number of sealing sheets gives rise to an increase
in the generation probability of recirculation zone and vortex, which aggravates the mainstream energy
loss. Mosavat et al. [23] researched that the influences of the thermal radiation on the temperature
distribution of the mechanical face seal are investigated. Also, the effect of the stretching and shrinking
on the thermal performance of the fin with different profiles are comprehensively studied.

Three-dimensional models of single-cone and double-cone were established [24]. A comparison
made between the flow velocity, a shear rate and shear stress in single-cone and double-cone zones.
This paper revealed the CFD analysis of the flow of a polymeric material inside the double-cone
plasticization-homogenization zone of the screw-disc extruder.

Plenty of investigation and discussion have been undertaken on the development of sealing
performance, temperature change, and distribution of mechanical seal. At present, there is a lack of
monitoring research on mechanical seal failure state. The difference of this paper is to judge the fault
degree of mechanical seal according to the dynamic characteristics.

Current research about the dynamic characteristics of mechanical seals mainly focuses on the
seal rings modality variation and internal flow field analysis of mechanical seals. However, there is
deficiency existing in mechanical seal fault though pressure, opening force, and the leakage. Therefore,
the dynamic characteristics and fault mechanism of mechanical seal in different stages need to be
studied urgently.

2. Analysis of Sealing Fault Mechanism

2.1. Normal State

As shown in Figure 1, mechanical seal is an important part to prevent leakage in centrifugal
pumps. Mechanical seal model in normal state is shown in Figure 1. The rotating and stationary rings
stick to each other. The function principle of mechanical seal is that a thin fluid film is formed between
the rotating ring and the stationary ring. Hydrodynamic effects would be formed because of the thin
fluid film. The fluid film with proper thickness can improve the lubrication performance and seal
performance. A certain distance between the rotating ring and the stationary ring would be formed
because of the hydrodynamic effects. The normal state is that the thickness between rotating ring
and stationary ring is proper. At this time, the fluid film could provide enough open force to prevent
the direct contact between the rotating ring and stationary ring. The fluid film would form a certain
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resistance to prevent the medium from leaking out, and make the seal surface lubricated, so as to
achieve the better sealing effect.

 

 

Centrifugal pump 

Rotating ring Stationary ring Fluid film 

Figure 1. Schemes of mechanical seal model.

2.2. Fault State

The mechanical seal would often be in fault due to that the friction and wear behavior are universal
phenomena in the rotating parts. Seal fault could be divided into many kinds, including seal surface
extrusion fault, face temperature resistance fault, lateral load increasing. Many faults are caused by the
squeezing of rotating and stationary rings. Figure 2 depicts the fault schematic diagrams, which show
the extrusion fault in different degrees. The cause of the extrusion fault on the mechanical seal face
might result from the relative deviation of the two seal ring surfaces during operation, the misaligned
installation of the mechanical seal, or the mechanical seal external pressure.

 

 
Excessive clearance Normal state Excessively small gap 

Figure 2. Physical pictures of different fault degrees.
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2.3. Extrusion Faults

This paper mainly studied the fault caused by the rotating and stationary ring extrusion of
the mechanical seal. The mechanical seal would form a stable fluid film during normal operation.
However, the stable fluid film would be destroyed, when the mechanical seal is in fault state. From
normal to fault operation state, the internal hydrodynamic pressure and the force of seal rings would
change. When the relative movement of the rotating and stationary rings results in extrusion fault,
the slight faults would affect the sealing performance and the serious faults would result in extrusion
deformation, wear damage, and fault of the rotating and stationary rings.

Figure 3 showed that the characteristics and change of the rotating ring surface under different
fault degrees. Figure 3a indicated that the seal surface would be smooth and intact in normal state.
Abrasion and damage would be found in the rotating ring surface when the seal is in slight faults,
which is showed in Figure 3b. The crack caused by light extrusion could be seen in the red circle of
Figure 3c. Significant damage and obvious behaviors would occur when the seal was in severe faults,
which are illustrated in Figure 3c. The end face damage caused by severe extrusion fault could be seen
in the red circle in Figure 3c.

 

 
(a) Normal state (b) Slight extrusion fault (c) Severe extrusion fault 

Figure 3. Rotating ring in different extrusion fault.

Change in mechanical seal rings was too complicated to be expressed by mathematical equations.
Fault physical models were necessary to be carried out to describe the corresponding relationship
between the extrusion fault and mechanical seal characteristics.

3. Establishment of Calculation Model

3.1. Fault Physical Models

In order to study the causes of mechanical seal fault and the internal sealing mechanism, it
was necessary to establish a reasonable method and a proper fault physical model for analysis. The
actual mechanical seal fault problem was affected by various factors. Therefore, the physical model
of mechanical seal fault should be simplified. The fault of mechanical seal was mostly caused by
extrusion wear of rotating and stationary rings, which resulted from the long-term uneven stress and
the change of relative position of rotating and stationary rings during the long-term operation. In this
paper, a simplified physical model of mechanical seal fault was established to analyze the extrusion
fault of rotating and stationary rings. To establish the fault physical model, two aspects need to be
considered. One is to assume that the relative movement of the rotating and stationary rings only
occurs along the axial direction, and the movement along the radial direction was assumed to be zero.
The second is to assume that the material texture of the rotating and stationary ring is uniform. In this
paper, the thickness of the fluid film between the rotating and stationary rings was used to represent
the distance between the rotating and stationary rings when different extrusion faults occur in the axial
direction of the mechanical seal. The dynamic characteristics of fluid film with different thickness
could reflect the different fault degrees of mechanical seal when extrusion fault occurs. Finally, the
fault model of mechanical seal under this fault was formed.
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In this paper, the upstream pumping mechanical seal was selected as the research object. The
physical model was composed of three main parts: rotating ring, fluid film, and stationary ring.
Figure 4 showed the axial section diagram of the rotating ring modeling and the geometric parameters
of the section. The main geometrical parameters of the fluid film were selected: the inner radius of the
rotating rings ri = 25 mm, the outer radius of the rotating ring ro = 32 mm. Figure 5 indicated the axial
section diagram of the stationary ring modeling and the geometric parameters of the section. The inner
radius of the stationary ring ri = 24.5 mm, the outer radius of the rotating ring ro = 31 mm. Figure 6
showed the three-dimensional diagram of fluid film modeling. Besides, the dimensions of the inner
and outer rings of the fluid film were shown in detail. Because the order of magnitude in the direction
of film thickness was micrometer, Figure 6 showed the enlarged fluid film thickness. The thickness of
the fluid film was set to 1, 2, 3, 4, 5, 6, 7, 8, 9 µm, respectively. Figure 7 illustrated the computational
domains of the mechanical seals.
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Figure 4. Rotating ring modeling diagram.
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Figure 5. Stationary ring modeling diagram.
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Figure 6. 3D diagrams of fluid film modeling.
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Figure 7. Computational domains of the mechanical seal (1-stationary ring, 2-fluid film, 3-rotating ring).

This section may be divided by subheadings. It should provide a concise and precise description of
the experimental results, their interpretation as well as the experimental conclusions that can be drawn.

3.2. Dynamic Calculation Model

The fault of the mechanical seal was mostly manifested in the squeeze and wear fault of the
rotating and stationary rings. The dynamic calculation model was selected according to the simplified
fault physical model given above when the rotating and stationary rings fail due to extrusion fault.
With the deepening of theoretical research on mechanical seals, the mechanical seal faults include
various sciences such as mechanics, power, fluids, materials, chemistry, heat transfer, and tribology. In
order to study the law between the mechanism and structural characteristics of mechanical seal when
extrusion fault occurs, a dynamic calculation model suitable for fault physical model was adopted in
this paper.

In order to make the simulation simple and clear, the following assumptions were made in this
paper, considering the existence of fluid pressure, elastic force, solid deformation and the interaction
force and heat transfer between fluid and solid in the mechanical seal.

• Mechanical seal consists of rotating ring, fluid film, stationary ring, and auxiliary system, the
rotating ring part was provided with elastic force by the elastic element. The fluid film was formed
by the liquid between the rotating and stationary ring. The stationary ring is a static part of the
mechanical seal. The mechanical seal is simplified to simulate the process of faults conveniently.
Thus, it is simplified into three parts: rotating ring, stationary ring, and fluid film.

• Because the distance between the rotating ring and the stationary ring is quite close and the
thickness of the fluid film is tiny in the actual work of mechanical seal, the fluid film conforms to
the Newton’s law of viscosity and the effect of volume force and inertia force is ignored.

• The sealing medium is generally an incompressible fluid, but the density would change with
pressure in this paper.

• It is assumed that the heat generated by friction is only transferred between the rotating and
stationary rings of the mechanical seal, and the heat loss caused by stirring, thermal radiation,
and leakage is ignored.

• It is assumed that the fluid has no velocity slip on the solid boundary.
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3.2.1. Control Equations

The flow and diffusion of the liquid film fluid inside the mechanical seal satisfies the momentum
equation, energy equation, and continuity equation [25].

1. Fluid Domain Equation

The mass conservation equation

∂ρf

∂t
+

∂

∂x j
(ρfνi) = 0 (1)

In the above formula: ρf is the fluid density; ν is the fluid velocity, subscript i, j = 1, 2, 3,
representing the components in three directions, t is the time.

The momentum equation

∂(ρfνi)

∂t
+

∂

∂x j
(ρfνiν j) = −

∂p

∂xi
+

∂

∂x j
(µ•∂νi

∂x j
) (2)

In the above formula: p is the pressure of fluid film, µ is the dynamic viscosity of the fluid.
The energy equation

∂ρE
∂t

+ ∇•[ν(ρE + p)] =∇•


ke f f∇T −

∑

j

h j J j + (Γe f f•ν)


+ Sh (3)

In the above formula: E is the total energy of the fluid micelle, ρ is the density of the fluid micelle,
and p is the pressure of fluid film. Γeff is the effective stress of fluid domain, hj is the enthalpy of
the component, Keff is the effective thermal conductivity of fluid film, Jj is the diffusion flux of the
component j, Sh is the source term including other volumetric heat.

2. Solid Domain Equation

Ms
••
d + Cs

•
d + Ksd + τs = 0 (4)

In the equation, Ms represents for the mass matrix of the solid element, Cs represents for the
damping matrix of the solid element, Ks represents for the rigidity matrix of the solid element, d

represents for the displacement vector of the solid element, τs represents for the stress on the rotating
ring and stationary ring.

At the same time, the thermal deformation term caused by the temperature difference in the solid
area as followed.

fT = αT•∇T (5)

In the formula: αT is the coefficient of thermal expansion related to temperature. T is the
temperature of the seal rings.

3. Dynamic Model of Axial Movement

Based on the analysis of the kinematic relationship, the dynamical model of mechanical seal system
was derived by using the D’Alembert principle. The force and axial movement of the mechanical seal
are shown in Figure 8.

529



Processes 2020, 8, 1057

 

 

 

0 = p p   

Ω

 

3

12

Δ μ

Figure 8. Axial dynamic model of mechanical seal.

From the dynamic point of view, the dynamic equation of mechanical seal axial movement was
established as follows [26].

m
..
Zs + c

.
Zs + Fs = Fl + Fc (6)

In the formula: m is the equivalent mass of the rotating ring and the spring. Zs is the axial relative
displacement between the rotating ring and the stationary ring. c is the axial damping coefficient of
spring and auxiliary seal rings. Fs is the force of the spring on the rotating ring. Fl is the axial force of
the fluid film between the end faces of the rotating ring and stationary ring, and Fc is the axial contact
force between the rotating ring and stationary ring.

3.2.2. Sealing Performance Parameters

1. Seal Opening Force

The opening force of mechanical seal surface is the sum of the pressure exerted on the seal surface
by the liquid film fluid. The opening force could be obtained by integrating the pressure field of the
liquid film on the seal surface.

FΩ
0 =

∫ ∫
pdA =

∫ ∫
prdrdθ (7)

In the formula: p is the pressure of fluid film, r is the radial coordinate, and Ω is the whole
calculation area.

2. Leakage of Mechanical Seal

Leakage is an important indicator for measuring the performance of mechanical seal. Leakage Q

could be synthesized by this formula [27].

Q =
πdmh3

o∆p

12µb
(8)

Q-leakage, dm-average diameter of the sealing surface, ho-the thickness of fluid film, ∆p-pressure
difference, µ-dynamic viscosity of the medium, b-effective width of the seal.

4. Dynamic Simulations and Analysis

In this paper, the computational domains were meshed using the structured blocking hexahedral
method. Due to the large difference between the radial and axial length of the fluid film parameters,
the diameter of the fluid film is millimeter, but the thickness of the fluid film is micron, thus it is
difficult to directly divide the three-dimensional mesh of the liquid film. Therefore, the fluid film
corresponding to the center angle of 8.5 degrees was first meshed in this paper, and then the entire
fluid film is formed based on this array. Figure 9 revealed coupling relationship among multiple fields
in the dynamic simulations. To ensure the computational accuracy, mesh independence analysis was
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conducted. Calculation of fluid film parameters with different number of grids was shown in the
Table 1. The velocity was not growing when the number of grids increased to 3.6 million. As shown in
Figure 10, the pressure became relatively stable after increasing the grid number to 3.6 million elements.
After the grid independence test, the final grid number unit was 362,943. The fluid membrane grids
were shown in Figure 11. In order to remove the influence of the order of magnitude of radial and
axial fluid film grids on the simulation results, a grid-independent assessment was conducted. The
numerical results were obtained by dividing the fluid film into different mesh numbers and repeating
the simulation. The error of the final results is less than 1%, which shows that the mesh division has no
effect on the simulation results.

 

Figure 9. Multi-field coupling.

Table 1. Calculation of fluid film parameters with different number of grids.

Grid Number (×105) Pressure (Mpa) Velocity (m/s)

3.43 0.1615 6.74
3.51 0.1782 6.81
3.62 0.1825 6.85
3.67 0.1834 6.85
3.74 0.1852 6.85
3.85 0.1873 6.85
3.87 0.1869 6.85

 

 
Figure 10. Mesh independence.

531



Processes 2020, 8, 1057

 

 

(c) Mesh in the thickness direction of fluid film 

(b) Local enlarged graphs of mesh 

(d) Mesh quality 

(a) Global mesh of fluid film     

Figure 11. Mesh of fluid film and mesh quality.
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Mechanical seal material and boundary condition were set as followed:
The rotating ring material used in this paper is silicon carbide, and the stationary ring material is

carbon graphite. The main properties of the materials used in the rotating and stationary rings are
shown in Table 2.

Table 2. The material properties of mechanical seal.

Properties Rotating Ring Stationary Ring

Material Silicon Carbide Carbon Graphite

Density ρ (kg/m3) 3150 1810
Specific heat capacity c (J/kg·K) 710 880

Thermal conductivity k (W/m·K) 150 45
Thermal expansion coefficient α (1/K) 4.3 × 10−6 6.2 × 10−6

Poisson ratio 0.27 0.26
Elastic modulus E (GPa) 380 25

The details about boundary, mesh, and calculation are listed in Table 3.

Table 3. Details about boundary, mesh and calculation.

Type Details

Entrance boundary pressure inlet
Exit boundary pressure outlet
Wall boundary standard wall functions
Mesh quality 0.9
Grid number 362,943

Flow state laminar flow
Algorithm Simple C

Solver Steady-state solver

When the residual values of all variables are reduced to 10−3, the calculation converged.
Entrance boundary conditions in numerical simulation: the pressure inlet boundary condition

was adopted, and the inlet boundary position was set outside the fluid film.
Exit boundary conditions in numerical simulation: the pressure outlet boundary condition was

adopted, and the outlet boundary position was set inside the fluid film.
Wall boundary conditions in numerical simulation: Standard wall functions were used.
It had been a hot issue that the fluid film flow is laminar flow or turbulent flow in the mechanical seal

field. The fluid coefficient α method was adopted to determine whether it is laminar or turbulent [28]
in this paper.

α =

√

(
Rec

1600
)

2
+ (

Rep

1600
)

2

(9)

α < 0.58, is laminar flow. α > 1, is turbulent flow.

Rec =
2πρnrh

60µ
(10)

Rep =
ρQ

2πµr
(11)

Q = 1.12 × 10−5 kg/s, n = 1500~6000 rpm, r = 0.031 m, h = 1~9 µm, ρ = 998 kg/m3.
Through calculation could get, α = 0.29 < 0.58, the fluid film is laminar flow. Therefore, the

laminar model was adopted for the relevant flow dynamic calculation.
The simulation part was set according to the theoretical physical fault model and the dynamic

model set up in the Section 3.2.1., and the flow chart of simulation and the analysis details are shown
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in Figure 12. Simple C algorithm and steady-state solver were used during the calculation of the fluid
domain. Firstly, the fluid domain results were calculated by CFD. Then, the fluid domain results were
loaded to the solid domain through the Workbench platform. The dynamic equation of mechanical
seal axial movement was used during the calculation of the deformation and forces in solid domain.
Thus, the solid domain dynamic results, deformation, and forces were obtained. Finally, the fluid film
dynamic characteristics, the force, and deformation of the seal rings could be analyzed from the results.

 

 

Figure 12. Flow chart of calculation.

The first group of simulation process is for different film thickness. The force and deformation
simulation data of rotating ring and stationary ring were obtained, and the pressure of fluid film could
be got at the same time.

The second group in the simulation process was carried out under different speeds. The
hydrodynamic and structural dynamic characteristics were obtained.
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Repeat each simulation process. Find the characteristics under different conditions through
data analysis.

5. Results and Discussion

5.1. Fluid Film Pressure Analysis

The pressure distributions under different extrusion degrees are shown in Figure 13. The fluid
film pressure would grow as the fluid film thickness increases when the rotating speed n = 2950 r/min,
pressure inlet was 0.2 MPa. The fluid film thickness represents the extrusion fault degree. The dynamic
characteristic parameters could be reflected by three typical cases. Two-µm fluid film could reflect the
serious extrusion fault, 3-µm fluid film was a sign of slight extrusion fault, 4-µm-fluid film was on
behalf of the normal state. Such large pressure change between 2-µm fluid film and 3-µm fluid film
means that the fluid film thickness has strong recognition capability for the changes of the mechanical
seal operation. When the extrusion fault of mechanical seal becomes severer, the fluid film pressure
fluctuation would tend to be more intensive. Such tendency indicated that the thickness and the
pressure could be treated as the indicator of extrusion fault.
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μ
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μ
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μFigure 13. The pressure of 2, 3, 4 and 5 µm fluid film.

No significant fluctuation could be found in the 4-µm fluid film pressure contours. This was
mainly due to that the 4-µm fluid film was the relatively proper thickness for this mechanical seal.
From Figure 13, it could be seen that the pressure was relatively evenly distributed at this time. The
thicker fluid film leaded to the bigger viscous shear flow. In addition, pressure bearing capacity could
also become stronger with the rapidly increasing thickness. The results indicated that the thicker
fluid film could efficiently be used to maintain the hydrodynamic effects and improve the lubrication
performance. However, there was deficiency existing in this parameter, which was not sensitive to the
light extrusion fault.

The pressure fluctuation under different fluid film is shown in Figure 14. The pressure mainly
fluctuates at 0.189 MPa when the thickness of the fluid film is 2 µm. The pressure mainly fluctuates at
0.192 MPa when the thickness of the fluid film is 3 µm. The pressure mainly fluctuates at 0.195 MPa
when the thickness of the fluid film is 4 µm. The pressure mainly fluctuates at 0.198 MPa when the
thickness of the fluid film is 5 µm. The pressure fluctuation is largely affected by the operation of
the rotating ring and stationary ring. When there is extrusion fault, the operation of the rotating ring
and stationary ring will change. The pressure distribution and pressure fluctuation of the fluid film
will change with the fault. To a certain extent, the pressure fluctuation could reflect the occurrence
of extrusion fault. Besides, the fault degree could be preliminarily judged according to the pressure
distribution and pressure fluctuation within a certain range.
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Figure 14. Pressure fluctuation diagram under different fluid films.

5.2. Seal Performance Analysis

Compared with pressure, leakage Q showed a stronger ability in reflecting the slight extrusion
fault. That was mainly due to the leakage as the main indicator that could measure seal fault. Figure 15
showed that the leakage increases with fluctuations when the fluid film becomes thicker. Besides, the
minimum value of the leakage, shown in Figure 15, under different fluid film thickness. As shown
in the red circle in Figure 15a, too thin fluid film could lead to the severe wear. The leakage curve
reflected that the leakage increasing rate is the slowest when the fluid film thickness is between 5 and
6 µm. It depicted that this fluid film thickness was the most beneficial to mechanical seal. So, the
best thickness area for this mechanical seal was from 5 to 6 µm. However, the increasing tendency is
obvious when the fluid film thickness was more than 6 µm in the red circle in Figure 15b. It could
be concluded that faults have occurred on the mechanical seal. With the development of faults, the
leakage curve would still increase. According to Figure 15, a large amount of leakage resulted from too
thick fluid film, which was directly related with the extrusion fault. During the simulation operation of
this mechanical seal, the extrusion fault was more likely to occur when the fluid film thickness was too
large or too small. Dynamic characteristics of fluid film would change when the extrusion fault occurs.
Hydrodynamic effects were the typical parameters to measure the sealing performance. As the fluid
film thickness beyond the best thickness area marked with red circle in Figure 15c, the hydrodynamic
effects of fundamental frequency became weaker, while volume force and inertia force got larger.
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Figure 15. Leakage under different fluid film.

The thickness of fluid film was set from 1 to 9 µm. The opening force changed from 60 N to 87 N.
The rotating speed was set as 2950 r/min. Figure 16 illustrated that with the increasing of fluid film
thickness, opening force became larger rapidly. Moreover, the opening force would have a fluctuating
downward trend as the fluid film thickness increases. The opening force could be regarded as the
important parameter for the seal dynamic characteristics. As shown in the Figure 16, the opening force
was small when the fluid film thickness was less than 3 µm. It was because that serve extrusion fault
occurs when the thickness was too thin. The mechanical seal surface friction would happen directly
when the thickness was too small. Thus, there would be less or no hydrodynamic effect in this situation.
A downward trend of opening force was shown in curve when the fluid film thickness was more than
4 µm. Moreover, the opening force was smaller while the thickness is larger. It indicates that serious
damage has occurred on the surface of the rotating ring and stationary ring with the increasing of the
thickness. The opening force could have relationship with the fluid film lubrication status and seal
extrusion fault degree.

Besides, cavitation could be found in Figure 16b,c. With the increase of fluid film thickness,
cavitation phenomenon is further strengthened. It is also due to the cavitation phenomenon that the
opening force increases firstly and then decreases with the increase of film thickness. The pressure
reduction of mechanical seal is mainly due to the local separation caused by narrow gap, micro
groove machined on the surface and surface roughness, and vortex caused by micro modeling. In the
conventional scale flow, the surface roughness of micro channel, which is often neglected due to its
small influence, has a significant influence in the micro channel flow. The micro disturbance caused by
the surface roughness often affects the flow at the edge of the fluid film, which is also one of the main
reasons for the cavitation of the micro gap fluid film in the mechanical seal.
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Figure 16. Opening force under different fluid film.

As shown in Figure 17, with the increasing of rotating speed, the leakage grew with many
fluctuations. The Figure 17a could reflect the same trend of leakage under different film thickness,
and Figure 17b could reflect the difference under each speed. It could be seen that the most obvious
growth occurs when the rotating speed n from 2500 r/min to 3500 r/min. This was mainly due to that
the mechanical seal was from normal operation state to the fault status. The inherent factors could be
the opening force and friction torque, which resulted in the rapid growth of leakage. Thus, the leakage
could be related to the rotating speed. The fluid film stiffness would not always increase with the
rotating speed growth, because the growth of the friction torque was suppressed to a certain extent.
Based on the combined action of the hydrodynamic and fluid film stiffness, the seal leakage could
reflect the sealing performance and the seal faults.
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(a) Leakage under different film thickness 

 

(b) Leakage at different speeds 

Figure 17. Leakage under different rotating speeds and fluid film thickness.

6. Conclusions

The dynamic characteristics of mechanical seal under different fault conditions were processed
and analyzed in this research. Several conclusions could be drawn from the results described above.

1. It was the first time to do research on the dynamic characteristics of mechanical seal in the different
fault degrees, and proved feasibility of this method. Meanwhile, the leakage Q, opening force F,
rotating speed n were combined for the research on seal performance, fault mechanism, and fault
degrees analysis.

2. The leakage analysis of mechanical seal in the different degrees of extrusion fault was conducted
with the increasing of fluid film thickness. The extrusion fault is more likely to occur when the
fluid film thickness is too large or too small. As the fluid film thickness beyond the best thickness
area, the hydrodynamic effects of fluid film turn weaker, while volume force and inertia force get
larger. Such tendency has the reference value of mechanical seal fault detection.

3. The leakage and opening force present obvious change of fluid film thickness. With the increasing
of rotating speeds, the leakage grows with many fluctuations. Based on the combined action of
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the hydrodynamic and fluid film stiffness, the seal leakage could reflect the sealing performance
and the seal fault. There must be a law between the extrusion degrees and fluid film thickness.
This paper researched the law that too thin or too thick fluid film would result in the heavy
extrusion fault. The fluid film stiffness, leakage, and opening force are the important parameters,
which have recognition capability for the extrusion degrees of the mechanical.

This research work has proved the feasibility that the dynamic characteristics of mechanical seal
could be found to reflect the degree of extrusion fault. Besides, the research conclusions could have the
reference value of mechanical seal fault detection. Further research should focus on the different type
of the mechanical seal and find the accurate correspondence relationship.
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Abstract: The influence of low-pressure environment on centrifugal fan’s flow and noise characteristics
was studied experimentally and numerically. A testbed was established to conduct the experimental
test on the performance of a centrifugal fan, and the characteristic curve and power consumption
curve of the fan under different pressure were obtained. Then the simulation model of the centrifugal
fan was established, which was used to simulate the working process of centrifugal fan under different
negative pressures. The results showed that the total pressure and static pressure of the fan decrease
with the decrease of the ambient pressure. The total and static pressures of the fan under 60 kPa
pressure condition decreased by 42.3% and 38.3%, respectively, compared with those of fan under the
normal pressure. The main reason for this phenomenon is that the decrease of the environmental
pressure leads to the decrease of air density. Besides, with the drop of environmental pressure,
the sound pressure and sound power of the fan noise decreases.

Keywords: centrifugal fan; noise characteristics; power consumption; negative pressure; sound pressure

1. Introduction

Under the plateau environment, the air is thin and the air pressure is low, which changes
the physical properties and flow characteristics of the air. For every 1000 m increment in altitude,
the atmospheric pressure drops by about 10 kPa, and the air density also gradually decreases. When the
altitude is 5000 m, the air density is 0.7263 kg/m3, which is only about half of that in the plain area [1,2].
However, from the sea level to the elevation below 85,000 m, the volume ratio of the main gases such as
nitrogen and oxygen is basically the same at each altitude. So, the relative molecular mass of air remains
basically unchanged. Density is proportional to atmospheric pressure at a given temperature [3,4].
When the temperature is constant, molecular concentration and air density increase with an increase of
pressure [5]. The characteristics of air flow and noise change correspondingly in the application of
vehicle fan and air conditioning fan. The flow rate, static pressure, axial power, efficiency, rotational
speed, noise, and other performance parameters of the fan are all related to the physical properties
of the air, so the flow and noise characteristics of the fan will inevitably be affected by the change of
environmental pressure.

At present, many scholars conducted deep research on the flow and noise characteristics of the fan.
Lee et al. [6] studied the effect of blade inclination angle, blade thickness, and maximum blade thickness
location of the low-speed axial fan on fan efficiency by response surface method. It was concluded
that the blade inclination angle had the greatest influence on the fan efficiency. Gholamian et al. [7]
used the method of CFD to study the effect of inlet diameter on fan efficiency and flow field. It was
found that the size of the inlet diameter had a great influence on the fan performance and efficiency.
When the inlet diameter differs by 2 cm, the fan performance and fan efficiency change by more than
14%. In order to improve the performance of the fan, a variety of advanced technologies have been

543



Processes 2020, 8, 985

put forward and a great deal of research has been carried out. For example, fan blade bending sweep
technology [8] and blade twisting technology [9] are the most commonly used techniques.

However, the studies on the performance of fans under low pressure environment are still
relatively few. The existing studies do not take the impact of environmental pressure on fan efficiency
into consideration, which lacks experimental verification. So, it is insufficient to provide theoretical
support for the application of fans in low-pressure environment at plateau, and further research is
urgently needed.

In the noise characteristics of fans, through theoretical analysis, it was found by Sharland [10] that
the aerodynamic noise source of axial fan belonged to dipole source, which was closely related to the
pressure pulsation of blade acting on the air passing through the fan. Li [11] regarded the air as an
incompressible fluid to calculate the fan performance, which saved the calculation time, and the error
was within the allowable scope of the project. By analyzing the influence of metal stamping fan blade
thickness on fan performance, it can be known that the greater the blade thickness is, the greater the
noise will be generated. Hodgson et al. [12] concluded that the magnitude of fan noise was positively
correlated with driving voltage and negatively correlated with outlet flow through the computer
cooling fan noise test.

From the existing literature, the studies on the fan were mainly based on one atmosphere. However,
the articles that studied the noise characteristics of the fan in the low-pressure environment were not
retrieved. So far, it is difficult to reveal the mechanism of low-pressure environment on the flow and
noise characteristics of fans. Furthermore, it is difficult to meet the design and calculation requirements
of fans in low pressure environment.

2. Analysis of the Influence of Low-Pressure Environment on Noise Characteristics of Centrifugal Fan

2.1. Simplification of Air Flow in Centrifugal Fan

In order to study air flow in a centrifugal fan, the flow in the fan is properly simplified as follows:

1. The blades are infinitely thinner than axial thickness of fan, and the trajectory of fluid completely
coincides with the blade profile;

2. The fluid is ideal, that is, the flow loss in the fan caused by uneven velocity field due to viscosity
is not considered;

3. The flow is considered to be incompressible, axisymmetric, and steady;
4. The gravitational potential energy of the air inside the fan is neglected.

2.2. Noise Analysis of Centrifugal Fan in Low Pressure Environment

The noise of the fan blade is mainly determined by the Lighthill fundamental equation [13].
Namely, the sound power (W) dominates, which has the following relationship with air flow rate (uf):

W ∼ ρL2
u f

6

c3
, (1)

where ρ is air density, L is the length along the direction of the flow, and uf is average flow rate (uf).
The formula for calculating the propagation velocity (c) of sound in air in the above formula is

c = (k/ρ)0.5 [14], in which k is the volumetric modulus of elasticity of the medium.
According to the theory of fluid molecules, the specific heat of air can be regarded as a constant

value in the pressure change range of 0~1 atm, so the k value does not change with the ambient pressure.
According to Equation (1), when the air temperature is the same, the sound propagation velocity c at
different pressures can be approximately considered to remain unchanged. Therefore, according to
Equation (1), the sound power W generated by the fan has a linear relationship with the air density ρ,
namely W~ρ.
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The relationship between sound pressure (P) and sound power (W) [15] is P =
√

Wρc/A, in which
A means effective flow area. So, the sound pressure ratio at different ambient pressures is

PH

P0
=

√
WHρH

W0ρ0
, (2)

where the subscript H and 0 mean that the height above sea level are H m and 0 m, respectively.
The above equation can be further simplified as PH/P0 = ρH/ρ0, in which it can be seen that the

sound pressure P is also in a linear relationship with the air density.
From the above analysis, it can be seen that the sound power (W) and sound pressure (P) of the

fan are in a linear relationship with the air density (ρ). While the air density is greatly affected by the
environmental pressure, so the noise of the fan is closely related to the environmental pressure.

3. Experimental Study

3.1. Fan Testbed

The performance test of centrifugal fan is conducted on a fan testbed, which is composed of air
loop, fan, and control unit and auxiliary equipment. The fan testbed is shown in Figure 1. The real
experimental device is shown in Figure 2.

Figure 1. Centrifugal fan testbed.

Figure 2. The real experimental device.

During the experiment, the method of gradually loading a uniform circular plug at the throttling
metal mesh is used to simulate the resistance and to form a vacuum in the wind tunnel. The
motor’s electric parameters of centrifugal fan are measured by using a motor economic operation
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instrument. The pressures in Point 1 and Point 5 in Figure 1 are measured with a high-precision
manometer, which are converted to obtain the flow rate of air [16]. The ambient temperature, humidity,
and atmospheric pressure are measured with a thermometer, hygrometer, and atmospheric pressure
gauge, respectively.

3.2. Uncertainty in Experiments

The experimental sample is a centrifugal fan, which is shown in Figure 3. The thickness of the
blade is 3 mm, the outlet mounting angle is 60◦, the outer diameter is 600 mm, and the number of
blades is 13.

Figure 3. Experimental sample of centrifugal fan.

The rated rotational speed and maximum rotational speed of this centrifugal fan are 5000 r/min and
5994 r/min, respectively. The rated power and maximum power are 78.4 kW and 92 kW, respectively.
The rated air volume and rated static pressure are 7.6 m3/s and 5427 Pa, respectively.

The uncertainty of the fan testbed is calculated using the method in the literature [17], which is
described as:

δR

R
=

√(
∂R

∂v1

)2(
δv1

v1

)2

+

(
∂R

∂v2

)2(
δv2

v2

)2
+ · · ·+

(
∂R

∂vn

)2(
δvn

vn

)2
, (3)

where R is a function of the variables vi (i= 1,2, . . . , n), and δvi (i= 1, 2, . . . n) represents the uncertainties
of variables vi. After calculation, the uncertainties of mass flow rate is 0.212%, the fan pressure head
is 0.257%, the fan efficiency is 0.97%, and the average uncertainties of the main parameters are less
than 1%. The relationship between R and vi is shown in Table 1. In the table, ε is blade displacement
coefficient; D is blade diameter; b is width of blade; vr is the radial component of the absolute velocity;
ρ is air density; Do is diameter of outlet; Di is diameter of inlet; Sr is radial blade clearance; g is
gravitational acceleration; u is peripheral speed; vu is the axial component of the absolute velocity.
Therefore, it can be considered that the testbed can meet the requirements of fan test accuracy.

Table 1. The relationship between R and vi.

R v1 v2 v3 v4

qm D b vr ρ
η Do Di Sr

H g u vu

3.3. Experimental Results and Analysis

As the fan rotates, the air can be considered as an incompressible flow medium; that is, the density
of air can be considered as constant. So, the flow characteristics of the fan can be characterized by the
volume of medium passing through the fan per unit time and is denoted by qv.

As the air passes through the fan, the increase of pressure is the total pressure of the fan and is
denoted as PtF, i.e.,:

PtF = P2 − P1 + ρ
u2

f 2 − u2
f 1

2
, (4)
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where P1 and P2 are the static pressure at the inlet and outlet; uf1 and uf2 are the average flow rate at
the inlet and outlet, and r is the rotating radius of the blade.

The increased total power Pf of the medium of the fan in unit time can be expressed as

P f = qvPtF, (5)

During the experiment, the power consumption curve of the fan is measured by adjusting the
speed and volume flow rate of the fan, which is shown in Figure 4.

Figure 4. (a) Power consumption curve of centrifugal fan; (b) Performance characteristic curve of
centrifugal fan.

In Figure 4, a total of 6 speed test points are selected in the experiment around the rated speed
of 5000 r/min, which are 3000 r/min, 3500 r/min, 4000 r/min, 4500 r/min, 5000 r/min and 5500 r/min,
respectively. The relationship of volume flow rate, rotational speed, power, and total pressure of the
fan is shown in Figure 4b. During the whole test process, the volume flow rate of the fan varies from
3.5 m3/s to 9.4 m3/s, and the fan average power varies from 16 kW to 92.8 kW. It can be found that with
the same speed of fan and with the decrease of volume flow rate, the total pressure of the fan and the
power consumed by the fan increase gradually.

4. Simulation Study

4.1. Grid Division and Definition of the Boundary

The finite volume analysis software Ansys Fluent [18] is used to simulate the centrifugal fan,
and the flow field model of the fan is shown in Figure 5. The flow field model of fan is divided into
three parts, which include inlet extension area, rotating fluid area, and outlet extension area. Besides,
a multi-reference frame (MRF) approach is adopted for the rotating fluid area. The medium flowing in
the fan channel is air, and the fluid in the fan moving area belongs to turbulence flow. The effect of
gravity on the flow field is ignored. The standard k-εmodel is used. In the simulation process, only the
ambient pressure and its corresponding air physical properties are changed, while other boundary
conditions are not changed. Given the complexity of the fan simulation model, a mixture of structured
and unstructured grids is used to partition the fluid region. In the inlet extension and outlet extension
areas, structured grid is adopted [19].
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Figure 5. Flow field model and grid division of centrifugal fan.

In the rotating fluid areas, the tetrahedral grid is used. The near-wall grids are locally encrypted.
To assess the influence of the number of grids on the accuracy of the calculation, the grid independence
is calculated. Five grid systems, 0.44 million, 0.72 million, 1 million,1.28 million, and 1.56 million,
are tested. It is found that the relative errors of total pressure of fan between the solutions of 1.28 million
and 1.56 million are less than 0.07%. It can be considered that the simulation calculation result is
independent of the number of grids when the number of grids is encrypted to 1.28 million [20]. The inlet
is set as “Velocity inlet”, the outlet is set as free “Outflow”, and the rotating fluid area is set as “no-slip
boundary condition”.

4.2. Governing Equations

The governing equations mainly include mass conservation, momentum conservation, and energy
conservation equations, which are

1. Mass conservation equation

∂ρ

∂τ
+ ∇ · (ρU) = 0, (6)

where U is the velocity vector, ρ is the density, and τ is time.

2. Momentum conservation equation

∂(ρu1)
∂τ + div(ρu1 ·U) = div(µgradu1) −

∂p
∂x

+ Su
∂(ρu2)
∂τ + div(ρu2 ·U) = div(µgradu2) −

∂p
∂y

+ Sv

∂(ρu3)
∂τ + div(ρu3 ·U) = div(µgradu3) −

∂p
∂z

+ Sw


, (7)

where µ is kinetic viscosity, p is pressure, u1, u2, and u3 are the components of the velocity vector
in the X, Y, and Z directions, and Su, Sv, Sw are the generalized source terms.

3. Energy conservation equation

∂(ρt)

∂t
+ div(ρUt) = div(

λ

cp
gradT) −

∂p

∂x
+ ST, (8)

where T is the temperature, λ is the heat transfer coefficient of the fluid, cp is the specific heat
capacity, and ST is the viscous dissipation term.
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The solver uses the SEGREGATED separate implicit solver. The turbulence energy, turbulence
dissipation term, and momentum conservation equations are all discretized using the second-order
upwind scheme. The governing equations are solved using the transient-SIMPLE method. Second
order upwind scheme is chosen to discretize these governing equations. Due to the strong nonlinear
relationship between the variables, the iterative solution uses subrelaxation factors. The inlet and
outlet turbulence are all set to 0.5%, and the detection surface of mass flow rate is set at the fan outlet
section. For the mass conservation equation, when the results of two adjacent calculations are less than
10−6, the numerical simulation results can be considered to converge.

4.3. Simulation Model Verification

The diagram of the comparison between the simulation calculation results and the experimental
results at the rotational speed of 5500 r/min under normal pressure is shown in Figure 6.

Figure 6. Comparison between the experimental and the simulation results of total pressure of the fan.

It can be seen from the figure that the error between the experimental value and the calculated
value is within 6.8% in the whole experiment process, which indicates that the simulation model
is reliable. The deviation between the simulation and the experimental results may be caused to
some extent by the simplification of the fan model, measurement errors in the experimental process,
and errors inherent in the simulation calculation method. At the same time, the simulation model is
mainly used for comparative study. Therefore, the simulation model can be used to simulate the fan
performance under different environmental pressures.

4.4. Numerical Calculation Results and Analysis

4.4.1. Pressure Analysis of the Fan under Different Ambient Pressures

Using this model, the performance of the fan under the same rotational speed (5500 r/min) and
different ambient pressure is simulated, and the calculation results are shown in Figure 7.
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Figure 7. Total pressure of the fan under different ambient pressures.

It can be seen from Figure 7 that the total pressure of the fan decreases with the decrease of flow
rate, and the lower ambient pressure indicates that the total pressure of the fan is lower under the
same condition. The quantitative analysis shows that compared with the normal pressure condition,
the total pressure drop amplitude of the fan is basically the same at each working point under low
pressure condition. Taking 60 kPa pressure operating point as an example, the average decrease range
of total pressure of the fan is 42.3% compared with the normal pressure condition.

Figure 8 shows the changing curve of the static pressure versus flow rate of the fan under different
ambient pressures. It can be seen from the figure that the variation trend of the fan static pressure
and the total pressure is similar. The lower the ambient pressure, the lower the fan static pressure.
Compared with the normal pressure condition, the static pressure drop extent of the fan is basically
the same at each working point under the low-pressure condition. Taking 60 kPa pressure operating
point as an example, the average decrease extent of fan static pressure is 38.3% compared with normal
pressure operating point. At the same time, the air density at 60 kPa is about 39.5% lower than that at
atmospheric pressure. Thus, the decline in the total pressure and static pressure performance of the
fan is mainly due to the drop in the air density caused by the reduction of the environmental pressure.

Figure 8. Static pressure of the fan under different ambient pressure.

Figure 9 shows the change curve of fan outlet pressure head along with flow rate (uf) under
different ambient pressure. The figure shows that the outlet pressure head of the fan increases with the
increase of flow rate (uf) but changes little under different ambient pressure. It can be seen that the
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environmental pressure has little effect on the outlet pressure head of the fan. Although this change is
not obvious, it can be found that the outlet pressure head decreases gradually with the increase of
ambient pressure.

Figure 9. Fan outlet pressure head under different ambient pressure.

4.4.2. Noise Analysis under Different Ambient Pressure

Fan noise propagation is an unsteady process. Large Eddy Simulation (LES) model is used to
simulate the sound field, in which the time step is 0.01 ms and each time step is iterated 20 times. At the
same time, two noise monitoring points (as shown in Figure 10) are set along the fan radial direction
and axis central direction respectively for real-time monitoring of the sound pressure change of the fan.
The location of Point 1 and Point 2 are shown in Figure 10, and all dimensions are in millimetres [21,22].
The noise spectrogram of the prototype fan is shown in Figure 11 when the rotational speed of the fan
is 5500 r/min and the flow rate is 8.5 m3/s at atmospheric pressure. It can also be seen from Figure 11
that although Point 1 is more than twice as far away from Point 2, the sound pressure level differs
little at different frequencies. At the same time, for Point 2 in the axial direction, with the continuous
increase of frequency (0–50,000 Hz), the sound pressure level gradually decreases and the trend eases.
In the radial direction, with the increase of frequency, the variation of sound pressure level fluctuates
greatly, which is the smallest when the frequency reaches 5000 Hz. This is because the change in axial
pressure is much smaller than the change in radial pressure.

Figure 10. The location of noise measurement Points 1 and 2.
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Figure 11. The spectrogram of two monitoring points of centrifugal fan under normal pressure.

Changing the ambient pressure and fluid physical properties, the total sound pressure level of the
prototype fan under different ambient pressures is obtained as shown in Figure 12. It can be seen from
Figure 12 that as the ambient pressure decreases from 100 kPa to 50 kPa, the noise of the fan gradually
becomes lower. In measurement Point 1, noise decreases from 103.85 dB to 98.2 dB. In measurement
Point 2, it decreases from 121.45 dB to 118.1 dB. So, the sound pressure levels at the two measurement
points decrease by about 5.8% and 2.8%, respectively. This means that the sound pressure level at
negative pressure is smaller than that at one atmosphere. This also means that the noise produced
by the centrifugal fan is less than that produced by one standard atmospheric pressure under the
low-pressure environment such as the plateau environment. The general reason mainly lies in that the
air density decreases when the air pressure is low, and the pressure variation range in the air during
the operation of the centrifugal fan is small.

Figure 12. Fan noise under negative pressure.

At the same time, with the decrease of ambient pressure, the sound pressure level of fan noise
presents an approximate logarithmic reduction trend. The relationship between sound pressure level
and sound power can be transformed into

LP = 10lg
W

W0
− 20lgr− 11, (9)
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where W0 is the reference sound power, and it is generally taken as 10−2 W. As can be seen from
Equation (9), we can obtain that Lp ~ lgW. Since the sound power W and the air density ρ are in a linear
relationship, namely W ~ ρ, so Lp ~ lgρ, it can be seen that the logarithmic relationship of the sound
pressure level and the air density is linear.

5. Conclusions

In this paper, the flow and noise characteristics of centrifugal fan in low-pressure environment
(50 kPa–100 kPa) are studied; the following conclusions can be obtained:

1. The sound power and sound pressure of the fan are proportional to the air density, while the
sound pressure level of the fan is proportional to the logarithm of the air density.

2. The total pressure and static pressure of the fan decrease with the decrease of environmental
pressure. The total pressure and static pressure of the fan at 60 kPa pressure operating mode
decrease by 42.3% and 38.3%, respectively, compared with the normal pressure. The main reason
for this phenomenon is the decrease of air density due to the decrease of environmental pressure.

3. Under the same working condition (fan rotational speed of 5500 r/min, flow rate of 8.5 m3/s),
the sound pressure level at the two measuring points of the centrifugal fan increases by about 5.8%
and 2.8%, respectively, as the ambient pressure increases from 50 kPa to 100 kPa. With the increase
of ambient pressure, the sound pressure level of fan noise shows an approximate logarithmic
growth trend.
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