
 Advances and Technologies in H
igh Voltage Pow

er System
s O

peration, Control, Protection and Security 
H

assan H
aes Alhelou and Pierluigi Siano

Advances and 
Technologies in High 
Voltage Power Systems 
Operation, Control, 
Protection and Security

Printed Edition of the Special Issue Published in Applied Sciences

Hassan Haes Alhelou and Pierluigi Siano
Edited by

www.mdpi.com/journal/applsci



Advances and Technologies in High 
Voltage Power Systems Operation, 
Control, Protection and Security





Advances and Technologies in High 
Voltage Power Systems Operation, 
Control, Protection and Security

Editors

Hassan Haes Alhelou

Pierluigi Siano

MDPI • Basel • Beijing • Wuhan • Barcelona • Belgrade • Manchester • Tokyo • Cluj • Tianjin



Editors
Hassan Haes Alhelou 
University College Dublin 
Ireland

Pierluigi Siano

University of Salerno

Italy

Editorial Office

MDPI

St. Alban-Anlage 66

4052 Basel, Switzerland

This is a reprint of articles from the Special Issue published online in the open access journal

Applied Sciences (ISSN 2076-3417) (available at: https://www.mdpi.com/journal/applsci/special

issues/power security).

For citation purposes, cite each article independently as indicated on the article page online and as

indicated below:

LastName, A.A.; LastName, B.B.; LastName, C.C. Article Title. Journal Name Year, Volume Number,

Page Range.

ISBN 978-3-0365-1140-5 (Hbk)

ISBN 978-3-0365-1141-2 (PDF)

© 2021 by the authors. Articles in this book are Open Access and distributed under the Creative

Commons Attribution (CC BY) license, which allows users to download, copy and build upon

published articles, as long as the author and publisher are properly credited, which ensures maximum

dissemination and a wider impact of our publications.

The book as a whole is distributed by MDPI under the terms and conditions of the Creative Commons

license CC BY-NC-ND.

The work of Hassan Haes Alhelou was supported in part by the 
Science Foundation Ireland (SFI) through the SFI Strategic Partnership 
Programme under Grant SFI/15/SPP/E3125, and in part by the 
University College Dublin (UCD) Energy Institute. The opinions, 
findings, and conclusions or recommendations expressed in this 
material are those of the authors and do not necessarily reflect the 
views of the Science Foundation Ireland. For the purpose of open 
access the author has applied a CC BY public copyright license to any 
author accepted manuscript version arising from this submission.



Contents

About the Editors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii

Hassan Haes Alhelou and Pierluigi Siano

Special Issue on Advances and Technologies in High Voltage Power Systems Operation,
Control, Protection, and Security
Reprinted from: Appl. Sci. 2021, 11, 274, doi:10.3390/app11010274 . . . . . . . . . . . . . . . . . . 1

Dongliang Nan, Weiqing Wang, Kaike Wang, Rabea Jamil Mahfoud, Hassan Haes Alhelou

and Pierluigi Siano

Dynamic State Estimation for Synchronous Machines Based on Adaptive Ensemble Square Root
Kalman Filter
Reprinted from: Appl. Sci. 2019, 9, 5200, doi:10.3390/app9235200 . . . . . . . . . . . . . . . . . . . 3

Pawan Singh, Baseem Khan, Om Prakash Mahela, Hassan Haes Alhelou and Ghassan Hayek

Managing Energy Plus Performance in Data Centers and Battery-Based Devices Using an
Online Non-Clairvoyant Speed-Bounded Multiprocessor Scheduling
Reprinted from: Appl. Sci. 2020, 10, 2459, doi:10.3390/app10072459 . . . . . . . . . . . . . . . . . 19

Bushra Canaan, Bruno Colicchio and Djaffar Ould Abdeslam

Microgrid Cyber-Security: Review and Challenges toward Resilience
Reprinted from: Appl. Sci. 2020, 10, 5649, doi:10.3390/app10165649 . . . . . . . . . . . . . . . . . 49

Reem A. Almenweer, Yi-Xin Su and Xixiu Wu

Numerical Analysis of a Spiral Tube Damping Busbar to Suppress VFTO in 1000 kV GIS
Reprinted from: Appl. Sci. 2019, 9, 5076, doi:10.3390/app9235076 . . . . . . . . . . . . . . . . . . . 69

Aamir Qamar, Inzamam Ul Haq, Majed Alhaisoni and Nadia Nawaz Qadri

Detecting Grounding Grid Orientation: Transient Electromagnetic Approach
Reprinted from: Appl. Sci. 2019, 9, 5270, doi:10.3390/app9245270 . . . . . . . . . . . . . . . . . . . 85

Joorak Kim, Gyu-Jung Cho and Jaewon Kim

Development of Railway Protective Relay Simulator for Real-Time Applications
Reprinted from: Appl. Sci. 2020, 10, 191, doi:10.3390/app11010274 . . . . . . . . . . . . . . . . . . 101

Chaichan Pothisarn, Jittiphong Klomjit, Atthapol Ngaopitakkul, Chaiyan Jettanasen, 
Dimas Anton Asfani and I Made Yulistya Negara

Comparison of Various Mother Wavelets for Fault Classification in Electrical Systems
Reprinted from: Appl. Sci. 2020, 10, 1203, doi:10.3390/app10041203 . . . . . . . . . . . . . . . . . 121

Ahmed A. Zaki Diab, Terad Ebraheem, Raseel Aljendy, Hamdy M. Sultan and Ziad M. Ali

Optimal Design and Control of MMC STATCOM for Improving Power Quality Indicators
Reprinted from: Appl. Sci. 2020, 10, 2490, doi:10.3390/app10072490 . . . . . . . . . . . . . . . . . 137

A. Darcy Gnana Jegha, M. S. P. Subathra, Nallapaneni Manoj Kumar, 
Umashankar Subramaniam and Sanjeevikumar Padmanaban

A High Gain DC-DC Converter with Grey Wolf Optimizer Based MPPT Algorithm for PV Fed 
BLDC Motor Drive
Reprinted from: Appl. Sci. 2020, 10, 2797, doi:10.3390/app10082797 . . . . . . . . . . . . . . . . . 167

v



Shan Lu, Xinwei Wang, Tianzheng Wang, Xinran Qin, Xilin Wang and Zhidong Jia 
Analysis of Salt Mixture Contamination on Insulators via Laser-Induced 
Breakdown Spectroscopy
Reprinted from: Appl. Sci. 2020, 10, 2617, doi:10.3390/app10072617 . . . . . . . . . . . . . . . . . 187

vi



About the Editors

Hassan Haes Alhelou (Senior Member, IEEE) is currently with University College Dublin, 
Dublin 4, Ireland. He has published more than 100 research papers in high-quality peer-reviewed 
journals and international conferences. He has participated in more than 15 industrial projects. His 
major research interests include power systems, power system dynamics, power system operation and 
control, dynamic state estimation, frequency control, smart grids, micro-grids, demand response, load 
shedding, and power system protection. Dr. Alhelou is included in the 2018 and 2019 Publons list of 
the top 1% Best Reviewer and Researchers in the field of engineering. He was a recipient of the 
Outstanding Reviewer Award from Energy Conversion and Management journal in 2016, ISA 
Transactions journal in 2018, Applied Energy journal in 2019, and many other Awards. He was a 
recipient of the Best Young Researcher in the Arab Student Forum Creative, among 61 researchers 
from 16 countries, at Alexandria University, Egypt, in 2011. He has also performed reviews for highly 
prestigious journals, including IEEE Transactions on Power Systems, IEEE Transactions on Smart Grid, 
IEEE Transactions on Industrial Informatics, IEEE Transactions on Industrial Electronics, Energy Conversion 
and Management, Applied Energy, and International Journal of Electrical Power and Energy Systems. He 
has participated in more than 15 industrial projects. His major research interests are power systems, 
power system dynamics, power system operation and control, dynamic state estimation, frequency 
control, smart grids, micro-grids, demand response, and load shedding.

Pierluigi Siano (M’09–SM’14) received an MS.c. degree in electronic engineering and a Ph.D. in 
information and electrical engineering from the University of Salerno, Salerno, Italy, in 2001 and 2006, 
respectively. He is a Professor and Scientific Director of the Smart Grids and Smart Cities Laboratory 
with the Department of Management and Innovation Systems, University of Salerno. His research 
activities are centered on demand response, on energy management, on the integration of distributed 
energy resources in smart grids, on electricity markets and on the planning and management of power 
systems. In these research fields, he has co-authored more than 500 articles, including more than 300 
international journal papers that received, in Scopus, more than 10,100 citations with an H-index equal 
to 49. In 2019 and 2020, he received the award of Highly Cited Researcher by ISI Web of Science Group. 
He has been the Chair of the IES TC on Smart Grids. He is an Editor for the Power and Energy Society 
Section of IEEE Access, IEEE Transactions on Industrial Informatics, IEEE Transactions on Industrial 
Electronics, the open journals of IEEE IES, IET Smart Grid and IET Renewable Power Generation.

vii





applied  
sciences

Editorial

Special Issue on Advances and Technologies in High Voltage
Power Systems Operation, Control, Protection, and Security

Hassan Haes Alhelou 1,* and Pierluigi Siano 2,*

Citation: Haes Alhelou, H.; Siano, P.

Special Issue on Advances and

Technologies in High Voltage Power

Systems Operation, Control,

Protection, and Security. Appl. Sci.

2021, 11, 274. https://doi.org/

10.3390/app11010274

Received: 18 December 2020

Accepted: 28 December 2020

Published: 30 December 2020

Publisher’s Note: MDPI stays neu-

tral with regard to jurisdictional clai-

ms in published maps and institutio-

nal affiliations.

Copyright: © 2020 by the authors. Li-

censee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and con-

ditions of the Creative Commons At-

tribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 Department of Electrical Power Engineering, Tishreen University, Lattakia 2230, Syria
2 Department of Management and Innovation Systems, University of Salerno, 84084 Salerno, Italy
* Correspondence: alhelou@tishreen.edu.sy (H.H.A.); psiano@unisa.it (P.S.)

1. Introduction

The electrical demands in several countries around the world are increasing due to the
huge energy requirements of prosperous economies and the human activities of modern life.
In order to economically transfer electrical powers from generation-side to demand-side,
these powers need to be transferred at high-voltage levels through suitable transmission
systems and power substations. To this end, high-voltage transmission systems and power
substations are in demand. Actually, they are at the heart of interconnected power systems,
in which any faults might lead to unsuitable consequences, abnormal operation situations,
security issues, and even power cuts and blackouts. In order to cope with the ever-
increasing operation and control complexity and security in interconnected high-voltage
power systems, new architectures, concepts, algorithms, and procedures are essential.
This special issue aims at encouraging researchers to address the technical issues and
research gaps in high-voltage transmission systems and power substations in modern
energy systems.

2. Published Papers

This special issue contains 10 highly qualified papers related to the latest advances
and technologies in Power Systems Operation, Control, Protection, and Security. In what
follows, each paper published in this special issue is introduced briefly by highlighting
its main contributions. Authors in [1] have proposed a novel very fast transient overvolt-
age (VFTO) suppression method with great prospects in engineering, called the spiral
tube damping busbar. The paper results showed that the improved damping busbar
has a significant suppressing effect on the amplitude and the frequency of very fast tran-
sient overvoltage.

In [2], an adaptive ensemble square root Kalman filter (AEnSRF) has been proposed,
in which the ensemble square root filter (EnSRF) and Sage–Husa algorithm are utilized to
estimate measurement noise online. Simulation results obtained by applying the proposed
method showed that the estimation accuracy of AEnSRF is better than that of ensemble
Kalman filter (EnKF), and AEnSRF can track the measurement noise when the measurement
noise changes.

Authors in [3] have presented a transient electromagnetic method (TEM) to determine
grounding grid orientation without excavation. Unlike the existing pathological solutions,
TEM does not enhance the surrounding electromagnetic environment. A secondary mag-
netic field as a consequence of induced eddy currents is subjected to inversion calculation.
A digital simulator has been proposed in [4] that enables the dynamic testing of protective
relays without using any steady test and expensive real-time simulators. This simulator
includes both external waveform imports and internal waveform generation functions.

In [5], authors presented a comparative study on mother wavelets using a fault type
classification algorithm in a power system. The study aims to evaluate the performance of
the protection algorithm by implementing different mother wavelets for signal analysis and

Appl. Sci. 2021, 11, 274. https://doi.org/10.3390/app11010274 https://www.mdpi.com/journal/applsci
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determines a suitable mother wavelet for power system protection applications. An online
multiprocessor scheduling multiprocessor with bounded speed (MBS) has been proposed
in [6]. The comparative analysis shows that the multiprocessor with bounded speed (MBS)
outperforms other algorithms. The competitiveness of MBS is the least to date.

In [7], a new hybrid control algorithm for the cascaded modular multilevel converter
has been presented. The Harris hawk’s optimization (HHO) and atom search optimization
(ASO) are used to optimally design the controller of the hybrid modular multilevel con-
verters (MMC). This study in [8] has focused on one such application. In this proposed
work, a direct current (DC)-based intermediate DC-DC power converter (i.e., a modified
LUO (M-LUO) converter) is used to extricate the availability of power in the high range
from the PV array.

Further to the above mentioned research papers, this special issues contains a case
study. The case study in [9] applied laser-induced breakdown spectroscopy (LIBS) to analyze
contamination on insulator surfaces. Moreover, a review paper [10] has also been published in
this special issue. The review paper in [10] has addressed the existing approaches attending to
cyber-physical security in power systems from a microgrid-oriented perspective.

Funding: This research received no external funding.

Acknowledgments: This issue would not have been possible without the help of a variety of talented
authors, professional reviewers, and the dedicated editorial team of Applied Sciences. Thank
you to all the authors and reviewers for this opportunity. Finally, thanks to the Applied Sciences
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Abstract: Dynamic state estimation (DSE) for generators plays an important role in power system
monitoring and control. Phasor measurement unit (PMU) has been widely utilized in DSE since
it can acquire real-time synchronous data with high sampling frequency. However, random noise
is unavoidable in PMU data, which cannot be directly used as the reference data for power grid
dispatching and control. Therefore, the data measured by PMU need to be processed. In this paper,
an adaptive ensemble square root Kalman filter (AEnSRF) is proposed, in which the ensemble square
root filter (EnSRF) and Sage–Husa algorithm are utilized to estimate measurement noise online.
Simulation results obtained by applying the proposed method show that the estimation accuracy of
AEnSRF is better than that of ensemble Kalman filter (EnKF), and AEnSRF can track the measurement
noise when the measurement noise changes.

Keywords: dynamic state estimation (DSE); synchronous machine; ensemble square root filter
(EnSRF); Sage–Husa algorithm

1. Introduction

In order to obtain the optimal control strategy of generator in power system, phasor measurement
unit (PMU) is required to observe the generator data (power angle, electric angular velocity, etc.) to
determine its state. However, there are random noises and measurement errors in PMU measurements,
which cannot be directly used as the true state value [1–3]. Statistical method is used to calculate the
estimated value of generator state variables and predict the future state. This method is called dynamic
state estimation (DSE). Therefore, the prediction of generator’s future state by DSE is helpful for power
system regulation and has important significance to the stability of power network.

In recent years, the problem of electromechanical transient state estimation of generators has
attracted wide attentions. Generator is a complex nonlinear system, and its DSE needs corresponding
nonlinear filtering algorithm. In the field of generator DSE algorithms, many studies mainly focus on
extended Kalman filter (EKF), unscented Kalman filter (UKF) and cubature Kalman filter (CKF) [4,5].
In [6], EKF was implemented to estimate the dynamic state of generator, where the fourth-order model
of generator with unknown input was utilized. However, the linearization process of the generator

Appl. Sci. 2019, 9, 5200; doi:10.3390/app9235200 www.mdpi.com/journal/applsci3



Appl. Sci. 2019, 9, 5200

model by EKF will lead to large truncation errors, which cannot be applied to the strongly nonlinear
systems. In [7,8], the deterministic sampling filter-UKF algorithm was applied to estimate the dynamic
state of generator. Due to the poor flexibility of UKF in parameter selection, the CKF method was
proposed by S. Haykin [9,10]. In [11], the CKF was used for the DSE of generator, which could achieve
much better performance than both EKF and UKF.

On the other hand, considering the system uncertainties, in [12], based on the second-order model
of generator, adaptive interpolation and H∞ theory was introduced into EKF to estimate the dynamic
state of generator, by which the robustness was improved. In [13], an online state estimation method
for synchronous generators based on UKF was proposed, and the fourth-order nonlinear model of
generators was used to verify that the algorithm has not only high filtering speed and accuracy but also
strong robustness. In [14], square root filtering was introduced into CKF to ensure the nonnegative
qualitative and numerical stability of covariance matrix, by which, the asymmetric or nonnegative
covariance of CKF in the iteration of DSE could be avoided and the estimation accuracy of CKF could
also be improved. To the best of the authors’ knowledge, there have been few results concerning
DSE for generator by using ensemble Kalman filtering algorithm [15], which has been widely utilized
in meteorology.

In this paper, based on the improved EnKF-EnSRF, which can approximate the nonlinear system
by random sampling method, an adaptive ensemble root mean square Kalman filter algorithm is
proposed. The proposed method does not need to interfere with the measured values, avoiding the
problem of underestimating the analysis error covariance in EnKF and improving the filtering precision.
Meanwhile, the Sage–Husa algorithm is introduced to estimate measurement noise online. When there
is a deviation in measurement noise, the method can revise the covariance of measurement noise
dynamically and filter it, which reduces the influence of noise error on filtering. Extensive simulation
results show that the proposed method can not only achieve a higher filtering precision than the
conventional EnKF but also with a stronger robustness to noise. Hence, the main contributions of this
paper are:

• Proposing a novel, robust AEnSRF method applicable for measurement noise estimation.
• The proposed robust AEnSRF method is based on the combination between the EnSRF and the

Sage–Husa algorithm.
• The proposed AEnSRF does not need to interfere with the measured values, avoiding the problem

of underestimating the analysis error covariance in EnKF and improving the filtering precision.
• The suggested technique utilizes Sage–Husa algorithm to adjust the covariance matrices of

measurement noise dynamically and filter it when there is a deviation in measurement noise.
• The proposed method mitigates the adverse influence of noise error on the filtering result.
• The proposed method has a higher filtering precision than the conventional EnKF and a stronger

robustness to noise.

The rest of the paper is organized as follows: In Section 2, the second-order generator DSE model
is presented. Section 3 describes the main algorithm in detail. IEEE 9-bus system and the real power
grid system are used to test and illustrate the usefulness of the proposed method, and some necessary
comparison results with ENKF and ENSRF are also performed in Section 4. Finally, the conclusions are
provided in Section 5.

2. Generator Dynamic State Estimation Model

2.1. Mathematical Model of Dynamic State Estimation

State space model can be used to describe the dynamic system as{
Xk+1 = ΦXk + ΓUk + Wk
Zk = CXk + Vk

(1)

4
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where k indicates the time instant, Wk represents system noise, Vk represents measurement noise,
Φ denotes the state transition matrix, Γ is the input matrix, and C is the observation matrix.

The statistical characteristics of noise Wk and Vk are given as follows⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
E[Wk] = E[Vk] = 0
E[WkWT

k ] = Qδkj

E[VkVT
k ] = Rδkj

(2)

where Q is the variance matrix of system process noise, R is the variance matrix of system measurement

noise, δkj =

{
1, k = j
0, k � j

.

2.2. Equation of Measurement and State Estimation

In the electromechanical transient process of power system, the system topology and bus voltage
cannot be acquired in real time. Thus, the rotor power angle and angular velocity, which do not
abruptly change and are constrained by the rotor differential equation, are selected as the state variables
of the generator DSE.

The second-order differential equations of synchronous generators can be expressed as follows⎧⎪⎪⎨⎪⎪⎩ dδ
dt = (ω− 1)ω0
dω
dt = 1

TJ
(Tm − Te −Dω) = 1

TJ
(Pm
ω − Pe

ω −Dω) (3)

where δ indicates the power angle,ω represents the electric angular velocity; Tm denotes the mechanical
torque, Te is the electromagnetic torque; Pm is the mechanical power, Pe is the electromagnetic power,
TJ represents the generator’s rotor’s inertia time constant, and D is the damping coefficient.

The differential equation of generator model in (3) can be rewritten as⎡⎢⎢⎢⎢⎣ .
δ
.
ω

⎤⎥⎥⎥⎥⎦ = ⎡⎢⎢⎢⎢⎣ 0 180
π ω0

0 − D
TJ

⎤⎥⎥⎥⎥⎦[ δω
]
+

⎡⎢⎢⎢⎢⎣ 1 0
0 1

TJ

⎤⎥⎥⎥⎥⎦[ − 180
π ω0

(Pm − Pe)/ω

]
(4)

where the unit of δ is degree. For convenience, one has⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

X =

[
δ
ω

]
A =

[
0 180

π ω0

0 −D/TJ

]
B =

[
1 0
0 1/TJ

]
U =

[ − 180
π ω0

(Pm − Pe)/ω

]
(5)

In general, the first three terms of Taylor expansion of general state transition matrix can meet the
precision requirements

Φ(T) ≈ I + AT +
A2T2

2
(6)

Γ(T) =
[∫ T

0
Φ(α)d(α)

]
B (7)

where T represents the sampling period.

5
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The power angle and angular velocity of generator can be measured directly by PMU, which are
usually selected as the measurements ⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

Z =

[
δ
ω

]
C =

[
1 0
0 1

] (8)

According to (4) to (7), the discrete form of generator DSE model can be obtained{
Xk+1 = ΦXk + ΓUk = f (Xk, Uk)

Zk = CXk = h(Xk, Uk)
(9)

2.3. Error Analysis

Equations (4) to (9) show that the imprecision of the model parameters TJ, D and the errors in
the measurement of Pe and Pm will lead to the imprecision of the model. The obtained value of TJ

is generally accurate. In general, the value of D is very small, indicating the influence of mechanical
friction and wind resistance on the operation of generators. Therefore, the measurement errors of Pe

and Pm are the main components of generator process noise. Actually, it is difficult to obtain precise Pm

value, assuming that Pm value is constant when there is only governor but no shut-off and fast shut-off
valve; the change of Pm caused by governor action is treated as the process noise of the system.

According to [16,17], the measurement error is generally between 1% and 2%. Considering the
influence, the process noise variance matrix is set as

Q = diag(0, 0.0004Pe0 + 0.0001) (10)

where Pe0 is the standard unit of output electromagnetic power in steady state.
The measurement errors of δ and ω are mainly caused by PMU measurement errors. Ideally,

the measurement error variance of δ is 22, ω is 10−6, and the measurement noise variance matrix of the
system is set as

R = diag(22, 10−6) (11)

3. Adaptive Ensemble Square Root Kalman Filter

3.1. Ensemble Kalman Filter

Regarding the nonlinear systems and in order to track their state trajectories, the extended Kalman
filter and the nonlinear filtering method which combines the techniques of unscented transformation
and numerical difference without computing Jacobian matrix are widely used. However, when the
system’s nonlinearity is strong and the noise is non-Gaussian, the performance of these algorithms will
be degraded significantly, resulting in unreliable state estimation. Therefore, ensemble Kalman filter,
a sub-optimal filtering method, has attracted more and more attention. Based on Kalman filtering,
ensemble prediction is introduced into ensemble Kalman filtering. Sequential Monte Carlo simulation
method is employed to create the initial set of samples representing the state statistics. The state
transition function is used to calculate the new set of states at the current time for each sample in the
set, then the samples of the new set of states are calculated. Mean and covariance are used to get the
optimal value of the current time estimate [18].

In the traditional Kalman filter, the calculation formulas of state prediction error covariance and
analysis error covariance are presented as

P f = (X f −Xt)(X f −Xt)
T

Pa = (Xa −Xt)(Xa −Xt)T
(12)
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where X denotes the state vector, P represents the state covariance, T is the matrix transposition.
The superscript f indicates the prediction state, the superscript a is the analysis state, and the superscript
t is the real state.

In the EnKF, the posterior distribution of the state function is approximated by the ensemble
elements, and the degree of approximation depends on the number of elements in the ensemble.
Assuming that the number of set elements is N, XE f represents the set storing all predicted states,
and XEa represents the set storing all analyzed states. When N tends to infinity, the real value of the
state can be replaced by the mean value of the set of state estimators. It follows from [19] that the
prediction error covariance and the analysis error covariance can be calculated by

P f ≈ 1
N−1 (XE f −XE f )(XE f −XE f )

T

Pa ≈ 1
N−1 (XEa −XEa)(XEa −XEa)

T (13)

The EnKF uses the finite element in the ensemble for the estimation of the state error covariance,
thus avoiding the prediction of the covariance matrix.

In the process of EnKF, firstly, according to the known state priori information, an initial state
set of N elements is obtained by SMC method, then a prediction set XE f is obtained by predicting
each element in the initial state set through Kalman filter, in which the elements are expressed by X fi .
Secondly, the observation set of state by SMC method as well, and the prediction state set is modified
by covariance of XE f to get the analysis set XEa of state. The elements are expressed by Xai , and the
average value of the state analysis set XEa is the optimal state estimation value. The analysis set of
states is used for prediction [20,21].

The iteration formula of ensemble Kalman filter algorithm is given as follows
(1) State prediction:

X fi
k+1 = f (Xai

k , Uk) + Wi
k (14)

X
f
k+1 =

1
N

N∑
i=1

X fi
k+1 (15)

E f
X,k+1 = ( X f1

k+1 −X
f
k+1 · · · X fN

k+1 −X
f
k+1 ) (16)

E f
Z,k+1 = ( Z f1

k+1 −Z
f
k+1 · · · Z fN

k+1 −Z
f
k+1 ) (17)

P f
XZ,k+1 = P f

k+1HT
k+1 =

1
N − 1

E f
X,k+1(E

f
Z,k+1)

T
(18)

P f
ZZ,k+1 = Hk+1P f

k+1HT
k+1 =

1
N − 1

E f
Z,k+1(E

f
Z,k+1)

T
(19)

(2) State update:

Kk+1 = P f
XZ,k+1(P

f
ZZ,k+1)

−1
(20)

Xai
k+1 = X fi

k+1 + Kk+1(Z
fi
k+1 − h(X fi

k+1)) (21)

X
a
k+1 =

1
N

N∑
i=1

Xai
k+1 (22)

where X fi
k+1 and Z fi

k+1 are the i elements of prediction state set and measurement state set, respectively;

Xai
k are the i elements of analysis state set, X

f
k+1, X

a
k+1 and Z

f
k+1 are the average values of predicted

state set, analyzed state set and measured state set at k + 1 time instant, respectively, E f
X,k+1 and E f

Z,k+1
are the deviation matrices of elements and average values in predicted state set and measured state set,
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respectively, P f
XZ,k+1 is the covariance of predictive state error and observation state error at k + 1 time,

P f
ZZ,k+1 is the covariance of observation state error at k + 1 time.

The EnKF algorithm not only overcomes the problem that Kalman filter is limited to linear systems,
but also avoids the problem of large amount of computing resources when calculating prediction error
covariance. Tangent linear model and adjoint model are no longer needed. The method also gives
the optimal value of the estimated result and the confidence interval of the estimated value at the
same time.

The EnKF is a sub-optimal estimation method which uses the ensemble to describe the traditional
Kalman filter algorithm. A prediction set estimation is used to calculate the state prediction error
covariance matrix of the Kalman gain matrix. If each element of the set is updated with the same
observation value and the same gain, the set will systematically underestimate the state update error
covariance matrix. It even can lead to subsequent analysis degradation and filtering divergence.
This problem can be alleviated by adding random perturbations to the measurements with correct
statistical data. However, the introduction of random perturbation will inevitably increase the
additional error of sampling error related to measurement error covariance. This additional error will
reduce the covariance accuracy of the observation state error as well as the estimation accuracy.

3.2. Ensemble Square Root Kalman Filter

In EnSRF, the calculation of the analytic state variables is divided into two parts [22], one is the
update of the mean value of the analytic state set, the other is the update of the mean deviation of the
analytic state set sample

X
a
= X

f
+ K(Z−HX

f
) (23)

X′a = X′ f + K̃(Z′ −HX′ f ) (24)

where X
a

represents the mean of analysis state set, X′a indicates the mean deviation of analysis state set

samples, X
f

denotes the mean deviation of prediction state set, X′ f is the mean deviation of prediction
state set samples, Z is the observation value obtained by PMU, Z′ is the random observation deviation
obeying the probability distribution of observation error, K is the gain of traditional Kalman filter, K̃ is
the mean deviation gain of the update set.

In EnKF, when all sets of samples are updated with the same observation value and the same
gain [23], i.e., Z′ = 0 and K̃ = K, the covariance of the analysis state set can be expressed as (25). In the
traditional Kalman filter, the covariance expression of state analysis error is shown in (26). As can be
seen from (25) and (26), the value of Pa in EnKF lacks the term KRKT, so EnKF has the problem of
systematic underestimation

Pa = (I −KH)P f (I −KH)T (25)

Pa = (I −KH)P f (I −KH)T + KRKT = (I −KH)P f (26)

EnSRF eliminates the problem of systematic underestimation of EnKF without disturbing the
observed values [22–24]. In EnSRF, (24) can be reformulated as

X′a = X′ f − K̃HX′ f =
(
I − K̃H

)
X′ f

K̃ is substituted for (25) and the analysis error covariance of the set K̃ needs to satisfy (26). Furthermore,
if K̃ = αK and α is a constant, one can further derive

(I − K̃H)P f (I − K̃H)
T
= (I − K̃H)P f (27)

HP f HT

HP f HT + R
K̃K̃T −KK̃T − K̃KT + KKT = 0 (28)

8
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HP f HT

HP f HT + R
α2 − 2α+ 1 = 0 (29)

α = (1 +

√
R

HP f HT + R
)

−1

(30)

The traditional Kalman filtering algorithm is a linear unbiased minimum variance estimation
algorithm under standard conditions. Kalman filter can obtain better estimation results when the
dynamic system model and noise statistics are known. However, in the practical application, it is
difficult to obtain accurate system model as well as accurate noise statistical characteristics, which will
affect the accuracy of Kalman filter estimation results.

3.3. Sage–Husa Algorithm

In 1969, Sage and Husa presented an improved noise filtering algorithm. The algorithm can
compute both matrices of process noise variance Q and measurement noise variance R [25,26] online
and in real time when the system noise mean and covariance are unknown. Comparing with the
adaptive filtering algorithm based on maximum likelihood criterion, this algorithm adds a forgetting
factor, which strengthens the influence of newer observations on filtering and weakens the influence of
older observations on the results. This algorithm effectively reduces the influence of model error on
filtering, restrains filter divergence, and improves estimation accuracy [27].

The steps of Sage–Husa algorithm are given as:
(1) Filtering equation:

X̂k+1|k = FkX̂k|k + q̂k (31)

Pk+1|k = FkPk|kFT
k + Q̂k (32)

Kk+1 = Pk+1|kHT
k+1(Hk+1Pk+1|kHT

k+1 + R̂k+1)
−1

(33)

ek+1 = Zk+1 −Hk+1X̂k+1|k − r̂k+1 (34)

X̂k+1|k+1 = X̂k+1|k + Kk+1ek+1 (35)

Pk+1|k+1 = (I −Kk+1Hk+1)Pk+1|k (36)

(2) Time-varying noise estimator:

r̂k+1 = (1− dk+1)r̂k + dk+1(Zk+1 −Hk+1X̂k+1|k) (37)

R̂k+1 = (1− dk+1)R̂k + dk+1(ek+1eT
k+1 −Hk+1Pk+1|kHT

k+1) (38)

q̂k+1 = (1− dk+1)q̂k + dk+1(X̂k+1|k+1 − Fk+1X̂k|k) (39)

Q̂k+1 = (1− dk+1)Q̂k + dk+1(Kk+1ek+1eT
k+1KT

k+1
+Pk+1|k+1 − Fk+1Pk+1|k+1FT

k+1)
(40)

where q̂k+1 represents the mean of process noise at k + 1; r̂k+1 is the mean of k + 1, ek+1 is the residual
at time instant k + 1; dk+1 = (1− b)/(1− bk+2), b is the forgetting factor and 0 < b < 1.

Generally, Sage–Husa algorithm can simultaneously estimate process noise Q̂k+1 and measurement
noise R̂k+1. In fact, the algorithm cannot estimate both Q̂k+1 and R̂k+1 at the same time. It can be seen
from (37) and (39) that the calculation of Q̂k+1 and R̂k+1 depends on ek+1. The change of ek+1 will
affect the calculation of Q̂k+1 and R̂k+1 at the same time, which cannot guarantee the accuracy of the
estimation results. In addition, there are minus signs in the calculation of Q̂k+1 and R̂k+1, which may
affect the semi-positive and positive definiteness of Q̂k+1 and R̂k+1, leading to filter divergence.

In the electromechanical transient process of generator, the influence of measurement noise R̂k+1
on the estimation is more important. Generally speaking, process noise Q is a constant. Assuming that

9
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both process noise as well as measurement noise are Gauss, white noise with mean value equals to
zero, i.e., r = 0 and q = 0.

Sage–Husa algorithm can be simplified as follows.
(1) Filtering equation:

X̂k+1|k = FkX̂k|k (41)

Pk+1|k = FkPk|kFT
k + Q (42)

Kk+1 = Pk+1|kHT
k+1(Hk+1Pk+1|kHT

k+1 + R̂k+1)
−1

(43)

ek+1 = Zk+1 −Hk+1X̂k+1|k (44)

X̂k+1|k+1 = X̂k+1|k + Kk+1ek+1 (45)

Pk+1|k+1 = (I −Kk+1Hk+1)Pk+1|k (46)

(2) Measurement noise estimator:

R̂k+1 = (1− dk+1)R̂k + dk+1(ek+1eT
k+1 −Hk+1Pk+1|kHT

k+1) (47)

In order to ensure the positive covariance of measurement noise, (47) is replaced by (48). It can be
seen from the formula that a certain filtering-precision is sacrificed to ensure the stability of the filter.

R̂k+1 = (1− dk+1)R̂k + dk+1(ek+1eT
k+1) (48)

3.4. Adaptive Ensemble Square Root Kalman Filter

The proposed AEnSRF combines ensemble root mean square Kalman filter with Sage–Husa
algorithm. Comparing with ensemble Kalman filter, the proposed AEnSRF not only has a higher
filtering-precision but also can be effectively corrected while measurement noise deviates, so as to
suppress filter divergence and improve estimation accuracy.

The specific steps are as follows:

(1) Initialization: The initial value ω0 of generator rotor angular velocity is 1. The initial value δ of
generator power angle, electromagnetic power Pe and mechanical power Pm is its steady-state
operation value.

(2) The initial value of the state set with the number of set elements is generated by Monte Carlo
method, and the initial estimation error covariance matrix is taken as the unit matrix.

X0 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

x11 x12 x13 · · · x1N
x21 x22 x23 · · · x2N

...
...

... ...
...

x31

xn1

x32

xn2

x33

xn3

· · ·
· · ·

x3N

xnN

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(49)

(3) State prediction:

X fi
k+1 = f (Xai

k , Uk) + Wi
k (50)

X
f
k+1 =

1
N

N∑
i=1

X fi
k+1 (51)

E f
X,k+1 = ( X f1

k+1 −X
f
k+1 · · · X fN

k+1 −X
f
k+1 ) (52)

E f
Z,k+1 = ( Z f1

k+1 −Z
f
k+1 · · · Z fN

k+1 −Z
f
k+1 ) (53)
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P f
XZ,k+1 = P f

k+1HT
k+1 =

1
N − 1

E f
X,k+1(E

f
Z,k+1)

T
(54)

P f
ZZ,k+1 = Hk+1P f

k+1HT
k+1 =

1
N − 1

E f
Z,k+1(E

f
Z,k+1)

T
(55)

(4) Calculating Kalman gain:

Kk+1 = P f
XZ,k+1(P

f
ZZ,k+1)

−1
(56)

(5) Calculate the measurement noise covariance:

ek+1 = Zk+1 −Z
f
k+1 (57)

dk+1 = (1− b)/(1− bk+2) (58)

R̂k+1 = (1− dk+1)R̂k + dk+1(ek+1eT
k+1) (59)

(6) Calculate the mean deviation gain of the updated set:

α = [1 +

√
R̂k+1(P

f
ZZ,k+1)

−1
]

−1

(60)

K̃k+1 = αKk+1 (61)

(7) State update:

X
a
k+1 = X

f
k+1 + Kk+1ek+1 (62)

X′ai
k+1 = X′ fik+1 − K̃k+1h(X′ fik+1) (63)

X
′a
k+1 =

1
N

N∑
i=1

X′ai
k+1 (64)

Xa
k+1 = X

a
k+1 + X

′a
k+1 (65)

For convenience, the proposed AEnSRF method’s implementation flow chart is presented
in Figure 1.

 

Figure 1. The flowchart of adaptive ensemble square root Kalman filter (AEnSRF) algorithm.
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4. Case Study

4.1. Basic Test Analysis

The IEEE-9 bus system is firstly taken as the test system in this paper. The single-line diagram of
it is given in Figure 2. The classical second-order model of generator considering governor is adopted
in simulation. The inertia time constants of G1, G2, and G3 are respectively 47.28, 12.8, 6.02 s; and the
damping coefficient is set to 2. The initial values of generator state variables and control variables are
set to the values of the system’s stable operation before fault occurred. Suppose that in the IEEE 9
bus system, three-phase short-circuit fault occurs at the beginning of branch 4–8 at 0.8 s. After 0.36 s,
the switch on both sides of branch jumps off and the fault is removed. The whole simulation time is 6 s.

 
Figure 2. The single-line diagram of IEEE-9 bus test system.

The real values of power angle and angular velocity of generator are obtained by Bonneville
Power Administration (BPA) simulation software, and the measured values are obtained by adding the
real values to the random noise where its mean value obeys normal distribution with zero standard
deviation. In this paper, the DSE algorithm is implemented in Matlab. The initial values of the estimated
generator state variables are set to stable operation value, and the initial state error covariance matrix
is set to unit matrix.

In order to further compare the difference of filtering results of each algorithm, the root mean
square error (RMSE) is used

RMSE =

√√
1
n

n∑
k=1

(X̂k|k −Xk)
2 (66)

where n is the sampling period.
The process noise variance matrix and the measurement noise variance matrix of the generator

are selected as the corresponding values in [10,11]. Figure 3 is a comparison of the filtering results of
G1 by utilizing the EnKF and EnSRF algorithms under normal noise. Table 1 gives the RMSE results of
EnKF and EnSRF algorithms.

(a) 

δ

Figure 3. Cont.
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(b) 

ω

Figure 3. Comparison of G1 state filtering results under ensemble Kalman filter (EnKF) and AEnSRF:
(a) Power angle dynamic estimation curve of G1; (b) electric angular velocity dynamic estimation
curve of G1.

Table 1. The RMSE results of EnKF and EnSRF.

Generator Number Algorithm δ/rad ω/pu

G1
EnKF 0.0345 9.7396 ×10−4

AEnSRF 0.0329 9.1950 ×10−4

G2
EnKF 0.0346 10.000 ×10−4

AEnSRF 0.0330 9.6680 ×10−4

G3
EnKF 0.0354 11.000 ×10−4

AEnSRF 0.0344 10.000 ×10−4

As it might be noted from Figure 3 and Table 1, EnKF and AEnSRF both show good filtering effect
without deviation of measurement noise. Because the observation value in AEnSRF does not introduce
disturbance, the problem of underestimation in EnKF filtering is avoided. The filtering-precision of
AEnSRF is improved comparing with EnKF.

Figure 4 is a sketch of the noise estimator tracking the measured noise in AEnSRF without
deviation from the measured noise.

(a) 

(b) 

Figure 4. Measurement noise tracking curve of G1 under AEnSRF: (a) Power angle measurement noise
tracking curve of G1; (b) angular velocity measurement noise tracking curve of G1.
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From the simulation, we can see that in the process of tracking power angle measurement noise
by AEnSRF, the standard deviation of 0.14 s is stable at 1.9 degrees, and the angular velocity is too
small (almost 0). Combining with Figure 4, it can be remarked that AEnSRF can track the measured
noise more accurately.

4.2. Noise Measurement and Analysis on the IEEE 9-Bus System

In this subsection, G2 is taken as an example to test the estimation effect of AEnSRF on generator
state as well as the tracking of measurement noise when it is biased. Assuming that the actual value of
the standard deviation of power angle measurement noise is 3 degrees, the value is set as 2 degrees in
the filtering program to detect the tracking effect of AEnSRF on power angle measurement noise.

Figure 5 depicts the comparison results of G2 by utilizing EnKF and AEnSRF algorithms,
respectively. It can be obviously noted from Figure 5 that both of them can show good estimation
results under the consideration of measurement noise deviation condition.

(a) 

(b) 

δ
ω

Figure 5. Comparisons of G2 state filtering results between EnKF and AEnSRF in the presence of
measurement noise deviation: (a) Power angle dynamic estimation curve of G2; (b) electric angular
velocity dynamic estimation curve of G2.

The simulation results of G2 show that under AEnSRF algorithm, the RMSE of power angle
estimation is 0.0516, the RMSE of electric angular velocity estimation is 0.0011. Under EnKF algorithm,
the RMSE of power angle estimation is 0.0536 and the RMSE of electric angular velocity estimation is
0.0012. By comparing both algorithms, AEnSRF has higher filtering-precision.

Figure 6 is the simulation diagram of AEnSRF tracking curve for measurement noise when there
is a deviation in measurement noise. As it can be noticed from this figure, when the power angle
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measurement noise is biased, the Sage–Husa noise estimator with on-line real-time estimation noise is
introduced by AEnSRF, which makes the estimated standard deviation of power angle measurement
noise stabilize around 3 degrees at about 1.1 s.

(a) 

(b) 

Figure 6. Tracking curve of G2 measurement noise by AEnSRF in the case of measurement noise
deviation: (a) Power angle measurement noise tracking curve of G2; (b) angular velocity measurement
noise tracking curve of G2.

4.3. Noise Measurement and Analysis on a Real Power System

For further verification of the proposed algorithm’s effectiveness, simulation tests are also carried
out on a real power grid system. One generator outgoing circuit has a short-circuit fault, and the
generator parameters are based on the actual data. The initial value of the state variable is the steady
value, and the initial error covariance matrix is the unit matrix. Assuming that the actual value of the
standard deviation of power angle measurement noise is 2.5 degrees, the value is set to 2 degrees in
the filtering program.

Comparing EnKF with the proposed method, Figures 7 and 8 show the simulation results of DSE
of generator in the presence of measurement noise deviation. The simulation results of G2 illustrate
that under the AEnSRF, the RMSE of power angle estimation is 0.0435, the RMSE of electric angular
velocity estimation is 0.0010. Under the EnKF, the RMSE of power angle estimation is 0.0438 and the
RMSE of electric angular velocity estimation is 0.0013.
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(a) 

(b) 

δ
ω

Figure 7. Contrast chart of EnKF and AEnSRF for generator state filtering with deviation of measurement
noise: (a) Power angle dynamic estimation curve of generator; (b) dynamic angular velocity estimation
curve of generator.

(a) 

Figure 8. Cont.
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(b) 

Figure 8. Tracking curve of AEnSRF for generator measurement noise with deviation of measurement
noise: (a) Power angle measurement noise tracking curve of generator; (b) angular velocity measurement
noise tracking curve of generator.

Comparing with EnKF, AEnSRF has higher filtering-precision. In AEnSRF, the noise estimator
tracks the power angle measurement noise at 0.3 s and stabilizes at about 2.5 degrees. This shows that
AEnSRF has a good tracking effect on measurement noise.

5. Conclusions

In this paper, a novel DSE method was proposed based on the EnSRF; a simplified Sage–Husa
adaptive Kalman filter with relatively simple principle and good practicability was introduced. In the
proposed AEnSRF method, set members were utilized to approximate the posterior distribution of the
real state without random disturbance to the measured values. Comparing with EnKF, AEnSRF could
enhance the accuracy of filtering. At the same time, Sage–Husa noise estimator was added between
the prediction and correction steps to estimate the measurement noise online and in real time, which
effectively avoided the problem that the filtering-precision was reduced or even divergent due to the
deviation of the measurement noise.
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Abstract: An efficient scheduling reduces the time required to process the jobs, and energy
management decreases the service cost as well as increases the lifetime of a battery. A balanced
trade-off between the energy consumed and processing time gives an ideal objective for scheduling
jobs in data centers and battery based devices. An online multiprocessor scheduling multiprocessor
with bounded speed (MBS) is proposed in this paper. The objective of MBS is to minimize the
importance-based flow time plus energy (IbFt+E), wherein the jobs arrive over time and the job’s
sizes are known only at completion time. Every processor can execute at a different speed, to reduce
the energy consumption. MBS is using the tradition power function and bounded speed model.
The functioning of MBS is evaluated by utilizing potential function analysis against an offline
adversary. For processors m ≥ 2, MBS is O(1)-competitive. The working of a set of jobs is simulated
to compare MBS with the best known non-clairvoyant scheduling. The comparative analysis shows
that the MBS outperforms other algorithms. The competitiveness of MBS is the least to date.

Keywords: multiprocessor system; online non-clairvoyant scheduling; weighted flow time; potential
analysis; energy efficiency

1. Introduction

There are number of server farms equipped with hundreds of processors. The cost of energy
used for cooling and running a machine for around three years surpasses the hardware cost of the
machine [1]. Consequently, the major integrated chips manufacturers such as Intel and AMD are
producing the dynamic speed scaling (DSS) enabled multiprocessor/multi-core machine and software
such as Intel’s SpeedStep [2], which support the operating system in managing the energy by varying
the execution speed of processors. A founder chip maker Tilera forecasted that the numbers of
processors/cores will be doubled every eighteen months [3], which will increase the energy demand to
a great extent. Data centers consume 1.5% of total electricity usage in United States [4]. To avoid such
critical circumstances, the current issue in the scheduling is to attain the good quality of service by
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generating an optimal schedule of jobs and to save the energy consumption, which is a conflicting and
complicated problem [5].

The power P consumed by a processor running at speed s is sV2, where V is a voltage [6].
The traditional power function is P = sα (α ≥ 2 for CMOS based chips [7,8]). There are two types of
speed models: the first unbounded speed model, in which the processor’s speed range is, i.e., [0, ∞);
the second bounded speed model, in which the speed of a processor can range from zero to some
maximum speed, i.e., [0, η]. This DSS plays a vital role in energy management, where in a processor
can regulate its speed to save energy. A few qualities of service metrics are slowdown, throughput,
makespan, flow time and weighted flow time. At low speed, the processor finishes jobs slower and
save energy, whereas at high speed, the processor finishes jobs faster but consumes more energy, as
shown in Figure 1. To get a better quality of service and low energy consumption the objective should
be to minimize the sum of flow time and energy; in case, if the importance or priority is attached, the
objective should be to minimize the sum of importance-based flow time and energy. The objective of
minimizing the IbFt+Ehas a natural explanation, as it can be considered in monetary terms [9].

Figure 1. Performance and speed curve.

In the multiprocessor systems, there is a requirement of three different policies: the first policy is
job selection, which decides the next job to be executed on every processor; the second policy is speed
scaling, which decides every processor’s execution speed at all time; the third policy is job assignment,
which indicates that to which processor the new job should be assigned. In the c-competitive online
scheduling algorithm, for each input the cost received is less than or equal to c times the cost of optimal
offline algorithm [9]. Unlike non-clairvoyant scheduling, the size of job is unknown at arrival time, such
as in UNIX operating system where jobs arrive with no information of processing requirement. Unlike
online modes, in the offline mode, the whole job progression is known in advance. No online algorithm
can attain a constant competitiveness with equal maximum speed to optimal offline algorithm [10].

Motwani et al. [10] commenced the study of the non-clairvoyant scheduling algorithms. Yao et al.
inducted the theoretical study of speed scaling scheduling algorithm [11]. Yao et al. proposed
an algorithm average rate heuristic (AVR) with a competitive ratio at most 2α−1αα using the
traditional power function. Koren et al. [12] presented an optimal online scheduling algorithm

Dover for a overloaded uniprocessor system with competitive ratio-
(

1

(1+
√

k)
2

)
for the objective of

minimizing the throughput, where k is the importance ratio. The competitiveness of shortest
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remaining processing time (SRPT) for multiprocessor system is O
(
min

(
log

(
m
n

)
, log σ

))
, where m is

number of processors, n is total number of jobs and σ represents the ratio of minimum to maximum
job size [13]. Kalyanasundaram et al. [14] presented the idea of resource augmentation. If the
resources are augmented and, (2 + Δ)-speed p processors are used then the competitive ratio of
Equi-partition lies between 2

3 (1 + Δ) and
(
2 + 4

Δ

)
[15]. Multilevel feedback queue, a randomized

algorithm with n jobs is O(log n)-competitive [16,17]. The first algorithm with non trivial guarantee is
O
(
log2 σ

)
-competitive [18], where σ is the ratio of minimum to maximum job size. There are different

algorithms proposed with different objectives over a span of time [19–27].
Chen et al. [19] proposed algorithms with different approximation bounds for processors

with/without constraints on the maximum processor speed. The concept of merging dual objective of
energy used and total flow time into single objective of energy used plus total flow time is proposed
by Albers et al. [20]. Bansal et al. [21] proposed an algorithm, which uses highest density first (HDF)
for the job selection with a traditional power function. Lam et al. [22] proposed a multiprocessor
algorithm for homogeneous processors in which job assignment policy is a variant of round robin,
the job selection. Random dispatching can provide (1 + Δ)-speed O

(
1

Δ3

)
-competitive non-migratory

algorithm [23]. Chan et al. [24] proposed an O(1)-competitive algorithm using sleep management for
the objective of minimizing the flow time plus energy. Albers et al. [25] studied an offline problem in
polynomial time and proposed a fully combitorial algorithm that relies on repeated maximum flow
computation. Gupta et al. [26] proved that highest density first, weighted shortest elapsed time first
and weighted late arrival processor sharing are not O(1)-speed O(1)-competitive for the objective
of minimizing the weighted flow time even in fixed variable speed processors for heterogeneous
multiprocessor setting. Chan et al. [27] studied an online clairvoyant sleep management algorithm
scheduling with arrival-time-alignment (SATA) which is (1 + Δ)-speed O

(
1

Δ2

)
-competitive for the

objective of minimizing the flow time plus energy. For a detailed survey refer to [28–34].
In this paper, the problem of online non-clairvoyant (ON-C) DSS scheduling is studied and an

algorithm multiprocessor with bounded speed (MBS) is proposed with an objective to minimize the
IbFt+E. On the basis of potential function analysis MBS is O(1)- competitive. The notations used in this
paper are mentioned in the Table 1.

Table 1. Notations used.

Notations Meaning

t Current time
j A job
u A processor

r( j) or rj Release/arrival time of a job j
p( j) Processing requirement (size) of a job j
m Number of processors

lgu On a processor u, the count of lagging jobs, at time t
η Maximum speed of a processor using Opt
P Power of a processor at speed s

s(t) or s At time t, speed of some processor
α A constant, commonly believed that its value is 2 or 3
Δ A constant, its value depends on the value of α

I, S A set of jobs and their schedule, respectively
pwk( j, t), pwka( j, t) and pwko( j, t) Remaining/pending work of a job j at time t, using MBS and Opt, respectively

F( j) Flow time of a job j
F Total importance-based flow time

impuj(t) or impu( j) Importance/weight of a job j, at time t on a processor u
impua(t) or impua and impuo(t) or impuo Importance of all active jobs using MBS and Opt at time t on a processor u, respectively

implg(t) or implg and implgu (t) or implgu

Total importance of lagging jobs, at time t on all m processors and on a processor u,
respectively

na(t) or na and no(t) or no
Total number of active jobs (NoAJ) in MBS and Opt at time t on all m processors,

respectively
nua(t) or nua and nuo(t) or nuo NoAJ in MBS and Opt at time t on a processor u, respectively
sua(t) or sua and suo(t) or suo Speed of a processor u for MBS and Opt at time t, respectively

imp(t) Total importance of all active jobs na, at time t
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Table 1. Cont.

Notations Meaning

E Energy consumed by processors
G Total IbFt+E
c Competitiveness
μ A constant (0 < μ < 1), its value depends on the value of Δ

Ga(t) or Ga and Go(t) or Go IbFt+E acquired till time t by the MBS and Opt, respectively
dGa(t)

dt or dGa
dt and dGo(t)

dt or dGo
dt

Rate of change (RoC) of Ga due to MBS and Go due to Opt at time t, respectively
Gua(t) or Gua and Guo(t) or Guo IbFt+E acquired on a processor u till time t by the MBS and Opt, respectively
dGua(t)

dt or dGua
dt and dGuo(t)

dt or dGuo
dt

RoC of Ga due to MBS and Opt at time t on a processor u, respectively
γ A constant (> 0)
ci Coefficient of a job ji at time t
ωi Difference of pending work of a job ji using MBS and Opt at time t
δ A constant depends on α, its value is

(
1

2α

)
LGu A set of lagging jobs using MBS on a processor u
LG A set of all lagging jobs using MBS on all m processors

Φ(t) or Φ Total potential value of all m processors at time t
Φu(t) or Φu Potential value of a processor u at time t
dΦo
dt and dΦa

dt
RoC of Φ due to Opt and MBS, respectively

dΦ
dt RoC of Φ due to Opt and MBS

dΦuo
dt and dΦua

dt
RoC of Φ due to Opt and MBS on a processor u, respectively

dΦu
dt

RoC of Φ due to Opt and MBS on a processor u

The organization of the paper is as follows. In Section 2, some related non-clairvoyant algorithms
are explained and their competitive values are compared to the proposed algorithm MBS. Section 3
presents the preliminary definition and information for the proposed work. In Section 4, the proposed
algorithm, its flow chart and potential function analysis is presented. The processing of a set of jobs
are simulated using MBS and the best identified algorithm to observe the working of MBS. Section 6
provides the conclusion and future scope of the work.

2. Related Work

Gupta et al. [35] gave an online clairvoyant scheduling algorithm GKP (proposed by Gupta,
Krishnaswamy and Pruhs) for the objective of minimizing the weighted flow time plus energy. Under
the traditional power function, GKP is O

(
α2

)
-competitive without a resource augmentation for power

heterogeneous processors. GKP uses highest density first (HDF) for the selection of jobs on each
processor; the speed of any processor scales such that the power of a processor is the fractional weight
of unfinished jobs; jobs are assigned in such a way that it gives the least increase in the projected
future weighted flow time. Gupta et al. [35] used a local competitiveness analysis to prove their work.
Fox et al. [36] considered the problem of scheduling the parallelizable jobs in the non-clairvoyant speed
scaling settings for the objective of minimizing the weighted flow time plus energy and they used the
potential function analysis to prove it. Fox et al. presented weighted latest arrival processor sharing
with energy (WLAPS+E), which schedules the late arrival jobs and every job use the same number
of machines proportioned by the job weight. WLAPS+E spares some machines to save the energy.
WLAPS+E is (1 + 6Δ)-speed (5/Δ2)-competitive, where 0 < Δ ≤ 1/6. Thang [37] studied the online
clairvoyant scheduling problem for the objective of minimizing the weighted flow time plus energy
in the unbounded speed model and using the traditional power function. Thang gave an algorithm
(ALGThang) on unrelated machines and proved that ALGThang is 8(1 + α/lnα)-competitive. In AlGThang,
the speed of any processor depends on the total weight of pending jobs on that machine, and any new
job is assigned to a processor that minimizes the total weighted flow time.

Im et al. [38] proposed an ON-C scheduling algorithm SelfishMigrate-Energy (SM-E) for the
objective of minimizing the weighted flow time plus energy for the unrelated machines. Using the
traditional power function SM-E is O

(
α2

)
-competitive. In SM-E, a virtual queue is maintained on every

processor where the new or migrated jobs are added at tail; the jobs migrate selfishly until equilibrium
is gained. Im et al. simulates sequential best response (SBR) dynamics and they migrates each job
to the machine that is provided by the Nash equilibrium. The scheduling policy applied on every
processor is a variant of weighted round robin (WRR), wherein the larger speed is allotted to jobs
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residing at the tail of the queue (like Latest Arrival Processor Sharing (LAPS) and Weighted Latest
Arrival Processor Sharing (WLAPS)). Bell et al. [39] proposed an online deterministic clairvoyant
algorithm dual-classified round robin (DCRR) for the multiprocessor system using the traditional
power function. The motive of

(
24α

(
logαP + αα2α−1

))
-competitive DCRR is to schedule the jobs so that

they can be completed within deadlines using minimum energy, i.e., the objective is to maximize the
throughput and energy consumption. In DCRR, the sizes and the maximum densities (= size/(deadline
– release time)) of jobs are known and the classification of jobs depends on the size and the maximum
density both. The competitive ratio of DCRR is high, as it considers the jobs with deadlines and using
a variation of round robin with the speed scaling.

Azar et al. [40] gave an ON-C scheduling algorithm NC-PAR (Non-Clairvoyant for Parallel
Machine) for the identical parallel machines, wherein the job migration is not permitted. Using
traditional function NC-PAR is

(
α+ 1

α−1

)
-competitive for the objective of minimizing the weighted

flow time plus energy in unbounded speed model. In NC-PAR a global queue of unassigned jobs is
maintained in First In First Out (FIFO) order. A new job is assigned to a machine, when a machine
becomes free. In NC-PAR jobs are having uniform density (i.e., weight/size = 1) and the jobs are
not immediately allotted to the processors at release time. The speed of a processor using NC-PAR is
based on the total remaining weight of the active jobs. In non-clairvoyant model with known arbitrary
weights no results are known [40].

An ON-C multiprocessor speed scaling scheduling algorithm MBS is proposed and studied against
an offline adversary with an objective of minimizing IbFt+E. The speed of a processor using MBS is
proportional to the sum of importance of all active jobs on that processor. In MBS, the processor’s
maximum speed can be (1 + Δ/3m)η (i.e., the range of speed is from zero to (1 + Δ/3m)η), whereas the
processor’s maximum speed using Opt (Optimal algorithm) is η, where m is number of processors
and 0 < Δ ≤ (3α)−1 a constant. In MBS, a new job is assigned to an idle processor (if available) or to a
processor having the minimum sum of the ratio of importance and executed size for all jobs on that
processor; the policy for job selection is weighted/importance-based round robin, and each active job
receives the processor speed equal to the ratio of its importance to the total importance of jobs on that
processor. In this paper, the performance of MBS is analysed using a competitive analysis, i.e., the
worst-case comparison of MBS and optimal offline scheduling algorithm. MBS is (1 + Δ/3m)-speed,(

9
8 + 3Δ

8

)
·
(
1 + (1 + Δ/3m)α

)
= O(1) competitive, i.e., the value for competitive ratio c for m = 2,

α = 2 is 2.442; for m = 2, α = 3 is 2.399; the detailed results for different values of m, Δ = (3α)−1

and α = 2 & 3 is shown in Table 2. The comparison of results is given along with the summary of
results in Table 3.

Table 2. Results of multiprocessor with bounded speed (MBS).

Number of
Processors (m)

α=2 α=3

Speed Ratio (sr) Competitive Ratio (c) Speed Ratio (sr) Competitive Ratio (c)

2 1.02778 2.44189 1.01852 2.39936
4 1.01389 2.40822 1.00926 2.36604
8 1.00694 2.39155 1.00463 2.34961
16 1.00347 2.38326 1.00231 2.34145
64 1.00086 2.37706 1.00058 2.33536
128 1.00043 2.37603 1.00029 2.33435
512 1.00010 2.37526 1.00007 2.33359

1024 1.00005 2.37513 1.00003 2.37513
4096 1.00001 2.37503 1.00001 2.33336

11,264 1.000004 2.37501 1.000003 2.33334

Note: the speed ratio sr =
Maximum speed o f a processor using MBS
Maximum speed o f a processor using Opt .
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On the basis of the values mentioned in the Table 2, it can be observed that in proposed algorithm
MBS if the number of processor increases then the speed ratio and competitive ratio increases. The data
mentioned in Table 3 describe the competitive values of different scheduling algorithm. Some
clairvoyant and non-clairvoyant algorithms competitive ratio are considered at α = 2, α = 3.
The lower competitive value represents the better algorithm. The value of competitiveness is least for
the proposed algorithm MBS.

Table 3. Summary of Results.

Multiprocessor Competitiveness for Weighted Flow Time + Energy Modelling Criteria

Algorithms General α=2 α=3
(Bounded (BS)/Unbounded

Speed(US)) (Clairvoyant
(C)/Non-Clairvoyant (NC)

GKP [35] α2 4 9 US, C

WLAPS+E [36] 5/Δ2 (where 0 < Δ ≤ 1
6 ) 180 180 US, NC

ALGThang [37] 8
(
1 + α

lnα

)
31.085 29.85 US, C

SM-E [38] α2 4 9 US, NC

DCRR [39]
24α

(
logαP + αα2α−1

)
where P is the ratio between the
maximum and minimum job size

>2048 >442368 US, C

NC-PAR [40]
(
α+ 1

α−1

)
3 3.5 US, NC

MBS [This Paper]

(
9
8 + 3Δ

8

)(
1 + (1 + Δ/3m)α

)
(where 0 < Δ ≤ (3α)−1)

2.442 2.399 BS, NC

3. Definitions and Notations

An ON-C job scheduling on a multiprocessor using speed bounded setting is considered, where
the jobs arrive over time, the job’s importance/weight are known at release time and the size of a job is
revealed only after the job’s completion. Processor’s speed using Opt can vary dynamically from 0 to
the maximum speed η i.e., [0, η]. The nature of jobs is sequential as well as unrestricted pre-emption is
permitted without penalty. The traditional power function Power P = speedα is considered, where
α > 1 a fixed constant. If s is the processor’s speed then a processor executes s unit of work per unit
time. An active job j has release time lesser than the current time t, and it is not completely executed.
The flow time F( j) of job j is the time duration since j released and until it is completed. The total
importance-based flow time F is

∑
j∈I imp( j)F( j). Amortized analysis is used for algorithms where an

occasional operation is very slow, but most of the other operations are faster. In amortized analysis, we
analyse a sequence of operations and guarantee a worst case average time which is lower than the
worst case time of a particular expensive operation.

4. Methodology

In this study, the amortized potential function analysis of the objective is used to examine the
performance of the proposed algorithm. Amortized analysis is a worst-case analysis of a sequence of
operations—to obtain a tighter bound on the overall or average cost per operation in the sequence
than is obtained by separately analyzing each operation in the sequence. The amortized potential
method, in which we derive a potential function characterizing the amount of extra work we can do in
each step. This potential either increases or decreases with each successive operation, but cannot be
negative. The objective of study is to minimize the total IbFt+E, denoted by G = F + E. It reflects that
the target is to minimize the quality of service and energy consumed. The input to the problem is the
set of jobs I. A scheduler generates the schedule S of jobs in I. The total energy consumption E for the
scheduling is

∫ ∞
0 s(t)α dt. Let Opt be an optimal offline algorithm such that for any job sequence I,

IbFt+E FOpt(I) + EOpt(I) of Opt is minimized among all schedule of I. The notations used in MBS are
mentioned in the Table 1. Any online algorithm ALG is said to be c-competitive for c ≥ 1, if for all job
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sequences I and any input the cost incurred is never greater than c times the cost of optimal offline
algorithm Opt, and the following inequality is satisfied:(

FALG(I) + EALG(I)

)
≤ c·

(
FOpt(I) + EOpt(I)

)
The traditional power function is utilized to simulate the working of the proposed algorithm and

compare the effectiveness by comparing with the available best known algorithm. The jobs are taken
of different sizes and the arrival of jobs is considered in different scenario to critically examine the
performance of the proposed algorithm. Different parameters (such as IbFt, IbFt+E, speed of processor
and speed growth) are considered to evaluate the algorithm.

5. An O(1)-Competitive Algorithm

An ON-C multiprocessor scheduling algorithm multiprocessor with bounded speed (MBS) is
explained in this section. The performance of MBS is observed by using potential function analysis,
i.e., the worst-case comparison of MBS with an offline adversary Opt. The competitiveness of MBS is
O(1) with an objective to minimize the IbFt+E for m processors with the highest speed (1 + Δ/3m)η.

5.1. Multiprocessor with Bounded Speed Algorithm: MBS

At time t, the processing speed of u adjusts to sua(t) = (1 + Δ/3m)·min
((

impua(t)Ϯ )1/α
, η

)
, where

0 < Δ ≤
(

1
3α

)
, Ϯ ≥ 1 and α ≥ 2 are constants. The importance imp( j) of a job is uninformed and

acknowledged only at release time r( j). The policies considered for the multiprocessor scheduling
MBS are as follows:

Job selection policy: The importance-based/weighted round robin is used on every processor.
Job assignment policy: a newly arrived job is allotted to an idle processor (if available) or to a

processor having the minimum sum of the ratio of importance to the executed size for all jobs on that

processor (i.e., min
∑nua

f = 1

(
impu( j f )
exsu( j f )

)
).

Speed scaling policy: The speed of every processor is scaled on the bases of the total importance
of active jobs on that processor. Every active job ji on u obtains the fraction of speed:

processor′s speed
(

importance o f ji
total importance o f all active jobs on that processor

)

i.e., sua·
(

impu( ji)∑nua
k = 1 impu( jk)

)
or sua·

(
impu( ji)

impua

)
. The speed of any processor gets adjusted (re-evaluated) on

alteration in total importance of active jobs on that processor. MBS is compared against an optimal
offline algorithm Opt, using potential function analysis. The principal result of this study is stated in
Theorem 1. The Algorithm 1 of MBS is given next and the flow chart for MBS is given in Figure 2.

Theorem 1. When using more than two processors (i.e., m ≥ 2) and each processor has the permitted
maximum speed (1 + Δ/3m)η, MBS is c-competitive for the objective of minimizing the IbFt+E, where
c =

(
9
8 + 3Δ

8

)
·
(
1 + (1 + Δ/3m)α

)
= O(1) and 0 < Δ ≤ 1

3α .
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Algorithm 1: MBS (Multiprocessor with Bounded Speed)

Input: total m number of processors {u1, . . . , uk, . . . , um}, na NoAJ
{
j1, . . . , ji, . . . , jna

}
and the importance of

all na active jobs
{
imp( j1), . . . , imp( ji), . . . , imp

(
jna

)}
.

Output: number of jobs allocated to every processor, the speed of all processors, at any time and execution
speed share of each active job.
Repeat until all processors become idle:
1. If any job ji arrives
2. if m ≥ na

3. allocate job ji to a idle processor u
4. otherwise, when m < na

5. allocate job ji to a processor u with min
∑nua

f = 1

(
impu( j f )
exsu( j f )

)
6. impua = impua + impu( ji)

7. sua = (1 + Δ/3m)·min

⎛⎜⎜⎜⎜⎝( impuaϮ )1/α

, η

⎞⎟⎟⎟⎟⎠, where 0 < Δ ≤
(

1
3α

)
and Ϯ > 1 is a constant value

8. Otherwise, if any job ji completes on any processor u and other active jobs are available for execution on that
processor then
9. impua = impua − impu( ji)

10. sua = (1 + Δ/3m)·min

⎛⎜⎜⎜⎜⎝( impuaϮ )1/α

, η

⎞⎟⎟⎟⎟⎠, where 0 < Δ ≤
(

1
3α

)
and Ϯ ≥ 1 is a constant value

11. the speed received by any job ji, which is executing on a processor u, is sua·
(

impu( ji)
impua

)
12. otherwise, processors continue to execute remaining jobs

5.2. Necessary Conditions to be Fulfilled

A potential function is needed to calculate the c-competitiveness of an algorithm. An algorithm is
called c-competitive if at any time t, the sum of augmentation in the objective cost of algorithm and the
modification in the value of potential is at the most c times the augmentation in the objective cost of
the optimal adversary algorithm. A potential function Φ(t) is required to demonstrate that MBS is
c-competitive. A c-competitive algorithm should satisfy the conditions:

Boundary Condition: The value of potential function is zero before the release of any job and after
the completion of all jobs.

Job Arrival and Completion Condition: The value of potential function remains same on arrival
or completion of a job.

Running Condition: At time when the above condition do not exist, the sum of the (rate of change)
RoC of Ga and the RoC of Φ is at the most c times the RoC of Go.

dGa(t)
dt

+ γ·dΦ
dt
≤ c·dGo(t)

dt
, where γ > 0. (1)
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Figure 2. Flow chart of the MBS scheduling algorithm.
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5.3. Potential Function Φ(t)

An active job j is lagging, if (pwka( j, t) − pwko( j, t)) > 0. Since t is the instantaneous time, this
factor is dropped from the rest of the analysis. For any processor u, let LGu =

{
j1, j2, . . . , jlgu

}
be

a group of lagging jobs using MBS and these jobs are managed in the ascending order of latest time
(when any job gets changed into lagging job). LG =

∑m
u = 1 LGu is a set of all lagging jobs on all

m processors. Further, implgu =
∑lgu

i = 1 impu( ji) is the sum of the importance of lagging jobs on a
processor u. Following this, implg =

∑m
u = 1 implgu is the sum of the importance of lagging jobs on

all m processors. Our potential function Φ(t) for IbFt+E is the addition of all potential values of
m processors.

Φ(t) =
m∑

u = 1

Φu(t) (2)

Φu(t) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
∑lgu

i = 1

((∑i
k = 1 impu( jk)

)1−2δ
)
·ωi i f

∑i
k = 1 impu( jk) ≤ η1/2δ∑lgu

i = 1

(
1

1−δ
)
·
(∑i

k = 1 impu( jk)·η−1
)
·ωi otherwise

(3)

Where ωi = max
{
0, (pwka( ji, t) − pwko( ji, t))

}
δ = 1

2α and
(4)

(∑i

k = 1
impu( jk)

)1−2δ
and

( 1
1− δ

)
·
(∑i

k = 1
impu( jk)·η−1

)
(5)

are the coefficients ci of ji on processor u
MBS is analyzed per machine basis. Firstly, the verification of boundary condition: the value of

Φ is zero after finishing of all jobs and prior to release of any job on any processor. There will be no
active job on any processor in both situations. Therefore, the boundary condition is true. Secondly, the
verification of arrival and completion condition: at time t, on release of a new job ji in I, ji without
execution is appended at end of I. ωi is zero as pwka( ji, t)− pwko( ji, t) = 0. The coefficient of all other
jobs does not change and Φ remains unchanged. At the time of completion of a job ji, ωi becomes zero
and other coefficients of lagging jobs either remains unchanged or decreases, so, Φ does not increase.
Thus the arrival and completion criteria holds true. The third and last criterion to confirm is running
condition, with no job arrival or completion.

According to previous discussion, for any processor u, let dGua
dt = impua + sua

α and dGuo
dt = impuo +

suo
α be the alteration of IbFt+E in an infinitesimal period of time [t, t + dt] by MBS and Opt, respectively.

The alteration of Φ because of Opt and MBS in an infinitesimal period of time [t, t + dt] by u is dΦuo
dt

and dΦua
dt , respectively. The whole alteration in Φ because of Opt and MBS in infinitesimal period

of time [t, t + dt] by u is dΦu
dt = dΦuo

dt + dΦua
dt . As this is multiprocessor system therefore to bound

the RoC of Φ by Opt and MBS, the analysis is divided in two cases based on na and m, and then
every case is further divided in three sub cases depending on whether impua > ηα and implu > η

α,
afterwards each sub case is further divided in two sub cases depending on implg >

(
impa −

(
3

3+Δ

)
·impa

)
and implg ≤

(
impa −

(
3

3+Δ

)
·impa

)
, where 0 < Δ < 1, μ = 3

3+Δ . The potential analysis is done on
individual processor basis, the reason behind it is that all the processors will not face the same case at
the same time; rather different processors may face same or different cases.

Lemma 1. For the positive real numbers x, y, A and B, if x−1 + y−1 = 1 holds then [2]:

x−1·Ax + y−1·By ≥ A·B (6)

Lemma 2. If na ≤ m and implgu ≤ ηα
(a) dΦuo

dt ≤ suo
α

α + (1− 2δ)·implgu ; (b) dΦua
dt ≤ −

(
sua·implgu

1−2δ
)
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Proof. If na ≤ m then every processor executes not more than one job, i.e., every job is processed on
individual processor.

(a) It is required to upper-bound dΦuo
dt for a processor u. To calculate the upper-bound, the worst-case

is considered which occurs if Opt executes a job on u with the largest coefficient clgu = implgu
1−2δ. At

this time, ωi increases at the rate of suo (because of Opt on u). The count of lagging jobs on some u may
be only one.

dΦuo

dt
≤ clgu ·suo ≤ implgu

1−2δ·suo (7)

Using Young’s inequality, Lemma 1 (Equation (6)) in (7) such that A = suo, B =
(
implgu

)1−2δ
, x = α and

y = 1
1−2δ we have:

dΦuo

dt
≤ suo

α

α
+ (1− 2δ)·implgu (8)

(b) Next, it is required to upper-bound dΦua
dt for a processor u. To compute the upper-bound,

consider that a lagging job ji on u is executed at the rate of
(
sua· impu( ji)∑nua

k = 1 impu( jk)

)
or

(
sua· impu( ji)

impua

)
, therefore,

the change in ωi is at the rate of
(
−sua· impu( ji)

impua

)
.

dΦua

dt
=
∑lgu

i = 1

((∑i

k = 1
impu( jk)

)1−2δ)
·
(
−sua· impu( ji)

impua

)

As only one job executes on a processor, therefore impu( ji)
impua

= 1 and lgu = i = 1,

dΦua
dt =

(
implgu

1−2δ
)
·(−sua)

dΦua
dt = −

(
sua·implgu

1−2δ
) (9)

�

Lemma 3. If na ≤ m and implgu > η
α

(a) dΦuo
dt ≤

(
1

1−δ
)
·implgu ; (b) dΦua

dt = − (1+Δ/3m)
(1−δ) ·implgu

Proof. If na ≤ m then every processor executes not more than one job, i.e., every job is processed on
individual processor.
(a) It is required to upper-bound dΦuo

dt for a processor u. To calculate the upper-bound, the worst-case is
considered which occurs if Opt executes a job on u with the largest coefficient clgu =

(
1

1−δ
)
·implgu ·η−1.

At this time, ωi increases at the rate of suo (because of Opt on u) where suo ≤ η. The count of lagging
jobs on any u may be only one.

dΦuo
dt ≤ clgu ·suo ≤ clgu ·η =

(
1

1−δ
)
·implgu ·η−1·η

dΦuo
dt ≤

(
1

1−δ
)
·implgu

(10)

(b) Next, it is required to upper-bound dΦua
dt for a processor u. To compute the upper-bound, consider

that a lagging job ji on u is executed at the rate of
(
sua· impu( ji)∑nua

k = 1 impu( jk)

)
or

(
sua· impu( ji)

impua

)
, therefore the change

in ωi is at the rate of
(
−sua· impu( ji)

impua

)
. impua ≥ impglu > η

α, sua = (1 + Δ/3m)·η

dΦua

dt
=
∑lgu

i = 1

( 1
1− δ

)
·
(∑i

k = 1
impu( jk)·η−1

)
·
(
−sua· impu( ji)

impua

)
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As only one job executes on a processor, therefore impu( ji)
impua

= 1 and lgu = i = 1,

dΦua
dt =

(
1

1−δ
)
·
(
implgu ·η−1

)
·(−sua)

= −
(

1
1−δ

)
·
(
sua·implgu ·η−1

)
= −

(
1

1−δ
)
·
(
(1 + Δ/3m)·η·implgu ·η−1

)
dΦua

dt
= − (1 + Δ/3m)

(1− δ) ·implgu (11)

�

Lemma 4. If na > m and implgu ≤ ηα
(a) dΦuo

dt ≤ suo
α

α + (1− 2δ)·implgu ; (b) dΦua
dt ≤ − sua

(2−2δ) ·
(

implgu
2−2δ

impua

)
Proof. If na > m then:
(a) It is required to upper-bound dΦuo

dt for a processor u. To calculate the upper-bound, the worst-case is
considered which occurs if Opt is executing a job on u with the largest coefficient clgu = implgu

1−2δ.
At this time, ωi increases at the rate of suo (because of Opt on u).

dΦuo

dt
≤ clgu ·suo = implgu

1−2δ·suo (12)

Using Young’s inequality, Lemma 1 (Equation (6)) in (12) such that A = suo , B = implgu
1−2δ, x = α and

y = 1
1−2δ we have:

dΦuo

dt
≤ suo

α

α
+ (1− 2δ)·implgu (13)

(b) Next, it is required to upper-bound dΦua
dt for a processor u, to compute the upper-bound consider

that a lagging job ji on u is executed at the rate of
(
sua· impu( ji)∑nua

k = 1 impu( jk)

)
or

(
sua· impu( ji)

impua

)
, therefore the change

in ωi is at the rate of
(
−sua· impu( ji)

impua

)
. To make the discussion straightforward, let hui =

∑i
k = 1 impu( jk),

hu0 = 0, hulgu = implgu and impu( ji) = hui − hui−1. (by using Equation (3):

dΦua
dt =

∑lgu
i = 1

((∑i
k = 1 impu( jk)

)1−2δ
)
·
(
−sua· impu( ji)

impua

)
= − sua

impua

∑lgu
i = 1

(
(hui)

1−2δ
)
·(hui − hui−1)

≤ − sua
impua

∑lgu
i = 1

∫ hui
hui−1

f 1−2δ d f

≤ − sua
impua

∫ hulgu
0 f 1−2δ d f

= − sua
impua
· hulgu

2−2δ

(2−2δ)

= − sua
impua
· implgu

2−2δ

(2−2δ)

dΦua

dt
≤ − sua

(2− 2δ)
·
⎛⎜⎜⎜⎜⎝ implgu

2−2δ

impua

⎞⎟⎟⎟⎟⎠ (14)

�

Lemma 5. If na > m and implgu > η
α

(a) dΦuo
dt ≤

(
1

1−δ
)
·implgu ; (b) dΦua

dt ≤ − (1+Δ/3m)
(2−2δ) ·

(
implgu

2

impua

)
Proof. If na > m then:
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(a) It is required to upper-bound dΦuo
dt for a processor u. To calculate the upper-bound, the worst-case is

considered which occurs if Opt executes a job on u with the largest coefficient clgu
=

(
1

1−δ
)
·implgu

·η−1

(as impua ≥ implgu
> ηα). At this time, ωi increases at the rate of suo (because of Opt on u).

dΦuo
dt ≤ clgu ·suo

=
(

1
1−δ

)
·implgu ·η−1·suo

≤
(

1
1−δ

)
·implgu ·η−1·η {

∵ suo ≤ η}
dΦuo

dt
≤

( 1
1− δ

)
·implgu (15)

(b) Next, it is required to upper-bound dΦua
dt for a processor u. To compute the upper-bound, consider

that a lagging job ji on u is executed at the rate of
(
sua· impu( ji)∑nua

k = 1 impu( jk)

)
or

(
sua· impu( ji)

impua

)
, therefore the change

in ωi is at the rate of
(
−sua· impu( ji)

impua

)
. To make the discussion uncomplicated, let hui =

∑i
k = 1 impu( jk),

hu0 = 0, hulgu = implgu > η
α, impua ≥ implgu > η

α and impu( ji) = hui − hui−1. Let z < lu be the largest
integer such that huz ≤ ηα. (using Equation (3)):

dΦua
dt =

∑lgu
i = 1 ci·

(
−sua· impu( ji)

impua

)
= −

(
sua

impua

)
·
(∑z

i = 1

(
impu( ji)·(hui)

1−2δ
)
+

∑lgu
i = z+1

((
1

1−δ
)
·
(
impu( ji)·hui·η−1

)))
≤ −

(
sua

impua

)
·
((∫ huz

0 f 1−2δd f
)
+

((
1

1−δ
)
·η−1·

(∫ hulgu
huz

f d f
)))

= −
(

sua
impua

)
·
(

huz
2−2δ

(2−2δ) +
hulgu

2−huz
2

(2−2δ)·η
)

= −
(

sua
impua

)
·
(

huz
2

(2−2δ)huz
1/α +

hulgu
2−huz

2

(2−2δ)·η
)

≤ − (1+Δ/3m)·η
impua

·
(

huz
2

(2−2δ)η +
hulgu

2−huz
2

(2−2δ)·η
) {
∵ huz ≤ ηα

}
= − (1+Δ/3m)

impua
· hulgu

2

(2−2δ)

= − (1+Δ/3m)
(2−2δ) ·

(
implgu

2

impua

)
dΦua

dt
≤ − (1 + Δ/3m)

(2− 2δ)
·
⎛⎜⎜⎜⎜⎝ implgu

2

impua

⎞⎟⎟⎟⎟⎠ (16)

�
Lemma 6. At all time t, when Φ does not comprise discrete alteration dGua

dt + γ· dΦu
dt ≤ c· dGuo

dt , where
c =

(
9
8 + 3Δ

8

)
·
(
1 + (1 + Δ/3m)α

)
. Assume that γ = 1

16 ·
(
1 + (1 + Δ/3m)α

)
.

Proof. The analysis is divided in two cases based on na > m or na ≤ m, and then each case is again
alienated in three sub-cases depending on whether impua > ηα or impua ≤ ηα and implgu > η

α or
implgu ≤ ηα, afterwards each sub-case is again alienated in two sub-cases depending on whether

implgu >
(
impua −

(
3

3+Δ

)
·impua

)
or implgu ≤

(
impua −

(
3

3+Δ

)
·impua

)
, where 0 < μ =

(
3

3+Δ

)
< 1 and

Δ = (1/3α). As a job in MBS which is not lagging must be an active job in Opt,

impuo ≥ impua − implgu ≥ impua − (impua − μ·impua) ≥ μ impua⇒ impua ≤ impuo

μ
(17)

μ =
( 3

3 + Δ

)
(18)

γ =
1
16
·
(
1 + (1 + Δ/3m)α

)
(19)
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c =
(9

8
+

3Δ
8

)
·
(
1 + (1 + Δ/3m)α

)
(20)

�

Case I: When na ≤ m and impua ≤ ηα, since implgu ≤ impua we have implgu ≤ ηα, and

sua(t) = (1 + Δ/3m)·min
(
impua

1/α, η
)
= (1 + Δ/3m)·impua

1/α.

(a) If implgu >
(
impua −

(
3

3+Δ

)
·impua

)
then the total RoC of Φ because of Opt and MBS is

dΦu
dt = dΦuo

dt + dΦua
dt .

(using Equations (8) and (9))

dΦu

dt
≤

( suo
α

α
+ (1− 2δ)·implgu

)
−

(
sua·implgu

1−2δ
)

(21)

(by using Equations (1) and (21))
dGua

dt + γ· dΦu
dt

≤
(
impua + sua

α + γ·
((

suo
α

α + (1− 2δ)·implgu

)
−

(
sua·implgu

1−2δ
)))

=
(
impua + (1 + Δ/3m)α·impua +

γ
α ·suo

α + γ·(1− 2δ)·implgu − γ·(1 + Δ/3m)·impua
1/α·implgu

1−2δ
)

≤
(
γ
α ·suo

α +
(
1 + (1 + Δ/3m)α

)
·impua + γ·(1− 2δ)·impua − γ·(1 + Δ/3m)·impua

1/α·
((

1−
(

3
3+Δ

))
·impua

)1−2δ
)

=
(
γ
α ·suo

α + impua·
(
1 + (1 + Δ/3m)α + γ·(1− 2δ) − γ·(1 + Δ/3m)·

(
Δ

3+Δ

)1−2δ
))

≤ γα ·suo
α + impua·

(
1 + (1 + Δ/3m)α + γ− γ·

(
Δ

3+Δ

)1−2δ
)

≤ γα ·suo
α + impua·

(
1 + (1 + Δ/3m)α + γ− γ·

(
Δ

3+Δ

))
=
γ
α ·suo

α + impua·
(
1 + (1 + Δ/3m)α + γ·

(
3

3+Δ

))
≤ γα ·suo

α + impua·
(
1 + (1 + Δ/3m)α + γ

)
=
γ
α ·suo

α + impua·
(
1 + (1 + Δ/3m)α + 1

16 ·
(
1 + (1 + Δ/3m)α

))
(by using Equation (19))

≤ γα ·suo
α +

impuo
μ ·

(
17
16 ·

(
1 + (1 + Δ/3m)α

))
(by using Equation (17))

=
γ
α ·suo

α + impuo·
(

17
16 ·

(
1 + Δ

3

)
·
(
1 + (1 + Δ/3m)α

))
(by using Equation (18))

≤ γα ·suo
α + impuo ·

((
9
8 + 3Δ

8

)
·
(
1 + (1 + Δ/3m)α

))
(by using Equation (20))

dGua

dt
+ γ·dΦu

dt
≤ γ
α
·suo
α + impuo ·c (22)

Since c =
(

9
8 + 3Δ

8

)
·
(
1 + (1 + Δ/3m)α

)
and γ = 1

16 ·
(
1 + (1 + Δ/3m)α

)
, we have

⇒ c =
(9

8
+

3Δ
8

)
·16γ⇒ γ

c
=

1
18 + 6Δ

< 1⇒ γ
c
< 1⇒ γ < c

Since γ < c and α > 1⇒ 1 >
1
α
⇒ γ
α
< c (23)

(by using Equation (23) in Equation (22))

dGua

dt
+ γ·dΦu

dt
≤ c·suo

α + c·impuo = c·(suo
α + impuo ) = c·dGuo

dt

Hence the running condition is fulfilled for na ≤ m, impua ≤ ηα, implgu ≤ ηα, implgu >(
impua −

(
3

3+Δ

)
·impua

)
, c =

(
9
8 + 3Δ

8

)
·
(
1 + (1 + Δ/3m)α

)
.

(b) If implgu ≤
(
impua −

(
3

3+Δ

)
·impua

)
then the total RoC of Φ because of Opt and MBS depends on

dΦuo
dt since dΦua

dt ≤ 0.
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(by using Equation (8))
dΦu

dt
≤

( suo
α

α
+ (1− 2δ)·implgu

)
(24)

(by using Equations (1) and (24))
dGua

dt + γ· dΦu
dt ≤ impua + sua

α + γ·
(

suo
α

α + (1− 2δ)·implgu

)
= impua + (1 + Δ/3m)α·impua +

γ
α ·suo

α + γ·(1− 2δ)·implgu

≤ γα ·suo
α + impua + (1 + Δ/3m)α·impua + γ·(1− 2δ)·impua

=
γ
α ·suo

α + impua·
(
1 + (1 + Δ/3m)α + γ·(1− 2δ)

)
≤ γα ·suo

α +
impuo
μ ·

(
1 + (1 + Δ/3m)α + γ·(1− 2δ)

)
(by using Equation (17))

≤ γα ·suo
α +

(
1
μ ·
((

1 + (1 + Δ/3m)α
)
+ γ

))
·impuo

=
γ
α ·suo

α +
(

1
μ ·
((

1 + (1 + Δ/3m)α
)
+ 1

16 ·
(
1 + (1 + Δ/3m)α

)))
·impuo (by using Equation (19))

=
γ
α ·suo

α +
(

17
16 ·

(
1 + Δ

3

)
·
(
1 + (1 + Δ/3m)α

))
·impuo (by using Equation (18))

≤ γα ·suo
α +

((
9
8 + 3Δ

8

)
·
(
1 + (1 + Δ/3m)α

))
·impuo

≤ c·suo
α + c·impuo (by using Equations (18) and (23))

dGua
dt + γ· dΦu

dt ≤ c·(suo
α + wuo)

dGua
dt + γ· dΦu

dt ≤ c· dGuo
dt

Hence the running condition is satisfied for na ≤ m, impua ≤ ηα, implgu ≤ ηα, implgu ≤(
impua −

(
3

3+Δ

)
·impua

)
, c =

(
9
8 + 3Δ

8

)
·
(
1 + (1 + Δ/3m)α

)
.

Case II: When na ≤ m, impua > ηα, implgu ≤ ηα, and

sua(t) = (1 + Δ/3m)·min
(
impua

1/α, η
)
= (1 + Δ/3m)η.

(a) If implgu >
(
impua −

(
3

3+Δ

)
·impua

)
then the total RoC of Φ because of Opt and MBS is

dΦu
dt = dΦuo

dt + dΦua
dt .

(by using Equations (8) and (9))

dΦu

dt
≤

( suo
α

α
+ (1− 2δ)·implgu

)
−

(
sua·implgu

1−2δ
)

(25)

(by using Equations (1) and (25))
dGua

dt + γ· dΦu
dt

≤ impua + sua
α + γ·

((
suo
α

α + (1− 2δ)·implgu

)
−

(
sua·implgu

1−2δ
))

= impua + (1 + Δ/3m)α·ηα + γ
α ·suo

α + γ·(1− 2δ)·implgu − γ·(1 + Δ/3m)·η·implgu
1−2δ

≤ impua + (1 + Δ/3m)α·impua +
γ
α ·suo

α + γ·(1− 2δ)·impua − γ·(1 + Δ/3m)·implgu
2δ·implgu

1−2δ

=
γ
α ·suo

α +
(
1 + (1 + Δ/3m)α + γ·(1− 2δ)

)
·impua − γ·(1 + Δ/3m)·implgu

≤ γα ·suo
α +

(
1 + (1 + Δ/3m)α + γ

)
·impua − γ·(1 + Δ/3m)·

(
1−

(
3

3+Δ

))
·impua

≤ γα ·suo
α +

(
1 + (1 + Δ/3m)α + γ− γ·

(
Δ

3+Δ

))
·impua

=
γ
α ·suo

α +
(
1 + (1 + Δ/3m)α + γ·

(
3

3+Δ

))
·impua

≤ γα ·suo
α +

(
1 + (1 + Δ/3m)α + γ

)
·impua

≤ γα ·suo
α +

(
1 + (1 + Δ/3m)α + 1

16 ·
(
1 + (1 + Δ/3m)α

))
· impuo
μ (by using Equations (17) and (19))

=
γ
α ·suo

α +
(

17
16 ·

(
1 + Δ

3

)
·
(
1 + (1 + Δ/3m)α

))
·impuo (by using Equation (18))

≤ γα ·suo
α +

((
9
8 + 3Δ

8

)
·
(
1 + (1 + Δ/3m)α

))
·impuo (by using Equations (20) and (23))

≤ c·suo
α + c·impuo

= c·(suo
α + impuo )

dGua
dt + γ· dΦu

dt ≤ c· dGuo
dt

Hence the running condition is fulfilled for na ≤ m, impua > ηα, implgu ≤ ηα, implgu >(
impua −

(
3

3+Δ

)
·impua

)
, c =

(
9
8 + 3Δ

8

)
·
(
1 + (1 + Δ/3m)α

)
.

33
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(b) If implgu ≤
(
impua −

(
3

3+Δ

)
·impua

)
then the total RoC of Φ because of Opt and MBS depends on

dΦuo
dt since dΦua

dt ≤ 0. (by using Equation (7))

dΦu

dt
≤

( suo
α

α
+ (1− 2δ)·implgu

)
(26)

(by using Equations (1) and (26))
dGua

dt + γ· dΦu
dt ≤ impua + sua

α + γ·
(

suo
α

α + (1− 2δ)·implgu

)
= impua + (1 + Δ/3m)α·ηα + γ

α ·suo
α + γ·(1− 2δ)·implgu

≤ impua + (1 + Δ/3m)α·impua +
γ
α ·suo

α + γ·(1− 2δ)·implgu

≤ γα ·suo
α + impua + (1 + Δ/3m)α·impua + γ·(1− 2δ)·impua

=
γ
α ·suo

α + impua·
(
1 + (1 + Δ/3m)α + γ·(1− 2δ)

)
≤ γα ·suo

α +
impuo
μ ·

(
1 + (1 + Δ/3m)α + γ

)
(by using Equation (17))

=
γ
α ·suo

α +
(
1 + (1 + Δ/3m)α + 1

16 ·
(
1 + (1 + Δ/3m)α

))
· impuo
μ (by using Equation (19))

=
γ
α ·suo

α +
(

17
16 ·

(
1 + Δ

3

)
·
(
1 + (1 + Δ/3m)α

))
·impuo (by using Equation (18))

≤ γα ·suo
α +

((
9
8 + 3Δ

8

)
·
(
1 + (1 + Δ/3m)α

))
·impuo

≤ c·suo
α + c·impuo (by using Equations (20) and (23))

= c·(suo
α + impuo)

dGua
dt + γ· dΦu

dt ≤ c· dGuo
dt

Hence the running condition is satisfied for na ≤ m, impua > ηα, implgu ≤ ηα, implgu ≤(
impua −

(
3

3+Δ

)
·impua

)
, c =

(
9
8 + 3Δ

8

)
·
(
1 + (1 + Δ/3m)α

)
.

Case III: When na ≤ m, impua > ηα, implgu > ηα, and

sua(t) = (1 + Δ/3m)·min
(
impua

1/α, η
)
= (1 + Δ/3m)η .

(a) If implgu >
(
impua −

(
3

3+Δ

)
·impua

)
then the total RoC of Φ because of Opt and MBS is

dΦu
dt = dΦuo

dt + dΦua
dt .

(by using Equations (10) and (11))

dΦu

dt
≤

( 1
1− δ

)
·implgu −

(1 + Δ/3m)

(1− δ) ·implgu (27)

(by using Equations (1) and (27))
dGua

dt + γ· dΦu
dt

≤ impua + sua
α + γ·

((
1

1−δ
)
·implgu − (1+Δ/3m)

(1−δ) ·implgu

)
= impua + (1 + Δ/3m)α·ηα + γ·

(
1

1−δ
)
·implgu − γ· (1+

Δ/3m)
(1−δ) ·implgu

≤ impua + (1 + Δ/3m)α·impua + γ·
(

1
1−δ

)
·impua − γ· (1+Δ/3m)

(1−δ) ·
(
impua −

(
3

3+Δ

)
·impua

)
= impua·

(
1 + (1 + Δ/3m)α + γ·

(
1

1−δ
)
− γ·

(
1

1−δ
)
·(1 + Δ/3m)·

(
Δ

3+Δ

))
≤ impua·

(
1 + (1 + Δ/3m)α + γ·

(
1

1−δ
)
− γ·

(
1

1−δ
)
·
(

Δ
3+Δ

))
= impua·

(
1 + (1 + Δ/3m)α + γ·

(
1

1−δ
)
·
(

3
3+Δ

))
≤ impuo

μ ·
(
1 + (1 + Δ/3m)α + 1

16 ·
(
1 + (1 + Δ/3m)α

)
·
(

1
1−δ

))
(by using Equations (17) and (19))

dGua

dt
+ γ·dΦu

dt
≤ impuo

μ
·
((

1 + (1 + Δ/3m)α
)
+

1
16
·
(
1 + (1 + Δ/3m)α

)
·
( 2α

2α− 1

))
(28)

Since α > 1⇒ 2α
2α− 1

=
2α− 1 + 1

2α− 1
= 1 +

1
2α− 1

< 2⇒ 1 <
( 2α

2α− 1

)
< 2 (29)

34
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(by using Equations (29) and (28))

dGua
dt + γ· dΦu

dt ≤ impuo
μ ·

((
1 + (1 + Δ/3m)α

)
+ 2

16 ·
(
1 + (1 + Δ/3m)α

))
=

(
9
8 + 3Δ

8

)
·
(
1 + (1 + Δ/3m)α

)
·impuo (by using Equation (18))

= c·impuo (by using Equation (20))
≤ c·(suo

α + impuo )
dGua

dt + γ· dΦu
dt ≤ c· dGuo

dt

Hence the running condition is fulfilled for na ≤ m, impua > ηα, implgu > η
α, implgu >(

impua −
(

3
3+Δ

)
·impua

)
, c =

(
9
8 + 3Δ

8

)
·
(
1 + (1 + Δ/3m)α

)
.

(b) If implgu ≤
(
impua −

(
3

3+Δ

)
·impua

)
then the total RoC of Φ because of Opt and MBS depends on

dΦuo
dt since dΦua

dt ≤ 0.
(by using Equation (10))

dΦu

dt
≤

( 1
1− δ

)
·implgu (30)

(by using Equations (1) and (30))

dGua
dt + γ· dΦu

dt ≤ impua + sua
α + γ·

(
1

1−δ
)
·implgu

= impua + (1 + Δ/3m)α·ηα + γ·
(

1
1−δ

)
·implgu

≤ impua + (1 + Δ/3m)α·impua + γ·
(

1
1−δ

)
·impua

= impua·
(
1 + (1 + Δ/3m)α + γ·

(
2α

2α−1

))
≤ impuo

μ ·
(
1 + (1 + Δ/3m)α + 2γ

)
(by using Equations (17) and (29))

=
impuo
μ ·

((
1 + (1 + Δ/3m)α

)
+ 2

16 ·
(
1 + (1 + Δ/3m)α

))
(by using Equation (19))

=
(

9
8 + 3Δ

8

)
·
(
1 + (1 + Δ/3m)α

)
·impuo (by using Equation (18))

= c·impuo (by using Equation (20))
≤ c·(suo

α + impuo )
dGua

dt +γ· dΦu
dt ≤ c· dGuo

dt

Hence the running condition is satisfied if na ≤ m, impua > ηα, implgu > η
α, implgu ≤(

impua −
(

3
3+Δ

)
·impua

)
, for c =

(
9
8 + 3Δ

8

)
·
(
1 + (1 + Δ/3m)α

)
.

Case IV: When na > m and impua ≤ ηα, since implgu ≤ impua we have implgu ≤ ηα and

sua(t) = (1 + Δ/3m)·min
(
impua

1/α, η
)
= (1 + Δ/3m)impua

1/α .

If implgu >
(
impua −

(
3

3+Δ

)
·impua

)
then total RoC of Φ because of Opt and MBS is dΦu

dt = dΦuo
dt + dΦua

dt .
(by using Equations (13) and (14))

dΦu

dt
≤

( suo
α

α
+ (1− 2δ)·implgu

)
−

⎛⎜⎜⎜⎜⎝ sua

(2− 2δ)
·
⎛⎜⎜⎜⎜⎝ implgu

2−2δ

impua

⎞⎟⎟⎟⎟⎠⎞⎟⎟⎟⎟⎠ (31)

(by using Equations (1) and (31))
dGua

dt + γ· dΦu
dt

≤ impua + sua
α + γ·

((
suo
α

α + (1− 2δ)·implgu

)
−

(
sua

(2−2δ) ·
(

implgu
2−2δ

impua

)))
= impua + (1 + Δ/3m)α·impua +

γ
α ·suo

α + γ·(1− 2δ)·implgu − γ· (1+
Δ/3m)impua

1/α

(2−2δ) ·
(

implgu
2−2δ

impua

)
≤ γ
α ·suo

α +
(
1 + (1 + Δ/3m)α

)
·impua + γ·impua − γ· (1+Δ/3m)impua

1/α

(2−2δ) ·
(
( impua−( 3

3+Δ )·impua)
2−2δ

impua

)
=
γ
α ·suo

α + impua·
(
1 + (1 + Δ/3m)α + γ− γ· (1+Δ/3m)

(2−2δ) ·
(

Δ
3+Δ

)2−2δ
)

35
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≤ γ
α ·suo

α + impua·
(
1 + (1 + Δ/3m)α + γ− γ· (

Δ
3+Δ )

2−2δ

(2−2δ)

)

dGua

dt
+ γ·dΦu

dt
≤ γ
α
·suo
α + impua·

⎛⎜⎜⎜⎜⎜⎜⎜⎝1 + (1 + Δ/3m)α + γ− γ·
(

Δ
3+Δ

)2

(2− 2δ)

⎞⎟⎟⎟⎟⎟⎟⎟⎠ (32)

Since α > 1⇒ 2α
2α−1 = 2α−1+1

2α−1 = 1 + 1
2α−1 > 1⇒

(
1

2−2δ

)
= α

2α−1 = 1
2 ·
(

2α
2α−1

)
> 1

2 (33)

(by using Equations (32) and (33))
dGua

dt + γ· dΦu
dt ≤ γα ·suo

α + impua·
(
1 + (1 + Δ/3m)α + γ− γ2 ·

(
Δ

3+Δ

)2
)

=
γ
α ·suo

α + impua·
(
1 + (1 + Δ/3m)α + γ

(
1− 1

2 ·
(

Δ
3+Δ

)2
))

=
γ
α ·suo

α + impua·
(
1 + (1 + Δ/3m)α + γ

(
2Δ2+11Δ+18
2Δ2+12Δ+18

))
≤ γα ·suo

α + impua·
(
1 + (1 + Δ/3m)α + γ

)
(by using Equations (17) and (19))

≤ γα ·suo
α +

impuo
μ ·

(
1 + (1 + Δ/3m)α + 1

16 ·
(
1 + (1 + Δ/3m)α

))
=
γ
α ·suo

α +
impuo
μ ·

(
17
16 ·

(
1 + (1 + Δ/3m)α

))
=
γ
α ·suo

α +
(

17
16 ·

(
1 + Δ

3

)
·
(
1 + (1 + Δ/3m)α

))
·impuo (by using Equation (18))

≤ γα ·suo
α +

((
9
8 + 3Δ

8

)
·
(
1 + (1 + Δ/3m)α

))
·impuo

≤ c·suo
α + c·impuo (by using Equations (20) and (23))

= c·(suo
α + impuo )

dGua
dt + γ· dΦu

dt ≤ c· dGuo
dt

Hence the running condition is fulfilled for na > m, impua ≤ ηα, implgu ≤ ηα, implgu >(
impua −

(
3

3+Δ

)
·impua

)
, c =

(
9
8 + 3Δ

8

)
·
(
1 + (1 + Δ/3m)α

)
.

(a) If implgu ≤
(
impua −

(
3

3+Δ

)
·impua

)
then total RoC of Φ because of Opt and MBS depends on dΦuo

dt

since dΦua
dt ≤ 0.

(by using Equation (13))
dΦu

dt
≤

( suo
α

α
+ (1− 2δ)·implgu

)
(34)

(by using Equations (1) and (34))
dGua

dt + γ· dΦu
dt ≤ impua + sua

α + γ·
(

suo
α

α + (1− 2δ)·implgu

)
= impua + (1 + Δ/3m)α·impua +

γ
α ·suo

α + γ·(1− 2δ)·implgu

≤ γα ·suo
α + impua + (1 + Δ/3m)α·impua + γ·(1− 2δ)·impua

=
γ
α ·suo

α + impua·
(
1 + (1 + Δ/3m)α + γ·(1− 2δ)

)
≤ γα ·suo

α + impua·
(
1 + (1 + Δ/3m)α + γ

)
(by using Equations (17) and (19))

≤ γα ·suo
α +

impuo
μ ·

(
1 + (1 + Δ/3m)α + 1

16 ·
(
1 + (1 + Δ/3m)α

))
=
γ
α ·suo

α +
impuo
μ ·

(
17
16 ·

(
1 + (1 + Δ/3m)α

))
=
γ
α ·suo

α +
(

17
16 ·

(
1 + Δ

3

)
·
(
1 + (1 + Δ/3m)α

))
·impuo (by using Equation (18))

≤ γα ·suo
α +

((
9
8 + 3Δ

8

)
·
(
1 + (1 + Δ/3m)α

))
·impuo

≤ c·suo
α + c·impuo (by using Equations (20) and (23))

= c·(suo
α + impuo )

dGua
dt + γ· dΦu

dt ≤ c· dGuo
dt

Hence the running condition is satisfied for na > m, impua ≤ ηα, implgu ≤ ηα, implgu ≤(
impua −

(
3

3+Δ

)
·impua

)
, c =

(
9
8 + 3Δ

8

)
·
(
1 + (1 + Δ/3m)α

)
.

36
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Case V: When na > m and impua > ηα, implgu ≤ ηα, and

sua(t) = (1 + Δ/3m)·min
(
impua

1/α, η
)
= (1 + Δ/3m)η .

(a) If implgu >
(
impua −

(
3

3+Δ

)
·impua

)
then the total RoC of Φ because of Opt and MBS is

dΦu
dt = dΦuo

dt + dΦua
dt .

(by using Equations (13) and (14))

dΦu

dt
≤

( suo
α

α
+ (1− 2δ)·implgu

)
−

⎛⎜⎜⎜⎜⎝ sua

(2− 2δ)
·
⎛⎜⎜⎜⎜⎝ implgu

2−2δ

impua

⎞⎟⎟⎟⎟⎠⎞⎟⎟⎟⎟⎠ (35)

(by using Equations (1) and (35))
dGua

dt + γ· dΦu
dt

≤ impua + sua
α + γ·

((
suo
α

α + (1− 2δ)·implgu

)
−

(
sua

(2−2δ) ·
(

implgu
2−2δ

impua

)))
= impua + (1 + Δ/3m)α·ηα + γ

α ·suo
α + γ·(1− 2δ)·implgu − γ· (1+

Δ/3m)η
(2−2δ) ·

(
implgu

2−2δ

impua

)
≤ impua + (1 + Δ/3m)α·impua +

γ
α ·suo

α + γ·(1− 2δ)·impua − γ· (1+Δ/3m)η
(2−2δ) ·

(
implgu

2−2δ

impua

)
≤ γ
α ·suo

α + impua·
(
1 + (1 + Δ/3m)α + γ

)
− γ· (1+Δ/3m)implgu

1/α

(2−2δ) ·
(

implgu
2−2δ

impua

)
≤ γ
α ·suo

α + impua·
(
1 + (1 + Δ/3m)α + γ

)
− γ· 1

(2−2δ) ·
(1−( 3

3+Δ ))
2·impua

2

impua

dGua

dt
+ γ·dΦu

dt
≤ γ
α
·suo
α + impua·

(
1 + (1 + Δ/3m)α + γ− γ· 1

(2− 2δ)
·
( Δ

3 + Δ

)2)
(36)

(by using Equations (36) and (33))
dGua

dt + γ· dΦu
dt ≤ γα ·suo

α + impua·
(
1 + (1 + Δ/3m)α + γ− γ2 ·

(
Δ

3+Δ

)2
)

=
γ
α ·suo

α + impua·
(
1 + (1 + Δ/3m)α + γ

(
1− 1

2 ·
(

Δ
3+Δ

)2
))

=
γ
α ·suo

α + impua·
(
1 + (1 + Δ/3m)α + γ

(
2Δ2+11Δ+18
2Δ2+12Δ+18

))
≤ γα ·suo

α + impua·
(
1 + (1 + Δ/3m)α + γ

)
(by using Equations (17) and (19))

≤ γα ·suo
α +

impuo
μ ·

(
1 + (1 + Δ/3m)α + 1

16 ·
(
1 + (1 + Δ/3m)α

))
=
γ
α ·suo

α +
impuo
μ ·

(
17
16 ·

(
1 + (1 + Δ/3m)α

))
=
γ
α ·suo

α +
(

17
16 ·

(
1 + Δ

3

)
·
(
1 + (1 + Δ/3m)α

))
·impuo (by using Equation (18))

≤ γα ·suo
α +

((
9
8 + 3Δ

8

)
·
(
1 + (1 + Δ/3m)α

))
·impuo

≤ c·suo
α + c·impuo (by using Equations (20) and (23))

= c·(suo
α + impuo )

dGua
dt + γ· dΦu

dt ≤ c· dGuo
dt

Hence the running condition is fulfilled for na > m, impua > ηα, implgu ≤ ηα, implgu >(
impua −

(
3

3+Δ

)
·impua

)
, c =

(
9
8 + 3Δ

8

)
·
(
1 + (1 + Δ/3m)α

)
.

(a) If implgu ≤
(
impua −

(
3

3+Δ

)
·impua

)
then total RoC of Φ due to Opt and MBS depends on dΦuo

dt

since dΦua
dt ≤ 0.

(by using Equation (13))
dΦu

dt
≤

( suo
α

α
+ (1− 2δ)·implgu

)
(37)

(by using Equations (1) and (37))
dGua

dt + γ· dΦu
dt ≤ impua + sua

α + γ·
(

suo
α

α + (1− 2δ)·implgu

)
= impua + (1 + Δ/3m)α·ηα + γ

α ·suo
α + γ·(1− 2δ)·implgu

≤ γα ·suo
α + impua + (1 + Δ/3m)α·impua + γ·impua

37



Appl. Sci. 2020, 10, 2459

=
γ
α ·suo

α + impua·
(
1 + (1 + Δ/3m)α + γ

)
(by using Equations (17) and (19))

≤ γα ·suo
α +

impuo
μ ·

(
1 + (1 + Δ/3m)α + 1

16 ·
(
1 + (1 + Δ/3m)α

))
=
γ
α ·suo

α +
impuo
μ ·

(
17
16 ·

(
1 + (1 + Δ/3m)α

))
=
γ
α ·suo

α +
(

17
16 ·

(
1 + Δ

3

)
·
(
1 + (1 + Δ/3m)α

))
·impuo (by using Equation (18))

≤ γα ·suo
α +

((
9
8 + 3Δ

8

)
·
(
1 + (1 + Δ/3m)α

))
·impuo

≤ c·suo
α + c·impuo (by using Equations (20) and (23))

= c·(suo
α + impuo )

dGua
dt + γ· dΦu

dt ≤ c· dGuo
dt

Hence the running condition is satisfied for na > m, impua ≤ ηα, implgu ≤ ηα, implgu ≤(
impua −

(
3

3+Δ

)
·impua

)
, c =

(
9
8 + 3Δ

8

)
·
(
1 + (1 + Δ/3m)α

)
.

Case VI: When na > m and impua > ηα, implgu > ηα, and

sua(t) = (1 + Δ/3m)·min
(
impua

1/α, η
)
= (1 + Δ/3m)η.

(a) If implgu >
(
impua −

(
3

3+Δ

)
·impua

)
then total RoC of Φ because of Opt and MBS is dΦu

dt = dΦuo
dt +

dΦua
dt .

(by using Equations (15) and (16))

dΦu

dt
≤

(( 1
1− δ

)
·implgu

)
−

⎛⎜⎜⎜⎜⎝ (1 + Δ/3m)

(2− 2δ)
·
⎛⎜⎜⎜⎜⎝ implgu

2

impua

⎞⎟⎟⎟⎟⎠⎞⎟⎟⎟⎟⎠ (38)

(by using Equations (1) and (38))
dGua

dt + γ· dΦu
dt

≤ impua + sua
α + γ·

(( (
1

1−δ
)
·implgu

)
−

(
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dt + γ· dΦu
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Hence the running condition is fulfilled for na > m, impua > ηα, implgu > η
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3

3+Δ

)
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)
, c =

(
9
8 + 3Δ

8

)
·
(
1 + (1 + Δ/3m)α

)
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(a) If implgu ≤
(
impua −

(
3

3+Δ

)
·impua

)
then total RoC of Φ due to Opt and MBS depends on dΦuo

dt

since dΦua
dt ≤ 0.

(by using Equations (15))
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dt
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(by using Equations (1) and (39))
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(
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)
·impuo (by using Equation (18))

= c·impuo (by using Equation (20))
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α + impuo )
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dt + γ· dΦu
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dt
Hence the running condition is satisfied for na > m, impua > ηα, implgu > η
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(
3

3+Δ

)
·impua

)
, c =

(
9
8 + 3Δ

8

)
·
(
1 + (1 + Δ/3m)α

)
.

The analysis of all cases and sub cases in Lemma 6 prove that the first condition, running condition
is fulfilled. Aggregating the discourse about all conditions job arrival and completion condition,
boundary condition and Lemma 6, it is concluded that Theorem 1 follows. The competitive values
of related algorithms and MBS on α = 2 and 3 are shown in Table 3. Among all online clairvoyant
and ON-C scheduling algorithms, the competitiveness of MBS is least, which reflects that the MBS
outperforms other algorithms.

6. Illustrative Example

To observe the performance of MBS, a group of four processors and a set of seven jobs are
considered. The best known result in the online non-clairvoyant scheduling algorithms is provided by
the Azar et al. [40] in NC-PAR. NC-PAR is a super-constant lower bound on the competitive ratio of any
deterministic algorithm even for fractional flow-time in the case of uniform densities. The processing
of jobs using algorithms MBS and NC-PAR [40] is simulated and the results are stated in Table 4 as well
as in Figures 3–11. The jobs arrived along with their importance but the size of jobs was computed
on the completion of jobs. The response time (Rt) is the time interval between the starting time of
execution and arrival time of a job. The turnaround time is the time duration between completion time
and arrival time of a job. Most of the jobs using MBS have lesser turnaround time than using NC-PAR.
The Rt of the jobs using MBS is better than NC-PAR. In Figures 3 and 4, the allocation and execution
sequence of jobs on four processors is depicted with the help of triangles and rectangles using NC-PAR
and MBS, respectively. As per the Figures 3 and 4, the importance of the jobs in NC-PAR increased
with time where as in MBS the importance remains constant during the life time of the jobs. It is clearly
evident from the Figures 3 and 4 that on any processor using NC-PAR at a time only one job has been
executed, whereas using MBS the processor has been shared by more than one job. The hardware
specifications are mentioned in the Table 5.
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Table 4. Job details and execution data using MBS and NC-PAR.

Job Details MBS [This Paper] NC-PAR [40]

Job Size Importance
Arrival
Time

Completion
Time

Response
Time

Turnaround
Time

Completion
Time

Response
Time

Turnaround
Time

J1 35 8 1 14 0 13 14 0 13
J2 64 10 2 24 0 22 23 0 21
J3 15 5 4 10 0 6 12 0 8
J4 83 11 6 30 0 24 33 0 27
J5 45 5 7 29 0 22 29 6 22
J6 17 4 8 23 0 15 23 7 15
J7 56 6 10 32 0 22 43 14 33

Average Values 23.143 0 17.714 25.286 3.857 19.857

Table 5. Hardware specifications.

Simulation Parameters Values

CPU Intel(R) Core(TM) i5-4210U CPU @ 1.70 GHz
RAM 4.00 GB RAM

Hard Drive 1.0 TB
Operating System Red Hat Linux 6.1

Kernel Linux kernel version 2.2.12

Figure 3. Scheduling of jobs using NC-PAR.
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Figure 4. Scheduling of jobs using MBS.

Figure 5. Speed of processors using MBS and NC-PAR.

Figures 5 and 6 present the speed of different processors and combined speed of all processors
with respect to time using MBS and NC-PAR, respectively. As per the graphs of Figure 5, the speed of a
processor using MBS goes high initially but later it reduces and most of the time the speed of processors
using MBS is constant, but when processors executes jobs using NC-PAR the speed of processors have
heavy fluctuations, which shows that some extra energy may be needed for such frequent fluctuation
in NC-PAR. The graphs of the Figure 6 shows that the combined speed of processors using NC-PAR
increased and decreased linearly whereas using MBS it increased and decreased stepwise. The count
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of local maxima and minima in the speed growth graphs (Figure 7) of NC-PAR is more than MBS.
Therefore, not only individual processor’s speed but also the combined speed of all the processors is
reflecting the heavy fluctuation in NC-PAR and varying-constant mixed behaviour of MBS.

Figure 6. Combined speed of all processors using MBS and NC-PAR.

Figure 7. Growth of combined speed of all processors using MBS and NC-PAR.
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Figure 8. Total power consumed by all processors using MBS and NC-PAR.

Figure 9. Power consumed by processors using MBS and NC-PAR.

In this simulation analysis the traditional power function is used and the value of α is 2.
The processors are having the maximum limit of speed which is considered 3.6. The value of
Δ = (3α)−1 is considered for the analysis. The power consumed is square of the speed, i.e.,
proportional to the speed this fact can be viewed by comparing the graphs of Figures 5 and 9. Figure 8,
shows that initially MBS consumed more power but power consumption decreased with respect to
increase in time, whereas in case of NC-PAR there is no fix pattern, but power consumption is higher
most of the time than in MBS.

The graphs of Figure 10 demonstrate the objective of the algorithm (important based flow time plus
energy). It reveals that except one processor P1, all other processor have lesser objective value, when
these processors executed jobs by using MBS than NC-PAR. The combined objective of all processor is
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given in the Figure 11, which strengthen the previous observation of Figure 10 (the objective values
using MBS is lesser than using NC-PAR). It can be concluded from the different observations and the
Figure 11, that the algorithm MBS performs better than NC-PAR.

Figure 10. Importance-based flow time + energy consumed using MBS and NC-PAR.

Figure 11. Total importance-based flow time + energy consumed using MBS and NC-PAR.

7. Conclusions and Future Work

To date, the problem of ON-C scheduling algorithms with an objective to minimize the IbFt+E for
multiprocessor setting is studied less extensively. A scheduling algorithm multiprocessor with bounded
speed (MBS) is proposed, which uses importance-based/weighted round robin (WRR) for job selection.
MBS extends the theoretical study of an ON-C multiprocessor DSS scheduling problem with an
objective to minimize the IbFt+E using the bounded speed model, where every processor’s maximum
speed using MBS is (1 + Δ/3m)η and using offline adversary Opt is η. The speed of any processor
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changes if there is a variation in the total importance of jobs on that processor. The competitiveness of
MBS is

(
9
8 + 3Δ

8

)
·
(
1 + (1 + Δ/3mΔ/3mΔ/3mΔ/3mΔ/3mΔ/3mΔ/3mΔ/3m)α

)
= O(1) against an offline adversary,

using the potential function analysis and traditional power function. The performance of MBS is
compared with best known algorithm NC-PAR [40]. A set of jobs and processors are used to simulate
the working of MBS and NC-PAR. The average turnaround and response time of jobs, when they are
executed by using MBS is lesser than NC-PAR. The speed scaling strategy and power consumption
in MBS is better than NC-PAR. For all processors at any time, MBS provides the lesser value of the
sum of important-based flow time and energy consumed than NC-PAR. Competitiveness of NC-PAR
is 3 for α = 2 and 3.5 for α = 3, whereas the value of competitive ratio c of MBS for Δ = (3α)−1,
m = 2 and α = 2 is 2.442; for Δ = (3α)−1, m = 2 and α = 3 is 2.399; for Δ = (3α)−1, m > 2,
α = 2 is 2.375 < c < 2.442; for Δ = (3α)−1, m > 2, α = 3 is 2.333 < c < 2.399. These results
demonstrate that the scheduling algorithm MBS outperforms other algorithms. The competitive
value of MBS is least to date. Before these outcomes, there were no results acknowledged for the
multi-processor machines in the ON-C model with identified importance, even for unit importance
jobs [40]. The further enhancement of this study will be to implement the MBS in real environment.
One open problem is to achieve a reasonably less competitive algorithm than MBS. In this study, author
considers non-migratory and sequential jobs and this work may be extended to find a scheduling
for migratory and non-sequential jobs. Other factors (such as memory requirement) may also be
considered for analysis in future extension.
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Abstract: The importance of looking into microgrid security is getting more crucial due to the
cyber vulnerabilities introduced by digitalization and the increasing dependency on information
and communication technology (ICT) systems. Especially with a current academic unanimity on
the incremental significance of the microgrid’s role in building the future smart grid, this article
addresses the existing approaches attending to cyber-physical security in power systems from a
microgrid-oriented perspective. First, we start with a brief descriptive review of the most commonly
used terms in the latest relevant literature, followed by a comprehensive presentation of the recent
efforts explored in a manner that helps the reader to choose the appropriate future research direction
among several fields.

Keywords: cyber-physical security; microgrid; cyber-attacks

1. Introduction

The sustainable flow of energy, or in other words, energy security, in the field of electrical supply
systems, does not always rely on the physical availability of resources. Today’s technical challenges
are extended to include the constant equilibration of demand–supply systems in terms of electricity
quality and cyber security.

Upgrading the electrical network has not been as dynamic as it should be. With technology being
implemented in almost every area of our modern life and smart applications growing in scope and
complexity, the power sector makes its steps towards the smart grid at a pace of an extreme cautiousness.

The bidirectional flow of power and information generated and monitored by highly advanced
types of equipment and mechanisms signifies the new generation of the energy networks. Smart grids
are expected to deliver tangible progress to our conventional power systems on both aspects of
efficiency and reliability, all together with integrating the maximum share of renewable resources
reinforced by distributed intelligent and demand-side management techniques [1,2].

Changes will give the consumers and prosumers a wider range of choices and accord them with
the possibility to actively participate in the optimizing operation of the system, by means of providing
them with detailed instructions on how to better use their supply and act as authorized partners.

Smart grid benefits can also be extended to enrich the coupled economic sector through reducing
operational costs and losses, generating new job opportunities, and reformulating the face of the energy
market with time-based pricing and a more accurate speculation of demand and response profiles [3],
in a time where electricity price forecasts have become a fundamental input and an important tool for
decision-making mechanisms of the energy service provider companies.

But yet, the complexity level of the actual power networks and the critical role that it plays in
every domain form a double-edged challenge—especially when the introduced technologies might
itself be the source of threat.
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New types of communication and data-management systems must handle not just the different
emerging media trends and smart equipment (e.g., computer-based or microprocessor-based), it also
needs to cope with existing legacy systems [4] in a manner that is adjustable to scalability and above
all, resistant to cyber intrusion [5]. To this end, smart grids have to come as a complementary solution
and not an eliminating or excluding one. These technical uncertainties, plus the additional investment
costs, have evoked the political reluctance practiced by energy operators against this shift.

Europe has been working on energy transition and smart grids since 2005, starting by creating the
smart grid technology platform which has set the year 2020 as a horizon to complete the process [2].
There were also several initiatives that carried out the development of experimental testbeds for smart
grids solutions which aimed to highlight the most critical challenges and potentials accompanied by this
evolution and their influence on the European power systems. Nevertheless, a further and more holistic
analysis that is based on a profound technical understanding of each individual system architecture
and basically includes the impact of both social and economic aspects on such heterogeneous systems,
is yet to be accomplished in order to be able to trade-off between the existing approaches and pilot
experiences, choosing a unique and valid experience that is suitable to be scaled up and replicated [6].

On the other hand, a very promising approach to overcome the majority of previous issues
appears through energy communities, in which current grid problems are managed in a coordinated
way such that avoiding costly network reinforcement along with maintaining aspired values of the
smart grid. That is why we might be able to envisage the future smart grid as a sort of aggregation
of multiple integrated entities or microgrids supervised, monitored, and controlled via a reliable
communication-based layer. Accordingly, the increasing interest in microgrid development as the core
of the smart grid systems is completely justified [7], although this increasing interdependency between
physical and nonphysical power system components, which forms the so-called cyber-physical systems,
raises a whole new level of complications.

In this work we closely examine the existing approaches to address the cyber-physical security in
power systems with focusing on microgrids.

The structure of the paper is organized as follows; the second section describes the gradient
evolution of the concept of the cyber threat, starting from the attacks targeting industrial control down
to the electrical grid. Later, the third section elaborates on standardized definitions and terminology
choices for the contemporary problematic challenges. In section four, we move on to the actual issues
and case studies that occupy the researchers’ attention from different viewpoints. Finally, we conclude
by providing some insights about the unsettled challenges in addition to realistic recommendations in
the light of the presented argument.

2. Industrial Cybersecurity Incidents Emergence

The 21st century witnessed the initiation of various cyber incidents affecting sensitive
infrastructures. The discovered complexity of cyber-attacks on Industrial Control Systems (ICS)
revealed the dexterity level of the attackers in Industrial Con [8].

The smart grid internet interconnection subjects the grid to different forms of hazards, particularly
with regard to Advanced Persistent Threats (APT), Distributed-Denial-of-Service (DDoS), botnets,
and zero-days. Stuxnet, Duqu, Red October, or Black Energy are only a few examples of the advent
mayhems touching industrial security since 2010 [3].

Stuxnet, the worm that caused the first reported cyber-physical incident, was discovered by a
senior researcher at Kaspersky Lab, Roel Schouwenberg, in June 2010. With a purpose that was beyond
stealing, erasing or modifying data, Stuxnet endeavored to cause material sabotage in the supervisory
control and data acquisition (SCADA) system as a physical industrial control system. It was regarded
as the first cyber-warfare weapon to encompass a complex piece of malware that has infected an
estimated 50,000 to 100,000 computers mostly found in Iran, Indonesia, India, and Azerbaijan [9].

Duqu and Flame, another two worms intended towards industrial control systems, were observed
more than a year after Stuxnet. Despite the similarities in code source with Stuxnet, they had different
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objectives. Duqu was designed to track and gather useful information that would help to compromise
the opted industrial control set. Flame or Flamer was a more sophisticated malware, especially
developed for cyber espionage on these networks. Spotted cases were mainly located in Iran and other
countries of the Middle East [10].

In December 2015, a cyber attack on Ukraine’s power system has procured a wide-area outage,
affecting around 225,000 customers. The attack was associated with a new variant of Black Energy
Trojan named Disakil [3]. According to reports issued by power companies, the SANS institute and
Electricity Information Sharing and the Analysis Center (E-ISAC), the problem started several months
before the actual attack by installing the malware through phishing emails. At this period, the hackers
only monitored and collected valuable information about the system operation during what is usually
called the reconnaissance phase. On the day of the incident, the attackers took control over the
Human–Machine Interface (HMI) and cut the power by opening a certain number of breakers. In order
to intercept the service restoration, a denial of service (DoS) attack on the communication network,
additionally to the classic telephone lines, was employed to prevent the clients from reporting the
problem. Even applications that determined the outage extent were blocked by the malware that was
able to recognize the system softwares [11,12].

One year earlier, the same threat agents were identified by the Industrial Control Systems
Computer Emergency Response Team (ICS-CERT) during an attempt to penetrate the U.S. electric
sector. Despite the fact that the attack, in this case, never happened, it definitely attracted attention on
the future potentials of the cyber threats on a sector of utmost vitality [9].

3. Definitions and Overview

3.1. Cyber-Physical Security

The IEA (International Energy Agency) defines energy security as “the uninterrupted availability
of energy sources at an affordable price”. Traditionally, security used to be achieved on two fundamental
levels; short-term security that deals with the stability of the demand–supply procurers, and the
dynamism that enables the energy system to adapt as quickly as possible to sudden changes in the grid
loads. Moreover, long-term security focuses on investments that support economic and sustainable
development requirements.

Recently, with the arrival of smart grids which are essentially defined according to IEEE
2030-2011 standard, as a composition of three interoperability infrastructures, as set forth in
Figure 1. This suggested interdependency has led the security problem to grow in complex imposing
supplementary challenges threatening of introducing easier ways of causing damage to the fundamental
security concerns, all along with creating new ones.

Figure 1. Smart grid architecture in compliance with IEEE 2030.
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Consequently, recent security assessment has focused on identifying the potential vulnerabilities
introduced by the cyber layer and analyzes the possible impacts on energy systems, which has
given birth to a brand new research area called cyber-physical security. A cyber-physical system is
co-engineered collaborating domains of physical and computational counterparts, in which the crucial
system tasks are basically handled with its physical part, while informatically enhanced processes-
normally referred to as cyber- are responsible for maximizing the exploration of intelligent devices and
application [13].

The reason why academia recently chosen to add the term “physical” to the equation is to shed light
over the emerging threats imposed by connecting these two fundamentally different infrastructures
together, which practically may lead to problems that do not particularly belong to a failure of either
systems [14]. In light of these assumptions, further investigation is still needed to either confirm or
deny the putative relationships [15].

The most indispensable objectives of security requirements considerations of any data transferring
communication in the IT network security are known as CIA-triad, which stands for Confidentiality,
Integrity, and Availability, respectively. According to The National Institute of Standards and
Technology (NIST)’s guide on cybersecurity strategy, architecture, and high-level requirements,
Confidentiality refers to “Preserving authorized restrictions on information access and disclosure,
including means for protecting personal privacy and proprietary information . . . ” [44, U.S.C., Sec. 3542],
and a loss of confidentiality results in unauthorized disclosure of information. Whereas Integrity
is “Guarding against improper information modification or destruction, and includes ensuring
information non-repudiation and authenticity . . . ” [44, U.S.C., Sec. 3542] in other words, integrity is
the unauthorized modification or destruction of transferred information. Availability, on the other
hand, means “Ensuring timely and reliable access to and use of information . . . ” [44, U.S.C., Sec. 3542]
as if altering availability will lead to the disruption of the access to or use of information or an
information system.

Smart grid security is also built upon the previous trestles, but with a difference in priority order,
where availability comes on top of the requirements, followed by integrity, accountability, and finally
confidentiality. Other referencing emphasizes the accountability as additional security criteria [16].
This sequence of importance goes back to the severity of impacts resulting from tampering with
these criteria.

Attackers can penetrate the smart grid communication systems using vulnerable entry points in the
logical border surrounding a network, known as the Electronic Security Perimeter (ESP). Interventions
may occur with the help of numerous mediums, such as the Universal Serial Bus (USB) thumb drive,
viruses, and even software patches and updates [17].

Despite the fact that cyber intrusions on cyber-physical systems (CPSs) can be found under
different terms, such as bias injection attack, zero dynamics attack, denial of service (DoS) attacks,
eavesdropping attack, replay attack, stealthy attack, covert attack, and dynamic false data injection
attacks [18]. These attacks can still be classified according to the one or multiple security criteria they
are jeopardizing, as set forth in Figure 2.

Intentionally introduced faults or malicious attacks triggered by the cyber layer leaving serious
impacts on not only the technical aspects, but also on economic and social correlations in power
network operations, are the focus of this research.

Effects range from tampering smart meters data or manipulating the forecasted load profiles up
to reaching equipment damage or even complete blackouts [19].

However, achieving such results is never an easy business. Indeed, physical prerequisites and
the current state of the power system architecture with contemporary defense mechanisms, such as
controllers prepared to re-examine each input parameter against a selection of acceptable values
preventing possible physical damages [20], burden the attacker with the mandatory acquisition of
a customized knowledge about the physical nature of the system added to the already required
computer-related competencies. But then again, this does not mean that the conventional ways of
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protection, such as the ones adopted to restrain the spread of fault effects by isolating of a malfunctioning
entity, are enough to prevent an attacker from achieving an unacceptable condition in the grid [20].

Figure 2. Three types of cyber-attacks.

In that vein, reasonable strategies to fend off such incidence fall into two complementary categories.
The first one is about developing measures that tend to detect malicious attacks and tackle down
the cause of infection in the system in order to deal with either the compromised unit or entity
through isolation or the direct cause from wherein the adversary could have accessed the network.
The second important aspect is cyber resiliency, in which we anticipate the behavior of our system
under attack and elaborate on what could be done to expeditiously recover from these attacks in a
passive protection fashion.

At any rate, we must keep in mind that keeping the system utterly safe, over and above maintaining
a level of simplicity allowing the intuitive understanding of the entangled operation, is a paradox that
preoccupies the power system researchers and engineers.

3.2. Modern Distribution Network Vulnerabilities

Distribution systems play a major role in the electricity sector value chain linking transmission
to consumption and providing direct contact with consumers [6]. Knowing that their systems were
originally designed for passive energy delivery (in one direction), Distribution System Operators
(DSOs) find themselves nowadays forced to cope up with the tremendous changes pertaining to the
electrical networks, on especially on the medium to low voltage scale.

Unlike in transmission systems that have adopted the Energy Management Strategy (EMS) early
in the 1970s, the application of proper EMS at the distribution level was not put into action until
recently, since it did not have much of added avail [21].

Following the foregoing tendency, measures continue to offer incentives that consolidate
the integration of all the flexible distributed resources into the market, side by side, with new
demand–response technologies on the demand side [5].

Dispatchable generation units owned by the DSO, which could be turned on and off by the
energy operator to match a scheduled output that meets the network requirements, are a very useful
avenue that has been widely exploited over the years in peak shaving and declining stress over the
network components at times of high demand. Nevertheless, the surplus of the distributed generation
(DG), especially the non-dispatchable (renewable) type, can adversely affect the performance of the
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distribution systems causing power quality issues, augmented fault levels, voltage violation, protection
issues, in addition to line overloading or congestion [21].

Certain DSOs have set rules of thumb that determine the adequate segment of DG that should enter
the distribution networks depending on the hosting capacity of each of them. In general, an estimated
15% of the network’s peak demand could be connected to the distribution network without causing
significant problems [22].

The needed elements for DG metering and monitoring change from country to country or even
between regions. Hence, more or less data might participate in the decision that determines whether a
DG participates in the energy markets or not, in respect to its impact on the local network, keeping in
mind that larger DG installations could also have an extended disconcerting impact on the regional or
national transmission system [21].

3.3. Microgrids as a Cyber-Physical System (CPS)

Despite the tendency to associate the term microgrid with the power sector, we find that the
concept represents itself in a larger context related to the energy community with different means
of energy production, transition, and storage, all along with achieving the mutual goals of boosting
technical and economic resilience [23].

Through the years, different definitions have been placed in the technical literature to describe the
concept of a microgrid. The first one was proposed in [24,25] imagining the microgrid as the ultimate
solution for the reliable integration and control of the ensemble of Distributed Energy Resources
(DERs), including Energy Storage Systems (ESSs) and controllable loads [26].

Similarly, in [27,28], microgrid paradigm is foreseen as a very appealing strategy to overcome
challenges in integrating the massive renewable resources resulting from summing up all
community-scale capacities, which is still being kept on hold due to the inflexibility of the current
networks. Furthermore, these individual DERs are often too small to enter the electricity market, which
is another problem that has been solved thanks to this new topology.

This goes in line perfectly with what is stated by the US Department of Energy, with only one
difference stressing the clear barriers with respect to the distribution network, in the way that it
permits the microgrid to have the ability to operate not only within grid-connected mode but also in
autonomous island mode [29], which in turn was found, in numerous studies, to be considered as a
sine qua non to denote a microgrid [9].

With microgrid pushing the power system over the edges of decentralization, a geographically
localized distributed power model makes more sense regarding risk-management in terms of regional
resilience and preventing cascading failure in the event of weather events, cyber-attacks, etc. [28].
Knowing that the electricity supply for small urban or industrial communities (isolated microgrid)
where the main grid connection is inaccessible was never a novel trend in the world of electrical
alimentation [27].

There were numerous attempts to create a standardized configuration of the smart grid’s building
block, namely microgrid. However, its structure is yet considered to be arbitrary and any technically
well functioning connection is valid [13,27]. It is important to notice that the microgrid’s ability to fit in
different configurations and to be customized as a function of the present requirements and constraints
is the exact same reason why it is so hard to classify it in a fixed frame. Figure 3 illustrates a generalized
structure for modern microgrids.
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Figure 3. Modern basic structure of a microgrid.

From an operational perspective, there are only two types of microgrids (MGs):
A grid-connected MG, which is built to operate in either islanded or connected mode, might have

one or several connection points with the grid. A single point of connection is very common though [8].
An isolated or stand-alone microgrid does not even have a point of common coupling (PCC) with

the main grid [19]. Microgrids’ implementation into utility does not always have to follow the classical
case where a single MG is connected directly. Other alternatives can still exist, such as multiple tie
line-based interconnected microgrids and small MGs within larger ones, so as the biggest takes the
role of the governor large areas electrical power system [28].

The operational efficiency of microgrids necessitates sophisticated but most importantly secure
measurement, communication, and control realized by various controlling methods, sensors, actuators,
and field devices [18]. Moreover, microgrids are a highly sensitive cyber-physical system [13], in which
the physical part is strongly influenced by the integrity of the cyber part, due to more entry point,
very low required latency and the absence of multi-stage security detection. Consequently, attackers
have more of a chance to cause serious problems in microgrids, leading to overall catastrophic
consequences [30].

Recent papers have gone through securing the cyber-physical structure of the microgrid from
different standpoints. Preliminary efforts probing cyber-attacks against the power systems would
usually treat these attacks as a sort of noise or disturbance. So they tried their best to eliminate these
disturbances using filtration techniques [31,32]. However, these techniques are based on pre-defined
statistics which lose their effectiveness when facing slightly more fine tuned attacks [11].

In the following sections, we reviewed the recently proposed approaches from different domains.

4. Perspective-Based Interventions Addressing Cyber Attacks

4.1. Microgrid Communication

Being a cyber-physical system, microgrids inherent equally advantages and disadvantages of the
combined systems. Communication network is essential to effectively incorporate many of desired
features of the smart grid, such as the distributed automated system, distributed energy resource
protection, islanding, and the display of network state and performance.

Standard communication problems also appear in microgrids, as it suffers from incompatibility
between different types of heterogeneous communication technologies [13], besides the increasing
reliance on Wi-Fi and internet-based communications, which are more susceptible to cyber interference
but still essential for ancillary services related to microgrids, such as weather forecast data, fuel prices,
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peak hours, etc. [13]. Taking into consideration the expanding amount of data transferred between
microgrid’s components, different connected microgrids, or with an external centralized control and
monitoring point, upon the design of the control structure. Satellite data (GPS) might also be a
sort of communicated signals under danger in synchronous microgrid with phasor measurement
units (PMUs).

On the other side, intrusion detection, firewall, and other selected solutions from the traditional
security measures against rudimentary attacks targeting conventional data networks can also be
included in smart microgrid applications [33].

While some prefer to leave the power generation control network isolated from the public network
as a countermeasure against cyber contingencies, the leverage of open transmission protocols and
computers with common operating systems that performed as intelligent electronic devices (IED)
cannot be neglected nor eliminated today. Especially with essential improvements on automation
efficiency and control system costs [16].

As an attempt to study and simulate the influence of an attacked communication network on
electric power systems, earlier efforts went to model the attacks as a time delay to be accounted within
the control loop, a subject that has been widely explored even outside the scope of cyber-attacks.
For example, in an islanded microgrid, the authors in [34] have examined the communication delay
limits beyond which we might risk having instability issues. They proposed an impact mitigation
approach that revolves around gain scheduling for PI (proportional–integral) used in the secondary
frequency controller that can be adopted in other microgrids as long as they can be modeled in the
same small-signal model.

However, these assumptions on the nature of attack impacts are oversimplified and do not fully
cover the new debouching aspect of joint cyber-physical models [35,36]. Others argue on the matter of
communication latency’s impact on microgrid control on the first place, building on an example that
puts out shreds of evidence on having an inconspicuous and highly nonlinear relationship of delay
rates between the source causing the delay and the resulting delays in the networks [37]. They also
state the fact that, except for the simplest of cases, deriving tight bounds between delays, or other
relevant metrics such as loss rates, is nearly impossible, especially when the models’ analytical accuracy
declines as the network size grows from single-hop settings to relay networks.

Taking the communication problem to a larger extent, a Cyber-Physical Power System (CPPS),
ref. [38] digs into what might be a better communication configuration in terms of preventing a
cascading failure, and in a comparison, based on transmission efficiency threshold values, they find
that double-star communication networks perform better than the mesh communication networks.

Preventing cascading failure in cyber-physical power systems (CPPS) through a comprehensive
analysis of the mechanisms and dynamical characteristics of interdependent networks was also the
focus of the research presented in [2]. The writers have reviewed the different existing approaches
and methods of power and communication systems coupling and interconnection and then proposed
a novel interdependent model with the “degree–electrical degree” assortative link pattern that has
proved its effectiveness in reducing the probability of large-scale blackouts caused by random attacks.
Whereas, in the case of malicious attacks, simulation outputs have demonstrated the superiority of
the random link model. Results also highlight in a more general manner the importance of coupling
strength between the two layers over the choice of the interdependent model. The more dependent the
power system is on the communication system, the more fragile it becomes.

Among a very diverse variety of problems discussed in the Information and Communication
Technology (ICT) field, the particularity of synchrophasor systems vulnerabilities against cyber-attacks
was highlighted due to the growing interest in synchrophasor technology applications [39]. Notably,
the absence of built-in security structures in the widely adopted IEEE C37.118 communication
framework that sets up the standards for PMUs and Phasor Data Concentrators (PDCs) is making it
highly exposed to cyber threats [40].
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Experiments involved resiliency examination of the communication system structure based on
IEEE C37.118 under different attack scenarios, accompanied by estimation of possible impacts on
synchrophasor application that uses this standard [40].

In [41], vulnerability analysis went deeper into the IEEE C37.118 framework structure to its
weakest components, which the transport protocol layer, as they discuss the susceptibility of two
commonly used protocols in transport layers (i.e., Transmission control Protocol (TCP) and User
DatagramProtocol UDP) against DoS and FDI attacks summarizing the requirements to be used for
creating a successful cyber intrusion as well as to prevent it.

A comprehensive comparison with ICE 61,850 that took into consideration the security implication
of both standards stressing the advantages and disadvantages that encounter the synchrophasor
application developers was also performed in [42].

Figure 4 summarizes the proposed approaches explaining the main mechanisms and pathways
considered in acting against cyber intervention in the communication domain.

Figure 4. Contributions from the communication domain.

4.2. Impact Analysis

Another way of proving that cyber-physical solutions for the power sector are not just a solution
waiting for a problem, remarkable efforts in the field of impact estimation and threat modeling were
made to dispel the doubts on the capability of cyber-attacks to cause actual physical damage.

The research presented in [20] demonstrates the possibility of authentic corruption caused by two
types of cyber-attacks (availability and integrity attacks) jeopardizing the ICT and the GPS systems
required for the sane functioning of a microgrid in three different operating modes (connected, islanded
and sync-islanded). The severity of the physical impact which may vary between local blackout,
the main instability violation of power quality equipment damage and human danger witnessed in the
example microgrid is strongly related to its own architecture.

Other researchers were more interested in exploring the effects on a specific area in the microgrid
systems, such as secondary frequency control function in [43] and distributed load sharing [44].
But since these studies are limited by the chosen system, more efforts had to go further into
developing threat modeling methodology that fits into the purpose of risk characterization in different
systems architectures.
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As an attempt to fill the gap, ref. [39] explores the possible arising genres of threat in the
components of different systems predicted on missing security properties, and how powerful this
could be on the system security entirely.

4.3. Microgrid Control

4.3.1. Control Structure

The sound operation of power management strategy (PMS) is more critical in microgrids.
Reasons narrow down to the imperative adjustment of multiple interconnected DG units with
significant differences in power capacities and generation system characteristics that become more
and more Electronically Interfaced (EI-DG), requiring a faster response to keep dynamically changing
characteristics (voltage/angle) within the appropriate margins [26].

A microgrid’s control systems are a typical target for attackers. Based on the purpose of which
they are implemented, microgrid’s control structure can be profoundly different and the control
features are limited or customized to a desired subset of functions from a larger group of options [45].
In grid-connected mode, for example, frequency and voltage values are regulated by the host grid
at the point of common coupling (PCC) whereas tasks like the DER’s active and reactive power
accommodation, energy management and load sharing, in addition to a safe transition between
connected–islanded modes are still elaborated by the microgrid’s control systems. During islanded
mode or in remote conditions that are completely isolated from the grid, the microgrid’s local controllers
take full responsibility for all stability measures which also vary depending on the microgrid type
(Islanded AC, synchronized islanded AC, naurally islanded DC) [27]. Typically, having one of the DERs
operating as the isochronous generator forming the microgrid voltage and frequency is quite common
in islanded microgrids. In this case, the rest of the DERs could participate in supporting voltage and
frequency if needed [9], whilst the complete absence of a dominant source of energy generation during
the autonomous mode of operation adversely amplifies the complexity of the assigned task list.

The majority of prior researches pictures the microgrid’s control paradigm in a hierarchical manner,
following the successfully adopted structure in the legacy grid [23].

Hierarchical control levels of microgrids are usually anticipated in three layers: primary, secondary,
and tertiary. There are no definite technical boundaries between strategies of each level rather than a
sort of indication based on relevant considerations, such as response rapidity interval, purpose-oriented
control, and central-distributed control.

However, without losing generality, we can say that primary and secondary control strategies
are practically associated with operational stability and accordance between microgrid’s components,
while harmonization with the host grid is applied by tertiary control [27].

Primary control features the fastest response with the smallest decision time step, voltage, and
frequency regulation as well as protection executed on this level, which are entirely based on local
measurements and droop mechanism with no communication needed [27]. That is why operations on
this level are conserved away from cyber incidents.

On the contrary, secondary control operates on a slower time scale, often with a reduced
communication bandwidth by using sampled measurements. It collaborates consistently with the other
two levels to satisfy the requirements set by the tertiary control. The secondary control measures values
across the microgrid, and accordingly, updates the desired setpoints for the primary controllers [46].

Tertiary control on the highest hierarchy collects state information of the energy system through the
communication infrastructure and makes decisions to optimize the overall performances of microgrid
with the longer decision time step. It may also be responsible on the economic dispatch of controllable
resources and coordination with the distribution system operator with Energy Management System
(EMS) ensuring power balance constraint, security constraint, and operational constraints [23].
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Previous control functions can be achieved through either centralized or distributed
implementation of the control architecture. The discussion on privileging one control method
over the other is still questioned by several papers focusing on different aspects [7,23,43].

Distributed control was originally proposed as a solution to boost scalability in modern networks
by means of facilitating the introduction of supplementary DERs. It splits control tasks between units
instead of the substantive upgrading of single excessive computational capacities. Moreover, the
sparsity of communication networks utilized in distributed control schemes reduces the infrastructure
cost [43]. Not to mention, that is also considered to be more resilient as single-point failure does not
lead to cascading failure, unlike centralized or what might be called hierarchical control, in which
messages that carry out measurements and instructions from and to all system components should
pass by a dedicated central controller. Correspondingly, centralized control schemes have a better
understanding of the microgrid functions since it has an embedded version of the system model in the
central controller which in turn will trigger an optimal application of EMS objectives including the
economic performance simultaneously with satisfying real-time operational constraints.

In [7], authors review basic branches of distributed control optimization and their application
with a brief reflection on the cybersecurity consideration, promoting distributed control on the
bases of mitigation obstacles relevant to communication risks and stakeholders’ resistance to sharing
critical data.

Among distributed optimization methods, consensus control has gained more attention in
microgrid’s control community recently. The initial notion was inspired by biological phenomena
that revolve around providing each unit of vision on the overall objective to a limit where different
DERs converge to a single value. Here, decisions are built upon local measurements and peer-to-peer
communication, offering this model extra flexibility, adding to the already well established feature in
the distributed structure. Cooperative control is also a very feasible solution for stability control in
terms of voltage and frequency equilibration and economic control with cost consensus for generation
units across the network [23].

4.3.2. Automation Control against Cyber-Attacks

Since control systems were conventionally developed to detect, process, and mitigate the systematic
and unpredicted errors, there is no wonder it has been the focus of numerous research cases in the field
of attack predictability, detection and protection.

Microgrids are prone to the same types of attacks found in the utility grid. DoS events provoke
multiple issues without a doubt, but at the same time, they are easily detected by the system operator
which will probably recognize in an adequate rapidity that it is under attack. Similarly, the superior
severity of the FDI attacks is largely attributed to the detection method’s complexity and variability
upon the adopted control structure [47].

Broadly, detection and mitigation of conventional attacks are already well explored in the literature.
FDI that succeeds in penetrating the network while maintaining discretion without altering the system
observability disturbance alarms, also known as stealth attacks [48], are able to cause unpredictable
stability issues and the worse is that they are practically impossible to detect [49].

From a defender perspective, recent research attainable choices are perceived into either addressing
the fault detection and isolation in control loops (detection based) [50] or working on precaution
measures based on threat modeling and security analysis (protection based) [51].

The popular method used to detect bad measurement data in power transmission systems is the
Static State Estimator (SSE). It is generally based on a weighted least squared (WLS) solution and it is
not immune against attacks itself [52,53].

State estimation is also important to microgrid control functionality and it is usually found in
traditional energy management systems derived from steady-state models [18]. However, static state
models were no longer able to capture the systems’ dynamics accurately with the exacerbated numbers
of DERs on the generation side and the debuting retrofits on the demand side.
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The research presented in [18] emphasizes the importance of deploying a secure dynamic
state estimation on the side of AC-connected microgrids as a portion of the distribution network.
Similar to [54] they proposed an estimator algorithm for a standard structure-preserving model that
incorporates system dynamics. Method validation illustrates the estimator’s ability to give a secure
dynamic state estimation when supplied with inaccurate measurements caused by either an attack
that manipulates communication between transceivers and the microgrid operator, or attacks that
manipulate measurement units themselves, even without considering an attack scenario.

Traces left on the operation of observers turn into an efficient key to be used in attack detection.
Distributed state estimation method is used as a way of detecting cyber-attacks of the FDI type. In [55],
a consensus-based controlled DC microgrid was investigated where each distributed generation unit
had employed the Unknown Input Observer (UIO) to estimate the state of its neighboring units and
isolating the fault source consequently.

Another control approach using UIO was proposed in [50]. A fully decentralized load frequency
controller was developed and tested with a perspective to be applied to multi-AC and DC microgrids.

Given that the relative simplicity of the cyber-attack detection of the FDI type in distributed control
schemes, authors in [49] have decided to raise the bar by firstly introducing a stealth attack that is able
to deceive the conventional distributed voltage observer without triggering the detection mechanism.
After that, they proposed a general algorithmic-based detection framework for DC microgrids where
they added a cooperative vulnerability factor (CVF) to the voltage PI controller. Finally, and under
worst-case scenarios, artificial disturbances were added to by coupling the CVF with the secondary
current sublayer in order to enhance the chance of capturing the attacks.

Later, the same DC microgrid model was used in another experiment using artificial intelligence
in [56]. A Nonlinear Auto-Regressive Exogenous (NARX) neural network was trained over the
previously mentioned control method during offline operation, capturing and storing its behavior,
only to be used then as an online estimator for DC voltages and output currents of each unit. The FDI
attacks detectability of this method was built on the estimation errors making it suitable for a larger
spectrum of DC microgrid, in contradiction to the cases presented in [49,57] that only suits those
functioning with cooperative consensus-based algorithms.

The FDI problem shaping in terms of determining the aspects that could be altered by such an
attack was the subject of [58], in which a detection method was built on the assumption of the attack
capability to modify the invariant values required in the secondary distributed control layer.

A new technique for optimal dynamic state estimation, based on a distributed algorithm for
multiple connected DC microgrids under FDI attack, was proposed and tested over malicious and
normal load disturbance in [47], proving its capability of distinguishing between the two cases. Unlike
previous literature that dealt with DC microgrids as quasi-static models, this work employed a dynamic
microgrid paradigm where the three DC connected microgrids employed in the study collaborated
under a control configuration, that enabled each of them to verify the security status of the other two,
making it possible to isolate the potentially infected entity.

4.3.3. Protective Control

Without continuing further into the investigation on the nature of the imperiling data or the way
that the attackers may use in order to achieve instability in the system, other research simply focused
on adding redundancy security to the existing used control methods. Authors in [30] have proposed
increasing the security by coding the signals that carry the information about the state’s measurements
with an error-correcting code Recursive Systematic Convolutional (RSC) code and then decoding it
to enhance the performance of the proposed semidefinite programming based on optimal feedback
controller, coupled with Kalman filter estimator by elimination of a portion of noise on an IEEE 4-bus
distribution feeder considered as four grid-connected microgrids.

Reachability analyses were frequently employed to determine if an unstable state could be reached
due to certain changes in the monitored variable. This was elaborated in [28] by designing a stability
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monitoring and control comprehensive framework, that guarantees resiliency against attacks through
isolating the problematic bus, while covering critical loads compensated from neighboring microgrids.

4.4. Co-Simulation Testbeds

Experimental studies are still economically unfeasible for microgrids, as it is for large-scale smart
grids. With only a few reliable platforms around the world capable of performing highly complicated
tests, real-time simulation is a powerful alternative solution in this area of research [37].

Models running on this mode of simulation adhere to a very small step size in order to achieve an
accurate result. Bypassing the right step size to a larger value produces an erroneous simulation while
smaller values do not fit into the simulator constraints. This, in turn, creates a challenge, especially
with models with high-speed switching devices [37]. The large number of switching devices is not the
only source of trouble in simulating power systems. Broadly, the integrated power electronics devices
in the smart grid simulation also tolerate high-frequency pulse width modulation signals, and that
what explains the shift from traditional offline simulators that are time-consuming and not adjusted
for slow phenomena [59].

Additional complications come to the surface concerning the representation of the cyber-physical
components in the same computational environment. The inhomogeneous nature of both power and
communication systems plus the obvious differences in components, transmission content, and working
mechanisms make it very challenging to accommodate the desired realistic features in one frame.
For instance, the time-varying or continuous solvers suit the power systems while communication
networks’ simulation necessitate a discrete or event-dependent simulation [60]. In other words,
the behavior of the grid control is mainly well defined using mathematical formulations, which is not
exactly the case in the nearly stochastic, unpredictable data transmission protocol layer that belongs to
the accompanying ICT system [61].

Even when ending up finding the perfect tool to simulate each structure separately, interfacing
the two simulators in a way that guarantees the integration of the distinct characteristics for both,
without restraining the core to either of each is not always evident and often stipulates grappling with
synchronization and data exchange.

With all these obstacles, it seemed just right that some works had chosen to probe the different
types of taxonomies of the existing testbeds since that discovering the various tools and techniques
implemented in the current testbeds, counting also the strong and weak points for each one, is crucial
to build and develop new experimental platforms.

In this context, the term “co-simulation” refers to the practical and realistic co-existence of the
examined subsystems whereupon they operate hand by hand to reflect smart grid interactions [62].

The co-simulation development can take two directions; the first one primarily focuses on a
specific tool that has been familiarly dealt with, in the course of studying individual subsystems.
Researchers who seek this approach are usually more concerned in deepening their understanding of
the interaction control between the intended subsystems. The second approach is a platform-based
one which implies fixing the attention on the development of a comprehensive framework with a
standardized interface capable of embracing different tools. This attracts researchers who deal with
utterly complicated simulation environments, especially when flexibility in connecting the subsystem
is inevitably expected, without intervening in neither layouts [61].

4.5. Smart Meters and Data Security

Energy sector’s pathway is clearly heading towards more distributed resources and control.
Consumers are becoming more and more ready to invest in distribution-edge devices comprised of
residential PV panels, storage devices, electrical vehicles, and their recharging points in addition to
smart control tools. Smart Meters (SM) at the endpoint of distribution networks liaise with consumers
and lends them an open window to interact with the utility. In an ideal scenario, smart segments must
effectively communicate via Advanced Metering Infrastructure (AMI) to reach the perfect balance,
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as set forth in Figure 5. Since its first appearance in 1872 [63], the concept of electricity meter has
remarkably evolved. Conventionally, electricity meters used to provide information only about
electricity consumption in terms of total current amplitude, while intelligent meters are supposed to
support a wide range of applications rather than just metering [64].

Figure 5. Smart meter role.

As specified in 2012/27/EC directive, Smart meters are “an electronic system that can measure
energy consumption, providing more information than a conventional meter, and can transmit and
receive data using a form of electronic communication” [65].

Once again, smart application functionalities are not clearly framed in official norms that usually
define and impose quantifying criteria in terms of technical specifications. This is why working and
elaborating on the standardization enclosure, especially for the most affiliated pieces of the smart grid,
becomes an urgent need.

However, a good few guidelines were established to help the industry involved in developing the
new generation of meters.

The European Smart Meters Industry Group (ESMIG) has fixed characteristics such as remote
reading, bidirectional communication, support of advanced tariff systems and ability to run billing
applications, and remote energy supply control to be the minimum features required in smart
meters [64].

The need to address metering issues arises practically at the same time as the development
of distribution electricity grids. Providing measurement, control, communication, power, display,
and synchronization capabilities shall be no easy task for smart meters.

Smart meters at the moment are installed and deployed by the utility inside of consumer’s facilities.
They communicate real-time measurements with data concentrators and control centers that monitor
and partially control the meters.

Machine-to-Machine (M2M) communications among appliances in accordance with information
provided by service providers enhance demand response functionality, leading to a win–win
situation [66]. Besides the aforementioned control and management advantages, collected data
can also help the grid operators in an application such load forecasting.

The absence of human interventions is a key feature of advanced metering plug and play mode,
is very desirable but unfortunately, at its earliest phases, comes with relatively high expenses.

The exposure to a different kinds of communication systems, including internet, in addition to the
needed adaptability to work with different billing applications, that are probably open sourced not to
mention the double ownership making smart meters the most vulnerable component of the smart grid.
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Pursuing autonomy, future meters are being tested to enlarge their authority margin so the amount
of transferred data to and from control centers can be reduced.

Impact on the electrical systems depends on the select functionality assigned to the smart meter.
Of course, the availability of the entire service of a smart meter is still considered to leave the
worst impact on systems, but data communicated via smart meters which provide considerably
detailed information about consumers’ consumption behavior or habits are the biggest new concerns.
Confidentiality data can be exported in many grievous ways such as optimizing the attacker’s
understanding of the compromised target so that he can make a more severe attack, extort the service
providers, or even sell to unauthorized parties [67].

Energy providers, on the other hand, had their own share of concerns: the manipulation of
data at the user end either due to the intentional act by the consumers themselves or cyber-attacks
could be used to steal power and billing manipulation, resulting in revenue loss [68]. For this reason,
authenticated software should be implemented, not only on inside the meters, but also on the access
side for a granted sound operation [66].

The consumer’s trust is critical for SMs and AMI expansion: one of the most modern ways to
resolve security-related issues is through blockchain or distributed ledgers technology.

Blockchain technology is a very promising solution with great potential to radically change
the energy sector from the way we know it. It was firstly introduced in a financial context with
cryptocurrency, widely known as “Bitcoin”. Blockchain provides a trustworthy platform for peer-to-peer
transaction using distributed storage for keeping track of the exchanged data. Smart contracts on top
of the blockchain define individually the rules upon which contractors exchange resources (quantity,
quality, price), eliminating third-party intermediaries and cutting down extra expenses and accelerating
the operations rhythm [69].

Blockchain can contribute to maximizing social welfare for energy delivery through managing
tamper-proof energy supply transactions in absolute transparency, providing the metering
fundamentals as well as billing and clearing processes. It is also suitable for extended applications
such as ownership certificates, asset management, proof of origins, copyrights and emission limits
in addition to renewable energy quality standards [69]. All and more are features that also help to
empower the role of small renewable generations that belong to prosumers and monetize their assets.
Thus, it supports the two essential desired features in the smart grid security and distribution.

The study in [70] provides a systematic classification of the latest blockchain research projects and
startups’ experiences in the energy sector applications. It also analyzes the opportunities, potential
challenges, and limitations of using a number of examples on peer-to-peer (P2P) energy trading in
decentralized marketplaces with the latest technological inventions, notably the Internet of Things
(IoT) and e-mobility.

Going back to the microgrids, authors in [71] put forward a blockchain-based framework for a
microgrid as an aggregated prosumer to optimization-decentralized transactive energy management,
and support secure the interactions among different energy sectors.

In practice, existing energy market mechanisms are still a bit far from getting replaced by blockchain
models since they do not completely cope with current legal regulatory frames. Furthermore, the
technology itself has not reached the desired certain maturity [69].

5. Discussion and Conclusions

In this article, we examined the existing approaches to address cyber-physical security from a
microgrid perspective. As explained above, the work on the smart grid application, in general, lacks
approach intersections, and is still being dealt with from separate domains in the research world.
Although using the microgrid model to carry out experiments on the cyber-physical security has plenty
of practical justifications attributed to the important role it plays in paving the way towards smart
grids, the microgrid’s context was mainly consulted owing to the relative simplicity in capturing and
recording interventions, either as an injected attack or control modification. For example, the islanded
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microgrids broached by a fair number of papers, especially the DC type, have unarguable merits in
terms of autonomy. However, this will only leave us with specially tailored methods and solutions
that do not necessarily fit all cases.

Cybersecurity measures for energy systems still come as accessories and not as a built-in function.
In particular, for most of part, the electricity-related equipment that gets evolved at an exponential rate
makes it extremely difficult for cyber defenses’ mechanisms to keep pace with this development in the
absence of up-to-date standards and common market trends. At least, securing the smart grid requires
a multidisciplinary approach, and economic and social development are usually forgotten or neglected
aspects in this process. Even the most remarkable technology inventions are useless without being
approved by clients.
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Abstract: Gas insulated substations (GISs) are broadly used for transmission and distribution in
electric power networks. Very fast transient overvoltage (VFTO) caused by SF6 discharge during
switching operations in a GIS may threaten the insulation of electrical equipment. In this paper,
a novel VFTO suppression method with great prospects in engineering, called the spiral tube damping
busbar, is proposed. The suppressing mechanism of the new method is analyzed. The structure and
the design characteristics of the damping busbar are introduced as well. Moreover, a calculation
method for the self-inductance of the damping busbar at high frequency is presented. According to
the structural characteristics of the damping busbar, the inductance effect on suppressing VFTO is
analyzed. A further improvement in damping VFTO is investigated by designing a spiral litz coil
connected in series with the busbar, which increases the damping effect. The simulation results show
that the improved damping busbar has a significant suppressing effect on the amplitude and the
frequency of VFTO.

Keywords: VFTO suppression; GIS; high-frequency inductance calculation; damping busbar

1. Introduction

Power system demands are increasing due to the increase in economic activities and national
developments. With the increase in demand, power systems operators have upgraded their transmission
systems to higher voltage levels in order to achieve economical and reliable power transfer between the
generation side and the demand side [1]. Therefore, high voltage and extra-high-voltage substations are
widely deployed in modern systems, and their number will be greatly increased in the near future [2].
Thus, gas insulated substations (GISs) have been widely used over the last three decades in power
systems and other fields such as intelligent transportation systems, high-speed trains, and underground,
because of their high reliability, easy maintenance, and small ground space requirements. The higher
personal and operational safety level and easy installation and commissioning make high-voltage GISs
in significant demand, particularly in heavily industrial areas, in comparison with conventional air
insulated substations (AIS) [3–7]. Although GISs have been involved in power systems for a long time,
with the development of GISs and the voltage level of transmission lines, many new problems are
occurring, such as very fast transient overvoltage (VFTO) caused by SF6 discharge during switching
operations in GISs. VFTO could cause damage to power devices. A reduction of the insulating
capability of the dielectric gas in GISs is caused mainly by the peak magnitude and high-frequency
oscillations of VFTO. The internal VFTO causes stress on the main insulation in the GIS, while the
external VFTO poses a threat mainly to the main transformer and the secondary equipment within the
substation [8]. These transients have extremely short rise time, in the nanoseconds range.

Several methods have been considered to mitigate such overvoltages [9,10]. VFT suppression
has been proposed by many researchers using a disconnector equipped with a damping resistor [11],
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a disconnector with reduced voltage during the opening operation (the so-called trapped charge voltage
(TCV)) [12], surge arresters [13,14], high-frequency resonators [15,16], magnetic rings of different
types [17–20], and VFTO mitigation by controlling the voltage conditions preceding voltage breakdown
in SF6 gas [21,22]. It could be well observed from the literature that an accurate design using the
specific parameters of the GIS DS (Disconnector) contact system is required for VFTO mitigation by
controlling the voltage conditions preceding voltage breakdowns in the disconnector contact system.
As a consequence, additional costs will increase for new combinations.

Most of the suppression methods may require a change in GIS design and construction, which
makes them complicated and expensive with low reliability. Disconnecting switches fitted with
damping resistors and grounding switches were developed by Yamagata, Y. et al. [23]. The amplitude
of the VFTO was reduced by up to 25% after applying the damping resistor. However, the damping
resistor method showed limitations because any increment of the resistance leads the VFTO to be
decreased and the dimension of the disconnector to be increased. In addition, the dissipated power
requirements for the resistor are increasingly high. Furthermore, the slow operating speed of the GIS
DS (2–3 m/s) leads to nonability for arc extinction. As a result, the lifetime of the contactor is reduced
because of these nanosecond arcs.

TCV has been noticed on the load side of the disconnector after the occurrence of the last re-strike
when the disconnector opening operation is completed. Charge leakage across the insulators leads to
decay of the trapped charge, which is a prolonged operation, taking hours or days. During the next
closing operation of the disconnector, due to the slow contact speed, the first pre-strike occurs when
the source side and the load side have the same voltage with different polarity, where the load-side
voltage is TCV resulting from the previous operation. The main challenge in the TCV approach is the
optimum design of the disconnector which should be considered to achieve significant VFTO reduction
with an acceptable sparking time, as explained clearly by Chen, W. et al. [24].

Moreover, surge arresters can suppress the amplitude of the VFTO, but they have no effect on the
steepness. The difficulty in using surge arresters is implementing the optimum number of arrester
discs for a noticeable damping effect and at a convenient location. The appropriate location of surge
arresters in order to eliminate VFTO was investigated by Yadav, D.N. [25].

It could be well seen from the literature [15,16] that the main disadvantage of the cavity resonator
method is the absorption of VFTO energy in only a narrow band of its broad frequency spectrum.
Consequently, there is no observed damping effect when the resonant frequency of the resonator does
not fit the dominant harmonic component of the VFTO. However, compared with the ferrite ring
method, the magnetic rings become saturated in high current under high frequency and lose their
suppressing effect, as confirmed by Rama Rao, J. V. G. et al. [26]. Furthermore, ferrite magnetic rings
are still in the experimental stage, and they may have no obvious suppressing effect on VFTO.

As a consequence, in order to ensure the reliability of substations, it is essential to carry out
research on suppressing VFTO. This paper presents a design of a damping busbar to suppress VFTO.
We hollow out the conventional busbar to a spiral tube, and then the busbar conductor is changed into
a series circuit with a multiturn hollow inductance coil and multiturn gap; based on this, paralleling
the damping resistance with the newly designed spiral tube inductance circuit, the spiral tube damping
busbar is formed. The mechanism of VFTO suppression by the proposed damping busbar is analyzed,
and the distributed equivalent circuit is established. Furthermore, an illustrative structure of the
damping busbar is introduced. VFTO with the proposed damping busbar is simulated, and the
suppression effects before and after installing the damping busbar are compared. An improved design
of the damping busbar is proposed, and a higher damping effect is verified.

The remainder of this paper is structured as follows. In Section 2, the suppressing mechanism of
the new method is analyzed. The simulation results and the damping effect of the damping busbar are
discussed in Section 3. In Section 4, the influence of the inductance value of the damping busbar on
suppressing VFTO is investigated. An improved design of the damping busbar in order to increase the
suppression effect is proposed in Section 5. This section presents an investigation on a spiral coil made
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of litz wire, used to damp VFTO. Such winding meets the requirement of sufficient resistance to damp
VFTO. Section 6 summarizes the damping effects of the damping busbar and the improved design.
Finally, conclusions are drawn in Section 7.

2. The Suppression Mechanism of the New Method

Several studies have shown that VFTO is generated as a superposition of multiple different reflected
electromagnetic waves with complex nonharmonic time dependence and covers a wide frequency range
from 100 kHz to 100 MHz [27]. The wavefront steepness, amplitude, and high-frequency components
of VFTO can be suppressed by inductance and resistance. Based on this, this research proposes a VFTO
suppression method—the spiral tube damping busbar—located before the disconnector switch (DS),
as shown in Figure 1b. At the rated frequency, the damping busbar transmits current and voltage
waves like a normal busbar, but when VFTO passes through the damping busbar, it will be suppressed.
Also, the energy of the travelling waves is consumed by the resistance. When the resistance and
inductance of the damping busbar match each other, the biggest wave energy consumption can be
obtained and the best VFT damping can be achieved.

  
(a) (b) 

Figure 1. The new damping busbar installed in a gas insulated substations (GIS): (a) general view of
the damping busbar with its components; (b) the placement of the damping busbar.

2.1. The Structure of the Damping Busbar

The conventional GIS busbar was hollowed out into a spiral tube, and the busbar conductor
was changed into a series circuit with a multiturn hollow inductance coil and a multiturn gap; then,
we paralleled the damping resistance with the spiral tube inductance circuit. This method increases the
active losses of the busbar by changing the wave impedance of the busbar. As a result, the transient
energy is consumed, and the amplitude of the VFTO is reduced. Thus, the main components of the
spiral tube damping busbar are (a) a spiral tube damping busbar made by screwing out the conventional
busbar to a spiral slotted solenoid busbar; (b) solid metal oxide resistors with an antipulse voltage
function as the noninductive damping resistors, as shown in Figure 2; and (c) electrical connection tools.
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Figure 2. The structure of the damping busbar.

2.2. The Equivalent Circuit of the Damping Busbar

The equivalent circuit of the damping busbar is resistance and inductance connected in series
with the GIS bus, as shown in Figure 3. Li(i = 0,1,2, . . . ) represents the inductance of each unit coil
of the metal spiral tube conductor. Ri and LRi(i = 0,1,2, . . . ) represent the noninductive resistance
and its residual inductance of the parallel connection of each turn, respectively, and the value of the
resistance can be adjusted to achieve the best damping effect. gi(i = 0,1,2, . . . ) is the hollowing gap of
the damping busbar and ri(i = 0,1,2, . . . ) is the arcing resistance of the gap, which represents the losses
formed by the discharge channel.

Figure 3. The distributed parameters of the equivalent circuit of the damping busbar.

Inductance Calculation of the Damping Busbar at High Frequency-Damping Busbar Parameters

The purpose of this section is to calculate a fairly precise value of the inductance. Determining the
inductance was carried out by studying the effect of high-frequency fields with all the geometrical
parameters of the busbar [28]. To this end, a calculation method for the self-inductance of the damping
busbar at high frequency was developed and analyzed by the finite element method (FEM). In order to
design the damping busbar, we needed to use a simulation method to obtain the VFTO waveform and
then calculate the VFTO distributions. Thus, the mathematical expression of the VFTO waveform was
theoretically calculated using the curve fitting method to get the fitting data of the VFTO waveform [29].
Then, the curve fitting method was applied to get the fitting data of the associated very fast transient
current (VFTC) waveform for a single SF6 gas discharge. Due to VFTC being assigned as current
excitation for the simulation procedures, the VFTC equation was obtained for Fourier 8, with goodness
of fit parameters R-square = 0.9768 and adjusted R-square = 0.9759.
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VFTC(t) = a0 +
8∑

i=1

ai · cos(iωt) +
8∑

i=1

bi. sin(iωt) (1)

Table 1 illustrates the coefficients of the VFTC equation.

Table 1. Coefficients of the very fast transient current (VFTC) equation.

Values

i 0 1 2 3 4 5 6 7 8

ai 1025 403.3 −7.241 809.5 −28.8 46.59 23.15 −1149 1881
bi 0 642.6 2540 −3334 −808.4 161.9 −859.5 1063 −1489
ω 1.372× 107

The aim of the simulation study was to calculate the equivalent inductance of the damping busbar
at high frequency, so some assumptions were proposed for ease of simulation. In this paper, the simple
geometry model was imported into ANSYS Maxwell, and the eddy current solution type was chosen.
However, this design depends on many variables according to ANSYS analysis: material properties
(aluminum); the geometry of the busbar (busbar body); and operating frequency and input current
(the VFTC frequency is 2 MHz and the VFTC peak value is 8256 A—see Equation (1)—for singular
switching opening operation, as shown in Figure 4). All of these can be included in design sweeps
to study how the impedance matrix—and, therefore, the inductance—is affected by changes in these
properties (frequency sweep setup: set the frequency field from 1 to 2 MHz with 0.1 MHz step size).
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Figure 4. VFTC for a single breakdown at 0.0195 s.

The simulation results show a decrease in the inductance value of the damping busbar taking
place for different frequencies, as illustrated in Figure 5. Notably, however, Figure 5 shows that the
inductance value of the damping busbar is 0.33656 mH at 2 MHz. As a consequence, the damping
busbar parameters are illustrated in Table 2.
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Figure 5. Inductance calculation of the damping busbar at high frequency.

Table 2. Damping busbar parameters.

Parameters

Number of Turns Units Resistance per Unit [Ω] Inductance [mH]

Value 28 14 6 Resistors in parallel
Req./unit = 20 Ω 0.33656

3. Simulation Results

3.1. Modelling of a 1000 kV GIS

The equivalent circuit diagram of a 1000 kV GIS was simulated by using EMTP (Electromagnetic
Transients Program) simulation in order to study the VFTO with and without installing the damping
busbar [30]. However, the high-frequency characteristics of VFTO led to simulating GIS components
as capacitances dominating the other parameters. In order to model the GIS bus duct, distributed
parameters and lumped elements can be utilized. Surge impedance and wave velocity could be
calculated for a GIS section of any length by using the physical dimensions of the bus duct [31,32].
In the following equations, C and L are self-capacitance and inductance, Z is surge impedance, and V
is wave velocity in the GIS [33,34]:

C =
2πε0εr

ln R/r
, (2)

L =
μ0μr

2π
ln

2R
r

, (3)

Z =

√
L
C

=
1

2π

√
μ0μr

ε0εr
ln

R
r

, (4)

V =
1√
LC

. (5)

Figure 6 shows the equivalent circuit of a 1000 kV GIS using EMTP simulation after installing the
equivalent circuit of the damping busbar, as illustrated in Table 2.

Let r be the inner radius of the GIS shell and R be the inner radius of the GIS bus. In addition,
ε0 = 8.85418782 × 10−12 F/m, εr = 1.0024 and μ0 = 4π × 10−7 H/m. According to the dimensions of
the GIS busbar, the calculations showed that the propagation velocity is 295 m/μs and the surge
impedance is about 93.382 ohm/m.
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Figure 6. The equivalent circuit of a 1000 kV GIS after installing the damping busbar.

3.2. Discussion

As shown in Figure 7a, when the disconnector is opened, the VFTO for the whole process at the
power supply side appears as a superposition of high-frequency transients and a sine wave. After
SF6 gas discharges, the disconnector gap restores the insulation state; then, the current disappears,
the high-frequency transient components gradually decay, and, finally, the voltage wave continues as
a sinusoidal wave with the supply voltage.

In addition, the VFTO for the full process at the load side has an approximate step shape, which
is a superposition of high-frequency transients and a stepped wave. Each step of the ladder wave
corresponds to SF6 gas breakdown, the step magnitude is the breakdown voltage, and the narrow
pulse at the ladder edge is the highest frequency of the VFTO, as shown in Figure 7c.

Moreover, the VFTC for the whole process is the superposition of high-frequency transients with
zero current amplitude. When the critical breakdown voltage (BV) of the SF6 gas is equal to the
transient recovery voltage of the gap, the SF6 gas collapses and the gap transfers from the insulation
state into a conductive state; then, the circuit produces a high-frequency transient current, as shown in
Figure 7e. Additionally, when the critical breakdown voltage of SF6 gas exceeds the transient recovery
voltage of the gap, the current disappears during discharge of the SF6 gas.

The simulation results show that the maximum amplitude of the VFTO decreased from 1.554 to
1.13 p.u., which means that the damping busbar functioned as a VFTO suppressor. The damping effect
of the new design is evident from the simulation results, and the mitigation effect was about 27%.
Table 3 illustrates the transient characteristics of the VFTO waveform under opening operation before
and after installing the damping busbar. A singular switching operation (opening) of the disconnector
was simulated in EMTP-ATP (Alternative Transients Program) software.
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Figure 7. Cont.
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Figure 7. Very fast transient overvoltage (VFTO) and VFTC waveforms: VFTO at the source side
(a) before installing the damping busbar and (b) after installing it; VFTO at the load side (c) before
installing the damping busbar and (d) after installing it; VFTC (e) before installing the damping busbar
and (f) after installing it.

Table 3. The transient characteristics of VFTO under an opening operation at the load side before and
after installing the damping busbar.

VFTO Characteristic Parameters
Simulation Results

Before Installing the
Damping Busbar

After Installing the
Damping Busbar

Rise time [ns] 10 30
Average breakdown steepness [kV/ns] 71.53 48.725
Maximum amplitude of VFTO [p.u.] 1.554 1.13
Average voltage overshoot coefficient 0.487 0.244

Delay time [μs] 24.4 47.2

4. Inductance Effect on Suppressing VFTO

When VFTO passes through the inductance, the wavefront is smoothed, its steepness is reduced,
and the amplitude is decreased. The inductance Li increases the round-trip time of the travelling wave,
which in turn leads to a reduction in the high-frequency components of the VFTO. The travelling wave
leads to a higher voltage on the inductance of the small circuit, which causes the parallel resistance
Ri to absorb the travelling wave energy, increase the consumption of active power, and reduce the
amplitude of the VFTO.

The inductance value of the damping busbar is an important factor for an obvious VFTO
suppression effect. The limitation on the steepness of the transients is a result of the inductance effect
of the damping busbar. Figure 8 describes the influence of the inductance value on VFTO suppression
at the load side during transient phenomena.

The more considerable value of the equivalent inductance of the damping busbar leads to
an obvious suppression effect. Table 4 illustrates the transient characteristics of the VFTO waveform
under an opening operation for different values of equivalent inductance of the damping busbar.
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Figure 8. Influence of the inductance value on VFTO suppression at the load side of a 1000 kV GIS: at
inductance values (a) L = 0 mH, (b) L = 0.3 mH, (c) L = 3 mH.

Table 4. Influence of the equivalent inductance of the damping busbar on VFTO suppression.

VFTO Characteristics Parameters
Simulation Results

L = 0 mH
L = 0.3

mH
L = 3 mH

Rise time [ns] 10 30 35
Maximum amplitude of VFTO [p.u.] 1.554 1.13 1.0

It can be observed that a higher damping effect was achieved by increasing the equivalent
inductance of the damping busbar. Furthermore, increasing the inductance value can damp the VFT
waveform’s front. It is also helpful for absorbing the sharp spikes of the VFT since surge arresters do not
act quickly enough to prevent steep-fronted switching transients. Therefore, installing an additional
spiral coil with the damping busbar is highly valuable to attenuating the effects of VFTs. For this reason,
a spiral coil of resistive litz wire was designed to be installed in the helical groove and connected in
series with the damping busbar.

5. The Improved Design of the Damping Busbar

A further enhancement of the suppression effect was investigated by designing a spiral litz coil
connected in series with the busbar, which increases the total inductance value. In order to design the
spiral coil, an algorithm based on air-gap calculation was developed. This algorithm designs a spiral coil
for a specific inductance value, which was determined as an input value. Other parameters, such as
VFTC characteristics and the number of turns of the damping busbar, were also inserted in the input data.

Furthermore, litz wire was chosen for the improved design because it is mostly used for the
frequency range 10 kHz to 2 MHz. The main advantage of this configuration is to minimize the
power losses due to “skin and proximity effect”, and it is desirable in high-frequency applications
as well. Sullivan, C.R. and Zhang, R.Y applied a simple method for a suitable litz wire design [35].
The flowchart of the procedure used to calculate the spiral coil design parameters is shown in Figure 9.
By determining the inductance value and the number of turns, then magnetic flux density could be
calculated. After that, the eddy power losses in the litz coil were calculated for the optimal design.
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However, we can divide the strand-level proximity effect into the internal proximity effect (the effect of
other currents within the bundle) and the external proximity effect, but the total proximity effect may
be considered a result of the total field at any given strand [36–38]:

Peddy,strand =
πω2B̂2ds

4nl
128ρc

(1 +
π2nds

2

4Kap2 ) (6)

where ω is the angular frequency, l is the length of the bundle, ρc is the resistivity of copper, p is the

pitch of the twisting, n is the number of strands in a bundle, ds is the diameter of each strand, B̂
2

is
the peak magnetic flux density, and Ka is the strand packing factor. Thus, the AC resistance factor,
Fr = Rac/Rdc, for a litz-wire winding for arbitrary waveforms and 2-D or 3-D field geometries can be
expressed as follows:

Fr =
Rac

Rdc
= 1 +

(πnNs)
2ds

6

192δ4b2
. (7)

Give design specification by determining the inductance value and number 
of turns 

Give specific parameters of VFTC: frequency and peak value 

Air gap calculation 

Calculate magnetic flux density 

Determine power losses in stranded litz winding 

Apply the simple method outlined by Sullivan et al. for a suitable wire 
design with critical condition 

Output the litz coil configuration by determining the diameter of litz wire 
and number of bundles 

Figure 9. The flowchart of the procedure to calculate the litz coil design.

The power loss in a stranded-wire winding is derived from P = FrPr = Fr
I2

rms.l
nAs

, where As is
the cross-sectional area of a strand. Consequently, by inserting the operating frequency, the AWG
(American wire gauge) can be chosen (i.e., when frequency range is from 1.4 MHz to 2.8 MHz, then the
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best choice is AWG = 48), which means that about 70% loss reduction is achieved. Eddy power losses
were calculated, and the final design was determined according to the critical factor (diameter of litz
wire no more than the width of the spiral slot on the damping busbar surface).

The aim of calculating the air gap was to determine the magnetic flux density in order to calculate the
power losses in the litz wire for the optimal design of the coil. Thus, for a typical design, we completed
the following:

1. Determine Ac of the core, which was an aluminum cylinder (busbar body) in our study.
2. Determine the number of turns which was commensurate with the design.
3. Determine the inductance value which achieves an effective design to avoid saturation.
4. Calculate the air gap length as a first step to calculate the magnetic flux density in order to

calculate the power loss in the litz wire for the optimal design of the coil. Thus, the length of the
air gap was calculated by using Ampere’s law, as shown below:

lg =
N2Acμ0

L
. (8)

Many different combinations of strand diameter and number of strands could be designed and
manufactured for any given cost. Thus, the number of bundles and, finally, the litz coil diameter could
be obtained using a critical condition (diameter of the litz wire no greater than the width of the spiral
slot on the damping busbar surface). The previously described technique was used to calculate the litz
coil design. Simulations were performed using MATLAB software by keeping the length of the coil,
number of turns, and transient current parameters constant. The results are listed in Table 5.

Table 5. Simulation results for the litz coil design.

Inductance Value
[mH]

Simulation Results for Litz Coil Design

Number of
Bundles

Number of
Strands

Strand Diameter
[mm]

Construction Type

0.1 5 140 0.899 Stranded litz wire,
type 20.3 5 140 0.838

3.0 5 140 0.702

It is worth noting that the inductance value of both the damping busbar and the spiral litz coil
was calculated at 2 MHz. An accurate choice of construction type of the litz design leads to a higher
capability for greater current carrying capacities. The larger Type 2 and 3 litz designs have this
essential feature for high-frequency power supply, inverter, and grounding applications. A Type 2 litz
construction is distinguished by bundles of twisted wires together, while Type 3 features individually
insulated bundles of Type 2 litz wire [39]. As a consequence, in this study we aimed to add a spiral
litz coil located in the sweeping spiral on the surface of the damping busbar in order to improve its
performance in VFTO mitigation. EMTP simulation was carried out to study the VFTO with and
without installing the improved damping busbar. Lcoil = 0.1 mH is the equivalent inductance of the
spiral litz coil and Lbusbar = 0.33656 mH is the equivalent inductance of the damping busbar. Thus,
Leq. = 0.43656 mH is the equivalent inductance of the improved damping busbar. The simulation was
set up based on Ldamp = 0.43656 mH, as presented in Figure 6. Thus, Figure 10b shows the higher
damping effect of the improved damping busbar. In order to clarify the damping effect, Figure 10d
illustrates the damping effect of the improved damping busbar for a singular switching operation
at approximately the same moment (0.013 s.). In order to clarify the higher damping effect shown
in Figure 10b, further details about the damping effect of the improved design are discussed in the
next section.
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Figure 10. VFTO waveform at the load side: (a) before installing the damping busbar, (b) after installing
the improved design of the damping busbar; VFTO at the load side for one breakdown at 0.013 s: (c)
before installing the damping busbar, (d) after installing the improved design of the damping busbar.

6. Summary

In this work, a higher damping effect was investigated by designing a spiral litz coil connected
in series to the damping busbar, which increased the total inductance value. The simulation results
show that there was a considerable increase in the damping effect, as shown in Figure 10. Furthermore,
improving the design and material type could be useful to achieving an optimal suppressing effect.
The main advantages of this improved design are the higher damping effect, accuracy, simplicity,
and ability to be used in any existing GIS without any change in the GIS design or construction.
The transient characteristics of the VFTO after adding a 0.1 mH litz coil are illustrated in Table 6.

Table 6. The transient characteristics of VFTO under an opening operation at load side with and
without installing the spiral litz coil (0.1 mH).

VFTO Characteristics
Parameters

Simulation Results

Without Damping
Busbar

Damping Busbar Only
Spiral Litz Coil in Series

with the Damping Busbar

Rise time [ns] 10 29 31
Maximum amplitude of

VFTO [p.u.] 1.554 1.13 1.081

Another obvious advantage of this improved design is no magnetic saturation problem and
mitigation of the overvoltage magnitude due to dissipation of the transient energy in the damping
resistance. On the other hand, litz wire has been classified as a cost-effective choice to reduce eddy
current loss in high-frequency transformer and inductor windings. Some solutions could be successful
in increasing the dielectric strength for a high voltage level or for safety requirements, like adding
thermoplastic insulation such as PTFE, which could be used for bundle insulation on litz wire in some
applications [36].

The proposed improved damping busbar has limitations when thermoplastic insulation is added
due to the extra cost. So, in future work, it will be fundamental to develop the design to improve the
estimation quality to meet the industry’s requirements for low costs. However, compared with other
existing expensive VFTO suppression methods that require changes in GIS design and construction,
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the proposed method can be easily implemented in any existing GIS without any change in its structure,
making it very cost-effective. Therefore, it is necessary to use simulation calculations to optimize the
insulation reliability of the uniform electric field and increase the insulation of the busbar. Table 7
shows the mitigation effect of different damping methods, including the new method.

Table 7. Comparison of different mitigation methods with the new damping busbar.

Method Mitigation Effect

Damping resistor Up to 25%
Slow-acting disconnector (low trapped charge voltage) (15–25)%

High-frequency resonator Up to 20%
Ferrite rings Up to (10–30)%

Damping busbar (22.22–52.94)%

7. Conclusions

A new method to suppress VFTO was proposed, called a damping busbar. The mechanism
of this new method was analyzed. A calculation method for the self-inductance of the damping
busbar at high frequency was presented. Moreover, the inductance effect of the damping busbar
on VFTO suppression was studied as well. As a result, the amplitude of the VFTO was reduced by
approximately 27% after applying the damping busbar. A further enhancement of the suppression
effect was investigated by designing a spiral litz coil connected in series with the busbar, which
increased the total inductance value. Consequently, a good damping effect was achieved by utilizing
the inductive and resistance arrangement which was formed by the improved design of the spiral tube
damping busbar. The conclusions are as follows.

1. We proposed a new design which has a significantly better damping effect when compared with
other existing suppression methods. The proposed damping busbar can be easily implemented
in any existing GIS without any change in its structure and is therefore very cost-effective.

2. We investigated a calculation method for the self-inductance at high frequency.
3. We improved the performance of the damping busbar by adding a spiral litz coil connected in

series with the busbar in order to enhance the suppression effect, and we developed an algorithm
based on air gap calculation to design the litz coil.

4. We compared the damping effect with and without the damping busbar and the improved design.

However, research on improving the proposed design to increase the equivalent inductance value
by increasing the length of the busbar and the number of turns has to be considered. Many different
adaptations, tests, and experiments should be investigated in future work (i.e., experimental study of
a 1000 kV GIS station VFTO after installing the improved damping busbar).
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Abstract: The configuration is essential to diagnose the status of the grounding grid, but the orientation
of the unknown grounding grid is ultimately required to diagnose its configuration explicitly. This
paper presents a transient electromagnetic method (TEM) to determine grounding grid orientation
without excavation. Unlike the existing pathological solutions, TEM does not enhance the surrounding
electromagnetic environment. A secondary magnetic field as a consequence of induced eddy currents is
subjected to inversion calculation. The orientation of the grounding grid is diagnosed from the equivalent
resistivity distribution against the circle perimeter. High equivalent resistivity at a point on the circle
implies the grounding grid conductor and vice versa. Furthermore, various mesh configurations including
the presence of a diagonal branch and unequal mesh spacing are taken into account. Simulations are
performed using COMSOL Multiphysics and MATLAB to verify the usefulness of the proposed method.

Keywords: grounding grid; magnetic field; orientation; transient electromagnetic method (TEM)

1. Introduction

The grounding grid ensures the safety of personnel and power equipment in the substation facility.
It also provides stable voltages to the equipment without disturbing the continuity of supply. The main
aim of the grounding grid is to provide a low impedance path to fault currents caused by lightening strikes,
short circuits, and switching surges [1–4].

The grounding grid is a lattice of horizontal bare conductors extending across the entire area
of the substation. It is mainly made up of steel, galvanized steel, copper, copper clade steel, etc.
Practically, the mesh size of a grounding grid varies from 3 m to 7 m with a depth from 0.7 m to
1 m [5]. As the grounding grid is hidden inside Earth, vertical conductors are the only access points
from the Earth’s surface. Moreover, fault currents are effectively dissipated into the Earth via vertical
grounding rods that connect the grounding grid with low resistivity soil. Based on the substation
configuration, the grounding grid mesh may be of equal or unequal spacing and may have a diagonal
branch. The optimized configuration of the grounding grid plays a vital role in improving its efficiency.
Therefore, the configuration is frequently modified, which is achieved by changing the mesh and adding
vertical grounding rods [6,7]. A typical grounding grid is shown in Figure 1.

Grounding grid resistance (Rg), ground potential rise (GPR), maximum touch voltage, and maximum
step voltage are the key parameters for measuring the performance of the grounding grid [5]. The step and
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touch voltages are influenced by the GPR and the configuration of the equipment in a substation. In case
of a lightning strike, the step and touch voltages are the significant factors to improve the safety of the
grounding grid [8,9]. After years of operation, grounding conductors corrode and even break. Corrosion
occurs due to the presence of water particles and air gaps in soil. Corrosion and breakpoints reduce the
efficiency of the grounding grid, which can cause serious damage to the equipment, as well as personnel.
Therefore, the stable operation of the grounding grid requires regular diagnostic tests.

Figure 1. Grounding grid and its characteristics.

In essence, the performance analysis of unknown grounding grids is comprised of the following
stages: fault diagnosis, configuration detection, and orientation detection; the former being dependent on
the latter. Out of the three stages, orientation detection is the least addressed stage in spite of being very
basic to the performance analysis of the unknown grounding grid. This is because the existing literature
has considered the orientation of unknown grounding grids as parallel to the substation boundary, which
practically may differ and leads the existing methods of configuration detection to ultimately fail [10].
Therefore, this paper proposes the transient electromagnetic method (TEM) to diagnose the orientation
of the unknown grounding grid. Furthermore, the proposed method is validated for different mesh
configurations of the grounding grid.

2. Related Work

There has been growing interest in fault diagnosis as excavation is resource intensive both in terms of
time and effort. Recent studies on fault diagnosis of the grounding grid can be categorized into electric
network methods [11–14], electromagnetic methods [15–18], electrochemical detection methods [19], and
transient electromagnetic methods [16,20]. Electrical network methods are based on the surface potential
difference and port resistance. These methods have low accuracy as the surface potential difference and
port resistance are very small even if the grid is broken. Electromagnetic methods are based on processing
the surface magnetic intensity once the current is injected in the grid. The accuracy of these methods
depends on soil resistivity. Once the soil condition is changed, re-measurements are required. Grounding
grid corrosion level is easily detected by the electrochemical method by measuring the electrochemical
properties between grounding conductors and soil. However, this method fails to diagnose breakpoints
in the grounding grid. In the transient electromagnetic method, equivalent resistivity is calculated by
performing fast inversion calculations on the secondary magnetic field. Faults in the grounding grid are
diagnosed from the distribution of equivalent resistivity.

The configuration or topology plays a vital role in the performance of the grounding grid. It is
also an essential requirement for fault diagnosis. Although the drawing layout of the grounding grid
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shows its complete configuration, it is prone to human error, leading to spoilage or loss. Research on
the configuration detection of the grounding grid is limited. The derivative method was used by [21,22]
to measure the grounding grid configuration. The drawback associated with the derivative method
is the occurrence of false peaks due to the surrounding electromagnetic environment. The transient
electromagnetic method (TEM) was used by [23] to determine the grounding grid configuration. Measuring
points with high equivalent resistivity and low magnetic intensity showed the presence of the grounding
conductor. Furthermore, the wavelet edge based detection technique was utilized by [24] to image the
configuration of the grounding grid.

Currently employed methods of configuration detection have assumed grounding grid orientation
parallel to the substation boundary. This makes the grounding grid orientation parallel in the plane of the
Earth. Practically, the orientation of unknown grounding grids is not known. In such a scenario, existing
configuration detection methods fail to deliver accurate results [10]. Although [25] utilized magnetic
detection electrical impedance tomography (MDEIT) to measure grounding grid configuration irrespective
of its orientation, this method requires numerous measurements. Figure 2 illustrates the parallel and
non-parallel orientation of the grounding grid with respect to the substation boundary.

(a) (b)

Figure 2. Grounding grid orientation with respect to the substation boundary. (a) Grounding grid oriented
parallel along the substation boundary. (b) Grounding grid with non-parallel orientation along the
substation boundary.

The literature on grounding grid orientation detection is extremely limited. Existing methods
regarding orientation detection only include the derivative method [10,26]. This method is based on
the derivative of the surface magnetic flux density and the concept of locating the geometrical object in
the polar plane. The derivative method [10,26] performs well only when the substation electromagnetic
environment (EME) is ignored, otherwise the method collapses. The effect of EME on the derivative
method is illustrated in Figure 3. This figure is comprised of the following: Figure 3a is the original signal
(magnetic flux density �Bz) from the grid [26]; Figure 3b is the surrounding EME signal; Figure 3c is the
magnetic flux density �Mz when �Bz and EME signals are combined; and Figure 3d is the derivative of
�Mz. False peaks along true peaks are originated, distorting the result completely. The incorrect resulting

consequences come from the EME enhancement due to the derivative.
This paper employs the transient electromagnetic method (TEM) to diagnose the grounding grid

orientation without soil excavation. Unlike the derivative method, TEM is independent of the current
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injection that brings the disturbing inhomogeneity of the surface magnetic flux density. Furthermore, it
does not enhance the effect of surrounding EME. The feasibility of the proposed method is also tested
for various complex mesh configurations. This incorporates the presence of the diagonal branch and
unequally spaced grid configuration.

(a) (b)

(c) (d)

Figure 3. Influence of the surrounding electromagnetic environment (EME) on the derivative method.
(a) Surface magnetic flux density �Bz pertaining to the grounding grid in [26]. (b) Surrounding EME.
(c) Mixed signal �Mz of magnetic flux density �Bz and the surrounding EME. (d) Derivative of mixed signal
�Mz. This signal contains fake peaks due to the presence of EME, which causes the identification of true

peaks to be impossible.

3. Transient Electromagnetic Method

The transient electromagnetic method (TEM) is widely used for geological exploration of underground
minerals [27–29]. It is an effective method for determining the electrical resistivity of underground
layers [30], as well as the fault diagnosis of the grounding grid [16,20].
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Illustrated in Figure 4 is a typical TEM system that includes a transmitter-receiver pair to transmit
and receive magnetic fields. The primary magnetic field is produced by injecting the pulse current of the
ramp wave in the transmitter coil. The time varying primary magnetic field induces eddy currents in
the grounding conductors. The secondary magnetic field due to the induced eddy currents is recorded
above the surface by the receiver coil. This coil is located in the center of the transmitter coil. Inversion
calculation of the induced electromotive force (emf) in the secondary coil is obtained utilizing equivalent
resistivity imaging equations based on the smoke ring concept [31]. The location of grounding conductors
is determined from the equivalent resistivity and magnetic field distribution. High equivalent resistivity
and low magnetic field indicate the presence of the grounding conductor and vice versa.

Figure 4. A typical transient electromagnetic method (TEM) system probing the underground grid.
The primary magnetic field due to the transmitter coil interacts with the grid buried in the soil and
induces eddy currents. Induced eddy currents produce a secondary magnetic field that travels upward to
the Earth’s surface and collected by the receiver coil placed in the center of the transmitter coil.

The vertical component of the secondary magnetic field in the center of transmitter coil is expressed
as [32]:

Hz =
Itc

2rtc

[
3√
πu

e−u + (1 − 3
2u2 )er f (u)

]
(1)

where rtc is the radius of the transmitter coil, Itc is the magnitude of transmitter current, u is the transient
magnetic field parameter, and er f (u) is the error function expressed as:

er f (u) =
2√
π

∫ u

0
e−u2

dt (2)

The induced electromotive force E(t) is obtained as [32]:

E(t) =
Itc

σr3
tc

[
3er f (u)− 2√

π
u(3 + 2u2)e−u2

]
(3)

where σ is the conductivity of the underground medium. The transient magnetic field parameter u is
expressed as:

u =

√
μσr2

tc
4t

(4)
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The conductivity σ is obtained from (4) as:

σ =
4u2t
μr2

tc
(5)

Inserting σ in (3), E(t) becomes:

E(t) =
Itcμ

4u2trtc

[
3er f (u)− 2√

π
u(3 + 2u2)e−u2

]
(6)

A function F(u) is setup using (6):

3er f (u)− 2√
π

u(3 + 2u2)e−u2 − 4u2rtctE(t)
μItc

= 0 (7)

F(u) = 3er f (u)− 2√
π

u(3 + 2u2)e−u2 − 4u2rtctE(t)
μItc

(8)

As resistivity ρ is reciprocal to conductivity σ, so the apparent resistivity in terms of u is given by:

ρ(t) =
μr2

tc
4u2t

(9)

Employing the iterative method in (8), the transient magnetic field parameter u is determined.
The vertical depth d(m) and downward velocity v(m/s) of the induced eddy currents can be

calculated as [31]:

d =
4√
π

√
tρ
μ

(10)

v =
2√
π

√
ρ

tμ
(11)

where t is the sampling time and μ is the permeability of the medium. Downward velocity v(m/s) between
two consecutive time samples is expressed as:

v =
di+1 − di
ti+1 − ti

(12)

where ti and ti+1 are the two consecutive time samples and di and di+1 are the corresponding vertical
depths. Comparing (11) and (12) yields:

di+1 − di
ti+1 − ti

=
2√
π

√
ρ

tμ
(13)

ρr =

(
πtμ

4

)
(di+1 − di)

2

(ti+1 − ti)2 (14)
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where ρr is the equivalent resistivity. Taking two consecutive time samples ti and ti+1 into account, (10) is
expressed as:

di+1 − di =
4√
πμ

[√
ti+1ρi+1 −

√
tiρi

]
(15)

Inserting (15) into (14), the equivalent resistivity ρr is equal to:

ρr = 4t
[√

ti+1ρi+1 −
√

tiρi
ti+1 − ti

]2

(16)

where t = ti+1+ti
2 is the average of two consecutive time samples and ρr equals:

ρr = 4

[√
ti+1ρi+1 −

√
tiρi

ti+1 − ti

]2[
ti+1 + ti

2

]
(17)

where ρi is the apparent resistivity at the ith time sample.

4. Performance Evaluation and Results’ Analysis

In this section, a performance study to demonstrate the viability of the proposed method for orientation
detection of the grounding grid is conducted. The evaluation study was performed through simulations.
Simulations were performed using Comsol Multiphysics 5.0, a Finite Element Method (FEM) based tool.
Furthermore, the inversion calculations of the recorded magnetic field above the Earth’s surface were
performed in MATLAB, and the results of the calculations are presented graphically.

4.1. Simulation Model

The simulation model shown in Figure 5 features a square grid of dimensions 4 m × 4 m.
The conductors are labeled C1 to C12 and arranged such that the mesh dimensions are 2 m × 2 m.
The conductors were cylindrical steel rods of radius 0.01 m and conductivity 4.032 ×106 S/m. The soil
considered was homogeneous with electrical resistivity equal to 5 Ωm. The grounding grid was buried
0.5 m under the Earth’s surface. The transmitter coil of radius 0.15 m was excited with a 16 A pulse current
of a trapezoidal wave. The secondary magnetic field was recorded 0.05 m above the surface at the center
of the transmitter coil after each 10 μs for a total of 100 time samples after the transmitter coil current was
turned off. The transmitter coil was moved in a circle of radius 1 m along points P1 to P8 such that the
angular displacement between adjacent points was 0.785 rad. The circle was centered at Node 5 acting as
pole, which in general must be identified from the position of the vertical conductor. According to IEEE
std 80-2013 [5], the length of the grounding grid branches varies from 3 m to 7 m. Therefore, the radius of
the circle must be constrained to be between 0 m and 3 m.
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Figure 5. Simulation model featuring the square grounding grid of dimensions 4 m × 4 m and mesh
spacing 2 m. Conductors are labeled C1 to C12 and nodes 1 to 9. I1 to I4 are the induced eddy currents
whose direction of flow is indicated by arrows. The TEM system is moved 0.05 m above the surface along
circle of radius 1 m from point P1 to P8.

Employing the inversion calculation for the secondary magnetic field of Figure 5, the corresponding
equivalent resistivity ρr is plotted in Figure 6. Here, ρr is high at points P1, P3, P5, and P7, illustrating the
presence of conductors C4, C10, C3, and C9 at analogous points. For instance, the equivalent resistivity at
P1 was high due to the opposite flow of eddy currents I3 and I4 in C4. Keeping in view the rectangular
geometry of a typical grounding grid and the characteristics of the polar coordinate system, it is inferred from
Figure 6 that the grid was oriented parallel in the plane of the Earth (parallel to the substation boundary).
Furthermore, the secondary magnetic field along P1 to P8 is shown in Figure 7. Here, the average value of
the magnetic field is plotted against each point. Due to the fact that the magnetic field from a medium is
inversely proportional to its resistivity, Figure 7 shows an inverse relation with Figure 6. Therefore, Hz was
low at P1, P3, P5, and P7, confirming C4, C10, C3, and C9.

Figure 6. Equivalent resistivity ρr along the circle from P1 to P8. High ρr at P1, P3, P5, and P7 corresponds
to the presence of conductors C4, C10, C3, and C9. C4 at 0 rad, C10 at 1.57 rad, C3 at 3.14 rad, and C9 at 4.71
rad along the circle showed the parallel orientation of the grid in the plane.
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Figure 7. Average magnetic field intensity Hz along the circle from P1 to P8. Hz is low at P1, P3, P5, and
P7, confirming the presence of C4, C10, C3 and C9, and the parallel orientation of the grid in the plane
of the Earth.

4.2. Grounding Grid with a Diagonal Branch

Grounding grids exist in different configurations depending on the substation layout. A diagonal
branch often exits in grounding grids. To check the feasibility of the proposed method for the orientation
detection of the grounding grid with a diagonal branch, conductor C13 was added to Figure 5. The model
with a diagonal branch is shown in Figure 8. C13 connected Nodes 1 and 5. TEM was applied by moving
the transmitter-receiver pair in a circle from P1 to P8, and the result of equivalent resistivity ρr is shown in
Figure 9. This time, ρr was high at P6 as eddy currents I1 and I2 opposed each other in C13, validating the
presence of diagonal conductor C13. Contrarily, ρr at P5 and P7 decreased although conductors C5 and C7

existed beneath them. This was due to unequal magnetic coupling as the mesh size had changed due to the
presence of diagonal conductor C13. Moreover, the average magnetic field Hz graph related to Figure 8 is
demonstrated in Figure 10. Diagonal conductor C13 was represented by low Hz at P6.

Figure 8. Grounding grid with diagonal conductor C13. C13 connects Nodes 1 and 5 while carrying I1 − I2.
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Figure 9. Equivalent resistivity ρr of Figure 8. High ρr at P6 validates the presence of diagonal conductor
C13. Unequal magnetic coupling due to an unequal mesh size results in low ρr at P5 and P7.

Figure 10. Average magnetic field intensity Hz along P1 to P8 related to Figure 8. Here, diagonal conductor
C13 is indicated by low Hz at P6.

4.3. Grounding Grid with Unequal Mesh Spacing

Demonstrating the feasibility of TEM for orientation detection of an unequally spaced grounding
grid, Figure 11 is taken into account. In this figure, conductors are labeled C1 to C12 and nodes 1 to 9.
The dimensions of meshes M1 and M2 were 2.5 m × 2 m, and those of M3 and M4 were 1.5 m × 2 m.
Consider Node 5 as a pole and moving the transmitter coil along the circle from point P1 to P8.
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Figure 11. Grounding grid with an unequal mesh configuration. The dimensions of meshes M1 and M2 are
2.5 m × 2 m and M3 and M4 are 1.5 m × 2 m.

In Figure 11, when the transmitter loop was at measuring point P1 with an angle of 0◦ and coordinates
(4.5,3), currents I3 and I4 flowed in conductor C4 in the opposite direction and canceled each other out. Thus,
the current was less and so was the recorded magnetic field at measuring point P1. At points P2 and P8 with
angles 45◦ and 315◦, respectively, the downward electromagnetic signal coupled extensively with mesh M4

and M3, thus inducing large eddy currents in the meshes. The recorded magnetic field at measuring points
P2 and P8 was almost equal and higher than at measuring point P1. Furthermore, when the transmitter loop
was at measuring point P3 with an angle of 90◦, currents I3 and I2 flowed in conductor C10 with an unequal
magnitude and did not cancel each other completely. This was because of unequal magnetic coupling in
meshes M4 and M2. Thus, the recorded magnetic field at measuring point P3 was less than at point P2, but
higher than at point P4. Similarly, the recorded magnetic field at measuring point P7 was less than at point
P8, but higher than at point P6.

Figure 12 and Table 1 illustrate that due to weak magnetic coupling, the recorded magnetic field
at measuring points P4 and P6 was almost equal and smaller than at measuring points P2 and P8. Thus,
the size of grounding grid meshes M1 and M2 was greater than the size of meshes M3 and M4.

Figure 12. Average magnetic field intensity Hz along P1 to P8 related to Figure 11. The large size of meshes
M1 and M2 results in weak magnetic coupling, and therefore, Hz at P4 and P6 is less than Hz at P2 and P8.
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Figure 13 displays the distribution of equivalent resistivity ρr calculated against the circle perimeter in
Figure 11. At point P1, ρr was high since currents I3 and I4 flowed in conductor C4 in the opposite direction.
Thus, the current was less, and the equivalent resistivity ρr was high. As depicted in Table 2, ρr at points
P2 and P8 in Figure 11 was low as compared to Figure 5. This was due to the small size of meshes M4

and M3 and, therefore, the strong magnetic coupling in these meshes. On the contrary, ρr was high at P4

and P6 due to the large size of meshes M1 and M2 and, therefore, the weak magnetic coupling. When the
transmitter loop was at measuring point P3 with an angle of 90◦, currents I2 and I3 flowed in conductor
C10 with unequal magnitude and did not cancel each other. Thus, the calculated equivalent resistivity ρr at
measuring point P3 was higher than at point P2, but smaller than at point P4. Similarly, ρr at measuring
point P7 was higher than at point P8, but smaller than at point P6.

Figure 13. Equivalent resistivity ρr related to Figure 11. The large size of meshes M1 and M2 results in
weak magnetic coupling and, therefore, ρr at P4 and P6 is higher than ρr at P2 and P8.

Table 1. Recorded magnetic field based on TEM.

Average Magnetic Field Intensity (A/m)

Measuring
Point

Equal
Mesh

Spacing

Equal
Mesh

Spacing and
Diagonal Branch

Unequal
Mesh

Spacing

P1 147.0995 264.8785 274.8785
P2 313.9748 340.748 330.748
P3 114.8244 280.854 114.8244
P4 343.3893 313.9748 90.345
P5 114.8244 313.9748 276.74
P6 343.3893 200.051 75.632
P7 114.2897 313.9748 114.8244
P8 313.9748 313.9748 330.748
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Table 2. Equivalent resistivity calculated based on TEM.

Average Equivalent Resistivity (Ωm)

Measuring
Point

Equal
Mesh

spacing

Equal
Mesh

Spacing and
Diagonal Branch

Unequal
Mesh

Spacing

P1 0.2889 0.2976 0.2916
P2 0.2752 0.2736 0.2758
P3 0.2889 0.2911 0.2889
P4 0.2752 0.2752 0.2933
P5 0.2944 0.2752 0.2900
P6 0.2752 0.2982 0.2944
P7 0.2889 0.2752 0.2889
P8 0.2752 0.2752 0.2758

Graphs of the equivalent resistivity ρr and average magnetic field intensity Hz illustrated the presence
of conductors C3 and C4 along the x-axis and conductors C9 and C10 along the y-axis. It was deduced that
the grounding grid was oriented parallel to the plane of the Earth.

5. Conclusions and Future Work

Grounding grid drawings are often lost and mishandled, altering the status of the grid from
known to unknown. In this paper, a new method to measure the orientation of the grounding grid
was presented. The method was not only independent of the current injection that brought the disturbing
inhomogeneity of the surface magnetic flux density, but also did not enhance the effect of the surrounding
EME. The transmitter-receiver pair of the TEM system was moved along a circle above the surface such
that the vertical conductor acted as the pole of the circle. According to the mesh spacing of the grounding
grid between 3 m to 7 m, the radius of the circle was constrained between 0 m to 3 m. Once the equivalent
resistivity ρr was determined from the secondary magnetic field Hz, high ρr and low Hz at a point on the
circle laid the basis for orientation detection of the grounding grid. Moreover, the proposed method was
also investigated for complex mesh configurations including the presence of a diagonal branch and an
unequally spaced mesh configuration. As an application, the paper used TEM to measure the orientation
of the grounding grid. Simulation results showed that the diagnosis was feasible.

There is a great need for further research to detect grounding grid orientation. This includes a
grounding grid with an unequal mesh spacing and a diagonal branch. Furthermore, the depth of the
grounding grid must also be considered in future research because it is critical for fault diagnosis.
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Abstract: Electric railways use a single-phase system, with the line comprising a trolley wire (TF)
that supplies power to the load with a neutral wire and an autotransformer (AF) feeder to absorb the
return current of the rail. Testing the performance of the protective relay that detects the fault of the
traction power-supply system (TPSS) and operates the circuit breaker is very important. Until now,
the performance test of protective relays for the TPSS has been conducted via a simple-steady test or
using an expensive real-time simulator. However, under a fast-moving environment in which the
load consumes a large amount of power, the protective relay must always detect faults and operate
properly. This paper proposes a digital simulator that enables the dynamic testing of protective
relays without using any steady test and expensive real-time simulators. This simulator includes both
external waveform import and internal waveform generation functions. Users can test the operation
of the protective relay by entering the waveform generated externally or internally into the protective
relay. Additionally, it has the ability to monitor the operating protection elements and pickup time
when the protective relay detects a fault and orders the circuit breaker trip.

Keywords: traction power-supply system; protective relay; digital simulator; monitoring and
controlling system; railway

1. Introduction

The fault of the traction power-supply system (TPSS) directly results in the operation disturbance
of railway trains because electric railways use electrical energy as an energy source. Therefore, system
faults must be quickly identified and responded to, which is achieved by protective relays. In other
words, protective relays are designed to monitor breakdowns and prevent breakdown impacts. Thus,
they are very important for the stable operation of the system [1–4].

The autotransformer (AT) feeding method, which is applied to electric railways in many countries,
supplies power to the line through an AT with twice the rated voltage of the load (i.e., train). In other
words, it comprises a trolley wire (TF) that connects the neutral point of an AT with the rail to supply
power to the load, and a feeder (AF) to absorb the return current of the load in the rail [5–8]. Unlike
the conventional electric power system, substations that serve as a power source have a disconnected
wire form instead of a network form; thus, short circuit fault at a distance from the power source can
be confused with the load current. Additionally, because the load of the TPSS has a large capacity
of approximately 15 [MVA] in terms of high-speed trains and rapid operation, the load current has
great variability. Accordingly, the AC TPSS is characterized by asymmetrical single phases due to
moving loads (such as trains); the TPSS characteristics differ significantly from conventional balanced
three-phase power systems.

In addition, it is essential to establish performance verification procedures at the development
stage because it is essential to ensure the reliability of the protective relay operation on railways
where safety is important. However, many studies have been conducted on the fault analysis of
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railway systems, but little research has been conducted on the performance evaluation of relays in
railways [9–12].

Generally, in power systems, the performance test of protective relay can be divided into steady
and dynamic tests. A steady test is a method of injecting a specific voltage and current into a protective
relay to determine whether it operates. A dynamic test tests the response characteristics of the
protective relay by injecting a waveform that reflects the operating characteristics or environment of
the system wherein the protective relay is equipped. A steady characteristic test of protective relay
for railroads can be performed using general commercial testing devices including an amplifier that
generates waveforms. However, a dynamic characteristic test can be performed through hardware in
the loop simulation (HILS) in connection with the relay by simulating system operation environments
through an expensive simulator such as digital real-time simulator (DRTS) [13–16]. However, DRTSs
are not easy to construct, as they are expensive and require more effort than electromagnetic transients
(EMT) simulators for transient state analysis. Additionally, the best way to test the protective relay
with the correct system fault waveform is to obtain voltage and current waveforms from the protective
relay installed in the actual TPSS as a common format for transient data exchange for power systems
(COMTRADE) file and then inject it into the protective relay that needs to be tested.

Therefore, this paper proposes a new digital simulator for the railways called protective relay
digital simulator for railway (PREDIS-R), which enables the accurate and efficient testing of protective
relay performance at a low cost at the laboratory level. The proposed digital simulator has the following
configurations and features. First, it provides an environment where users can create waveforms or
import them from outside. In other words, users can create the desired test waveform on a digital
simulator or import a fault waveform implemented by measurement or an external EMT simulator.
The waveform generated is amplified to the potential transformer (PT) and current transformer (CT)
levels of the train substation via a real-time amplifier. The amplified voltage and current waveform are
injected into the protective relay, and it can perform an operational performance test. Additionally, the
operating test of the protective relay can monitor the pickup time and operating protective elements
of the protective relay to review the correct operation of the protective relay on the users’ intended
fault waveform.

2. Development of Protective Relay Digital Simulator for Railways

2.1. Performance Scheme

The main role of the protective relay is to analyze the waveform of the input voltage and current
to determine any fault and provide output for the operation of the circuit breaker (CB). To test the
performance of these protective relays, the simulator must enter a waveform that accurately reflects
the characteristics of the faulty and steady states of the system and read the status information of the
protective relay operating according to the input waveform.

Figure 1 shows the performance scheme of the PREDIS-R proposed herein. It was developed to be
able to use fault data obtained from the field or enter waveform data obtained through presimulation
based on an EMT simulation tool (i.e., power system computer aided design/electromagnetic transients
with DC (PSCAD/EMTDC) [17], electro magnetic transients program (EMTP), etc.) into the protective
relay simulators in the international standard COMTRADE format to simulate the fault of the system.
Similarly, when external faulty waveform data input is loaded into the digital protective relay simulator
used to test the performance of the protective relay, PREDIS-R generates the same waveform as the
protective relay with the input waveform and outputs it.

Moreover, a function that can create a separate waveform is applied to the protective relay
simulator to reflect the characteristics of the TPSS, which does not have the EMT simulation result
waveform or cannot be implemented by EMT simulation. Thus, when creating a waveform internally,
PREDIS-R generates the exact waveform that the user intends and outputs it to a protective relay.
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The proposed PREDIS-R comprises hardware for loading external test waveforms or generating
test waveforms directly showing motion information to users and software setting up test waveforms,
controlling simulators, and storing and outputting operating information.

 
Figure 1. Protective relay digital simulator for railway (PREDIS-R) performance scheme.

2.2. Basic Formula for Relay Setting

The Zone 1 distance relay setting can be configured as follows in Equation (1), considering the
protection range of 90%:

Z1 = 0.9·Z55·L1·CF (1)

where Z1 is the relay input impedance for Zone 1, Z55 is the unit line impedance per length based on
55 kV [Ω/km], L1 is the line length between the substation (SS) and sectioning post (SP) [km], and CF is
the conversion factor considering the CT and PT ratios.

The Zone 2 distance relay setting can be configured as follows in Equation (2), considering the
protection range of 120%:

Z2 = 1.2·Z55·L2·CF (2)

where Z2 is the relay input impedance for Zone 2, and L2 is the length between two substations [km].
The input impedance of the distance relay between Zone 1 and Zone 2 is 33.83 Ω and

66 Ω, respectively.

2.3. Configuration

Figure 2 shows the data flow in the hardware of the developed digital simulator. The control
system of the simulator is designed to output the waveform set by the user accurately through software.
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Additionally, operation information of the relay is obtained by communication between the protective
relay and the simulator, and the status change information of the CB is output to the display device.

 

Figure 2. Data flow of the PREDIS-R.

The control system of the simulator comprises an amplifier, signal generator, and signal receiver.
The signal generator and receiver print out the test waveform and obtain the output information of
the protective relay. For this purpose, it is configured to enable digital and analog input and output.
Figure 3 shows the role of each input and output terminal. The digital input (DI) part checks the status
of the protective relay, and the analog input (AI) part acquires the monitored voltage and current
signals from the protective relay. The digital output (DO) part creates the signal to operate the CB and
the analog output (AO) part injects the test waveform into the protective relay. The waveforms from
AO are small signals of 10 Vp.

 
Figure 3. Signal generation and each function of the collecting part.

Figure 4 shows the hardware configuration diagram of the PREDIS-R. The amplifier was applied
to generate the waveform output with the voltage and current levels of the protective relay installed in
the real environment of the TPSS. The protective relay converts the voltage and current of the system
through the PT (55,000 V: 110 V) and CT (800 A: 5 A) to monitor the fault occurrence. However, because
the waveform output from the signal generation and reception parts is small (10 Vp), amplification
of the signal at the same level as the output from the actual switchgear in the substation is necessary.
To amplify the level of the installed PT and CT secondary side, the amplification rate of the voltage and
current was set to be 18 and 1.34 times, respectively, and the signal could be amplified up to 180 Vp
and 9 Ap, respectively.
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Figure 4. Hardware configuration diagram of the PREDIS-R.

The operating information of the protective relay and the change in the status of the CB according
to the signal sent to the CB can be checked by the user in real time through the monitor. Figure 5 shows
the fabricated PREDIS-R.

Figure 5. The fabricated PREDIS-R.

The simulator performance scheme in Figure 1 has been implemented to allow users to intuitively
use it through the user-based main interface shown in Figure 6. The elements and functions that
constitute the main interface are listed in Table 1.
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Figure 6. Main interface of the PREDIS-R.

Table 1. Main interface configuration and functions.

Number Interface Function

1 Selection Mode

Select one of the following modes

- Import waveform
- Generate waveform

2 Setting
- Set I/O channel
- Input harmonics

3 Start Reproduce simulation waveform

4 Stop Stop reproducing simulation waveform

5 Harmonics Load and apply input harmonics

6 Calibration

The error between input data and output waveform
is larger than the threshold; the waveform will be
expressed as a red line. At this time, recalibration is
recommended

7 Phase Control Change the phase of each current

8 Initialize Reset operation time to 0

Various protective components in integrated relay are applied to the TPSS. The distance relay
is used as the main protective relay to protect the TPSS from ground faults and short circuit faults.
Further, the high resistance ground fault current is difficult to distinguish; thus, an overcurrent relay is
used for back-up protection. Additionally, a reclosing relay to reclose the CB and an under-voltage
relay for alarm and CB opening in the event of a power outage is also used. To test the performance of
these various relay elements, various types of waveforms must be generated by software. For this,
PREDIS-R developed and applied a function that can receive external input or generate the waveform
for performance testing.
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2.3.1. External Input Waveform

Obtain the input waveform that can occur from the TPSS implemented externally and use it to test
the performance of the protective relay. For example, the waveform of each condition must be entered
to examine the performance of the protective relay under steady-state load current and fault occurrence.
As shown in Figure 7, the simulation results of PSCAD/EMTDC can be converted into COMTRADE
format and inputted into the protective relay. This enables the performance test of protective relays
in various ways, such as the location of fault, type of fault, and load current. In addition, the test
waveform reliability can be improved because the output is based on simulation results.

Figure 7. External (PSCAD/EMTDC COMTRADE) input waveform.

2.3.2. Internal Waveform Generation

Test waveforms can be implemented according to users’ needs. For this purpose, PREDIS-R is
designed to allow voltage, current, and phase control. Considering the variation ratio of substation PT
and CT, it can be adjusted within Max 120 V, Max 9 A, and 0–180◦, respectively, and implemented for
continuous inputs.

The AC TPSS can easily distinguish between steady and faulty states because the supply voltage
level is high and the difference between the load and fault currents is large. However, the load current
includes harmonics, because it converts the power through the inverter to control the speed of the train.

Figure 8 shows the use of the harmonic generation function to test whether the protective relay is
malfunctioning because of harmonics.

 
Figure 8. Internal waveform generation including harmonics.
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PREDIS-R also includes the capability to monitor test progress and test results in real time.
The signals obtained from the waveform input, output, and protective relay on the simulator are
printed on the screen to provide an intuitive understanding to users, as shown in Figure 9. This
screen shows the operating protective elements and operating time during the performance test of the
protective relay.

 
Figure 9. Output of protection element information for protective relay.

3. Verification of the PREDIS-R

PREDIS-R verification is divided into two main categories. The first is output performance
verification, which checks whether the waveform output to the protective relay is implemented
correctly when the waveform is received from the external input and outputs the desired waveform
from the simulator. The second is output performance verification for waveforms, which is generated
by the user.

First, to check the basic output performance, the voltage and current amplification rate of the
amplifier that amplifies according to the operating voltage and current of the relay against the voltage
signal generated by the simulator was verified. For this purpose, various sizes of sinusoidal wave
voltage were inputted into the amplifier.

Table 2 shows the amplitude of the input and output currents for the current amplifier. The
amplification rate of the current amplifier is 1.34 times, showing an average error rate of 0.9% in the
amplification range. Table 3 shows the amplitude of the input and output voltages for the voltage
amplifier. The amplification rate of the voltage amplifier is 18 times, showing an average error rate
of 0.07% in the amplification range. As the error rate averages are very small, they are confirmed
to be amplified according to their design conditions. The output performance under a continuously
changing amplification waveform was verified against the external input waveform and internally
generated waveform.

To verify that the external input waveform is accurately implemented with the protective relay,
the COMTRADE file generated using PSCAD/EMTDC was entered into the simulator, and then the
output waveform was checked, as shown in Figure 10. Upon comparing, the maximum value of the
COMTRADE input waveform was 77.06 V, while the maximum value of the output waveform of the
simulator was 78.4 V, showing that it is possible to output accurate waveforms with an error rate
of 1.73%.
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Table 2. Verification result for current amplifier.

Input (Ap) Output (Ap) I/O Ratio Error Rate (%)

1 1.33 1.33 0.74
2 2.69 1.34 0.37
3 4.04 1.35 0.49
4 5.42 1.35 1.11
5 6.77 1.35 1.04
6 8.14 1.36 1.24
7 9.52 1.36 1.49

Table 3. Verification result for voltage amplifier.

Input (Vp) Output (Vp) I/O Ratio Error Rate (%)

1 18.01 18.01 0.05
2 36.08 18.02 0.22
3 54.05 18.02 0.09
4 72.06 18.01 0.08
5 89.97 17.99 0.03
6 107.93 17.99 0.06
7 125.92 17.99 0.06
8 143.95 17.99 0.03
9 161.96 18.00 0.02
10 179.86 17.99 0.07

(a) 

 
(b) 

Figure 10. COMTRADE Output waveform test: (a) COMTRADE input waveform; (b) Simulator output
waveform (voltage: 20 V/Div, time: 25 ms/Div).

To ensure that the correct output is produced when generating the desired waveform, simulator
input/output waveform comparison was performed using a waveform generation function, as shown
in Figure 11. The CT ratio used to measure the output waveform was 400 mV/A. The maximum value
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of the waveform set on the simulator was 1.4 A, and the maximum value of the output waveform was
1.5 A; thus, it was confirmed that accurate waveforms can be generated and output.

 
(a) 

 
(b) 

Figure 11. Customized waveform output test: (a) Simulator input waveform; (b) Simulator output
waveform (voltage: 200 mV/div, time: 25 ms/div).

4. Case Study

As PREDIS-R is a simulator for testing the performance of the protective relay for the railway
system, a case study was conducted according to the scenarios given in Table 4 to validate the
performance test results of protective relay. The input waveform used in the case study consists of
both the external input waveform and internal waveform generated by the user.

Table 4. Simulation scenario. SP: sectioning post, SS: substation.

Scenario Waveform Type Description

Case 1 COMTRADE Adjacent to SS, trolley line fault
Case 2 COMTRADE Adjacent to SP, trolley line fault
Case 3 COMTRADE Adjacent to SS, feeder line fault
Case 4 COMTRADE Adjacent to SS, feeder line fault
Case 5 Simulator product Load current including harmonics

First, using PSCAD/EMTDC, the TPSS was modeled to reflect the actual domestic data, and then
the contingency was simulated. In this case, the fault voltage and current waveform were converted
into COMTRADE format and entered into the digital simulator interconnected to the protective relay;
then, it was checked whether the relay worked with the simulator. To facilitate checking the operation
of the relay, the fault resistance was assumed to be 0 Ω. Each protective relay element must operate
in coordination depending on the voltage and current measurement position, such as the incoming
panel and distributing panel of the substation and the location of the relay. However, this study does
not consider them, as it focuses on verifying the performance of a simulator that injects abnormal
waveforms into the relay and monitors the operating status of the relay.

The TPSS model using PSCAD/EMTDC in the simulation of Case 1 through Case 4 is shown in
Figure 12, and the detailed parameters of the system are shown in Table 5.
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Figure 12. TPSS for case studies.

Table 5. Parameters of the traction power-supply system (TPSS) model.

Items Parameters

%Z of the SS
Z1 = 1.1128 + j7.8827 [%] at 100 MVA base
Z0 = 3.0157 + j17.8050 [%] at 100 MVA base

Scott transformer
%Z = 10 [%] at 30 MVA base

Primary side: 154 [kV]
Secondary side: 55 [kV]

Auto transformer
Z = j 0.45 [Ω]

Primary side: 55 [kV]
Secondary side: 27.5 [kV]

Impedance of the catenary system
Trolley 0.1076 + j0.2645 [Ω/km]

Rail 0.1052 + j0.4699 [Ω/km]
Feeder 0.1180 + j0.4548 [Ω/km]

Length of the each section SS to SSP 10 [km]
SSP to SP 10 [km]

It was modeled using the actual data of the TPSS, and checking the location of the fault simulated
for each case is possible. The system is mainly divided into the substation (SS), sub-sectioning post
(SSP), and SP. Each division has an AT to compensate for voltage drop. In SS, a Scott transformer is
in operation, which can receive power from the utility and transform the three-phase voltage level
of 154 kV to 55 kV on a single phase. This is a characteristic of the autotransformer feeding system
and is intended to output twice the voltage applied to the electric train load in the substation. The
autotransformers are installed at SS, SSP, and SP—one each at the up and down tracks to supply power.
Each division is about 10 km apart, and the reason for operating the autotransformer is to compensate
the voltage drop. In this feeding scheme, the installation interval of the substation can be extended.
The neutral point of the autotransformer is commonly grounded together with rails and protective
wires at 2.8-km intervals within the catenary section, and it causes an offset of the communication
inductive interference.

To check the operation of the protective relay software, the distance relay protecting the TPSS was
modeled using PSCAD/EMTDC. Figure 13 shows the relay operating trajectories for each case, and a
detailed operating time comparison with simulators is shown in Table 6.
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(a) (b) 

  
(c) (d) 

Figure 13. Simulation results using PSCAD/EMTDC: (a) Case 1; (b) Case 2; (c) Case 3; and (d) Case 4.

Table 6. Simulation results—relay operation time (s).

Scenario PSCAD/EMTDC Digital Simulator

Case 1 0.1266 0.1267
Case 2 0.1292 0.1293
Case 3 0.1287 0.1288
Case 4 0.1329 0.1327

Figure 14 represents the results for Case 1. The distance relay element and overcurrent element of
the integrated protective relay were operated within one cycle owing to trolley-rail short circuit fault
near the SS. Each relay was used as the main protective relay and the back-up protective relay in the
TPSS. Figure 15 shows the input and output waveform information and relay operation information
displayed on the simulator interface. It is possible to intuitively identify the relay elements that operate
in response to a simulated fault.
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(a) 

 
(b) 

 
(c) 

Figure 14. Simulation results for Case 1: (a) Input current; (b) Input voltage; and (c) Protective
relay signal.

 
Figure 15. Simulation results in the digital simulator interface.

Figure 16 shows the result for Case 2 and the simulator interface output screen. Similar to Case 1,
it is confirmed that the proposed simulator imports the COMTRADE file correctly and displays the
results appropriately after checking the protective relay behavior.
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(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 16. Simulation results for Case 2: (a) Input current; (b) Input voltage; (c) Protective relay signal;
and (d) Digital simulator interface results.

Figures 17 and 18 represent the resulting waveforms corresponding to Cases 3 and 4, respectively,
which are cases of feeder-rail short circuit fault near SS and SP, respectively. It was confirmed that
identical to the previously simulated trolley-rail short circuit fault, the relay operated when an analog
signal was input into the protective relay, and the result was accurately outputted from the simulator.
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(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 17. Simulation results for Case 3: (a) Input current; (b) Input voltage; (c) Protective relay signal;
and (d) Digital simulator interface results.
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(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 18. Simulation results for Case 4: (a) Input current; (b) Input voltage; (c) Protective relay signal;
and (d) Digital simulator interface results.

Table 6 compares the operating time of the relay using the simulator with the relay operating time
using the PSCAD/EMTDC. It is verified that both sides have been properly modeled with a smaller
error in the operating time, and it is expected to be able to perform accurate simulations through
cross-validation on both platforms when validating and testing the performance of protective relays
later. The operating time of the relay shows the sequential operation of the protective elements, and
the last operating protective element is time-overcurrent relay.

The current of the TPSS contains harmonics owing to the switching element of the train, and the
protective relay must not operate on these currents including the inrush currents of the transformer.
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Therefore, as a simulator for testing protective relays, including a function generating harmonics to
enable flexible testing in various ways is necessary. Figure 19 shows the test waveform applied in Case
5, which is assumed to be the load current containing harmonics generated randomly by the simulator.
The harmonic component included is 13.5% of the second harmonics and 4.9% of the third harmonics.

Figure 19. Current waveform with harmonics.

Figure 20 represents the results of a protective relay malfunction test for waveforms containing
harmonics in Figure 19. The protective relay did not work, implying that the simulator injected the
correct test waveform and displayed the relay’s same operating information as the actual operation.

 
(a) 

 
(b) 

 
(c) 

Figure 20. Cont.

117



Appl. Sci. 2020, 10, 191

 
(d) 

Figure 20. Simulation results for Case 5: (a) Input current; (b) Input voltage; (c) Protective relay signal;
and (d) Digital simulator interface results.

5. Conclusions

Simulator development is essential when developing or testing new protective relays because it is
time consuming and costly to verify performance on the real system; moreover, the test space is limited.
To solve these real-world engineering problems, this paper presented and validated the modern testing
simulator for protective relay in the TPSS. The developed simulator has the appropriate amplification
rate to inject analog signals into the integrated relay and have a function to input external COMTRADE
files and generate the simulator’s self-waveform. It was also confirmed that the relay behaves the same
as in the actual system under various contingency fault simulations, and the harmonics generation
function also works accurately through the relay’s malfunction test.

As a result, by using this proven digital simulator, it is possible to replicate in the laboratory
electrical faults that have been detected in the real field without running the test on the real infrastructure,
which can significantly speed up testing. The simulator developed in this study is expected to be used
in the future to develop new protective relays or validate protective relay algorithms.

Author Contributions: J.K. (Joorak Kim) conceived and designed the main concept; J.K. (Joorak Kim), J.K.
(Jaewon Kim), and G.-J.C. performed test and simulation; J.K. (Joorak Kim) and J.K. (Jaewon Kim) wrote the paper.
All authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by the Ministry of Land, Infrastructure and Transport’s Railway Technology
Research Project, “Development of Real Time Simulator and Analysis Model for Railway Power System
(19RTRP-B146034-02)”.

Acknowledgments: The authors are grateful for the support by Korea Agency for Infrastructure Technology
Advancement and Korea Railroad Research Institute.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Kim, J.C. Analysis of Power Supply System and Understanding of the Korean Electric Railway; Kidari: Seoul,
Korea, 2008.

2. Kim, B. Electric Railway Power Engineering; Kidari: Seoul, Korea, 2015.

118



Appl. Sci. 2020, 10, 191

3. Sezi, T.; Menter, F.E. Protection scheme for a new AC railway traction power system. In Proceedings of the
1999 IEEE Transmission and Distribution Conference (Cat. No. 99CH36333), New Orleans, LA, USA, 11–16
April 1999; pp. 388–393.

4. Fujie, H. Fault locator system in autotransformer feeding circuit of AC electric railway. Quart. Rep. Railw.
Tech. Res. Inst. 1997, 18, 33–38.

5. Deng, Y.; Huang, K.; Su, D.; Liu, Z. Spatial Magnetic-Field Description Method Aimed at 2 × 25 kV
Auto-Transformer Power Supply System in High-Speed Railway. Appl. Sci. 2018, 8, 997. [CrossRef]

6. Mariscotti, A.; Pozzobon, P.; Vanti, M. Distribution of the traction return current in AT electric railway
systems. IEEE Trans. Power Deliv. 2005, 20, 2119–2128. [CrossRef]

7. Oura, Y.; Mochinaga, Y.; Nagasawa, H. Railway electric power feeding systems. Jpn. Railw. Transp. Rev. 1998,
16, 48–58.

8. Sibal, V. Traction Power Supply System for California High-Speed Train Project. Presented at
AERMA. Available online: https://www.arema.org/files/library/2011_Conference_Proceedings/Traction_
Power_Supply_System_for_California_High-Speed_Train_Project.pdf (accessed on 15 October 2019).

9. Lee, C.; Lee, H.; Yoon, D.-H.; Lee, H.; Song, J.; Jang, G.; Han, B. A novel fault location scheme on Korean
electric railway system using the 9-conductor representation. J. Elect. Eng. Technol. 2010, 5, 220–227.
[CrossRef]

10. Jung, H.; Kim, H.; Chang, S.-H.; Kim, J.; Min, M.-H.; An, T.-P.; Kwon, S.-I. A Study on a Catenary Impedance
Estimation Technique using Boosting Current Compensation Based on Current Division Characteristics of
an AT Feeding System. J. Elect. Eng. Technol. 2015, 10, 1370–1376. [CrossRef]

11. Cho, G.-J.; Kim, C.-H.; Kim, M.-S.; Kim, D.-H.; Heo, S.-H.; Kim, H.-D.; Min, M.-H.; An, T.-P. A Novel
Fault-Location Algorithm for AC Parallel Autotransformer Feeding System. IEEE Trans. Power Deliv. 2019,
34, 475–485. [CrossRef]

12. Serrano, J.; Platero, C.; Lopez-Toledo, M.; Granizo, R. A new method of ground fault location in 2 × 25 kV
railway power supply systems. Energies 2017, 10, 340. [CrossRef]

13. McLaren, P.G.; Kuffel, R.; Wierckx, R.; Giesbrecht, J.; Arendt, L. A real time digital simulator for testing relays.
IEEE Trans. Power Deliv. 1992, 7, 207–213. [CrossRef]

14. Avalos, A.; Zamora, A.; Escamilla, O.; Paternina, M.R.A. Real-time Hardware-in-the-loop Implementation
for Power Systems Protection. In Proceedings of the 2018 IEEE PES Transmission & Distribution Conference
and Exhibition—Latin America (T&D-LA), Lima, Peru, 18–21 September 2018.

15. Souza, F.C.; Benemar, A. Souza Adaptive overcurrent adjustment settings: A case study using RTDS®. In
Proceedings of the 2013 IEEE PES Conference on Innovative Smart Grid Technologies (ISGT Latin America),
Sao Paulo, Brazil, 15–17 April 2013.

16. Wang, B.; Dong, X.; Bo, Z. Anthony Perks RTDS Environment Development of Ultra-High-Voltage Power
System and Relay Protection Test. IEEE Trans. Power Deliv. 2008, 23, 618–623. [CrossRef]

17. PSCAD Homepage. Available online: https://hvdc.ca/ (accessed on 16 December 2019).

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

119





applied  
sciences

Article

Comparison of Various Mother Wavelets for Fault
Classification in Electrical Systems

Chaichan Pothisarn 1, Jittiphong Klomjit 1, Atthapol Ngaopitakkul 1,*, Chaiyan Jettanasen 1,

Dimas Anton Asfani 2 and I Made Yulistya Negara 2,*

1 Department of Electrical Engineering, Faculty of Engineering, King Mongkut’s Institute of Technology
Ladkrabang, Bangkok 10520, Thailand; chaichan.po@yahoo.com (C.P.); tor_1_4@hotmail.com (J.K.);
chaiyan.je@kmitl.ac.th (C.J.)

2 Department of Electrical Engineering, Institut Teknologi Sepuluh Nopember, Surabaya, East Java 60111,
Indonesia; anton@ee.its.ac.id

* Correspondence: knatthap@kmitl.ac.th (A.N.); yulistya@ee.its.ac.id (I.M.Y.N.)

Received: 7 January 2020; Accepted: 7 February 2020; Published: 11 February 2020

Abstract: This paper presents a comparative study on mother wavelets using a fault type classification
algorithm in a power system. The study aims to evaluate the performance of the protection
algorithm by implementing different mother wavelets for signal analysis and determines a suitable
mother wavelet for power system protection applications. The factors that influence the fault signal,
such as the fault location, fault type, and inception angle, have been considered during testing.
The algorithm operates by applying the discrete wavelet transform (DWT) to the three-phase current
and zero-sequence signal obtained from the experimental setup. The DWT extracts high-frequency
components from the signals during both the normal and fault states. The coefficients at scales 1–3
have been decomposed using different mother wavelets, such as Daubechies (db), symlets (sym),
biorthogonal (bior), and Coiflets (coif). The results reveal different coefficient values for the different
mother wavelets even though the behaviors are similar. The coefficient for any mother wavelet has
the same behavior but does not have the same value. Therefore, this finding has shown that the
mother wavelet has a significant impact on the accuracy of the fault classification algorithm.

Keywords: transformer; transmission line; discrete wavelet transform; mother wavelet;
fault classification

1. Introduction

Disturbance in the power system is a significant concern for many electric utilities due to its
impact on the operation and reliability of the overall system. Besides, it may cause damage to vital
equipment in the power system such as a generator, transmission line, and transformer in case the
operator does not address the fault with speed and accuracy, which results in large scale electric outage,
economic losses, and the possibility of loss of life. Thus, the protection system with the ability to
accurately identify, locate, and classify faults in the power system needs to be implemented into the
system to ensure the quick and correct response to fault clearing.

The algorithm to detect and classify faults in power transmission lines has been widely developed
based on different types of methodologies. The wavelet transform is one of the popular methods for fault
detection and discrimination due to its ability to analyze high-frequency components [1–6]. The discrete
wavelet transform (DWT)-based methodology has been used for the detection of transmission line
faults [1]. Three-phase voltage signals are decomposed by the Daubechies wavelet (db4). By considering
the results, the coefficient details at level 4 clearly distinguish the different types of faults in the power
system. The new differential relaying scheme based on the transient energy extracted using the DWT
in the current signals of each line distinguishes between external and internal faults under all operating
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conditions [2]. This paper proposed an adaptive technique to detect low-impedance faults (LIFs) and
high-impedance faults (HIFs) and classified LIFs in transmission systems depending on the DWT.
The current of each phase is analyzed by using the DWT (db1), and faults are classified through
comparison with the current approximation coefficient (Sg) and current detail coefficients (Da, Db,
and Dc) [3]. This reveals that the wavelet transform is significant in the detection and classification of
faults in power systems. However, the algorithm can be improved by using artificial intelligence (AI).

AI has been combined with wavelets to improve the accuracy of fault classification algorithms
in electrical systems [7–12]. AI enhances accuracy and reduces the time to classify faults. Wavelets
with neural networks (NNs) have been used to detect and identify fault types in transmission line
systems [7–11]. The algorithm makes use of wavelet transform-based approximate coefficients of
three-phase voltage and current signals obtained over a quarter cycle to detect and classify faults. Fault
detection and classification and fault location estimation are carried out using an artificial neural network
(ANN), and the alienation coefficients of current signals are used as ANN input [7]. This paper presents
an application of NNs and wavelet transforms for fault classification in transmission lines in comparison
with particle swarm optimization–artificial neural network (PSO–ANN)-, back-propagation neural
networks (BPNN)-, and support-vector machines (SVM)-based classification schemes. The PSO–ANN
technique has a very high accuracy (99.912%) in the classification of power system faults [11].
This paper presents a survey and review of the research and developments in the field of fault detection,
classification, and location in transmission networks [12].

In addition, wavelets are used to detect faults or abnormalities in transformers [13–22]. They
are used to detect vibrations or electrical signals. Transformer vibration signals are decomposed into
several empirical wavelet functions. The signals are calculated to construct the eigenvectors of the
transformer vibration signals for classifying three different working conditions (normal conditions,
winding axial deformation, and winding radial deformation) [13]. Most papers use wavelets to
classify inrush and internal and external faults. The differential current is used as input for the
wavelet transform to analyze faults [14–21]. The boundary wavelet transform is implemented in the
differential protection of power transformers to distinguish internal faults from other disturbances.
The method is designed for real-time applications and implemented in a digital signal processor for
real-time analysis [14]. The algorithm distinguishes between internal faults and inrush currents in
power transformers. Fault currents are analyzed by using the DWT to evaluate their remarkable
characteristic values, and the highest values produced by the total wavelet correlation matrix are used
to identify inrush and internal fault currents in power transformers. The results are validated with an
experimental test setup [18]. Moreover, the algorithm can identify fault occurrence with the continuous
wavelet transform (CWT) and improve conventional current differential protection methods in the
presence of current transformer (CT) saturation [20]. A spectrum of wavelets has been used for the
prediction of winding insulation defects in transformers [21].

From the literature review, it can be seen that the wavelet transform methodology has been
widely used in power system fault analysis. However, many studies only focus on transmission
lines or transformers, and few have combined the two components when analyzing systems. Most
of the references use wavelets to detect and identify fault types in electrical systems, but they do not
analyze the mother wavelet [1–17,20,21]. Additionally, there are research articles that compare mother
wavelets [18,19,22,23]. They study the comparative use of 16 different wavelets for fault classification in
overhead transmission line systems. However, it is revealed that the Db4 wavelet completely satisfies
the fault classification algorithm [23].

Another point is that the result from a simulation that has been widely used may not correctly
represent the actual system in the real world due to some parameter and factor that has been simplified,
which might affect the result. In terms of wavelet transform application, the research using wavelets
to detect and discriminate fault types on power systems might not take effects from different mother
wavelets into consideration when evaluating the performance of the algorithm. Thus, this paper
presents the effect of mother wavelets on the performance of fault classification algorithms in the
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power system. The result in terms of accuracy between different mother wavelets was evaluated by
using an experimental setup modeled after the actual system with a transmission line connected to the
power transformer.

The paper is divided into six sections as follows. The second section provides the fundamentals
and theory of the DWT. The experimental setup and system characteristics are presented in Section 3.
The details of the fault classification algorithm used in this study are contained in Section 4. The results
and conclusions of the study are summarized in Sections 5 and 6, respectively.

2. Fundamentals and Theory

The wavelet transform is a method based on signal processing that was developed from Fourier
and short-Fourier transforms for suitable specific applications. The time width and frequency can be
adjusted for optimal analysis.

The wavelet theory based on mathematics integrates small signals into one signal. The small
signal is the wavelet, which has a specific character because the wavelet is a wave-like oscillation with
an amplitude that begins at zero, increases, and then decreases back to zero. Therefore, any signals in
the wavelet theory are a combination of wavelet groups that are structured from the same function.
This function is the origin wavelet called the mother wavelet. The signals are caused by the mother
wavelet stretching (scaling: a) or shrinking (shifting: k) the wavelet itself, which occurs as a position
change along the time axis.

DWT signal analysis can select many scales (m) and many positions (k) for integrated wavelets
and can form a signal at the interest scale. When integrating the signal at all resolutions, the actual
input signal is received. In multilevel analysis, the scale of analysis is reduced by two times. Hence,
this is a DWT-type dyadic wavelet transform, as described in Equation (1) [24].

DWT(m, n) =
1√
2m

∑
k

f (k)ψ
[

n− k2m

2m

]
(1)

where

m, n, k = Integers
Ψ =Mother wavelet
n = Number of data points
m = Scaling
k = Shifting

Signals are decomposed by the wavelet. The mother wavelet is a filter signal that separates the
following two channels:

• High-frequency component (detail coefficient: cD).
• Low-frequency component (approximation coefficient: cA).

The high-frequency component will be used to analyze signal during transient state.
The mother wavelets used in the DWT are db, sym, coif, and bior [24]. Each mother wavelet

provides a differential coefficient because of its differential characteristic signal, as shown in Figure 1.

123



Appl. Sci. 2020, 10, 1203

Figure 1. Characteristic signals of the mother wavelets.

The Daubechies (db) mother wavelet has asymmetric basic functions, while the symlets (Sym)
mother wavelet has the least asymmetric basic functions. The biorthogonal (Bior) mother wavelet has
symmetric basic functions, and the coif1 mother wavelet has nearly asymmetric basic functions. It is
necessary to choose a suitable mother wavelet for increased efficiency.

3. Experimental

In this section, the faults that occur in transmission lines and transformers are tested by using the
experimental setup. The difference current signals and transients generated from the experimental
setup are detected and recorded for analysis with a wavelet. The experimental model is shown in
Figure 2.

Figure 2. Characteristic signal of the mother wavelet.

Figure 2 shows the fault simulation circuit in the case of transmission lines connected to a
transformer. The 40 km 115 kV transmission lines are calculated to be resistor, inductor and capacitor
(RLC) parameters that are connected to a nominal pi model and a 15 kVA, 440/220 V transformer.
The transformer is designed to accept internal short-circuiting. The design of the transformer permits a
tap change every 10% of both the primary and secondary sides to test internal faults in the transformer.
Moreover, the faults occurring in the transmission lines are tested by following these conditions:

• The fault types include a single line to the ground fault, a double line to the ground fault, a line to
line fault, and a three-phase fault.

• The fault positions are designated to any phases of the transmission lines at lengths of 30%, 50%,
and 70% of the length of the transmission line.

The experimental setup is shown in Figure 3.
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Figure 3. Experimental setup.

After recording the differential current from the transformer, the differential current is obtained
through the wavelet transform method. The current signal is transformed using the DWT to extract
high-frequency components at scales 1–3 with different mother wavelets, such as the Daubechies
(db), symlets (sym), biorthogonal (bior), and Coiflets (coif) wavelets. The coefficient from the DWT
is varied depending on various factors, and this coefficient is squared to emphasize the change
in coefficient. The four mother wavelets are utilized to decompose the differential current signals.
The DWT coefficients of the phase faults are larger than those of the phase unfaults.

The example of differential current obtained from the transformer (relay 1) in case of internal
fault and the coefficient after using different mother wavelets is shown in Figure 4. From the figure,
it can be seen that the DWT signals at scale 1 generate much noise compared with those at scales 2–3.
The coefficients at scales 2–3 are notable when faults occur, and at scale 3, a lower frequency can be
detected compared to that at scale 2. Thus, this research chose the coefficients at scale 2 for analysis of
the fault types.
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(a) 

(b) 

Figure 4. Cont.
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(c) 

(d) 

Figure 4. Differential current signals from the wavelet transform in the case of internal faults at
phases in each mother wavelet: (a) Daubechies (db2); (b) symlets (sym2); (c) biorthogonal (bior3.1);
(d) Coiflets (coif1).
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4. Fault Classification

The fault classification algorithm using in this research was designed based on the DWT
methodology as described in the flowchart in Figure 5. The operation of the algorithm detecting the
fault on the power system consists of a transmission line and a transformer by first checking the status
of relay 1 (at the transformer). Relay 1 obtains the differential current signals from the transformer and
extracts the coefficient value using DWT. This algorithm considers the maximum coefficients at scale 2
every 5 ms (1/4 cycle). When the coefficients changes more than five times and attains values larger
than 5 × 10−3, an internal fault occurs. This status will signal the relay 1 to trip. Otherwise, it is an
external fault and will send a signal for relay 2 (at the transmission line).

For the relay 2, the required signals from the transmission line are the positive sequence of the
three-phase current signal. These signals will input through DWT to extract the coefficient value.
The fault classification conditions in relay 2 are the maximum coefficients at scale 2 of the positive
sequence every 5 ms (1/4 cycle). When the coefficients change more than 2 times and attain values
larger than 1 × 10−2, a fault occurs. This status will signal the relay 2 to trip.

The designed fault classification algorithm and testing of the proposed algorithm consists of
testing of the experimental setup to obtain the signal from both relays 1 and 2. The number of case
studies was varied with the different conditions to obtain a number of data points, as shown in Table 1.
The data were divided into three sets with a total number of data points of 1776; the first set of data
was used for algorithm design—50% (888 data points), the second set of data was used for algorithm
testing—25% (444 data points), and the last set of data was used for a case study—25% (444 data
points). The first set was used to design the condition within the algorithm with an accuracy of more
than 95%. The second set of data, different from the first set, was used to test the accuracy of the
algorithm. The third set of the data, the newer data differentiated from the first two sets, was used as
the case study to evaluate the performance of the proposed algorithm.

Table 1. Number of data points used in the case study.

Total Data Point Algorithm Design Algorithm Testing Case Study

Transmission line 176 88 44 44
Transformer 1600 800 400 400

Total data point 1776 888 444 444

The four different mother wavelets were used to decompose the current signals to obtain the
coefficient value from the high-frequency component. The extraction from the DWT of a differential
current showed that the coefficients of the internal faults changed more than those of the external faults.
However, the results of the four mother wavelets were similar, as shown in Figure 6. This characteristic
was used to design the condition in a fault classification algorithm for relay 1 (transformer). External
faults can be analyzed by using coefficients of transmission line systems. The coefficient characteristics
between faulty and normal conditions when applied different mother wavelets are shown in Figure 7.
The extraction from the DWT of three-phase and positive sequence signals showed a similar trend
with the fault condition having a higher coefficient than the normal condition. However, there was a
difference in the coefficient value between different mother wavelets. The above behavior was used to
design algorithms for fault classification.

The algorithm was operated by using the maximum coefficients, as shown in Figure 8, for the
transformer (relay 1) and Figure 9 for the transmission line (relay 2). From Figure 8 it can be seen
that the result from DWT of differential current in scale 2 provided a higher maximum coefficient
during the transient condition compared to the normal condition. In Figure 9, a similar trend was
also shown with the maximum coefficient from scale 2 in the case of an external fault higher than
the normal case. The normal case only consisted of noise due to no significant transient state in the
signal. This characteristic was used to indicate fault status, and the different mother wavelet provided
different maximum coefficient values, which could impact the design algorithm.
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Figure 5. Algorithms for fault classification.
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(a) (b) 

Figure 6. Differential current signals from wavelet transform in scale 2 obtained from relay 1: (a) internal
fault; (b) external fault.

 

(a) (b) 

Figure 7. Current signals from wavelet transform in scale 2 obtained from relay 2: (a) fault; (b) normal.

 

(a) 

 

(b) 

Figure 8. Cont.
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(c) 

 

(d) 

Figure 8. Maximum values of the coefficients from the wavelet transform at scale 2 used in classifying the
faults in relay 1: (a) Daubechies (db2); (b) symlets (sym2); (c) biorthogonal (bior3.1); (d) Coiflets (coif1).

 

(a) 

 

(b) 

 

(c) 

 

(d) 

Figure 9. Maximum values of the coefficients from the wavelet transform at scale 2 used in classifying the
faults in relay 2: (a) Daubechies (db2); (b) symlets (sym2); (c) biorthogonal (bior3.1); (d) Coiflets (coif1).

5. Results

The results from the applied faulty classification algorithm on obtaining a signal from the
experimental setup in the case of a fault on the transmission line and transformer is shown in Tables 2
and 3, respectively. From the table, it can be seen that the coefficient values were different when
different mother wavelets were used. If the coefficients of the wavelet transform were in accordance
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with the conditions in Figure 9, the faults inside the transformer would be detected under condition 1,
while the faults occurring in the external transformer would be detected under condition 2. For this
reason, the first case was an internal fault. By considering the coefficients of relay 1 (Daubechies (db2)),
the faults that occurred in phase attained maximum values, and the unfaulted phases also attained
maximum values. Both values had coefficients that were larger than 5 × 10−3, while the coefficients
under normal conditions were smaller than 5 × 10−3, as shown in Figure 7a. Thus, the coefficients
changed more than five times, and hence, an internal fault had occurred. The four mother wavelets
exhibited the same behavioral characteristics of the coefficients. For the case of external faults,
the faulted phases attained maximum values, and the unfaulted phases also attained maximum values.
If these coefficients were smaller than 5 × 10−3, external faults would occur. For fault classification
with relay 2, positive sequences (Daubechies (db2)) were detected, which attained maximum values.
Its coefficients were larger than 1 × 10−2, and the pre-fault coefficients were smaller than 1 × 10−2,
as shown in Figure 7a. By considering the coefficients, they changed more than two times, and therefore,
there were faults in the electrical systems. Additionally, all four mother wavelets provided similar
results. For all data, these algorithms could discriminate the fault types with an average accuracy of
97.75%. The mother wavelet types of db2, sym2, and coif1 provided the highest accuracy at 98.65%,
and the mother wavelet type of bior31 had the lowest accuracy at 95.05%, as summarized in Table 3.

Table 2. Coefficients from the DWT of the current signals for fault classification (relay 2).

Mother
Wavelet

Case
Coefficient from the DWT of the Current Signal

Pmax Result

db2
Fault 2.80 × 10−2 Fault

Normal 6.01 × 10−3 Normal

sym2 Fault 2.80 × 10−2 Fault
Normal 6.01 × 10−3 Normal

bior31
Fault 8.04 × 10−2 Fault

Normal 8.02 × 10−3 Normal

coif1
Fault 6.78 × 10−2 Fault

Normal 6.80 × 10−3 Normal

Table 3. Coefficients from the DWT of the current signals for fault classification (relay 1).

Mother
Wavelet

Case

Coefficient from the DWT of the Differential Current Signal

Phase Fault
Faultdiff

max

Phase Unfault
Unfaultdiff

max
xdiff

max
Result

db2
Internal 3.92 × 10−2 1.25 × 10−2 3.92 × 10−1 Internal
External 1.30 × 10−3 1.07 × 10−3 1.30 × 10−3 External

sym2 Internal 3.92 × 10−2 1.25 × 10−2 3.92 × 10−1 Internal
External 1.30 × 10−3 1.07 × 10−3 1.30 × 10−3 External

bior31
Internal 2.70 × 10−2 9.46 × 10−3 2.70 × 10−2 Internal
External 1.66 × 10−3 2.10 × 10−3 2.10 × 10−3 External

coif1
Internal 1.09 × 10−1 3.02 × 10−2 1.09 × 10−1 Internal
External 1.27 × 10−3 0.92 × 10−3 1.27 × 10−3 External

6. Conclusions

This paper illustrates the importance of the mother wavelet for fault classification in electrical
systems. When faults occur in transmission line systems and transformers, the coefficients in three
phases and a positive sequence are detected. The behavior of the coefficients is dependent on the
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fault type, fault angle, and fault position. Phase faults have higher coefficients than phase unfaults.
In addition, fault conditions can be detected by a positive sequence.

The mother wavelets, i.e., Daubechies (db), symlets (sym), biorthogonal (bior), and Coiflets (coif),
are used to compare the coefficient values and behaviors. Figures 5–8 show the coefficient values
and behaviors. Each mother wavelet has a similar behavior, but its value is not the same. The same
behavior can be obtained by different fault classification algorithms in data simulation, as shown
in Figure 9. The data are divided into three parts: 1. algorithm design—50% (888 data), 2. data
testing—25% (444 data points), and 3. case study—25% (444 data points).

For the case study of the different mother wavelets, the accuracy of the results is summarized in
Table 3. The faults in the case study are discriminated by using the proposed algorithm. It is found that
there is an average accuracy of internal fault detection (relay 1) of 96.12% and of external fault detection
(relay 2) of 99.07%. The mother wavelet types of Daubechies (db2) and symlets (sym2) provide the
highest accuracy under condition 1, while the mother wavelet type of biorthogonal (bior3.1) provides
the highest accuracy under condition 2, as shown in Figure 10.

Figure 10. Average accuracy of the mother wavelet in the experimental setup.

The results from the study illustrated the performance of different mother wavelets on the fault
classification algorithm. The different mother wavelets provide a different level of accuracy on the
fault classification on a transformer, while they do not show a significant impact on fault classification
in the transmission line. Thus, this mother wavelet is also one of the factors that must be considered in
order to select the suitable mother wavelet for an application. Future work will broaden the suitable
mother wavelet selection on other applications and to test the performance of the fault classification
algorithm on different power system topologies to verify its application.
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Abstract: In recent years, modular multilevel converters (MMC) are becoming popular in the
distribution and transmission of electrical systems. The multilevel converter suffers from circulating
current within the converter that increases the conduction loss of switches and increases the thermal
stress on the capacitors and switches’ IGBTs. One of the main solutions to control the circulating
current is to keep the capacitor voltage balanced in the MMC. In this paper, a new hybrid control
algorithm for the cascaded modular multilevel converter is presented. The Harris hawk’s optimization
(HHO) and Atom search optimization (ASO) are used to optimally design the controller of the hybrid
MMC. The proposed structure of modular multilevel inverters allows effective operation, a low
level of harmonic distortion in the absence of output voltage filters, a low switching frequency, and
excellent flexibility to achieve the requirements of any voltage level. The effectiveness of the proposed
controller and the multilevel converter has been verified through testing with the application of
the MMC-static synchronous compensator (STATCOM). The stability of the voltage capacitors was
monitored with balanced and unbalanced loads on the studied network.

Keywords: modular multilevel converter; STATCOM; optimization; harmonics; Harris Hawk’s
optimization; Atom search optimization

1. Introduction

Recently, with the increased popularity and application of power electronic devices in modern
industries, some large electrical loads such as from an AC traction system (single-phase), electric
furnaces and modern technologies based on high-tech microprocessors in renewable energy applications
cause increasing power quality (PQ) problems [1,2]. Power quality problems appear in electric utility
as increased harmonic distortions, phase imbalances and low power factors. Electric devices based
on power electronics present themselves as non-linear loads, which are characterized as sources of
harmonics in the power system. The harmonic currents cause an increase in the RMS value of the
current and let the neutral current make circulations in the electric distribution system. The capacity of
the distribution system and power losses are affected by the presence of harmonics [2,3].
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The effects of nonlinear unbalanced loads on the performance of the power system is an important
issue for the power system operators and attracts the interest of many researchers. Many research
papers have proposed different techniques and optimization algorithms to improve power quality
indicators in the presence of nonlinear and/or unbalanced loads [4]. The static synchronous compensator
(STATCOM) is one of the FACTS devices that introduces an efficient and flexible solution for power
quality improvement and disturbance mitigation [5–7]. The practical circuit of the STATCOM usually
includes two-level voltage source converters (VSC), and a line-frequency transformer is adopted for
the enhancement of its voltage and current ratings; however, it results in the heavy, unreliable and
expensive design of the compensator [5,6].

The multilevel converters-based STATCOM has received considerable attention from researchers
due to its higher capacity that makes it reliable for application in medium- or high-voltage high grids
in the absence of line-frequency transformers. Since 1975, the concept of the multilevel converter has
been introduced [8]. The multilevel term began with the third-level topology [8,9]. Subsequently, many
multilevel converter topologies were developed [10–19]. However, the basic concept of the multilevel
converter is the use of a series of semiconductor power switches with several low DC voltage sources
to conduct energy conversion and obtain higher energy. The topology of the multilevel converters has
succeeded in addressing some of the main problems in the traditional converters [10–19]. The most
important of these problems are the problems of power quality, especially the voltage and current
harmonics [20–23]. As the number of converter levels increases, the output voltage signal will be
as good and as close as possible to the desired waveform [9–19]. But of course, advanced control
techniques are needed to improve the performance of multilevel converters and optimize the workflow.

Three major multilevel converters have been applied in high- and medium-power applications,
such as the neutral-point clamped multilevel converter (NPCMC), the flying capacitor multilevel
converter (FCMC) and the cascaded H-bridge multilevel converter (CHBMC) [8,9]. The major
disadvantage of the NPCMC is the inherent voltage imbalance problems, which require an extra
auxiliary compensation circuit [8,9]. As for FCMC, besides the need for highly expensive flying
capacitors, mainly at low carrier frequencies, this type of multilevel converter is not suitable for those
applications with 90◦ leading or lagging currents. Moreover, for both topologies, as the voltage level
has to be increased in high power applications, an increase in the size of the capacitors or in the climbing
diodes is required, which makes the control circuit and converter structure more complex. Compared
with the previously explained two former topologies, CHBMC requires fewer components in the circuit
design, which makes it convenient for physical layout and packaging. The major disadvantage of
CHBMC is that it cannot perform properly under imbalanced conditions without feeding from isolated
DC sources supplied from multi-winding transforms, which gives rise to the same problems associated
with the use of the line-frequency transformer [8,9].

To overcome the previously mentioned problems, a new modular multilevel converter-based
STATCOM (MMC STATCOM) is recommended for medium and high voltage applications. The MMC
STATCOM is characterized by its availability, compact and modular construction, generation of least
harmonics, etc. Moreover, the MMC STATCOM is able to exchange both active and reactive power via
the common DC-bus. Accordingly, the active power, which is redistributed in the internal circuits, is
utilized for the purpose of negative sequence balance. Consequently, the MMC STATCOM can operate
under three-phase imbalance without any intermission.

In this paper, an optimization problem is introduced for the optimal design of the multilevel
converter and for determining the optimal parameters of the DC voltage controller. The minimization
of total harmonic distortion (THD) in the power system under consideration is introduced as the
objective function while keeping the ripple voltage within the allowable ranges and obtaining minimum
circulating current. Novel optimization algorithms, namely Atom Search Optimization (ASO) and
Harris Hawk optimization (HHO) that have not been reported in the literature for tackling the
aforementioned problem of optimization of the values of the capacitors of the MMC STATCOM have
been applied. Moreover, to ensure the effectiveness of the proposed optimization techniques, the
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results obtained from the application of these methods have been tested under two different case
studies, nonlinear load and three-phase imbalance.

The paper is organized as follows: in Section 2, a brief review of MMC topologies is introduced
in detail; Section 3 introduces the Model of the Modular Multilevel Converter (MMC); the Modular
Multilevel Converter-based STATCOM (MMC STATCOM) is introduced in Section 4; Section 5 presents
the problem formulation; Section 6 presents the Harris hawk’s optimization (HHO) and atom algorithm
in detail; the result simulation presents in Section 7; and the conclusion is stated in Section 8.

2. A Brief Review of MMC Topologies

There are many topologies of the MMC. A comprehensive comparison among these topologies is
presented in Table 1 [24,25].

Table 1. Comprehensive comparison between Modular Multilevel Converter (MMC) topologies.

Topology Configuration Sub-Modules (SMs) Remarks

Single-Star Bridge
Cell (SSBC)

Full-bridge SM

1. No circulating currents
2. The balance of the voltage during

abnormal operating conditions is
limited by the rating of the devices

3. No communal for STATCOM

Single-Delta Bridge
Cell

(SDBC)

Full-bridge SM 1. Circulating current
2. STATCOM applications
3. Smaller energy storage
4. Lower losses
5. Commonly used for

compensation of positive
sequence components

6. Susceptible to unbalanced
voltage conditions

Double-Star
Chopper Cell

(DSCC)

Half-bridge SM

1. Circulating current
2. STATCOM applications
3. Large energy storage
4. Low power losses
5. Excellent presentation

for STATCOM

Double-Star Bridge
Cell (DSBC)

Full-bridge SM

D1

T4 D4

C

T1

D2

T3
D3

T2

Vc

Vsm

1. Large number of power devices
2. High cost
3. Unsuitable for

STATCOM applications

139



Appl. Sci. 2020, 10, 2490

For more explanation to state the motivation of this paper, the level of harmonics in the output
voltages and currents of the MMC is very essential and has to be within the allowable limits. The
harmonic content could be decreased without the need for any filters with the help of modern control
methods [26,27]. In order to obtain the output voltage with an acceptable level of THD in the AC
side cascaded configuration, the switching frequency of the two-level converter (main converter) is
adjusted to 400 Hz, while the frequency of carriers is taken as 2 kHz. Due to the possible mismatch of
synchronization between the main converter and the active filter (H-bridge cascaded model), the fifth
and seventh harmonic components may arise, which must be canceled using a number of filters.

As example, reference [26] presented a comparison between the output voltage and the harmonic
spectra generated from the single-phase AC cascaded configuration with two H-bridges on the AC side,
which are presented in Figures 1 and 2, and the output voltage and the harmonic spectra generated
from the single-phase AC cascaded configuration with 4H-bridges on the AC side, which are presented
in Figures 3 and 4. It can be seen from Figure 2 that the third harmonic component has a large value
and also that the value of THD is extremely high. That is because the method of third harmonic
subtraction allows the multilevel converters to work independently of the load power factor and
without the problems of capacitor voltage balancing [26]. The data presented in Figure 4 prove the
superiority of the last configuration of 4H-bridges, as the profile of the output voltage harmonic is
slightly better, but with an increase in the number of the power electronic devices and the cost of the
system. Moreover, reference [26] concludes that the increasing of the series sub-modules (SMs) in the
case of using two H-bridges or 4H-bridges will lead to a reduction in the harmonics and over-shoot in
the output voltages of the MMC.

Figure 1. Voltage for a single AC side cascaded configuration including two H-bridges [26].

 

Figure 2. A representation of the harmonic component in the output voltage of the AC side cascaded
configuration using two H-bridges [26].
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Figure 3. Voltage for a single AC side cascaded configuration including 4H-bridges [26].

 
Figure 4. A representation of the harmonic component in the output voltage of the AC side cascaded
configuration using 4H-bridges [26].

The introduced discussion leads the authors to present an optimal design of the control system
and the optimal capacitor value of the MMC for the STATCOM application, using the half-bridge SMs
to decrease the number of devices and the cost of implementation.

3. Model of the Modular Multilevel Converter (MMC)

The modular multilevel converter (MMC) has been introduced firstly by Marquardt in 2001, and is
presented as the developed configuration including a number of subsystems for achieving the desired
voltage level [15,18,24]. This type of converter is designed for use in medium and high transmission
voltages. The overall configuration of the modular multilevel converter is illustrated in Figure 5, where
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each leg of this converter consists of a lower and an upper arm connected to each other by a DC
voltage link.

aV
bV
cV

paU

naU

pai

naicirai

Vdc/2

-Vdc/2

Figure 5. The circuit configuration of the MMC.

Each arm includes a number of SMs, and in turn, every sub-system includes two switches and
two reverse diodes connected to each other via a DC capacitor. The switches S1 and S2 are operated
in reverse. Each SM could be configured as a half-bridge, full-bridge, H-bridge or clamp-double
circuit [18]. Due to its low cost and high efficiency, the MMC based on the half-bridge SMs shown in
Figure 6 has been widely used in industrial applications and high voltage DC projects. It is possible to
perform a selectable individual control for each SM in the converter leg. Principally, the converter legs
provided a controllable Voltage Source Converter (VSC) for each phase. The desired waveform voltage
can easily be achieved at the terminal by adjusting the terminal voltage of the SM’s leg.

The equivalent circuit presentation of the typical MMC using half-bridge SMs is shown in Figure 7,
where uvj is the phase converter output voltage and ivj denotes the line current; ipj and inj are the upper
and lower leg currents, respectively, that are presented as [8,10,27]:

ipj =
ivj
2 + idi f f j

inj =
ivj
2 − idi f f j

(1)
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where idiffj denotes the phase j inter-circulating current that circulates between the upper and lower
legs and is expressed as below:

idi f f j =
ipj − inj

2
(2)

smV

t

cV

t

smV

cV

-Vc

1D

4T 4D

C

1T

2D

3T
3D

2T

cV

smV

1D

2T
2D

C

1T

cV

smV

Figure 6. A schematic of the configuration of the MMC based on half-bridge and full-bridge
sub-modules (SMs).

unj

pju

-Vdc/2

Vdc/2

uvj

Idc

Idc

pji

inj

ivj

Rarm

Rarm

Larm

Larm

idiffj

Figure 7. The one phase equivalent circuit.

As discussed in [7], the MMC operates according to the following equations:

uvj = ej − Rarm

2
·ivj − Larm

2
·divj

dt
( j = a, b, c) (3)

Rarm·idi f f j + Larm·
didi f f j

dt
=

Vdc
2
− unj + upj

2
( j = a, b, c) (4)
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where ej denotes the inner emf produced in phase a and is given as follows:

ej =
unj − upj

2
(5)

The internal dynamic performance of the MMC is explained in Equation (4) and can be characterized
as follows:

udi f f j = Rarm·idi f f j + Larm·
didi f f j

dt
=

Vdc
2
− unj + upj

2
( j = a, b, c) (6)

where udiffj denotes the phase j inner unbalance voltage.
The MMC is characterized by its small size and simplicity in installation, and as the number of SMs

increases, there is a decrease in harmonics and a matching of the required power quality specifications.
However, the multilevel converter suffers from converter inter-circulating current, which increases
the switches’ conduction loss and increases the thermal stress on the capacitors and switches’ IGBTs.
Therefore, maintaining the balance of the capacitor voltages is one of the main rules of the design of
the MMC.

4. Modular Multilevel Converter-Based STATCOM (MMC STATCOM)

In order to simplify the analysis of the proposed network, the upper and lower arms of the MMC
STATCOM are proposed to be equivalent to one power unit, which includes two IGBTs shunted by
opposite-connected diodes and a capacitor forming a bidirectional chopper. Figure 8 shows a simplified
one-phase equivalent circuit of the proposed MMC STATCOM. Point P in the circuit refers to the
positive DC-link, while point N refers to the negative DC-link. In addition, the following assumptions
are provided for more analysis,

1. The DC-bus voltage Vd is constant without a ripple.
2. There is a uniform distribution of the DC input current Id among the three phases.
3. The switching losses in the main components of the circuit are ignored.

R

L

R

L

P

N
2B

1T1D

2T2D
1A

2A

1T
1D

2T2D

cV

cV

1B

a

dI

dV ai

CPi

CNi
aV

Figure 8. The one phase equivalent circuit of the MMC static synchronous compensator (STATCOM).
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The terminal voltage ua and output current ia are assumed to be pure sinusoidal:

ua = U sin(ωt) (7)

ia = I sin(ωt + ϕi) (8)

where U denotes the phase voltage peak value, I denotes the phase current peak value, ω is the angular
frequency and ϕi is the phase shift between voltage and current.

For a symmetrical three-phase system, the phase current ia is divided equally between the two
legs. Thus, the resulting share from the upper and lower legs can be identified as follows [27]:

iPa =
1
2

I[KI + sin(ωt + ϕi)] (9)

iNa =
1
2

I[KI − sin(ωt + ϕi)] (10)

where KI is the current coefficient that is expressed as

KI =
2
3

Id
I

(11)

The differential equations of the upper and lower arms of Figure 8 can be introduced as follows:

C
dVc

dt
= s1iPa (12)

C
dVc

dt
= s2iNa (13)

L
diPa

dt
+ RiPa =

Vd
2
−U sin(ωt) − s1Vc (14)

L
diNa

dt
+ RiNa =

Vd
2

+ U sin(ωt) − s2Vc (15)

where Vc is the voltage of the capacitor, s1 and s2 are the upper and lower leg switching functions, L
denotes the AC inductance of the leg inductor and R is the equivalent resistance of the leg inductor.

4.1. DC-Link Capacitor

In this section, the calculations are only provided on the upper leg, as there is no difference
between the upper and lower legs [28]. For more simplification, the calculations are performed taking
into account the following assumptions:

1. There is a small ripple in the DC capacitor voltage.
2. Only the fundamental component of the switching function is considered.

In the steady-state condition, the upper leg switching function is defined as:

s1(t) = M sin(ωt) (16)

where M denotes the modulation index. From Equations (9), (12) and (16), the following formula
is produced:

C
dVc

dt
=

1
4

MI cosϕi +
KI

2
MI sin(ωt) − 1

4
MI cos(2ωt + ϕi) (17)

After integration, the following equation exists:

Vc = VDC − MIKI cos(ωt)
2ωC

− MI sin(2ωt + ϕi)

8ωC
(18)
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where VDC denotes the average DC voltage. The ripple in the current of the upper leg is described by
the following formula:

ΔVc = −MIKI cos(ωt)
2ωC

− MI sin(2ωt + ϕi)

8ωC
(19)

By similarity, the ripple in the current of the lower leg is calculated as follows:

ΔVc = −MIKI cos(ωt)
2ωC

− MI sin(2ωt + ϕi)

8ωC
(20)

When the phase angle between the voltage and current ϕi equals ±90◦ during the static VAr
generating condition and by ignoring the resistance of the inductor, Equation (19) will be converted to:

ΔVc = −MIKI cos(ωt)
2ωC

+
MI sin(2ωt)

8ωC
(21)

To obtain the maximum value of the peak-to-peak ripple voltage of the DC capacitor, Equation
(21) is differentiated, which results in:

ΔVcpp =
MI(KI + 1)2

4ωC
(22)

Accordingly, the capacitance of the DC capacitor can be defined as:

C ≥ MI(KI + 1)2

4ωΔVcpp
(23)

From Equations (14) and (20) it is clearly shown that the voltage ripple contains the fundamental
and the second harmonic, which dramatically increases the rating of the capacitor, resulting in an
increase in the total cost of the system. An accurate determination of the capacitance value in each
sub-model must be taken into account, as a higher value of the capacitance leads to an increase in the
total cost of the MMC converter, and on the other hand, a lower value increases the ripple level in the
output voltage.

4.2. Design of SM Capacitance

The value of the capacitor affects the power quality indices such as the level of the THD and the
voltage balance of the system. Many methods in literature have been introduced to determine the
values of the capacitors. These methods can be divided into two main methods; the first is based on the
idea that the average sum capacitor voltage per arm should be kept constant. The second is based on
keeping constant the individual average capacitor voltages for the sub-modules for each arm. Both of
the two methods are based on determining the required stored energy of the STATCOM-based MMC.
The conclusion based on the literature review is that the first method is considered to be a better choice
than the second one because using the first method improves the reliability of the system, and it is
more convenient for the sub-module capacitor, as well as the semiconductor device, to perform under
low voltage [20]. A general description of the first method has been presented.

Based on the energy storage demands of the converter, the capacitance of the SM can be determined.
The minimum value of the capacitance of the SM is calculated as follows [29]:

C =
2 ∗N ∗ E

V2
dc

(24)
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where E denotes the lowest limit of energy storage for each arm. Due to the similarity between both
arms, E for the upper arm can be expressed as reported in [25]:

E =
ΔE

k2
max −max( n2

u−eu,vk2
max

1−eu,v
)

, (25)

where kmax refers to the capacitor voltage upper boundary. Typically, kmax = 1.1 is commonly used.
Finally, as ΔE and E are in direct dependence on the rated power of the converter, the demands

for energy storage of the converter can be given as:

W =
6

Sn
Enom (26)

where W denotes the energy storage needed for each MVA rating. According to [24,30,31], the
capacitance in each sub-module is selected so that the energy stored in all capacitors of the converter
sub-modules is about 30–40 kJ/MVA. As the capacitance of the sub-module is not chosen yet, the ripple
level of the sub-module capacitor voltage in the operating point is simply determined. There are
two possible ways to obtain an anticipatory value of the voltage ripple. The first way is to assume a
ripple level of ±10%, whereas the second way is based on assuming a value for the capacitor in each
sub-module in the range, which achieved 30–40kJ/MVA stored energy, then performing simulation in
the time domain to determine the level of the voltage ripple.

4.3. Design of Arm Inductance

Typically, the inductors used in the arms of the MMC are dry-type air-cored ones. The value of the
inductance of the arm can be determined based on the way that the short circuits on the DC-side will be
demonstrated. In addition, the inductance of the converter arm plays an important role in enhancing
the characteristics of the inter-circulating current and limiting the fault current. Where bypass thyristors
are used in the sub-modules or where they are separated using additional diode-based power modules,
the AC sharing of the fault current on the DC-side does not need to be restricted to provide protection
for the sub-modules’ anti-parallel diodes. The arm inductance helps in the limitation of the high
frequency harmonics in the inter-circulating current and to provide a smooth control for the circulating
current. A typical value of the arm inductance occurs around 0.05 p.u. [24].

On the other hand, when bypass thyristors are not used in the sub-modules or they are not
separated using additional diode-based power modules, protection for the anti-parallel diodes on the
DC-side of the converter have to be designed to protect the sub-modules from the high sharing from
the AC-side to the fault current in the DC-side. Consequently, as the slow-acting breakers interrupt
under this fault current, the arm inductors must restrict the current magnitude to give protection for
the anti-parallel diodes, which act as a conduction path for the fault currents. The value of the arm
inductance is determined using DC-fault actual time simulation, taking into account the interruption
time of the circuit breakers, the time delay until fault detection and the strategy of performing the fault
in the control system. Typically, the value of the inductance occurred in a range of 0.10–0.15 p.u.

Moreover, a short circuit between the terminals of the DC-buses is performed in order to present
the most critical fault condition. In order to make a limitation on the short circuit current, the value of
the arm inductance should be determined according to [29]:

Larm = Vdc/2α (27)

where α (kA/s) denotes the maximum rising rate of the current. Based on (27), when the maximum
rising rate is = 0.1(kA/μs) [29], for grid connected converters, the p.u. value of the arm inductance
values are restricted at 0.3 pu for Double-Star Chopper Cell (DSCC-MMC), as well as for Single-Delta
Bridge Cell (SDBC-MMC) configurations.
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Consequently, modern metaheuristic techniques such as Atom Search Optimization (ASO) and
Harris hawk’s optimization (HHO) have been proposed in this work for the optimization the of the
values of capacitors and the coefficients of the DC voltage regulator of the MMC STATCOM, in order to
minimize the total harmonic distortion (THD) in the power system under consideration, keeping the
ripple voltage in the allowable ranges and obtaining minimum current circulation within the converter.

5. Problem Formulation

Usually, in electric power systems, shunt compensating devices are used for voltage and reactive
power control. A MATLAB model for the system under study is shown in Figure 9. The parameters
of each component in the system are summarized in Table 2. The system under study compromises
the utilization of the MMC STATCOM, which is increasingly used in modern electric networks. The
proposed MMC STATCOM is based on full-bridge MMC to form 22 modules per phase power converter.
The STATCOM can produce or take reactive power from the grid. The transfer of both types of reactive
power is obtained via phase reactance.

Figure 9. A model of the power system under study.

Table 2. Parameters of the studied network.

STATCOM power capacity 12 MVA Transformer T1 120 kV/34.5 kV
RMS line to line voltage at PCC 34.5 kV Transformer T2 34.5 kV/600 V
Number of MMC in each phase 22 modules Load 1 2 MW

Total stored energy in all
submodule capacitors

30 kJ/MVA

DC link voltage 1600 Load 2 30 MW & 3 MVAr
Line frequency 50 Hz Transformer X/R ratio 18

Carrier frequency 300 Hz Load 3 5 MW & 1 MVAr

The proposed MMC generates a three-phase voltage, which has the same phase as that of the grid
voltage at the point of coupling. When the amplitude of the voltage generated from the MMC is lower
than the grid voltage amplitude, the STATCOM performs like inductance and absorbs reactive power
from the grid utility. When the amplitude of the MMC voltage is higher than that of the bus of common
coupling, the STATCOM works like a capacitor and reactive power will be injected into the grid. The
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control circuit of the MMC is shown in Figure 10a. The controller of the high voltage side includes
a phase-locked loop (PLL), transformation and measurement blocks, DC-bus voltage regulator and
current regulator. Meanwhile, the controller of the low voltage side includes individual and phase
balancing controllers of the DC-bus voltage, which are responsible for generating the control signals
for producing the pulses applied to the gates of the transistors. Moreover, the optimized controller for
phase balancing based on the HHO or ASO optimization techniques is shown in Figure 10b, and the
optimized controller of DC voltage based on the HHO or ASO optimization techniques is shown in
Figure 10c.

(a) 

 
(b) 

(c) 

Figure 10. The controller of the MMC converter: (a) Simulink configuration; (b) An optimized controller
for phase balancing based on the Harris hawk’s optimization (HHO) or Atom search optimization
(ASO) optimization techniques; (c) An optimized controller of DC voltage based on the HHO or ASO
optimization techniques.
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As discussed in Section 2, the impact of the second component harmonic voltage of the module
capacitor on the MMC impedance behavior is expressed. Optimal determination of the value of the
module capacitor results in an improvement in the second component of harmonic in the voltage of the
module capacitor. Moreover, by reducing the capacitance value, in increase in the second component of
harmonic voltage will be observed. Furthermore, it is easy to find that with an increase in the magnitude
of the module capacitor voltage second harmonics, an effective increase is observed in the magnitude
of the impedance response at low frequencies, but there is no change noticed in positive-sequence.
Starting from the introduced explanation, the optimal determination of the module capacitor can
be addressed as the design of the impedance of the MMC. However, if a stable performance of the
STATCOM is desired, the proposed design should give the minimum demands for energy storage
and filtering ripples arising in the capacitance voltage, which shape the constraints of controlling
module capacitance to produce an optimal impedance response. Therefore, this paper proposes that
the value of the capacitor should be selected to be optimized to reduce the THD using the HHO and
ASO algorithm. The objective function to achieve optimal capacitor values leading to the minimum
quadratic error of the THD can be calculated as follows:

F1 =

∞∫
0

t·THD2dt (28)

Moreover, to achieve the optimal values of both Kp and Ki for each PI controller, which lead to a
minimum quadratic error, the objective function can be calculated as follows:

F2 =

∞∫
0

t·e2dt (29)

where e. is the error signal between the desired and the typical signals and is fed to the PI controller.
The objective function to minimize F can be determined as follows:

Minimize {F(C,(Kp,Ki)VDC,(Kp,Ki)phase balancing} (30)

where F is the summation of the F1 and F2.

6. Proposed Optimization Methods

In the past decades, with the increasing development in the fields of society, economy and
industry, numerous complicated and hardly-solved optimization problems have arisen in all fields.
Recently, metaheuristic techniques of optimization have been widely implemented to solve complicated
engineering problems, as they possess high capabilities of exploration and exploitation to reach global
solutions in a short time when compared with traditional optimization methods [31–34].

Taking into account the No Free Lunch Theorem of Optimization [35], the best solution of different
optimization problems cannot be fulfilled based on one optimization technique. Based on this theorem,
the field of creating and developing better optimization algorithms is still active and full of great
achievements. As a result of these achievements, a recent swarm algorithm inspired by physics, called
Atom Search Optimization (ASO), is proposed for tackling the optimization problem provided in this
study. ASO presented superior performance over conventional and recent optimization techniques
when validated on numerous mathematical problems. In addition, the proposed ASO algorithm
provided a successful performance when utilized in the optimization problem of hydrogeologic
parameter estimation.

In a related context, like the most of existing optimization methods, the searching process in the
proposed ASO algorithm is performed in two phases; exploration and exploitation stages [30]. In
the first phase, the optimization algorithm should make utilization and promotion of the randomly

150



Appl. Sci. 2020, 10, 2490

initialized operators for the deep exploration of the optimal solution within the search space. Thus, the
exploratory behavior of a well-developed optimization algorithm should be randomly enriched to
generate more random solutions to different areas of the addressed problem formed in the early stages
of the research process [36].

6.1. Harris Hawk’s Optimization (HHO)

The HHO algorithm was developed in 2019, which in its operation mimics the behavior of the
hunting of the Harris hawks, a group of intelligent birds that live in the USA [32,33]. The hunting
manner of these intelligent birds depends on surprise. A group of hawks appear to their prey (rabbits)
from different sides at the same time to surprise it, at which point the best-fit hawk of the group
(the leader) surrounds it. Mathematically, the technique of catching the prey of the hawks can be
divided into three stages: (i) the exploration stage, (ii) the stage of transition from exploration to
exploitation and finally (iii) the exploitation stage. The first phase of the attack is the most important
as it determines the way that the hawks will act. Firstly, all hawks sit randomly in a high place to give
them a good chance of observing the environment and wait for their chase. When the prey appears in
the surrounding area, the hawks may attack it in several possible manners, and only the leader will
decide the way of attack. All hawks might cooperate and surround the prey, or the leader will give the
opportunity to one of them, and it will depend on the behavior of the prey to escape. For each of the
two possible tactics, the hawks may take their places depending on the location of the neighboring
hawk as expressed in (31) or be distributed randomly as described in (32):

X(t + 1) =
(
Xbest(t) −Xavg(t)

)
−ψ(LB + τ(UB− LB)) α < 0.5 (31)

X(t + 1) = Xrand(t) − β
∣∣∣Xrand(t) − 2ϕX(t)

∣∣∣ α ≥ 0.5 (32)

where X(t) is the position of the hawks at the present iteration t; X(t+1) is a vector of the new positions
of the hawks in the next iteration; Xbest(t) is the position of the chase (rabbits); and α, β, ψ, ϕ and τ
are randomly distributed numbers in the range from 0 to 1. UB and LB denote the upper and lower
limits of the position variables. Xrand(t) denotes a hawk, which is randomly selected from the present
population, and Xavg(t) denotes the mean position of the hawks. The average position of the hawks is
determined as follows:

Xavg(t) =
1
N

N∑
i=1

Xi(t) (33)

where Xi(t) denotes the position of each hawk in iteration t and N indicates the number of hawks.
Depending on the energy of the prey during the escaping process, HHO can make a transition from
exploration to exploitation. The energy of the prey (rabbit) is determined as follows:

E = 2× E0

(
1− t

T

)
(34)

where, E0 denotes the initial energy in each iteration, which is randomly taken from [−1, 1], and T
presents the maximum iterations.

As the hawks have detected the prey as explained in the previous stages, they have to make
a sudden attack, which depends on the probability of escape. In the mathematical modelling, the
probability of escape r will be <0.5 for a successful escape and r ≥ 0.5 if the prey unsuccessfully gets
away. Depending on the way that the prey will take during escape, the hawks will carry out a soft
or hard siege. Regardless of the energy of escape, a hard or soft siege will occur. When |E| ≥ 0.5 and
r ≥ 0.5, the prey has enough energy to make random jumps but fails to escape. During these miserable

151



Appl. Sci. 2020, 10, 2490

attempts, the hawks surround the prey until it is exhausted by its force and then suddenly attack it.
Thus, the soft siege is described as:

X(t + 1) = ΔX(t) − E
∣∣∣(J ×Xbest(t)) −X(t)

∣∣∣ (35)

where ΔX(t) denotes the difference between the prey’s position and the position of the hawks in the
present iteration. J is the strength of the prey’s random escape.

When |E| < 0.5 and r ≥ 0.5, as the prey has no energy to escape, a hard siege will be performed.
Accordingly, the hawks hardly circle the prey to execute a surprise attack. Therefore,

X(t + 1) = Xbest(t) − E
∣∣∣ΔX(t)

∣∣∣ (36)

Different stages of the HHO algorithm are represented in Figure 11. Moreover, detailed
explanations and mathematical formulations of soft and hard siege manners are provided in [32,33].

 
Figure 11. The stages of the HHO algorithm [33].

6.2. Atom Search Optimization (ASO)

Atom search optimization is a novel physics-based method for global optimization problems [34,35].
ASO is a population-based technique, which imitates the motion of atoms subjected to interactions
and other constraint forces [33,34]. The total forces of interaction that affect the ith atom in the dth
dimension are described as follows:

Fd
i (t) =

∑
j∈Kbest

randjFd
ij(t) (37)

where randj is a number randomly distributed in the range [0, 1] and Kbest is a group of K atoms having
the best values fitness function. The value of K has to be decreased gradually as the iterations advance,
to let ASO perform more exploitation in the latest iterations, as shown in the following expression:

K(t) = N − (N − 2) ×
√

t
T

(38)
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where N denotes the total number of atoms forming an atomic structure, t denotes the present iteration,
and T is the total number of iterations. The interaction force Fd

ij presents the gradient of the potential
Lennard-Jones (L-J) and is described in the following formula [29]:

Fd
ij = −η(t)

[
2
(
hij(t)

)−13 −
(
hij(t)

)−7
]→r ij

ri j
(39)

where η(t) presents the depth function, which controls the regions of attraction and repulsion; hij(t) is
the ratio between the distance between two atoms rij and the scaled distance between them σ(t).

hij(t) =
rij

σ(t)
(40)

η(t) = α
(
1− t− 1

T

)3
e− 20t

T (41)

where α denotes the depth weight. The function of the force of interaction under different values of η
with respect to a variable scaled distance (h changed from 0.9 to 1) is presented in Figure 12.

 
Figure 12. The behavior of the interaction force function with the scaled distance (h) under different
depth values [34].

Equation (42) presents the expression of the scaled distance between any two atoms i and j:

hij(t) =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
hmin

ri j(t)
σ(t) < hmin

ri j(t)
σ(t) hmin ≤ ri j(t)

σ(t) ≤ hmax

hmax
ri j(t)
σ(t) > hmax

(42)

where hmin and hmax describe the upper and lower limits of the distance (h), respectively, and are
determined by the following formula: {

hmin = g0 + g(t)
hmax = u

(43)

g(t) = 0.1× sin
(
π
2
× t

T

)
(44)
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σ(t) = ‖xij(t),

∑
j∈Kbest

xij(t)

K(t)
‖

2
(45)

where g0 and u denote the lower and upper limits, respectively. g(t) denotes a drift factor to give the
algorithm the ability to transform from the exploration to the exploitation stage.

Presuming that there is a covalent bond between each atom in ASO and the best one, the constraint
force resulting from this combination be expressed as follows:

Gd
i (t) = λ(t)

(
xd

best(t) − xd
i (t)

)
(46)

where
λ(t) = β× e− 20t

T (47)

where xd
best(t) denotes the location of the best atom in the dth dimension, λ(t) indicates the Lagrangian

multiplier, and β denotes a multiplier weight. After defining the forces of interaction and L-J potential
resultant constraint force, the acceleration, to which the ith atom is projected in the dimension d and
iteration t, is determined as follows:

ad
i (t) =

Fd
i (t)

md
i (t)

+
Gd

i (t)

md
i (t)

= α
(
1− t−1

T

)3
e− 20t

T

× ∑
j∈Kbest

randj

[
2(hij(t))

−13−(hij(t))
−7

]
mi(t)

·
(
xd

j (t)−xd
i (t)

)
‖→x i(t),

→
x j(t)‖2

+ βe− 20t
T
(xd

best(t)−xd
i (t))

mi(t)

(48)

where md
i (t) denotes the mass of the atom number i in the dimension d of iteration t, and is determined

from the value of its fitness function as described below:

Mi(t) = e
− Fiti(t)−Fitbest(t)

Fitworst(t)−Fitbest(t) (49)

mi(t) =
Mi(t)∑N

j=1 Mj(t)
(50)

where
Fitbest(t) = min

i∈{1,2,...,N}Fiti(t) (51)

Fitworst(t) = max
i∈{1,2,...,N}Fiti(t) (52)

Finally, the velocity of the ith atom in the search space and the new position acquired at the next
iteration (t+1) can be described by the following formulas:

vd
i (t + 1) = randd

i ·vd
i (t) + ad

i (t) (53)

xd
i (t + 1) = xd

i (t) + vd
i (t + 1) (54)

For a deeper explanation of the atom search optimization technique, the procedure is discussed in
detail in [34,35].

7. Results and Discussion

The simulation results have been obtained to validate the effectiveness of the proposed optimization
techniques in determining the optimal values of the capacitance and the parameters of the DC voltage
regulator. Moreover, to validate the accuracy of the those obtained from the results, these values have
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been applied to the system under study under the integration of nonlinear loads and the condition
of three-phase imbalance. The performance of the MMC STATCOM in the two study cases has been
introduced in the simulation results.

7.1. Nonlinear Load Case Study

For the simulation purpose, a dedicated software program for the optimal estimation of the
capacitor value, Kp and Ki, is developed in MATLAB/Simulink. The results of the proposed methods
are compared with those of the conventional particle swarm optimization (PSO) [37–39]. The design
parameters and the limits of the optimized variables are identical for the all optimization techniques
proposed in this paper. The end value of iterations has been adjusted at 10 iterations and the search
agents are proposed to be 10 agents. The convergence curves of the optimization algorithms are shown
in Figure 13. The detailed results of the optimization process for ASO, HHO and PSO are summarized
in Table 3. As shown from Figure 13, the HHO algorithm reached the optimum values of the capacitors
and coefficients for the PI controllers within two iterations, and ASO reached the best value of the
fitness function after four iterations. While the conventional PSO algorithm is the slowest among them,
moreover, its finding of the best value of the fitness function (F) is achieved after eight iterations, and
it is worse than that with the HHO and ASO. Both of the proposed algorithms were able to obtain
convergent results and satisfactory results to improve the voltage and reduce the THD of the current in
the studied network, but HHO reached the optimum solution in less time.

Figure 13. The curves of ASO, HHO, and particle swarm optimization (PSO).

Table 3. Optimization parameters of the proposed optimization methods.

Algorithm C
Ki_VDC

Regulator
Kp_VDC
Regulator

Ki_VDC
Regulator Phase

Balancing

Kp_VDC
Regulator Phase

Balancing
THD%

HHO 0.0084 800 10 5 0.5 0.60
ASO 0.0047 775 10 5 0.5 1.21
PSO 0.0128 773 8.21 3.24 0.455 2.48

The optimal values for the capacitors of MMC and PI controller constants obtained using HHO
and ASO have been applied to the network under study. The profile of the MMC DC voltage for both
algorithms is shown in Figure 14, where it can be noticed that stability of the DC voltage is achieved in
both cases.
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Figure 14. The DC voltage of the MMC using HHO and ASO.

The THD of the current in the original state before optimization was 10.93% in the moment of the
connecting MMC STATCOM, as shown in Figure 15, while the THD analysis of the grid current is
shown in the Figure 16a, where the value of the THD is decreased to 0.60% with the optimal values
of the capacitor converters and the optimal values of the PI controllers as determined using HHO.
Moreover, the THD of the current with the optimal values of the capacitor converters and the optimal
values of the PI controllers as determined using the ASO algorithm decreased to 1.21%, as shown in
Figure 16b. Additionally, Figure 16c shows a comparison between the THD analysis of the current grid
with different methods (HHO, ASO and PSO).

Figure 15. Total harmonic distortion (THD) analysis of the grid current in the original case.
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(a) 

(b) 

 
(c) 

Figure 16. (a) The THD analysis of the current grid using HHO; (b) The THD analysis of the current
grid using ASO; (c) Comparison between the THD analysis of the current grid with different methods.
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The improvement of the voltage profile by compensating the reactive power is one of the main
prospective results of MMC STATCOM. In order to examine the operation of the MMC STATCOM with
the reactive power command, Qref is changed from (−5 MVAr); in this case the STATCOM operates in
the inductive mode, to (+10 MVAr), where the STATCOM operates in the capacitive mode.

The grid side voltage and current of the MMC STATCOM are shown in Figure 17. As shown from
Figure 17, when the set-point of the reference reactive power changed at 0.15 s, the current drawn from
the grid steps from lagging the grid voltage by 90 degrees to leading the voltage by 90 degrees. The
control system of the STATCOM introduces a rapid reaction for modifying the terminal voltage of
the inverter in order to produce 10 MVAr of reactive power (capacitive mode). The load current and
output voltage are represented in Figure 18.

Figure 17. The grid side voltage and current.
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Figure 18. The load side voltage and current.

The active and reactive power with the connection of the MMC STATCOM is presented in
Figure 19a,b respectively. From the figure, a high dynamic performance with acceptable raise time has
been achieved for the reactive power variation. Moreover, the three-phase voltage of the converters in
this case of study is shown in Figure 20.

(a) 

Figure 19. Cont.
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Figure 19. The reactive and active power with connection to the MMC STATCOM. (a) Reactive power;
(b) Active power.

Figure 20. Phase voltage converters.

7.2. Unbalanced Load Case Study

For more validation of the proposed configuration, the system has been tested under the case of
unbalanced load. In this case of study, the load on phase C has been assumed to be changed at 1 s by
3 s, and the current at the grid side with imbalanced load is shown in Figure 21. The effectiveness of the
proposed control scheme based on the optimization technique of HHO is examined. The voltages and
currents at the load side are shown in Figure 22. Figure 23 shows the grid side voltages and currents,
which indicate a balance in the grid currents and voltages. Moreover, Figure 24 shows the DC link
voltage of the MMC for this case of study. As observed from the figures, in the case of imbalanced load,
the proposed MMC STATCOM with the optimal design based on the optimization algorithms was able
to maintain the voltage and currents as balanced as possible. Moreover, the maintenance of the voltage
in the DC-link, constant without fluctuations, was also desired, and it has been achieved as observed
in Figure 24.
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Figure 21. The current at the grid side with an imbalanced load.

Figure 22. The magnitude voltage and current load with an imbalanced load.
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Figure 23. The voltage and current at the grid side with an imbalanced load with MMC STATCOM.

Figure 24. The voltage DC link of the MMC with an imbalanced load.

8. Conclusions

The compensation of harmonics is a major task in the modular multilevel converter (MMC). The
Full-Bridge MMC block with 22 modules per phase is presented in this paper. The optimal design of
the MMC capacitor and the optimized parameters of the PI controller were determined using HHO
and ASO techniques. Moreover, two realistic representative cases of studies were designed and tested:
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nonlinear and imbalanced loads. The THD of the current before applying the proposed algorithm was
10.97%, where with the optimal values of the capacitor converters, the THD decreased to 0.60% by
using the HHO algorithm, whereas THD decreased to 1.21% using the ASO. The results show that
with the application of the MMC STATCOM, the voltage and current load are rapidly adjusted in the
case of the imbalanced load. Moreover, the voltage DC-link of the converter has a stability value, and
this will reduce the value of the current circulation within the converter. In the two cases of nonlinear
and imbalanced loads, the voltage in the DC-link has a stabilized value, and this, in turn, improves
the performance of the control system and the power quality indicators in the studied network. In
addition, the application of the MMC in grid-connected photovoltaic and wind energy systems and
micro grids is also an important issue for our future works. In spite of this, the study of this topic is
outside of the framework of this paper, and it can be covered in future works. Finally, the authors
would like to remark that, due to the lack of laboratory equipment and apparatus with the high voltage
rating, the real time implementation of the proposed algorithm was not performed. However, in
future work, one of the aspects of our work will be to experimentally implement the presented control
system. Additionally, future work will present the application of other control algorithms to achieve
an improvement of the overall system performance.
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Abstract: Photovoltaic (PV) water pumping systems are becoming popular these days. In PV water
pumping, the role of the converter is most important, especially in the renewable energy-based PV
systems case. This study focuses on one such application. In this proposed work, direct current
(DC) based intermediate DC-DC power converter, i.e., a modified LUO (M-LUO) converter is used
to extricate the availability of power in the high range from the PV array. The M-LUO converter is
controlled efficiently by utilizing the Grey Wolf Optimizer (GWO)-based maximum power point
tracking algorithm, which aids the smooth starting of a brushless DC (BLDC) motor. The voltage
source inverter’s (VSI) fundamental switching frequency is achieved in the BLDC motor by electronic
commutation. Hence, the occurrence of VSI losses due to a high switching frequency is eliminated.
The GWO optimized algorithm is compared with the perturb and observe (P&O) and fuzzy logic
based maximum power point tracking (MPPT) algorithms. However, by sensing the position of
the rotor and comparing the reference speed with the actual speed, the speed of the BLDC motor
is controlled by the proportional-integral (PI) controller. The recent advancement in motor drives
based on distributed sources generates more demand for highly efficient permanent magnet (PM)
motor drives, and this was the beginning of interest in BLDC motors. Thus, in this paper, the design
of a high-gain boost converter optimized by a GWO algorithm is proposed to drive the BLDC-based
pumping motor. The proposed work is simulated in MATLAB-SIMULINK, and the experimental
results are verified using the dsPIC30F2010 controller.

Keywords: PV water pumping; high gain DC-DC converter; modified LUO converter; hybrid MPPT
algorithm; grey wolf optimizer

1. Introduction

The brushless DC (BLDC) motor is commonly used for low and medium power applications
because of its high torque/inertia ratio, high efficiency, low electromagnetic interference and lower
maintenance. The BLDC motor is also widely used in aerospace, medical, servo appliances, electric
vehicles and robotic applications [1,2]. These motors need electronic commutators, which require
information about the rotor position to achieve commutation using a voltage source inverter.
The speed-torque characteristics of BLDC motors are very significant, and there is no need for
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the placement of brushes, which in turn reduces the copper and eddy current losses. Due to its
permanent magnet excitation, no excitation losses occur, and this enhances the efficiency of the BLDC
motor to a sufficiently high value. Photovoltaic (PV) systems can be used to supply power to the
BLDC motor for the pumping application [3]. In the conventional method, the motor is driven utilizing
a single-phase controlled bridge rectifier. At the output side of the rectifier, a smoothening direct
current-link (DC-link) capacitor is used [4]. Owing to the unbalance in the charging and discharging
of the DC link capacitor, a higher peak current compared to the fundamental input current occurs,
distorting the input alternating current (AC) current. Due to this very high current, the total harmonic
distortion (THD) also increases in the range of 65%–70%. Thus, power quality problems occur, in
addition to the notching effect and crest factor [5,6].

The BLDC motor drives typically work in a two-phase conduction mode, and during the
commutation period it switches over to the three-phase conduction mode. This process is known
as overlapped commutation mode. Due to this, there will be an increase in the overlapping current,
which in turn produces commutation torque ripples in the BLDC motor drive [7]. Direct current-direct
current (DC-DC) converters are classified as non-isolated and isolated converters. The isolated DC-DC
converters are used for high voltage conversion where the conduction loss may occur owing to an
energy transfer from secondary to the primary winding. However, the non-isolated DC-DC converters
are quite reasonable as they are only used for low voltage conversion [8]. The non-isolated DC to DC
converters has many salient features when used with the PV system [9]. Overall, the non-isolated DC
to DC converters has an excellent performance in the PV system [10]. When the converters operate in
a Continuous Conduction Mode (CCM), they offer reduced stress on the switches of the converters,
but still, the need for three sensors, a power supply and dc-link voltages increase the cost of converters.
When the converter operates in a discontinuous mode, it offers more stress on the converter switches,
which requires a mono voltage sensor for controlling the dc-link voltage [11].

The selection of DC-DC converters plays a vital role in deciding the optimum performance of
BLDC drives. Research in the field of renewable energy sources shows that general integration has
been done with the DC-DC converter topology. From various literature reviews, it is shown that
buck converters have been used in speed drive regulation and the reduction of torque ripple by pulse
width modulation (PWM) chopping techniques [12]. Richter, 2017 [13] and Singh & Bist 2015, [14]
discussed several configurations related to converter-fed BLDC drives. In most cases, the boost
converter configuration has been given much importance despite its disadvantage of switching losses
that occur in VSI due to the high-frequency PWM signal. For overcome this, low-frequency switching
signal based electronic commutators is put in use to control the speed of BLDC drives through
voltage source inverter’s (VSI) [15]. Variable voltages of the Cuk converter VSI have been used for
controlling the speed and VSI functions at the fundamental frequency, thereby reducing switching
losses. The main drawback of this system is that, in CCM mode, three sensors are required to limit the
voltage and control the speed of the BLDC drive. It also provides an inverting output, which increases
the system complexity and slows down the system response, which would, therefore, not match with
the system’s requirement [16]. Kumar & Singh 2014, [17] used the buck-boost converter for water
pumping application and for soft-starting the BLDC by proper control. Buck-boost converters have a
discontinuous output current which produces ripples and switching losses in VSI. Kumar & Singh
2016, [18] used a Zeta converter, where PWM pulses have controlled the voltage source inverter’s
switching sequences. Due to this, a high switching loss occurs on the VSI. Berkovich et al., 2015 [19]
used LUO converter with the switched inductor to boost the voltage, and by adding a magnetically
coupled inductor, diode and capacitor, the voltage gain is multiplied. A PV system-fed BLDC motor
with a Cuk converter-based maximum power point tracking (MPPT) algorithm eliminates the ripple
filter, and speed control is achieved through a variable DC link voltage [20]. Depending on the
application, different DC-DC converters can be used in renewable energy sources to improve the
efficiency of the system [21]. An MPPT based on the Fuzzy and Artificial Bee Colony (ABC) algorithm
with a zeta converter was designed, where the sensors and PI controllers in the system often got
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affected due to the environmental conditions [22]. The closed-loop speed control of the BLDC motor
is implemented with the dSPACEDS1103 controller for controlling the speed at a reference value for
low to high speeds [22]. Additionally, by self-tuning the fuzzy proportional–integral–derivative (PID)
controller, the rotor speed is forced to track the reference speed at all times [23]. The closed-loop speed
control of the BLDC motor is obtained from the optimized fuzzy algorithm [24]. A DC-DC boost
converter is utilized between the solar PV array and permanent magnet motors, by which the friction
between the brushes increases and the torque is lowered [25].

A simple and efficient solar water pumping system using a modified LUO converter has been
proposed in this paper. A BLDC motor is attracting much interest, because of its higher efficiency,
better performance and simple control when applied in many applications. The induction motors have
a nearly 10% lower efficiency than PM motor drives for energy saving applications. The increase in
energy demand spurs higher demands for variable speed PM motor drives. A modified LUO converter
with an efficient grey wolf optimizer (GWO) MPPT algorithm extracts the maximum power from the
PV panel. This converter also provides a low starting current for the BLDC motor, which overcomes
the torque ripple problems in the BLDC motor.

The manuscript is structured as follows, in six different sections: in Section 2, the systematic
working of the proposed system is presented. In Section 3, the design of the proposed system
considering each electrical component is discussed, and detailed mathematical modelling is given.
Section 4 presents a brief theory on the perturb and observe (P&O), fuzzy and GWO MPPT algorithms,
as well as a detailed flow chart of the GWO algorithm. The simulation and experimental results of the
proposed system are presented and discussed in Section 5. Finally, the main conclusions are drawn
from the study and views on future works are given in Section 6.

2. Systematic Working of the Proposed System

The configuration of the developed solar-fed BLDC motor using a modified LUO converter
is shown in Figure 1. The proposed modified LUO converter operates with a single switch in a
continuous conduction mode. This increases the efficiency and suppresses the ripple in the output
voltage. The single switch operation reduces the switching stress of the converter. The continuous
conduction mode reduces the heat produced in the power semiconductor devices.

Figure 1. Proposed solar-based system for motor pumping.
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The proposed GWO-optimized algorithm reduces the maximum power tracking time and makes
the output voltage nearly constant. This constant voltage is fed to the three-phase electronic commutator,
which converts the DC into three-phase AC voltage. For find the rotor position, three hall sensors are set
up in the rotor displaced by 60◦ mechanicals. The input current is continuous because of the modified
LUO converter, and this makes the BLDC motor make a soft starting. The proportional-integral
(PI)-based motor speed control achieves a constant speed of operation [26]. This makes the proposed
work highly efficient in a way that could easily be carried out in a low-cost budget. The proposed
system is developed using the dsPIC30F2010 microcontroller by Microchip Technology Inc., USA,
and the experimental results are verified using the MATLAB Simulink tool by MathWorks, USA.

This system consists of a 1000 W solar panel, insulated-gate bipolar transistor (IGBT)-based
modified LUO (M-LUO) converter with an active snubber circuit and IGBT-based VSI with a 3 phase,
1 horsepower (HP) BLDC motor employed with a Hall Effect sensor. Additionally, a dsPIC30F2010
controller is used as a pulse generator, which is controlled by the GWO algorithm. The driver circuit
drives the IGBT switch. The system functions when the input from the solar array voltage is given to
the modified, LUO converter for maintaining constant voltage, with less ripple content delivered to
the inverter system.

The output of the LUO converter is used as an input for the GWO algorithm. For tracking the
maximum power, the proposed GWO algorithm is advantageous. This algorithm produces PWM
pulses based on the variation of the PV panel voltage, thereby adjusting the duty cycle of the M-LUO
converter. In the M-LUO converter, the elementary LUO converter is added with one extra inductor.
This converter acts as a second-order low pass filter, and therefore it does not require another filter
circuit. This converter with the GWO algorithm provides a constant voltage to all the three phases of the
electronic commutator. Switching is done with the help of Hall Effect voltage sensors. The three-phase
voltage source inverter converts the DC voltage into AC voltage to provide power to the BLDC motor.
The inverter system works at a fundamental frequency to eliminate the high-frequency noise in the
inverter output, and high efficiency is thus attained.

3. Proposed System Design

The modelling steps are explained appropriately to make a compelling design of the proposed
system, capable of operating in certain determined conditions. A BLDC motor with 1 HP power and
a solar panel of the maximum power capacity of 800 W under standard test conditions (STC) are
deliberated. Figure 2 shows a schematic representation of the solar cell. In Figure 2a,b, the simplified
diagram and the equivalent diagram of the solar cell are represented, respectively. The current Iph
represents the current generated due to photons. Iph mainly depends on the incident radiant energy
emitted by the sun and its temperature. One single solar cell is designed by using one photon source
current, one diode and one set of series and shunt resistors grouped in a series and parallel fashion,
forming a photovoltaic cell.

Figure 2. Schematic representation of the solar cell. (a) Simplified diagram of the solar cell; (b) Equivalent
diagram of the solar cell.
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3.1. Modelling of the Solar Cell

The output current from the solar cell is:

I = NP × Iph −NP × I0 ×
⎡⎢⎢⎢⎢⎢⎢⎣e(

V
Ns

+I× Rs
NP

n∗Vt
)−1

⎤⎥⎥⎥⎥⎥⎥⎦− Ish (1)

The diode thermal voltage is given as:

Vt =
k× T

q
(2)

The shunt current is given as:

Ish =
V × NP

Ns
+ I ×Rs

Rsh
(3)

where NP is the number of modules connected in parallel; Rs is the series resistance; Rsh is the shunt
resistance; and the diode thermal voltage is Vt.

With the available physical and mathematical model, various parameters of the solar cell can be
estimated. These include the estimated power, output voltage and maximum short circuit current.
In the proposed study, a solar panel with the specifications shown in Table 1 is used.

Table 1. Specification of the solar panel.

Parameter Value with Units

Peak power (Pmp) 100 W

Open Circuit Voltage (Voc) 22.68 V

Short circuit current (Isc) 5.86 A

Peak power voltage (Vmp) 18.75 V

Peak power current (Imp) 5.42 A

Number of series-connected cells (Ns) 36

3.2. Design of the Proposed System

The design of the M-LUO converter-fed BLDC for the water pumping application is discussed in
this section. The components, such as the input inductor, capacitors L1 and C1 respectively, output
inductors L2, L3 and output dc-link capacitor C2 work in a continuous conduction mode with low stress
on the devices and its elements. Depending on the duty cycle, the mode of operation can be changed.

Duty cycle = Vout/(Vout + Vsolar) = 300/(300 + 56) = 0.84 (4)

where Vout is the average value of the output voltage of the LUO converter, which is equal to the BLDC
motor’s input voltage.

The estimated output current can be written as:

I0 = Pout/Vout (5)

The BLDC motor rating is taken as Pout = 746 W:

I0 = 746/300 = 2.48 A (6)
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Then, the estimated maximum permitted ripple values of L1 and C1 are:

ΔIL = Io × V0
Vin(min)

= 2.48 (300/56) + 30% ripples
= 13.28 + 3.98
= 17.26 A

(7)

ΔIL = ΔIl1 = ΔIl2

The inductor L1 in the modified LUO converter is calculated by the following equation:

L1 = DVsolar(in)/ fswΔIl1

= 0.84× 56/10× 103 × 17.26
L1 = 0.273 mH

(8)

The inductances L2 & L3 in the modified LUO converter are calculated by the following equation:

L2 = (1−D)Vsolar(in)/ fswΔIl2

= (1− 0.84) × 56/10× 103 × 17.26
L2 = 0.052 mH = L3

(9)

The change in the capacitor voltage across C1 is given by:

ΔVcs = I0 ×D/Cs fsw

= 2.48× 17.26/10× 10−6 × 10× 103

ΔVcs = 428.04 V
(10)

The following equation calculates the capacitor C1 in the modified LUO converter:

C1 = I0 ×D/ΔVcs fsw

= 2.48× 0.84/428.04× 10× 103

C1 = 486 nF
(11)

3.3. Modelling of DC-Link Capacitor

For the estimate, the VSI DC-link capacitor, the harmonic content present in the AC supply is
reflected on the DC side as a prior harmonic in the three-phase supply system. The minimum and
the maximum speeds for the BLDC motor can be calculated through the fundamental frequencies of
the VSI. These two frequencies ωmax and ωmin are further used to calculate the dc link capacitance
value which would satisfy the operation of the solar panel when working below the reduced level of
irradiance. The highest capacitor value is chosen for designing a DC-link capacitor.

The fundamental output frequency of VSI corresponding to the maximum and minimum pumping
speed requirement is:

ωmax = 2π fmax = 2πNmaxP
120

= 2π× 1500× 6
120 = 471.20 rad/s

(12)

ωmin = 2π fmin = 2πNminP
120

= 2π× 1000× 6
120 = 314.15 rad/s

(13)

where fmax is the maximum fundamental frequency in Hz, fmin is the minimum fundamental frequency
in Hz, and P is the number of poles of the BLDC motor.
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The corresponding capacitor can be calculated as:

C0 max = I0
6 ×ωmax × ΔVout

= 2.5
6 × 471.2× 24× 0.05 = 736.8 μF

(14)

C0 min = I0
6 ×ωmax × ΔVout

= 2.5
6 × 314.15× 24× 0.05 = 1105.27 μF

(15)

where ΔVout is the amount of the maximum permissible ripple voltage. Finally, C0 min is chosen to
construct the DC link capacitor.

3.4. Water Pump Design

The water pump design relating to the power and speed for the proportionality constant has to
be calculated:

K = P
ω3

max
= 60

(2π× 1500
60 )

3

= 1.52× 10−5
(16)

where P is the BLDC motor’s rated power, and ωmax is the motor’s rated speed in rad/s.

3.5. BLDC Motor Controlled by Electronic Commutation

The BLDC motor is an electronically commutated device and requires data regarding the rotor
position for the proper commutation of the stator current. The BLDC motor needs a quasi-rectangular
shaped input current drawn into the machine. The back emf of each phase is trapezoidal and 120
electrical degrees-displaced. The BLDC motor is rotated in a sequence to energize the stator winding.
Hall sensors sense the rotor position, and it is embedded into the stator. Whenever the magnetic
poles of the rotor are nearer to the hall sensors, the sensors feed a low or high signal. The complete
commutation sequence can be found by integrating the three-hall sensor output. Another important
key factor of electronic commutation is high-frequency switching loss, which can be eliminated by
providing the fundamental switching frequency of VSI. The switching sequences for the electronic
commutation of the BLDC motor are the same as those employed in [18].

4. Maximum Power Point Tracking (MPPT) Algorithm

An MPPT algorithm is implemented to keep track of the changes caused by the environment
and to extricate high power from the solar array. In a system with MPPT, voltage collapse is shunned
when Maximum Power Point (MPP) is near to the operating point. The benefits of using the MPPT
algorithm lie in its robustness and simplicity in implementation. In this paper, P&O, fuzzy logic and
GWO algorithms are compared to extricate high power from the PV system. There are different control
algorithms available to monitor the maximum power point. Among these, P&O and Fuzzy logic are
better choices of control algorithms. The main aim of this control algorithm is to adjust the variation of
the voltage, current and power at the maximum power point obtained under the specific values of
irradiance and temperature.

4.1. P&O Algorithm

In this algorithm based on the previous value of the power, the value of the reference voltage
and current keeps on changing (i.e., increasing or decreasing) until it attains the maximum power
point [27,28]. This perturbation causes changes in the power of the solar module. If the power increases
due to the perturbation, it moves the operating point of the PV array to MPP and continues to disturb the
PV voltage in the same direction. After reaching the maximum power, the next instant power reduces
and consequently reverses the perturbation. The size of the perturbation kept is minimal in order to
maintain the power variation. For set the reference perturbation voltage, the additional Proportional
Integral controller was utilized to calibrate the duty cycle ratio of the MPPT-based converter. It was
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observed that there was some power loss due to this perturbation and that it sometimes also failed
to track the power under rapidly varying atmospheric conditions. However, this algorithm is well
known for its simplicity, showing better stability in the response under slow transient conditions and
at a very high voltage oscillation.

4.2. FUZZY Algorithm

The Fuzzy algorithm overcomes the disadvantages of the P&O algorithm. Fuzzy is one of the
most optimal and attractive technical tools in all control fields as it deals with indefinite and uncertain
information and makes decisions like humans. Thus, fuzzy control is applied to non-linear systems.
The solar panel is a powerful, non-linear system. Various control algorithms have been worked out
under the maximum power point tracking algorithm [29,30]. The fuzzy-based control algorithm is
efficient because it can automatically adjust the output deviation to a constant value based on specific
fuzzy rules. The control rules are framed, and the elements are determined based on the theory that in
the transient state significant errors need coarse control which requires coarse input/output, while small
errors need fine control which requires excellent input/output variables. Based on this, the elements of
the rule table are obtained.

4.3. GWO Algorithm

The grey wolf optimization algorithm is being employed to achieve a better MPPT [9]. Mirjalili
first proposed the Grey wolf algorithm in 2014. It is a mathematical model which follows the social
behaviour of the grey wolf pack when hunting prey. The wolves in the pack are divided into different
categories based on their fitness and strength. The different categories are alpha (α), beta (β), delta (δ)
and omega (ω). The fittest wolf in the pack is alpha (α), while the wolves with a fitness close to alpha
are beta (β) and delta (δ), and the rest of the wolves constitute omega (ω). The same structure is then
used by the pack to hunt the prey by tracking, encircling and attacking. Here, the alpha (α), beta (β)
and delta (δ) wolves play the primary role.

The same phenomenon is considered in the GWO optimization model. The model divides the
available solutions for a given problem into different categories as per their closeness to the desired
output and also moves the solutions towards the desired values, just like the wolf pack tracking the
prey, encircling the solution and finally achieving the desired solution. The solution which falls into
alpha (α) is used by the mathematical model to reach the optimal solution. The equation used by the
GWO to achieve this is given below:

→
X(t + 1) =

→
Xp(t) −

→
A ×→D (17)

→
D =

∣∣∣∣∣→C × →Xp(t) −
→
X (t)

∣∣∣∣∣ (18)

Here, it indicates the current iteration.
→
Xp(t) represents the position of the desired output,

and
→
X(t + 1) represents the position of the current solution.

→
A ,

→
C and

→
D represent the vector

coefficients, and these vectors are calculated using the below formula:

→
A = 2

→
a r1 −→a (19)

→
C = 2

→
r2 (20)

where the values of the vector a are linearly decreased from 2 to 0 as the iterations proceed, and r1, r2

are randomly chosen vectors in [0, 1].
In this paper, the GWO math model is used to achieve the maximum power point tracking with

the help of a modified LUO converter whose switching pulse’s duty cycle can be varied in an optimal
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way to achieve the maximum power from the PV array. The GWO performs the desired calculations to
achieve MPP. The flow chart for the GWO-based MPPT is shown in Figure 3.

 

Figure 3. Flow chart of the Grey Wolf Optimizer (GWO)-based Maximum Power Point Tracking
(MPPT) algorithm.

The duty cycle (D) of the switching pulse of the modified Luo converter represents the Grey wolf.
Therefore, we can rewrite Equation (17) as:

Di(k + 1) = Di(k) −A×D (21)
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The objective function of the proposed GWO algorithm is given by:

Vact(Di(k)) > Vre f (Di(k− 1)) (22)

where V indicates the output voltage, d is the duty cycle, ‘i’ is the number of current Grey wolves
and k is the number of iterations. For the MPPT tracking presented in this paper, the duty cycle of
the DC-DC converter is referred to like the positions of the wolves in each state, and during iteration,
the best value is considered as the KP, Ki values of the PI controller.

5. Simulation and Experimental Results of the Proposed System

The proposed method is simulated using MATLAB. Here, in the DC-DC converters, IGBTs are
utilized to reduce the switching power losses. The MPPT algorithm regulates the control signal produced
by the PI controller, PWM pulses for the LUO converter and the input to the three-phase inverter.
The proposed method is developed, modeled and simulated under starting and steady-state conditions.

5.1. Simulation Results

5.1.1. Performance of the Converter

The solar panel is consistently operated at the minimum and maximum power level utilizing the
proposed GWO optimized algorithm. The tracking of the maximum power is purposely increased at
the start in order to achieve the smooth start of the BLDC drive. The perturbation size is appropriately
selected in order to avoid oscillation during the peak powerpoint. The DC link voltage across the
capacitor is supplied to the VSI for the smooth start of the BLDC drive. The solar panel is operated under
the conditions of dynamic variation due to changes in the irradiation level. Using the GWO algorithm,
the proportional and integral gain is varied as it is mainly designed to obtain an excellent dynamic
response under conditions of uncertainty and external disturbances. The GWO-based closed-loop
control algorithm tracks the maximum power from the system. The output voltage (see in Figure 4a)
and current (see in Figure 4b) waveforms of the solar PV panel are shown in Figure 4.

Figure 4. Solar Photovoltaic (PV) panel output. (a) Output voltage in Volts (V); (b) Output current in
Amps (A).

From Figure 4, it is observed that the output voltage from the PV panel is approximately 55 Volts,
and the output current generated by the PV panel is 17 Amps. Here, the PV panel is integrated
with the MPPT technique. For prove the effectiveness of the proposed controller in MPPT tracking,
a comparative study was done using various MPPT algorithms.

In Figure 5, the output waveform of the modified LUO converter using the GWO algorithm is
shown. Initially, a peak is observed, and later at the time > 0 s the voltage value settles to a value of
approximately 300 Volts. The output voltage produced by the proposed modified LUO converter is
compared with the P&O and Fuzzy logic algorithms.
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Figure 5. The output voltage waveform of the modified LUO converter using the GWO algorithm.

The input and output currents drawn by the proposed system are shown in Figure 6a,b, respectively.
Here, the current ripples are maintained within the permissible limit. The three-phase output voltage
waveform of the voltage source inverter is shown in Figure 7.

Figure 6. Current waveforms of the modified LUO converter using the GWO algorithm. (a) Converter
input current; (b) Converter output current.

Figure 7. The output waveform of the voltage source inverter.
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5.1.2. BLDC Motor Pump Performance

Here, the starting and steady-state performances of the BLDC motor pump are exhibited. If there
is any change in the level of irradiance, all the parameters in the BLDC motor pump vary according to
the irradiance level. Usually, the BLDC runs above 1100 rpm. However, the required speed to pump
water is below this speed at a low irradiance level of a minimum of 200 W/m2. The proposed work
is not intended to find the one among the best optimization algorithms, rather than to prove that
the optimization technique can outperform the competitive fuzzy and elementary P&O algorithms.
The Luo converter and its modified versions are considered to measure the comparative performance
of the BLDC motor. Figure 8 shows the output current waveforms of the BLDC motor for phases A, B
and C, respectively. In Figure 9, the back emf of the BLDC motor is shown. The back emf cuts the
magnetic flux and opposes the current flowing through the conductor. The starting value of the back
emf is zero, and the values depend on the speed of rotation of the armature conductor.

 
Figure 8. Output current waveform of the brushless DC (BLDC) motor.

Figure 9. The back emf of the BLDC motor.
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Figure 10 shows the starting and steady-state behaviour of the BLDC motor. The speed and
electromagnetic torque reach their steady-state value when the maximum power is tracked by the
GWO algorithm.

Figure 10. Steady-state response of the BLDC motor speed.

Figure 11 shows the torque waveform of the BLDC motor before using the LUO converter. Here,
the starting torque is high and is equal to 6 Nm, and the steady-state torque occurs at 0.12 s with a
ripple of 5.5 Nm. Figure 12 shows the torque characteristics of the BLDC motor after using the LUO
converter, as a result of which the ripples are reduced.

 

Figure 11. Output load torque characteristics of the BLDC motor before using the LUO converter.

Figure 12. Output load torque characteristics of the BLDC motor after using the LUO converter.

179



Appl. Sci. 2020, 10, 2797

The comparative results are given in Table 2, where it is seen that the proposed system is more
efficient when compared to other MPPT algorithms and converter topologies, with an efficiency of
97.8%. The settling time and the output voltage gain are also better when compared to other methods.
Usually, the optimization technique consumes significantly more time, which is, however, less than the
manual tuning of the PI controller. Table 2 mentions the time taken by the system to settle after the
tuning process is completed. The literature also shows that for a particular PI controller, it takes 10 s,
whereas it is reduced to 4 s when using an optimization technique.

Table 2. Comparison of the MPPT methods for the elementary and modified LUO converters with
Vin = 56 V.

MPPT Methods /Converter.
Steady-State

Settling Time (s)
Output Voltage

(V)
Efficiency (%)

P&O
Elementary LUO Converter 0.02 280 86

Modified LUO Converter 0.019 283 88

Fuzzy Elementary LUO Converter 0.018 285 92

Modified LUO Converter 0.016 289 94

GWO
Elementary LUO Converter 0.01 293 95.6

Modified LUO Converter 0.009 298 97.8

Figure 13 shows the output voltage comparison of different MPPT methods. As the progression
reaches the proposed method, the performance (higher output voltage) of the developed method
(modified LUO converter with GWO) shows more improvement than the existing approaches. Figure 14
shows the efficiency comparison of the different MPPT methods. As the progression reaches the
proposed method, the performance (higher efficiency) of the developed method (modified LUO
converter with GWO) shows more improvement than the existing approaches.

Figure 13. Output voltage comparison of different MPPT methods for the elementary and modified
LUO converters (E-LUO and M-LUO).
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Figure 14. Efficiency comparison of the different MPPT methods for the elementary and modified LUO
converters (E-LUO and M-LUO).

5.2. Experimental Results

The proposed method was verified experimentally by conducting a real-time test study. A practical
setup was developed: first, the LUO converter and controller circuit designs were developed as
demanded by the simulation requirements. The experimental setup shown in Figure 15 includes
this designed controller and converter, along with the few additional components like the voltage
source inverter, autotransformer, rheostat and BLDC motor. In Figure 16a, the output voltage of the PV
panel is shown. This voltage consists of higher-order ripple contents which are oscillatory. For reduce
this problem, the voltage is fed to the modified LUO converter. Figure 16b shows the modified LUO
converter output voltage. This constant and ripple-free voltage is achieved using the LUO converter
and its optimized MPPT algorithm. This constant voltage is fed to the three-phase inverter which
converts the DC voltage into AC voltage.

 

Figure 15. Experimental setup of the proposed system.
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Figure 16. (a) Solar panel output voltage waveform; (b) Modified LUO converter output
voltage waveform.

Figure 17 shows the PWM pulses fed to the switching devices of the voltage source inverter.
The PI controller manages the pulse width for speed compensation. The dsPIC produces PWM pulses
with a switching frequency of 10 kHz.

 

Figure 17. Voltage source inverter Pulse Width Modulation (PWM) pulses.

Figure 18 shows the position of the rotor signal from the three hall effect sensors which are
mounted on the stator. Based on the rotor position signals, the electronic commutator switches are
energised. Figure 19 shows the output voltage from the three-phase voltage source inverter, which
also includes back emf. Due to the presence of this back emf, the supply voltage is trapezoidal.

Figure 20 shows the BLDC motor output current waveform. The modified LUO converter
maintains the current within a specific limit. Figure 21 illustrates the speed waveform of the BLDC
motor using the closed-loop PI control technique. Here, the reference speed and actual speed are
compared and shown in the graph. The PI controller makes the speed constant in terms of the load.
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Figure 18. Hall sensor signals and stator current waveform of the BLDC motor.

 

Figure 19. The output voltage waveform of the three-phase inverter.

 

Figure 20. Voltage source inverter-fed BLDC motor output current waveform.
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Figure 21. Speed waveform of the BLDC motor.

6. Conclusions

The modified LUO converter-fed VSI-BLDC motor with a solar PV array for a water pumping
application was developed using MATLAB/Simulink and the Sim-power system toolbox, whose
suitability was exhibited by simulated results. Initially, to meet the various desired objectives,
the developed system was logically designed.

The proposed method was simulated and modelled to evaluate the performance under initial and
steady-state conditions. The integration of the modified LUO converter was justified by evaluating its
performance with the SPV array-based water pumping BLDC motor drive. The developed method
availed many desired operations such as the absorption of MPP from the SPV array, BLDC motor soft
starting, the fundamental switching frequency of the VSI (resulting in low switching losses), a reduction
in the switch stress and the continuous conduction mode of the modified LUO converter for stable
operation. Even at a very low solar irradiance, the developed method was operated successfully.

The GWO-optimized algorithm optimally extracted maximum power from the PV system when
compared to the P&O and Fuzzy logic MPPT algorithms. The scaling-up of the power rating of the
motor and converter did not affect the performance of the pumping system unless the incoming torque
of the motor was not affected by the converter. Hence, the proper design of the converter ensured
the overall performance of the system. The system may be economical if it is operating with better
performance; as stated earlier, the incoming torque has a direct effect on the performance, which
affects the overall economic value. While scaling up the system, considering the performance based
on the systems’ service life is essential, and this will allow us to make decisions on when to change
the converter if any operating issues occur. The regular maintenance of the converters may ensure
economic gains from the system.

Furthermore, from the results, it was seen that the proposed system was more efficient when
compared to other MPPT algorithms and converter topologies, with a maximum efficiency of 97.8%.
In comparison, the average performance shown by the Fuzzy optimized modified Luo converter
was 94%, and the lowest performance, about 86%, as shown by the conventional P&O algorithm.
The settling time was also better when compared to other methods, with a minimum settling time of
0.009 s for GWO and of 0.02 s for the P&O algorithm. Similarly, the voltage gain of the proposed method
was higher, with a voltage of 298 V, while for Fuzzy and P&O it was 289 V and 280 V. The experimental
outcomes were validated with the simulated results.

Furthermore, this work plans to extend the performance analysis of the BLDC pumping motor for
a higher-rated three-phase power system with the proposed converter.
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Abstract: The composition of contamination deposited on transmission line insulators can affect their
surface flashover voltage. Currently, there is no rapid on-line method to detect this contamination
composition in power grids. In this paper, we applied laser-induced breakdown spectroscopy (LIBS)
to analyze contamination on insulator surfaces. Usually, Na and Ca salts are found in contamination
along with various sulfate, carbonate, and chloride compounds. As an element’s detection method,
LIBS can only measure a certain element content, for example, Ca. The mixture of various compounds
with the same cations can influence the LIBS signal. The influence of mixing ratios on the calibration
curves and relative spectral intensity was studied via LIBS. Na2CO3, NaHCO3, CaSO4, and CaCO3

samples containing different proportions of Na and Ca were prepared. The linear correlation
coefficients (R2) for the Na and Ca calibration curves generated using various mixing ratios were
analyzed. The results showed that the mixture ratio did not dramatically affect the linear calibration
curves for mixtures containing the same cations. This finding may significantly reduce the difficulty
of applying LIBS analysis for complex contamination on insulators. The laser energy density had
effects on the spectral characteristics of the measured elements. The partial least-square regression
(PLSR) model can improve the accuracy of Na and Ca prediction.

Keywords: laser-induced breakdown spectroscopy; contamination; insulators; salt; calibration curves

1. Introduction

Insulators are key components on transmission lines because they provide sufficient insulation
space between the conductor line and the ground. Usually, insulators are made of glass, ceramics, and
polymers [1]. During prolonged outdoor service, contamination or pollution is inevitably deposited on
insulator surfaces and consists of dust, particles, and other airborne substances. This contamination
cannot be avoided because transmission lines are the main energy transport channel for every grid.
Under dry conditions, this contamination is relatively safe. Still, in heavy fog or rainy weather, the
soluble components in the contamination can dissolve in the water and form conductive paths on the
insulator surfaces, thus reducing the flashover voltage and causing discharge and even accidental
flashover. In China, there were several power outage incidents in the 1990s due to transmission
flashover caused by contamination deposited on insulators in heavy fog weather [2]. This phenomenon
was deemed surface flashover in high-voltage engineering and has become a topic of interest in this
field. Thus, the detection of contamination composition has become an important task in the regular
operation of the State Grid.

The main factors affecting the surface discharge activity and flashover process of pollution
insulators are the equivalent salt deposit density (ESDD) level and relativity air humidity (RH). Higher
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ESDD or higher RH will lead to more intense discharges and lower flashover voltage [3,4]. Contaminant
composition, especially soluble salts (including common salts such as NaCl, NaNO3, Na2SO4, MgC12,
Mg(NO3)2, MgSO4, CaCl2, Ca(NO3)2, and CaSO4.), and material properties can affect the flashover
process, which may result in an excess or lack of insulation during insulation design. A previous study
showed that the tendency for an insulator to flashover is dependent on the type of contaminant, as
well as on the equivalent salt density [5]. At present, the only way to analyze these salt compositions
is by collecting the contamination during a power outage and taking the sample back to the lab for
analysis with chemistry equipment. It needs a new method that can be used for on-site and on-line
detection of contamination in insulators.

In recent years, laser-induced breakdown spectroscopy (LIBS) has developed rapidly in power
engineering because of its advantages, such as no sample preparation, harmless sampling, and fast
detection speed. LIBS has been widely applied as a tool for mineral analysis, archaeology, biomedical
analysis, aerospace exploration, etc. [6–8]. The basic experimental process involves exciting plasma
with a high-energy laser and collecting its characteristic spectral information to obtain the elemental
composition and surface condition of the target material.

In recent years, LIBS has also played an important role in the online detection of power equipment
status in high-voltage engineering. Huan et al. [9] applied LIBS technology to detect the vacuum degree
of vacuum breakers. Based on the fact that the intensity of characteristic spectral lines of different
elements, including Cu, O, N, and H, will change with the vacuum degree of the vacuum breaker, the
vacuum degree can be predicted. In their study, principal component analysis (PCA) and the artificial
neural network (ANN) model were used to optimize the spectral line selection, and the accuracy of the
final model reached 96.67% [10,11]. Our previous work proved that the number of laser pulses has a
linear relationship with the depth of ablation. Thus, the distribution of elements along with depth on
one test point of silicon rubber was obtained, and the thickness of the aging layer could be calculated
accordingly [12–14].

A remote laser-induced breakdown spectroscopy technique combined with a photometric device
was proposed and demonstrated at the laboratory scale. It was used for the remote sensing and
quantification of surface pollutants such as salt deposits on wind turbine blades from different
standoff distances [15]. Nearly every element was studied with LIBS to obtain calibration curves
for quantitative analysis of soils, rocks, compounds, and other materials [16–18]. However, on the
surface of transmission line insulators, the contamination consists of various compounds that may
have the same cations. It is necessary to determine the influence of various compound ratios and
system parameters on the calibration results to improve the detection accuracy of LIBS for the online
monitoring of insulator surface pollution. Calibration curves are crucial in determining the sample
contents with LIBS. There have been many studies on the composition analysis of contamination, and
we used artificial pollution and compressed it into pellets. In this work, compounds containing various
ratios of Na and Ca were designed and analyzed to determine the effects of these mixture ratios on the
LIBS calibration results.

2. Experiments

The experimental setup is depicted in Figure 1. The LIBS system consisted of a Q-switched laser
(Beamtech Nimma-900), where the laser pulse duration was 10ns, shot-to-shot energy variation (RMS)
≤1%. We used an Avantes optical fiber spectrometer (190 nm to 650 nm) with 6 channels, the spectral
resolution was 0.05nm, and a Stanford Research System Delay Generator SRS DG645. The laser was
focused on the surface of the sample by a lens with a focal length of 100 mm. It was ablated operating
at a wavelength of 1024 nm. The laser energy of the Nimma-900 could be adjusted from 1 J to 900 J.
Laser fluence was determined at 1.9 J/cm2 for 38 mJ, 3.8 J/cm2 for 76 mJ, and 6.4 J/cm2 for 128 mJ.
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Figure 1. Laser-induced breakdown spectroscopy (LIBS) experimental setup.

All chemicals used in the experiments were acquired from Aladdin and were of analytical reagent
grade. Mixed samples of Na2CO3 and NaHCO3 were prepared with a series of Na concentration
gradients. The total mass of each sample remained constant, and the mass of Na2CO3 and NaHCO3 to
be mixed was calculated separately according to the total concentration of Na set by the concentration
gradient and the various mixing ratios of Na in Na2CO3 and NaHCO3. The total concentration of
Na for each sample varied from 27.4% to 43.4% because the mass percentage of Na in Na2CO3 was
43.4%, and that in NaHCO3 was 27.4%. Similarly, the quantity of CaSO4 and CaCO3 to be mixed in
each sample was obtained using the above method, and the Ca mass fraction of the mixtures ranged
from 29.4% to 40%, corresponding to the mass percentages of Ca in CaSO4 and CaCO3, respectively.
Varying ratios of Na2CO3, NaHCO3 and CaSO4, CaCO3 were prepared and mixed, as shown in Table 1.
The ratios of the Na and Ca mass fractions of Na2CO3:NaHCO3 and CaSO4:CaCO3 are also shown in
Tables 1 and 2. Pellets were formed from each sample by using a circle pellet forming press with a
diameter of 8 mm under 5 tons of force, which improved the LIBS ablation of the sample.

Table 1. Different ratios of Na2CO3 and NaHCO3, CaSO4, and CaCO3.

Sample Number Na/% Na2CO3/g NaHCO3/g Weight/g
Ratio of Na

(Na2CO3:NaHCO3)

#1-1 27.4 0 1.500 1.5 0:1
#1-2 29.9 0.250 1.250 1.5 0.317:1
#1-3 32.7 0.500 1.000 1.5 0.792:1
#1-4 35.4 0.750 0.750 1.5 1.584:1
#1-5 38.0 1.000 0.500 1.5 3.168:1
#1-6 43.4 1.5 0 1.5 1:0

Sample Number Ca/% CaSO4/g CaCO3/g Weight/g
Ratio of Ca

(CaSO4:CaCO3)

#2-1 29.4 1.5 0 1.5 1:0
#2-2 31.2 1.250 0.250 1.5 3.675:1
#2-3 32.9 1.000 0.500 1.5 1.470:1
#2-4 34.7 0.750 0.750 1.5 0.735:1
#2-5 36.5 0.500 1.000 1.5 0.368:1
#2-6 40.0 0 1.500 1.5 0:1

Table 2. Wavelength of typical spectral lines for sample by LIBS.

Element Na I Na I Na I Na I Na I

Wavelength/nm 568.263 568.859 589.592 588.995 616.075

Element Ca II Ca II Ca II Ca II Ca I

Wavelength/nm 315.886 317.933 393.366 396.846 422.672

For the LIBS analysis, the pellets were placed on an optical platform. The vertical distance between
the optical platform and convex lens was adjusted, so the laser spot was focused on the sample surface.
The delay time of the LIBS system was 3 μs, and the diameter of the laser spot was 0.8 mm. The dark
spectrum captured by the spectrometer was acquired 50 times without laser ablation. Then, 5 points
were selected randomly for each sample, and the spectral data for each point were obtained after 10
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rounds of 10 Hz continuous ablation. The averaged background spectrum was subtracted from the
processed spectral data, and the resulting spectra were averaged. The NIST database was used to
determine spectral intensities for Ca, C, Na, etc. [19]. The above analyses were repeated for the two
groups of samples, #1-1 through #1-6 and #2-1 through #2-6, at a laser fluence of 3.8 J/cm2 and 6.4 J/cm2,
respectively. Due to the influence of Na matrix effects, LIBS analysis at 1.9 J/cm2 was added for the
analysis of samples #1-1 through #1-6. The elements were measured, as shown in Table 2.

3. Results and Discussion

3.1. Spectral Characteristics for Na2CO3 and NaHCO3

Figure 2 shows the whole spectra for samples #1-1 to #1-6 at an energy intensity of 3.8 J/cm2. The
intensity of the spectra increased with increasing concentrations of Na. The Na content in Na2CO3

was higher than that in NaHCO3 when the sample had the same amount of substance. Therefore, the
spectral intensity of Na2CO3 was higher than that of NaHCO3, which was demonstrated in the range
of 588 nm to 589 nm. As Na2CO3 and NaHCO3 were similar in element composition, except for H,
the characteristic spectral wavelengths were very similar in these samples, i.e., either they were pure
compounds (#1-1 and #1-6) or a mixture of two compounds (#1-2 through #1-5).

Figure 2. Spectra intensity of samples #1-1 to #1-6 at an energy intensity of 3.8 J/cm2 shown in black,
red, navy blue, green, light blue, and purple, respectively.

In Figure 3, the spectral resonance lines (588.995 nm, 589.592 nm) and nonresonant lines (568.297
nm, 568.859 nm) for Na were selected from Figure 2. Self-absorption was found in the resonance lines
(588.995 nm, 589.592 nm) at a laser fluence of 3.8 J/cm2, as shown by a significant decrease in signal
intensity. The variation in the Na concentration in different samples contributed to the self-absorption
phenomenon, i.e., the higher the concentration, the more notable the self-absorption. This susceptibility
existed because the laser ablated the target surface, and plasma was generated by the trailing edge
of the laser pulse and disappeared during condensation. Moreover, the temperature of the entire
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illuminant was not uniform. After Na atoms are excited by the emission wavelength, the generated
photons were absorbed by other Na atoms when passing through the low-temperature region of the
plasma, resulting in changes in the intensity and profile of the Na spectrum. The influence of Na
concentration on the self-absorption effect could be determined by comparing the contours of the Na
resonance lines.

 

Figure 3. Emission intensity of Na in samples #1-1 through #1-6 measured at different wavelengths
at an energy intensity of 3.8 J/cm2. Spectra show the resonance lines (588.995 nm, 589.592 nm) and
nonresonant lines (568.263 nm, 568.859 nm).

The relationship between the Na content, according to the atomic lines (Na I 588.995 nm, Na I
568.859 nm), and the average relative spectral intensity as a function of laser energy intensity is shown
in Figure 4. As the laser energy density increased, the spectral intensity corresponding to each spectral
line was enhanced significantly. At a laser fluence of 6.4 J/cm2, as the concentration increased, the
intensity first increased and then decreased, which was due to the strong self-absorption effect. This
result demonstrated that the range of Na content was limited when using calibration curves to analyze
the linear relationship between Na concentration and laser fluence.

However, reducing the laser energy density per pulse and selecting the ion line reduced the atomic
emission intensity because of the weak self-absorption effect. It prolonged the dynamic range of the
concentration measurements, which allowed the Na atomic lines (Na I 588.995 nm, Na I 568.859 nm) to
maintain a good linear relationship at a laser energy of 1.9 J/cm2. Therefore, when the concentration
was held constant, reducing the laser energy, and selecting the proper Na ion line would extend the
linear analysis range and improve the accuracy of Na determination using linear calibration curves.
For the elements tested, a good linear relationship was the basis of the artificial data methods used
to process the LIBS spectral data. This method could also be used as a preprocessing method when
employing the artificial intelligence algorithm to determine the relationship between the concentration
of other elements and spectral intensity.

The intensity and variation trends of spectral lines were considered to analyze the influence of the
Na salt mixture on the calibration results. The linear calibration coefficient (R2) for Na was obtained
with a laser fluence of 3.8 J/cm2. The R2 value was greater than 0.7, as shown in Figure 5. Although
the middle data point was higher in the spectrum corresponding to 588.995 nm and 589.592 nm, the
spectral intensity and concentration corresponding to these data points also had linear relationships.
The spectral data presented here represented the original data after subtracting the dark spectrum.
The ratio of Na in samples #1-1 through #1-6 varied, but the calibration curves were similar to that
of the pure compound. The mixing of various proportions of Na had minimal effects on the linear
calibration model, which also indicated that the results of other complex artificial intelligence methods
would not be affected. These results provided a convenient LIBS method for the on-line detection of
elemental composition from multi-compound mixing.
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Figure 4. Emission intensity under varying concentrations of Na as a function of laser energy. Signals
obtained from the Na I 588.995 nm, Na I 568.859 nm are shown.

Figure 5. LIBS signal intensity of Na vs. Na concentration at a laser fluence of 3.8 J/cm2.
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PLSR (partial least squares regression) was applied in the LIBS spectroscopy analysis to obtain
the calibration model through MATLAB. There were five standard samples in the experiment, four of
which were used as the calibration sample set, and their spectral data were used to train the prediction
model. Meanwhile, the remaining one is used to predict and verify the model.

To compare the prediction results of the model, we used the Pearson correlation coefficient(R) to
measure the calibration effect of the model. The root mean square error (RMSE) was used to describe
the prediction accuracy of the model. The closer the R was to 1, the better fitting effect of the calibration
curve: the smaller the RMSE, the more accurate the quantitative effect of the model.

As shown in Figure 6, The red diamond data point indicates the predicted value. The degree of fit
of the regression line to the observed values was higher than that of the univariate regression model.

♦
♦

♦

♦

♦

♦

Figure 6. Results of Na data for Partial least squares regression (PLSR) (2 components).
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3.2. Characteristic Spectra of CaCO3 and CaSO4

Under local thermal equilibrium conditions, the common method to calculate the plasma electron
temperature is the Boltzmann method. The layout number on the atomic bound energy level satisfies
the Boltzmann distribution, as shown in the following equation:

ln(
λmnImn

hcgmAmn

)
= − Em

kBTe
+ ln

N(T)
U(T)

(1)

where m and n are the upper and lower energy levels of the spectral line transition, λ is transition
wavelengths, A is spontaneous transition probability, I is the relative strength of the measured spectral
line, Em and gm are the excitation energy and statistical weight of the m level, respectively. h, c, and
kB are the Planck constant, the speed of light, and the constant number of Boltzmann, respectively.
The electron temperature of the plasma can be derived from the slope of linear fitting [20,21].

In this experiment, three calcium atomic lines were selected. The relevant parameters of these lines
are listed in Table 3. Figure 7 shows that as the laser energy fluence increases, the electron temperature
increases. The electron temperature of the plasma was 1.38 × 104 K at a laser fluence of 3.8 J/cm2 and
1.52 × 104 K at a laser fluence of 6.4 J/cm2.

Table 3. Parameters of calcium atomic emission line.

Species Wavelength/nm Em/cm−1 Amn/107s−1 gm

Ca II
392.065 148515 3.3 9
504.133 135910 1.6 5
534.516 156767 1.1 13

λΙ
/

Figure 7. Boltzmann diagram of plasma electron temperature (obtained by 3 calcium atomic lines).

The characteristic spectral wavelengths of Ca in samples #2-1 through #2-6 were searched in the
NIST database. According to the average relative spectral intensity of Ca at different wavelengths,
linear calibration curves for spectral intensity and concentration were generated, and R2 values
were determined.

The results showed that in the Ca linear calibration curves, at a laser energy fluence of 3.8 J/cm2,
four spectral lines had R2 values greater than 0.8, and 24 lines had R2 values greater than 0.9. The
maximum R2 value was 0.972. Furthermore, there were ten calibration curves at the laser fluence of
6.4 J/cm2 that led to an R2 value greater than 0.9. The maximum R2 value was 0.951. In general, the
linearity of the laser energy intensity of 3.8 J/cm2 had better linearity and a better different degree
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of increase in R2 at 6.4 J/cm2. The lines with R2 values greater than 0.9 at 3.8 J/cm2 and 6.4 J/cm2

correspond to the linear calibration curves shown in Figure 8. The distribution of R2 values greater
than 0.9 as they relate to the wavelength at a laser fluence of 3.8 J/cm2 and 6.4 J/cm2, respectively, are
also shown in Figure 8. The result of the PLSR model is shown in Figure 9. The R2 values were 0.9813
and 0.9688, which were close to the maximum R2 value in the Ca linear calibration curves.

 

(a) R2 of linear calibration curves at 3.8 J/cm2. (b) R2 of linear calibration curves at 6.4 J/cm2. 

Figure 8. R2 values greater than 0.9 at various Ca spectral lines as a function of laser energy intensity.
The two laser fluences are drawn in black (3.8 J/cm2) and red (6.4 J/cm2).

 
(a) R2 of linear calibration curves at 3.8 J/cm2. (b) R2 of linear calibration curves at 6.4 J/cm2. 

♦

♦

Figure 9. Results of 5-fold cross-validation of Ca data for PLSR (2 components).

By comparing the linear relationship between the laser energy of 3.8 J/cm2 and 6.4 J/cm2, increasing
the output energy was not determined to result in a higher number of spectral lines with good linearity.
The appropriate laser energy should be selected according to the experimental results.

As shown in Table 1, the mixing ratio of the two Ca ion compounds in samples #2-1 through #2-6
was different, but the linear relationship between the concentration and the intensity was not affected.
Increasing the number of compounds containing the same cation did not influence the concentration
relationship in the LIBS analysis of Ca.

In the laser-induced plasma generation process, the target material and the ions and atoms excited
by the gas molecules in the air together constituted a component in the laser-plasma. The pulsed laser
ablated the surface of the sample, and the energy was sufficient to cause the surface temperature to
rise, melt, and evaporate to cause ion bond rupture and the further formation of laser-plasma. Both the
Ca ions in CaCO3 and CaSO4 were ionized after reaching laser energy sufficient to form an ionic state
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of Ca. When the ionized Ca acquired enough energy, it transitioned from the ground state to various
excited states and then rapidly transitioned back to form atomic emission lines and ion lines. If the
concentration of the ionic state was the same, then the atomic emission spectrum was not affected.
This disregarded the compound type or mixture of the original state, which was similar to results from
Na analysis.

4. Conclusions

In this paper, artificial contamination was used to study the effect of the salt mixture in LIBS
signals, especially the calibration curves and relative spectral intensity of different Na and Ca samples.
The results showed that the R2 of the calibration curve between the element content and characteristic
wavelength line intensity was affected minimally by the mixing ratio of different compounds with
the same cations. Thus, it is beneficial in the LIBS test on-site, that we can get the content of cations
regardless of their compounds while the cations would contribute most in the soluble contamination.
The laser energy per pulse in the LIBS test would affect the spectral significantly both in line intensity
and shape. By reducing the laser energy intensity and selecting the proper emission wavelength of
the analytes, the effect of the self-absorption can be weakened, and the detection accuracy can be
improved. The PLSR model was used in the data process, which could improve the accuracy of Na
and Ca linear analysis.
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