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After decades of development, computational fluid dynamics (CFD), which solves
fluid mechanics and, more generally, transport phenomena problems using numerical
analysis, has become a main-stream tool in many areas of engineering practice. In chemical
processes, CFD is widely used not only in predicting fluid flow and mixing patterns in
chemical reactors, but also in the simulation and modeling of various unit operations where
complex flow and transport processes make process outcomes hard to predict and control.
Although CFD models typically still require experimental validation, their application
brings many advantages in process research and development. First, numerical solutions
from CFD contain fully detailed information about the flow field and distribution profiles
of other quantities of interest (temperature, pressure, chemical species concentration,
etc.), which are often hard to measure directly from experiments, especially in situ. The
availability of such detailed data on the fluid dynamics is often critical to process analysis
and improvement. Second, a carefully validated CFD model can be used to predict process
outcomes in new operating conditions and process design, with which untested process
parameters can be prescreened. As such, the number of experiments and trials and errors
can be greatly reduced. This not only reduces the cost in, e.g., process design, adaption, and
scale-up, but also reduces the risk of potential safety, environmental, and health hazards
associated with many chemical processes.

With the increasing power of high-performance computing (HPC) facilities and con-
tinued development of numerical techniques, the accuracy and sophistication of CFD
models have improved. Obtaining reliable and practically useful predictions, however, is
far from a simple click of a button, owing to the intrinsic complexities in many chemical
processes. Most chemical processes involve complex coupling of fluid flow with other
physicochemical processes, such as heat and mass transfer, chemical reactions, and parti-
cle/bubble/droplet dynamics. In addition, dynamics over vastly different length and time
scales also interact in nontrivial ways. For one thing, many chemical processes involve
flow turbulence, which is intrinsically multiscale. For another, multiphase flow processes
where phase separation and fluid flow occur at different scales are also common. Over-
coming multiscale and multiphysics challenges is thus often a central theme and requires
innovative modeling approaches that best suit the particular systems.

This special issue “CFD Modeling of Complex Chemical Processes: Multiscale and
Multiphysics Challenges” highlights some recent advances in the application of CFD in
chemical processes. We take a very liberal approach and define chemical processes as those
where principles of chemical engineering, such as transport phenomena, are important,
even though the direct application may not fall within the traditional scope of the chemical
industry. A total of 16 papers are collected, including one review, 14 original research
articles, and one correction. The topics range from pure methodology development to the
application of existing CFD tools in practical systems, and everything in between.

Processes 2021, 9, 775. https://doi.org/10.3390/pr9050775 https://www.mdpi.com/journal/processes
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The review paper by Nakhaei et al. [1] offered a comprehensive and in-depth account
of CFD application in gas–solid cyclone separators. It covered the fundamentals of gas–
solid cyclone separator systems including their key performance metrics and how they are
influenced by operating conditions. This was followed by an extensive review of available
approaches for the numerical modeling of such systems and a summary of existing CFD
studies at both ambient and elevated temperatures. Capabilities and limitations of existing
approaches were also discussed.

Among the original research articles, Vachaparambil and Einarsrud [2] had a focus
on modeling methodology. Based on simple benchmark problems, the study compared
different surface tension models used in the volume of fluids method for gas–liquid two-
phase flows. Special attention was given to the occurrence of spurious currents due to
model inaccuracies.

Other studies all targeted more complex and practical engineering systems. Several stud-
ies applied CFD to different types of chemical and biochemical reactors. Ebrahimi et al. [3]
studied the flow and mixing performance of double impellers in a stirred-tank reactor. Effects
of impeller configuration and speed were reported. Han et al. [4] studied the combustion per-
formance in a pulverized coal furnace with burners installed on the front wall by coupling the
momentum balance (with turbulence model), species transport, and energy balance equations.
The goal was to optimize the process for reduced nitrogen emission and air pollution. Reactors
with multiphase flow were also represented. Khezri et al. [5] studied a bubbling fluidized-bed
reactor for biomass gasification. The gas–solid flow was modeled with an Eulerian–Eulerian
approach and various turbulence and drag models were compared. Effects of air distributors
with different pore sizes were also examined. Tao et al. [6] again used an Eulerian–Eulerian
two-fluid model to study a large-scale high-pressure gas–liquid bubble column reactor, with a
focus on the effects of operating parameters on the gas holdup of bubbles of different sizes.
An Eulerian–Eulerian two-fluid model was also used in Sarkizi Shams Hajian et al. [7] for the
gas–liquid two-phase system in the production process of baker’s yeast at the industrial scale.
The study combined turbulence modeling with species transport and bio-kinetic models to
analyze species distribution in the reactor.

CFD studies of other unit operations are also included. Wang, Z. et al. [8] studied a
rotating packed bed process for gas desulfurization, where a liquid solution was dispersed
in the gas phase for the selective absorption of H2S. An Eulerian–Lagrangian approach
was used where the dynamics of liquid droplets were described by coupling force bal-
ance with kinetic models for their coalescence and breakup, with which characteristics of
droplets were studied. Qadir et al. [9] numerically simulated the gas separation process
in membrane modules and studied the effects of membrane configuration and operating
parameters. Landauer and Foerst [10] experimentally studied the triboelectric separation
of starch and protein particles. After passing through a charging tube, particles carrying
different triboelectric charges settled to different distances in a separation chamber under
an electrical field. Effects of particle size and material on the settling distance were stud-
ied. The gas flow field in the chamber was modeled with CFD, and simulated particle
trajectories in the flow and electrical fields were used to estimate the minimum charge for
particle separation. Along the lines of particle processes, Yang et al. [11] used an Eulerian–
Lagrangian discrete particle model to simulate the pneumatic conveying of coal particles,
studied the effects of operating conditions on the pressure drop, and identified the range
of model applicability by comparison with experiments.

Applications in transport processes not in the traditionally-defined scope of chemical
engineering, which nonetheless were built on the same principles, are also represented
in this special issue. Gao et al. [12] used CFD to model the hydrodynamics in the lat-
eral inlet/outlet part of a pumped hydroelectric storage system. Surrogate models were
then built based on CFD results and used for the geometric optimization of the device.
Wang, W. et al. [13] measured the air flow, temperature, and relative humidity in the blind
heading of an underground mine in situ to study the heat emission by equipment. CFD was
conducted to obtain the detailed flow and temperature fields and to optimize the design

2
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of the ventilation system. Also in mining, Zhou et al. [14] numerically solved the air flow
and species transport equations in a typical stone-coal mine laneway to study the effects
of forced ventilation on the radon concentration. Numerical analysis of coupled fluid
flow and transport processes was also the theme of Mousavi et al. [15], where the air flow
and heat transfer in a novel sustainable farming compartment (SFC) was modeled. This
SFC was designed with an evaporative cooling system where the vaporization of treated
wastewater was used to absorb heat and the cooling effect was distributed across the
domain by forced convection. An experimental prototype was also set up to demonstrate
the concept, and CFD was used to optimize the system design and operating conditions.

Finally, we would like to express our sincere gratitude towards all authors for con-
tributing to this special issue. We look forward to the continued development of CFD
methodology and its application in chemical process engineering in years to come.

Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: Gas–solid cyclone separators are widely utilized in many industrial applications and
usually involve complex multi-physics of gas–solid flow and heat transfer. In recent years, there has
been a progressive interest in the application of computational fluid dynamics (CFD) to understand
the gas–solid flow behavior of cyclones and predict their performance. In this paper, a review of
the existing CFD studies of cyclone separators, operating in a wide range of solids loadings and at
ambient and elevated temperatures, is presented. In the first part, a brief background on the important
performance parameters of cyclones, namely pressure drop and separation efficiency, as well as how
they are affected by the solids loading and operating temperature, is described. This is followed
by a summary of the existing CFD simulation studies of cyclones at ambient temperature, with an
emphasis on the high mass loading of particles, and at elevated temperatures. The capabilities as
well as the challenges and limitations of the existing CFD approaches in predicting the performance
of cyclones operating in such conditions are evaluated. Finally, an outlook on the prospects of CFD
simulation of cyclone separators is provided.

Keywords: gas–solid; cyclone separator; computational fluid dynamics; elevated temperature process

1. Introduction

Gas–solid cyclones are frequently used in industrial processes with the primary purpose of
two–phase flow separation, i.e., separation of a high-density phase from a lower-density carrier phase,
using a turbulent swirling flow. The state-of-the-art industrial cyclone designs are able to operate
at elevated temperatures and moderate-to-high loading of solids, while at the same time meeting
the required separation efficiency and having low investment and maintenance costs. This has led
to the frequent use of cyclones as the only/initial stage of separation and cleaning processes rather
than other industrial separators, e.g., bag filters, electrostatic separators, etc. Examples of cyclone
separator applications in demanding industrial process conditions are high temperature gas–solid
heat exchangers [1], e.g., in the cement industry; gasification and combustion of solid fuels [2–4];
coal pyrolysis [5]; and gas–solid separation in circulating fluidized beds (CFBs) [6].

With the main purpose of gaining improved insight into the flow physics and factors affecting the
two important performance parameters of cyclones, i.e., pressure drop and separation efficiency,
single–phase and gas–solid flows in pilot-scale cyclones have been extensively studied with
the use of experimental methods (for example, see [7–10]). Accordingly, a number of simple
semi-empirical/-theoretical models have been proposed to address the flow field and performance

Processes 2019, 8, 228; doi:10.3390/pr8020228 www.mdpi.com/journal/processes5
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of cyclones (for example see [11–16]), and some of them are still being used in cyclone design
and optimization.

In the past two decades, computational fluid dynamics (CFD) has been broadly applied to predict
the separation efficiency and pressure drop of cyclone separators and to optimize cyclone designs.
Compared to the models based on classical cyclone theory, three-dimensional CFD simulations have
the advantage of taking into account the unsteadiness and asymmetry of cyclone flow. On the
other hand, the presence of strong swirl and anisotropic turbulent flow as well as adverse pressure
gradients in the cyclones has driven the CFD simulation studies to use more advanced turbulence
models, e.g., the Reynolds stress transport model (RSTM) and large eddy simulation (LES), as well
as higher-order discretization techniques, that are capable of capturing these specific flow physics.
These models/techniques, however, are computationally demanding compared to the more commonly
used models, e.g., k–ε. Furthermore, with the addition of extra physics to the CFD simulation
of cyclones, e.g., presence of particles at high loadings and gas–solid heat transfer, additional
complications will arise with respect to the solution’s accuracy and stability.

In this paper, a brief introduction to the basic operation principles of cyclones at ambient and
elevated temperatures is initially presented. Subsequently, the existing CFD simulation studies of
cyclones are summarized and discussed based on the operating temperature, i.e., ambient and elevated
temperature, and with a special focus on the studies with moderate-to-high loading of particles.
The paper highlights specific process parameters that are able to be captured by the CFD simulations
at these temperatures. Furthermore, the important sub-models utilized as well as specific challenges
that may be encountered in such CFD simulations are addressed.

2. Fundamentals of Gas–Solid Cyclone Separators

The reverse-flow-type gas–solid cyclones are usually equipped with either tangential inlets, which
are the main focus in this study, or axial inlets (for example, see [17,18]), usually referred to as swirl
tubes [19]. A common configuration of a tangential inlet reverse–flow cyclone is schematically shown
in Figure 1a. In this type of cyclone, the swirling gas flow pattern usually consists of a “double vortex”:
an outer vortex with a downward axial velocity and an upward-moving inner vortex. The tangential
flow pattern, caused by the tangential inlet of the gas to the cyclone system, is referred to as a “Rankine
vortex”, comprised of a near-solid-body rotating flow at the core (i.e., tangential velocity is directly
proportional to the radius) and a loss-free vortex flow (i.e., tangential velocity is inversely proportional
to the radius) at the walls [19] (see Figure 1b). The outer vortex gradually loses its downward
momentum in the bottom regions of the cyclone and changes its direction, i.e., “vortex end”, to form
the inner vortex. The inner vortex is led to the exit pipe, which is usually extended to the cyclone
body to separate the inner vortex from the inlet velocity field. The axial distance from the “vortex end”
location to the vortex finder is termed the “natural turning length” [19]. The double vortex structure is
inherently unstable due to the presence of a radial pressure gradient imposed by the vortex itself [20].
This phenomenon is referred to as a precessing vortex core (PVC), which causes the location of the
vortex axis to oscillate with a specific frequency. In some cyclones, in order to stabilize the vortex end
position, a vortex stabilizer is installed either under or above the dust exit location (see Figure 1b),
which leads to improved separation efficiency and desirable static pressure below the stabilizer [19].

The static pressure in the cyclone increases monotonically toward the walls to maintain the
equilibrium of the rotating flow pattern. This pressure gradient is also present in the boundary layer of
the cyclone walls, where the tangential velocity is small [19]. This leads to the presence of a secondary
flow, namely inwardly-directed gas flow along the walls, at the cyclone roof, and the conical section,
as depicted in Figure 1c.
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Figure 1. (a) Schematic drawing of a conical reverse-flow cyclone separator illustrating the basic
operating principle and the presence of a double vortex inside the cyclone [21], reproduced with
permission from G. Towler and R. Sinnott, Specification and design of solids-handling equipment,
published by Elsevier, 2013. (b) Qualitative patterns of axial, tangential, and radial velocity components
of the gas-flow field in cyclones (right) [22], reproduced with permission from M. Trefz and E.
Muschelknautz, Extended cyclone theory for gas flows with high solids concentrations, published by
John Wiley and Sons, 1993. (c) The secondary flow pattern caused by the swirl and pressure gradients
in the cyclone [19], reproduced with permission from A. Hoffmann and L. Stein, Gas Cyclones and
Swirl Tubes: Principles, Design and Operation; published by Springer Nature, 2007.

2.1. Performance Parameters of Cyclones

For the main purpose of gas–solid separation, two important design parameters of reversed-flow
conical cyclones are separation efficiency and pressure drop. These parameters are affected by the
gas–solid flow field inside the cyclone, which in turn is influenced by the cyclone’s geometrical features
as well as the operating conditions. In this section, these performance parameters are discussed and the
influences of operating conditions, e.g., solids loading and gas temperature, on cyclone performance
are explained.

2.1.1. Separation Efficiency

Cyclone separators are suitable for the separation of solid particles with a size range of 2–2000
microns, which are found in many industries, e.g., heavy industrial smoke, coal dust, cement dust,
etc. [19] When solid particles are fed to a cyclone, they are affected by two main forces: the radially
outward-directed centrifugal acceleration force, proportional to the cube of particle diameter, and
the fluid drag force applied to the particles in the opposite direction; whereas the gravity force is
reported to be of minor importance [23]. When the Stokes law applies for the drag force, which
is often valid for solid particles in cyclones, the drag force is proportional to the particle diameter.
This indicates the dominance of the centrifugal acceleration force for larger particles, leading to their
improved separation. The larger particles experience the centrifugal effect as soon as the gas and solids
experience the rotational flow at the inlet, and subsequently, they are pushed toward the walls and
lose their momentum. Once the particles approach the wall, they start to move downward due to
gravity and the drag force applied to them by the downward-directed gas flow. Finally, these particles
are separated at the bottom of the cyclone.

Conversely, fine particles, e.g., 1–10 microns, have a greater tendency to follow the gas flow in a
cyclone. These particles are poorly separated from the gas phase due to either following the bypass gas
to the vortex finder (see Figure 1c) or entrainment to the inner vortex along the inner and outer vortex
boundary. The turbulence dispersion of particles intensifies the re-entrainment of fine particles to the
inner vortex followed by particle carry over to the vortex finder. On the other hand, the agglomeration
of small particles as well as particle attrition can affect the separation efficiency. For example, in the
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reported grade efficiencies of a dilutely loaded pilot-scale cyclone, the separation efficiency of particles
with a diameter of 0.8–1.0 μm is smaller than the separation efficiency of very fine particles, e.g., 0.3 μm,
as well as of large particles [19]. This is known as “fish-hook” behavior [24] and is mainly due to
agglomeration of small-sized particles to larger particles, leading to the improved grade efficiency of
these particles. The mentioned trend is also observed in other experimental studies [25].

2.1.2. Pressure Loss

One of the main parameters considered in the design of industrial cyclone systems is the energy
loss, usually termed the pressure loss. The smaller the pressure loss of the cyclone in a process, the
cheaper the process cost. The overall pressure loss in a reversed-flow conical cyclone can be separated
into three parts [19,20,26]:

1. Pressure loss at the inlet;
2. Pressure loss in the separation zone;
3. Pressure loss associated with the vortex finder.

The first contributor to the pressure loss is usually of minor importance. The pressure loss in the
separation zone is mainly due to the frictional losses at the wall of the cyclone body. The vortex finder
pressure loss is due to the dissipation of the swirl dynamic pressure in the vortex finder, which usually
takes place without recovering the dynamic pressure into the static pressure. This pressure drop is the
main contributor to the overall pressure drop for single-phase flow or dilutely loaded cyclones, and it
is proportional to the square of the tangential velocity magnitude. The vortex finder pressure loss is
usually affected by the frictional pressure loss, e.g., if the frictional pressure increases due to higher
wall roughness or other operating conditions, the vortex will be weakened, leading to the reduction of
the vortex finder pressure loss. This indicates that the contribution of different parts of pressure loss
changes once the operating conditions of the cyclone change, e.g., an increase in the temperature or
the solids loading, which will be further discussed in subsequent sections.

2.2. Effect of Solids Loading on Cyclone Performance

At low solid-to-gas mass loading ratios, e.g., 0.01 kgs/kgg, solid particles are clustered as thin
strands on the cyclone walls and are transported in the downward direction in a spiral path, while at
high mass loadings, e.g., 10 kgs/kgg, a major portion of (or the whole) wall surface area is covered
with a layer of solid particles (also know as a dense strand in [27]), which is slipped directly into the
solids discharge [22]. According to the existing experimental studies of cyclones, both overall and
grade separation efficiencies are improved by increasing the inlet solids mass loading ratio [7,8,19].
Hoffmann and Stein [19] reported an overall improvement of the grade efficiency of almost all particle
sizes for an increase in the inlet particle mass loading from 3.7×10−3 to 2.6×10−2 kgs/kgg. However,
they have stated that the separation efficiency at high mass loading of particles is somewhat dependent
on the inlet gas velocity of the cyclone, i.e., the swirl strength [28]. The overall separation efficiency
versus inlet solids loading of selected experimental studies is presented in Figure 2. In this figure,
the improvement of separation efficiency with the cyclone Reynolds number can be observed from the

experimental data of [19] for a fixed value of kinematic response time of particles of τp =
ρpd2

p
18 μg

= 0.1
milliseconds. The improvement is more noticeable for lower mass loadings, i.e., below 0.01 kgs/kgg.
The kinematic response time of particles used in the study of Fassani and Goldstein [29] is somewhat
higher compared to the particles of other studies presented in Figure 2, leading to a very high efficiency
of separation. For the rest of the studies, no conclusive argument can be stated regarding the effect of
this parameter.

Despite available experimental studies on the effect of solids loading on the separation efficiency,
there is no consensus regarding the exact mechanism of this improvement [19]. According to the
concept of the critical mass loading ratio, φG, initially introduced by Muschelknautz and Brunner [8,13],
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when the inlet particle mass loading is higher than the critical mass loading, the share of particles
corresponding to the extra amount of mass loading is ideally separated at the cyclone inlet, while the
rest of the particles are separated based on a balance between the centrifugal forces and the turbulent
dispersion, commonly referred to as “inner separation” [22]. The concept of Muschelknautz, however,
suggests that the separation efficiency is independent of the mass loading for loadings smaller than φG,
which is not consistent with the experimental data in the literature [28]. On the other hand, based on
another concept introduced by Mothes and Löffler [30], the improvement in the separation efficiency at
high solid mass loadings is attributed to the agglomeration of smaller particles, i.e., 2 μm diameter and
smaller, to larger particles, i.e., 15 μm diameter. Hoffmann and Stein [19] interpreted the separation
efficiency of cyclones at high mass loadings to be a combined effect of different contributions. For very
fine particles, the agglomeration effect is more dominant, leading to a high efficiency of these particles,
especially for a humid carrier gas [19]. Furthermore, they argued that the increased concentration of
particles at the inlet can lead to reduced drag force, which improves the separation process.
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Figure 2. Overall cyclone separation efficiency versus mass loading ratio at the cyclone inlet for selected
experimental data in the literature [7,8,19,29,31]. The Reynolds number is calculated based on the inlet
velocity and the cyclone body diameter.

Baskakov et al. [32] and Muschelknautz and Brunner [8] have reported a decrease in the pressure
drop up to a specific amount of solids loading, followed by an increase. A similar trend is also
observed in other experimental [33] and CFD simulation studies [34,35]. This behavior is attributed to
the increase of the frictional pressure loss due to the presence of particles near the walls. Although, at
the same time as the friction velocity at the cyclone walls increases, the swirl intensity is weakened;
consequently, the pressure loss associated with the vortex finder is decreased. Muschelknautz and
Brunner [8] reported an 85% reduction in the tangential velocity peak by increasing the solids loading
from 0 to around 20 kgs/kgg. At low mass loadings, the decrease in the vortex finder pressure loss
is more pronounced, leading to the reduction of the overall pressure loss, whereas when the particle
mass loading is sufficiently high, the vortex finder pressure loss becomes negligible due to a very weak
tangential swirl and the frictional pressure drop still increases with the loading of particles [35]. As
a consequence, the overall pressure drop starts to increase with the solids loading after reaching a
minimum value.

A summary of selected experimental data on pressure drop versus solids loading in pilot-scale
cyclones from the literature is presented in Figure 3. Despite the mentioned explanation, there are
other studies in the literature that dispute the presence of a minimum pressure drop when the loading
of particles changes. For example, in some studies [7,9,10,31], it is reported that by increasing the mass
loading of particles in the cyclone, the pressure drop is reduced, although these studies are limited to
small mass loadings, e.g., up to 0.5 kgs/kgg in [31], 0.1 kgs/kgg in [7], and 0.2 kgs/kgg in [9]. The mass
loading ratio at which the minimum pressure drop occurs is reported to be around 0.25 (at an operating
gas temperature of 250 ◦C) and 2.0 (at ambient temperature) in the studies of Baskakov et al. [32] and
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Muschelknautz and Brunner [8], respectively. Furthermore, in some of the studies, it is reported that
by increasing the inlet solids loading, the pressure drop increases [36] or remains at a nearly constant
value lower than the pressure drop of the single-phase flow cyclone [29].

10-4 10-3 10-2 10-1 100 101 102
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Figure 3. Experimental data of pressure drop (normalized with the pressure drop of a particle-free
cyclone, ΔP0) versus mass loading of pilot-scale cyclones from selected studies [7–9,29,31,32,37]. The
lines are numerical fits to each set of experimental data. The Reynolds number is calculated based on
the inlet velocity and the cyclone body diameter.

2.3. Effect of Operating Temperature on Cyclone Performance

The use of gas–solid cyclones is popular in high-temperature industrial processes, e.g., for drying,
solidification, heating, flue gas cleaning purposes, etc. The high-temperature cyclone separators can be
loaded with large amounts of particles, e.g., in gas–solid CFB cyclones, the solids loading can be on
the order of 10–100 kgs/kgg [38]. As briefly mentioned earlier, the cyclone’s performance is affected by
its operating temperature. In this section, a brief introduction to the effect of cyclone gas temperature
on separation efficiency, pressure drop, and gas–solid heat transfer is provided.

In general, as gas temperature rises, gas density and viscosity are, respectively, decreased and
increased. At a fixed volumetric gas-flow rate to the cyclone, a direct consequence of this change in
the fluid properties is the reduction of the cyclone’s Reynolds number and the swirl intensity in the
cyclone at elevated operating temperatures. As a result, the cyclone’s pressure drop is reduced. This
trend is reported in many experimental [39,40] and CFD studies (for example, see [41]) of cyclones
operating at elevated temperatures.

For a fixed inlet gas velocity to the cyclone, as the temperature increases, the particle cut-size, i.e.,
the diameter at which the cyclone separation efficiency is equivalent to 50%, increases, indicating a
negative influence of the operating temperature on the separation efficiency [39,40]. This behavior
can be partly attributed to an intensified drag force applied to the particles by the carrier fluid as
a consequence of increased gas viscosity at elevated temperatures. Furthermore, as stated before,
the reduction in the swirl intensity leads to a weaker centrifugal effect on the particles compared to
the intensified drag force, and as a result, the separation efficiency is reduced [40]. On the other hand,
the gas density is inversely proportional to the temperature; but its effect on particle separation is less
significant as only the difference between the gas and particle densities is the determining factor on
the buoyancy force applied to the particles.

In the existing experimental studies in the literature, the heat transfer rate to the particles in
gas–solid cyclone heat exchangers is positively affected by the loading of particles and the inlet gas
velocity, while being inversely influenced by the particle size [1]. Improvement in the heat-transfer rate
with solids loading is attributed to the reduced radial gas velocity in the cyclone as a result of stronger
gas–solid momentum coupling. Consequently, the amount of gas bypassed to the vortex finder at the
entrance of the cyclone is reduced, leading to the presence of a higher-temperature gas at the bottom
regions of the cyclone and further improvement in the heat-transfer rate to the solids [1]. As the
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particle loading further increases, the rate of increase in the gas–solid heat transfer rate reduces [1,42]
and approaches a certain value. Increased gas–solid heat transfer as a result of higher inlet gas velocity
as well as the reduction of particle size can be simply explained by an improved driving factor for
gas–solid heat transfer, i.e., more availability of the high temperature gas to transfer heat to the solids
and improved gas–solid surface area for heat transfer, respectively.

One of the challenges that may exist at the cyclone’s internal walls, especially for cyclones
operating at elevated temperatures, is erosion due to wall–particle collision and/or corrosion due to
the presence of aggressive species and agents in the gas, even in the presence of a strong refractory
lining. It is more likely to have erosion on the cyclone wall in front of the gas inlet, caused by the very
first impact that solids have with the cyclone wall, followed by a change in the direction of particle
movement [43]. An immediate outcome of cyclone wall erosion is more rough surfaces on a cyclone’s
internal walls, affecting the pressure drop and separation efficiency of particles. A common solution
for this challenge is “hardware” changes in the cyclone system during the maintenance period, e.g.,
installation of wear plates and replacement of eroded materials [19]. Furthermore, cyclone design
modification is an option to improve the erosion behavior, e.g., adding a flat-disk vortex stabilizer
close to the particle outlet reduces erosion [44]. Apart from erosion and corrosion, the deposition of
particles on the cyclone walls can induce operational challenges in the long term. Deposit formation
can take place on the outer surface of a vortex finder [45], dipleg [46], or on the internal walls of the
cyclone body [47].

3. Approaches for the Numerical Modeling of Gas–Solid Systems

The use of numerical simulations is undoubtedly a valuable tool for understanding and improving
industrial gas–solid systems. However, the presence of a very large span for length and time scales of
both phases, which are influenced by each another, makes resolving all of the details of a gas–solid
system through computational simulation a challenging task [48]. In the existing numerical methods,
the gas–solid flow is resolved at different but limited ranges of length and time scales, and the
smaller-scale details, if any, are modeled. A summary of the available approaches for a four-way
coupled (to be explained later) gas–solid system is provided in Table 1. In the most fundamental
approach, usually referred to as direct numerical simulation (DNS), the boundary layer over the
particles surface is resolved. DNS can itself be categorized into two approaches: the resolved
Eulerian–Lagrangian model, e.g., immersed boundary model, and the Lagrangian–Lagrangian
approach using molecular dynamics, e.g., Lattice Boltzmann, applicable for simulations of gas–solid
flows at extremely small scales of 0.01 and 0.001 m, respectively [48]. DNS is usually utilized for
fundamental studies of gas–solid flows at small scales in order to develop sub-models, e.g., drag and
Brownian motion models, for more simplified approaches.

In the Eulerian–Eulerian (E–E) approach, both phases are described as a continuum medium and
solved in an Eulerian domain [49], while the gas–solid interactions are incorporated through a drag
model and the particle–particle interactions through models for solid pressure and viscosity, e.g., the
kinetic theory of granular flows (KTGF) [50]. A challenge in using the basic formulation of the E–E
approach is the difficulty in taking into account poly-disperse particles in the model. However, there
are several sub-models, such as the population balance model (PBM), that can be added to the basic E–E
equations to account for different particle sizes, with the cost of higher computational overhead since
separate momentum and continuity equations should be solved for each size bin [51–53]. In addition,
some complex physical phenomena such as particle agglomeration and break-up can be modeled in
combination with the PBM [54]. A limitation of the E–E approach is the validity of the continuum
hypothesis for both phases, i.e., both phases are adequately present over the whole computational
domain. This makes the model more appropriate for gas–solid systems with more homogeneous
distributions of particles, mainly dense gas–solid systems such as fluidized beds.

In the (unresolved) Eulerian–Lagrangian (E–L) approach, also referred to as the discrete particle
model (DPM), the carrier gas flow field is considered as a continuum medium and solved using
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an Eulerian formulation, while solid particles are tracked in a Lagrangian platform using Newton’s
second law. Compared to the resolved E–L model, categorized as DNS in this study, the boundary
layer over the particle surface is not resolved in the unresolved E–L and the size of the computational
grid is significantly larger than the particle size. One distinct advantage of this model compared to the
E–E approach is the direct resolving of particle movement, i.e., fewer closure models are employed
for the particle phase, which makes the model more accurate. Furthermore, poly-disperse systems
can be readily modeled using the E–L method. The particle–particle interactions in the E–L model
are usually incorporated as either hard-sphere or soft-sphere collision models. In the hard-sphere
model, the collisions take place instantly and can be employed in both stochastic and deterministic
collision approaches; thus it is suitable for dilute flows where binary collisions happen. Conversely,
this model is not suitable for cases where particles go through multiple collisions with other particles
simultaneously. The soft-sphere model, also referred to as the discrete element model (DEM), is a
deterministic particle collision approach that takes into account overlapping particles during the
collision and is able to incorporate multiple simultaneous collisions for a particle [55]. As the loading
of particles in a gas–solid system increases, the E–L approach becomes computationally expensive,
especially if the DEM model is utilized [55].

As an alternative, the particle–particle interactions can be modeled by using hybrid E–E and
E–L approaches, such as the multi-phase particle in-cell (MP-PIC) method [56–58] and the dense
discrete phase model (DDPM) [59]. The basic idea in the hybrid approach is to solve the carrier
phase in an Eulerian frame with the inclusion of the particle phase volume fraction, taken from the
Lagrangian tracking, in the conservation equations. Similar to the E–L method, the particles are
tracked in a Lagrangian frame, while the particle–particle interactions are modeled using solid stress
calculated from the Eulerian grid [58,59]. Since the interparticle interactions are modeled instead
of being directly resolved, the computational overhead of the solution is reduced compared to the
unresolved E–L approach, while the model is superior over the E–E model (e.g., straightforward
handling of poly-dispersed particles).

Table 1. Summary of the available approaches for computational fluid dynamics (CFD) simulation of
gas–solid flows with the inclusion of closure models to be considered in each approach. The table is
inspired from [60].
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4. CFD Simulation Studies of Gas–Solid Cyclones at Ambient Temperature

When solid particles are added to the gas flow in a cyclone separator, the mean and turbulent
properties of the flow field may change. According to the classification of gas–solid interactions made
by Elghobashi [61] (see Figure 4), for particle volume fractions lower than 10−6 (equivalent to the
interparticle spacing of around 80dp [20]), particles have a negligible influence on the turbulent flow
field, and the gas–solid coupling is termed as one–way coupling. When the particle volume fraction
reaches values higher than 10−6 but below 10−3 (equivalent to the interparticle spacing of around
8dp [20]), the particles either attenuate or intensify the turbulence in the gas–solid flow, i.e., two-way
coupled flow field, depending on the relative kinetic response time of particles to the characteristic
flow time-scale [61]. In the context of gas–solid cyclone flows, attenuation is usually the case [20]. If
the solids volume fraction is increased further, namely to the four-way coupling region, the interaction
between particles becomes important too.
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Figure 4. Map of gas–solid interaction regimes of particle-laden turbulent flows. τp and τe are
the particle kinetic response time and time-scale of large eddies in a turbulent flow, respectively.
Reproduced with permission from S. Elghobashi, On predicting particle-laden turbulent flows;
published by Springer Nature, 1994 [61].

There are a vast number of CFD simulation studies of cyclone separators at ambient temperature,
which are usually carried out for pilot-scale cyclone designs. In the current study and according to
the above classification, these studies are separated into three groups of (I) single-phase gas flow; (II)
one-way coupled gas–solid flow; and (III) two- and four-way coupled gas–solid flow in cyclones.

4.1. Group I: Single-Phase Flow CFD Simulations

As briefly mentioned earlier, the turbulent flow inside a particle-free conical cyclone is anisotropic
and inherently unsteady due to the significant swirl and radial shear intensity as well as the adverse
pressure gradient, which may induce recirculation regions. Accordingly, the turbulence model utilized
in the CFD simulation of cyclones should be capable of correctly resolving or modeling the high
curvature and intensive swirl flow and, at the same time, would be appropriate for modeling the
adverse pressure gradient and recirculating flows [20].

As a result of being based on an isotropic turbulent flow assumption, the commonly used classical
first-order turbulence models of the steady-state and unsteady Reynolds-averaged Navier–Stokes
equations (URANS), i.e., zero-, one-, and two-equation models such as the k-ε model, are usually unable
to accurately reproduce the flow field inside cyclones [62–65]. However, there are some attempts that
have been carried out to improve the accuracy of the first-order turbulence models with the inclusion of
anisotropy effects in their modified versions, e.g., the k-ε model based on renormalization group (RNG)
theory [63,65], the k-ε curvature correction (cc) model [66], and the model proposed by Meier and
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Mori [67]. These models provide improved accuracy in the prediction of single-phase flow in cyclones
compared to the standard two-equation models. Alternatively, the second-order URANS closure
models, e.g., the Reynolds stress transport model (RSTM) [66,68–70] and scale-resolving turbulence
models, e.g., large eddy simulation (LES) [71,72], are able to capture the anisotropy effects in highly
swirling flows and have been proven to be accurate in predicting the cyclone gas flow field. Among
the two widely used variations of the differential RSTM in modeling the pressure-strain term, i.e., the
Launder, Reece, and Rodi (LRR) model [73] and the Speziale, Sarkar, and Gatski (SSG) model [74],
the latter provides superior accuracy [66]. With the recent advancements in computer capabilities,
the use of LES for the prediction of the flow inside cyclones has become possible, but with a higher
computational overhead cost. Using LES, it is possible to study cyclone flow physics in extensive detail
and the accuracy of results is superior compared to the RSTM [75–77]. Nonetheless, the RSTM can
provide reasonable predictions of the gas flow in cyclones using a relatively coarser computational
grid compared to the ones used in LES studies, and at a much lower computational overhead than
LES [76].

Apart from the turbulence model, there are important considerations related to the numerical
aspects of CFD simulations of gas flow in cyclones. Due to the presence of strong velocity and
pressure gradients, the use of high-order (i.e., second order and above) methods in the discretization
of advection terms as well as the alignment of the computational cells with the flow direction (i.e.,
structured grids) are recommended in order to avoid unwanted numerical diffusion (for example,
see [78]).

There are a large number of existing CFD studies focusing on single-phase flow characteristics in
cyclones that are not fully listed here as it is not the main subject of this review. A summary of some of
the previous single-phase flow studies, up to 2007, can be found in [20].

4.2. Group II: One-Way Coupled Gas–Solid Flow Simulations

In the second category of existing CFD studies of cyclones operating at ambient temperature,
category (II), the one-way coupling method is employed for very dilute loading of particles (see
Figure 4), and the E–L approach is commonly utilized. The particles are tracked either after the
simulation has reached a steady-state solution, as a post-processing step [69,79–87], or in a transient
way along the unsteady simulation [75,79,88–93]. After the completion of the particle-tracking
procedure, the particle separation efficiencies are predicted and usually compared with the available
experimental data. In general, it can be stated that there is a tendency for the particle cut-size diameter
to be underpredicted in LES calculations [88,89,93] and overpredicted in RSTM calculations [20,93].
Furthermore, the separation efficiency is predicted more accurately when LES is used [93], due to a
better prediction of the mean and fluctuating velocity fields. One must keep in mind that the accuracy
of the predicted separation efficiency, however, depends on the validity of the basic assumptions
for the simulations, e.g., the accumulation of particles near the cyclone walls may cast doubt on the
validity of the one-way coupling assumption.

An important consideration in one-way coupled E–L simulations is the influence of turbulent
dispersion, i.e., the movement of particles due to the presence of velocity fluctuations, especially
for smaller-sized particles. If the resolved scales have comparable time-scalse as compared to the
kinematic response time of particles, e.g., LES and DNS, the turbulent dispersion is resolved directly
and no additional turbulent dispersion model is required [79,94], while the effect of sub-grid scale
(SGS) structures in LES on particle movement can usually be neglected. For URANS simulations,
however, it is common to apply a stochastic turbulent dispersion model [95]. Accurate prediction of
the gas velocity fluctuations, i.e., rms velocities, is important for properly resolving particle dispersion
due to turbulence. In some of the existing studies, it is reported that even though the mean velocities
are properly captured by the RSTM, the rms fluctuations of the velocity field are underpredicted
compared to the measurements [76,96], due to a failure in accurately predicting PVC behavior that
gives rise to the rms velocities, especially in central regions of a cyclone [76]. Shukla et al. [96] reported
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an overprediction of separation efficiency for smaller-sized particles due to an underprediction of
velocity fluctuations, as shown in Figure 5. On the other hand, LES is able to capture both mean
and rms velocities properly, leading to accurate predictions of grade efficiency compared to the
measurements [96].

Figure 5. Comparison of predicted mean velocity profiles (a,b), rms velocities (c,d), and grade
efficiencies (e) using the Reynolds stress transport model (RSTM) and large eddy simulation (LES) for
a cyclone with a body diameter of 0.29 m and operating at ambient temperature and pressure [96]. The
experimental data on separation efficiency are from [97]. Reproduced with permission from S. Shukla
et al., The effect of modeling of velocity fluctuations on prediction of collection efficiency of cyclone
separators; published by Elsevier, 2013.

4.3. Group III: Two- and Four-Way Coupled Gas–Solid Flow Simulations

Both the E–E and the E–L methods are employed for CFD simulation of two- and four-way coupled
gas–solid flows. Generally speaking, and as discussed earlier, the volume fraction of particles in a
cyclone separator is locally inhomogeneous, as the design of such equipment demands. Consequently,
in the existing studies of cyclone separators, the E–L approach is preferred over the E–E approach.

4.3.1. E–L and Hybrid Model Simulations

As for the third category of CFD studies, category (III), compared to the previous categories,
there are fewer E–L studies with two-way coupling [34,77,98–105] and only a limited number of
studies with four-way coupling [35,106–109]. In almost all of the studies (except [99]), due to
the lack of available experimental data for the cyclone flow loaded with particles, no comparison
of the predicted modification of velocity profiles (compared to the single-phase flow) with the
measurements is provided. Instead, the predicted overall/grade efficiencies [34,77,101,102] and/or
pressure drops [34,35,98,101,102,106,107,109] are compared with the measurements for certain ranges
of particle mass loading. A summary of the existing four-way coupled CFD studies of gas–solid
cyclones operating at ambient temperature and with inlet mass loading ratios higher than 0.1 kgs/kgg

is presented in Table 2.
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Effect of Solids Loading

As the solids loading ratio increases, the particle–particle interactions become important and
neglecting these interactions in the cyclone CFD simulation may lead to poor predictions of cyclone
performance. For example, Wasilewski and Duda [115] have reported an underprediction of both
pressure drop and separation efficiency for two different pilot-scale cyclone geometries, though the
overall trend of changes was well-predicted. The authors have claimed that this discrepancy is due
to the simplification of the CFD model, neglecting particle–particle collisions and agglomeration.
Both CFD–DEM [107–109] and hybrid E–E and E–L approaches [35,106] have been used to consider
the effect of particle–particle interactions in existing cyclone separator simulation studies. In the
CFD–DEM study of Zhou et al. [107], the effect of large (2000–2800 μm) and “ultra light” particles with
a solid to gas density ratio of 33 is investigated for different loadings of particles up to 0.46 kgs/kgg.
They have analyzed the significance of gas–solid and solid–solid forces in different regions of cyclones
and concluded that the modification of the velocity field due to the presence of particles is hardly
noticeable. On the other hand, based on CFD–DEM calculations, Chu et al. [109] reported a significant
modification of the velocity field due to the presence of particles of nearly the same size but much
heavier compared to the ones studied in [107]. According to this study, the particle–particle forces,
which are much more dominant than the particle–gas forces, increase in magnitude with the loading
of particles, with the most active region being inside the particle strands along the cyclone wall.

In most of the existing four-way coupled CFD simulations of cyclones using the hybrid
methods [35,106], the focus is on the effect of solids loading on the performance of cyclones.
Hwang et al. [35] carried out DDPM–KTGF simulations of a pilot-scale cyclone laden with 2000 μm
diameter particles and reported a minimum in the predicted pressure drop versus solids loading.
The comparison with available measurements, though, is carried out only for smaller solids loadings,
i.e., loadings smaller than 2.5 kgs/kgg, while the minimum pressure drop takes place at solids loadings
of around 6 kgs/kgg. Conversely, in the hybrid E–E and E–L study of Kozolub et al. [106], an increasing
trend in the predicted pressure drop of a cyclone laden with 40–80 μm diameter particles is observed for
all of the studied mass loadings up to 2.6 kgs/kgg. This trend is in line with the available measurements,
but the values are somewhat underpredicted.

One of the important features that is captured by two- and four-way coupled CFD simulations of
cyclones is the modulation of velocity field and turbulence statistics as compared to the particle-free
flow. The swirl velocity is predicted to reduce substantially with the addition of particles to the
flow and decrease further as the loading of particles increases [35,102,106,109,116]. The predicted
reduction of tangential velocity magnitude as well as turbulent fluctuations by the addition of 0.05
and 0.1 kgs/kgg of particles to a pilot-scale cyclone is shown in Figure 6 based on the LES study of
Derksen et al. [116]. The reduction of swirl is reported to be stronger in the loss-free vortex part of
the swirl due to the higher concentration of particles in this region. On the other hand, the tangential
velocity at regions close to the walls is still high (see Figure 6) due to the presence of particles and
partial transfer of tangential momentum to the gas phase. The reduction of swirl can, in turn, reduce
the effectiveness of centrifugal force on particle separation in the cyclone, making the particles be less
concentrated near the walls. However, at the same time, the turbulence is attenuated by the presence
of particles all over the cyclone body [116], leading to the reduction of turbulent dispersion; also, the
amount of gas bypassed to the vortex finder at the entrance of the cyclone is reduced. The overall
separation efficiency with respect to the solids loading is a balance between the significance of the
above-mentioned effects.

The modification of cyclone efficiency with particle mass loading is not reported in the existing
four-way coupled CFD studies as in most of the studies [35,107,109], the addition of large particles to
the cyclone, e.g., 2000 μm in diameter, is investigated, leading to an ideal separation efficiency.
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Figure 6. The predicted time-averaged values of axial and tangential velocities as well as the resolved
turbulent kinetic energy of the gas for a pilot-scale cyclone with a body diameter of 0.29 m and
operating with different mass loadings of particles using two-way coupled LES at 0.75D (top) and 2D
(bottom) below the cyclone roof [116]. Reproduced with permission from J.J. Derksen, Simulation of
mass-loading effects in gas-solid cyclone separators; published by Elsevier, 2006.

Agglomeration of Particles

As mentioned earlier, an important mechanism in solids separation in cyclones is particle
agglomeration [19,30]. To model the particle agglomeration in a Lagrangian frame, it is common
to assume either volume-equivalent (i.e., the new diameter has the same volume as the agglomerated
particles) [117,118] or inertia-equivalent (i.e., the new diameter is calculated to maintain the
inertia) [108,119,120] agglomeration. The agglomeration of particles in cyclones is studied in the
CFD–DEM simulations of Sgrott and Sommerfeld [108] with a stochastic approach [121] to describe
the particle–particle collisions. It is assumed that the only driving factor in interparticle adhesion is
the van der Waals force. It has been shown that using the inertia-equivalent approach, the predicted
agglomeration rate and the separation efficiency are slightly higher and lower, respectively, compared
to the volume-equivalent method (see Figure 7). Furthermore, it is shown that for an inlet mass
loading ratio of 0.1 kgs/kgg, the difference between the predicted velocity profiles considering two-
and four-way coupling methods is small. However, when comparing the predicted grade efficiencies
of two- and four-way coupled simulations, as shown in Figure 7, for very small particles, i.e., less
than 2 μm in diameter, neglecting the agglomeration may lead to an underprediction of separation
efficiency. This is in agreement with the agglomeration concept of Mothes and Löffler [30] regarding
particle separation in cyclones, discussed in Section 2.2. The agglomeration effect is also investigated
through one-way coupled CFD simulations of gas–solid cyclones [122].

4.3.2. E–E Simulations

E–E studies of gas–solid cyclone separators are very scarce, with the early investigations being
allotted to the prediction of the change of cyclone hydrodynamics with the addition of particles [67,123].
In most of the existing E–E studies of gas–solid cyclones, the comparison with experimental data
is carried out for cyclones operating with very low particle mass loadings [124–126], i.e., below
0.01 kgs/kgg, while the true advantage of using the E–E approach is for the high loading of particles.
Costa et al. [126] implemented an E–E simulation of gas–solid flow in a cyclone with four-way
coupling. At a solid mass loading of 0.009 kgs/kgg, the predicted grade efficiencies were improved
by increasing the number of solid phases (corresponding to each size bin), but still overpredicted
compared to the experimental data. Variations of this model are further utilized for optimization
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studies of gas–solid cyclones operating with either a very low mass loading of particles [127,128] or
moderate loadings [129], i.e., 0.1 kgs/kgg, and higher.

For a particle mass loading of around 1 kgs/kgg, mixture models of cyclones are
available [130,131], based on modeling the velocity slip between the phases (simplest approach
mentioned in Table 1). The pressure drop estimated by these models is underpredicted [130,131],
especially at high inlet solids loadings, i.e., 0.4 kgs/kgg, which, according to the authors, is due to
the limitation of the granular and mixture models for densely loaded cyclones. Furthermore, the
predicted separation efficiencies, compared to the measurements, are not conclusive [130]. In both
studies, however, a reduction of swirl by increasing the mass loading is reported.

Figure 7. Grade efficiency predicted by the CFD simulation of Sgrott and Sommerfeld [108] for
a pilot-scale cyclone loaded with particles with a diameter of 0.5–60 microns and a mass loading
of 0.1 kgs/kgg. 1 W-C, 2 W-C, and 4 W-C refer to one-way coupling, two-way coupling, and
four-way coupling methods (using CFD–DEM without agglomeration), respectively. Sphere and history
models are volume-equivalent and inertia-equivalent approaches for agglomeration, respectively.
Reproduced with permission from O.L. Sgrott and M. Sommerfeld, Influence of inter-particle collisions
and agglomeration on cyclone performance and collection efficiency; published by John Wiley and
Sons, 2018.

4.4. Summary

In this section, the existing CFD simulation studies of reversed-flow cyclone separators operating
at ambient temperature are discussed and categorized based on the gas–solid coupling regime of the
operating cyclone. For the single-phase gas flow in cyclones, the existing CFD simulation studies are
able to accurately capture the velocity and pressure fields as compared to the available experimental
data. According to these studies, the RSTM is favorable over other turbulence models with respect to
accuracy and computational overhead. However, some modified versions of first-order turbulence
models, e.g., k-ε curvature correction (cc) model [66], can still be used in the CFD simulations, especially
when the solids loading is high and the swirl is less intense.

For dilute loading of particles and using the one-way coupling method, it is possible to properly
capture the separation efficiency of particles in the cyclone as long as the one-way coupling condition
is valid for the particle-laden flow. LES has proven to be more accurate in the prediction of grade
efficiency, especially for small-sized particles, compared to RSTM, due to an improved prediction of
velocity fluctuations and turbulent dispersion.

Among the available gas–solid simulation approaches listed in Table 1, the unresolved E–L and
hybrid models are used more frequently, for dilute/medium and dense loading of particles in cyclones,
respectively. For densely loaded cyclones, a few CFD studies focus on the effect of solids loading on
performance, applying either DDPM–KTGF or CFD–DEM approaches, while only a handful of them
investigate the loading of small-sized particles, i.e., 0.1–200 μm in diameter. In the existing CFD studies
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of densely loaded cyclones, comparison of the modified flow field with measurements is carried out
very rarely, mainly due to challenges in the measurement methods for such systems. Furthermore,
comparison/validation of the predicted pressure drops against measurements is usually carried out,
rather than the separation efficiency.

5. CFD Simulation Studies of Gas–Solid Cyclones at Elevated Temperatures

In general, the available studies on the CFD simulation of cyclones operating at elevated
temperatures are more scarce than the ones for cyclones operating at ambient temperature. Similar to
the previous section, the CFD simulations of cyclone separators operating at elevated temperatures can
be divided into three groups: single-phase flow, one-way coupled flow, and two/four-way coupled
flow simulations. In this section, the three groups of studies are discussed with a focus on the process
or physics that is investigated through the CFD simulation.

5.1. Group I: Single-Phase Flow CFD Simulations

Once the operating temperature increases, the physics of gas flow inside the cyclone become more
complicated, mainly due to the heat transfer and subsequently variable gas density and viscosity in
local regions, if the insulation is not perfect. In turn, since an extra transport equation for energy needs
to be solved, the CFD calculation of gas flow becomes computationally more complex and demanding.
However, in some of the existing CFD studies of cyclones operating at elevated temperatures, in
order to avoid this complexity, the simulations are carried out at a fixed gas temperature, while the
gas density and viscosity values are modified according to the operating temperature. Using this
method, the predicted pressure drop is reported to be of acceptable accuracy compared to the
measurements [131,132].

Similar to the CFD simulations of the cyclones at ambient temperature, accurate modeling of the
turbulence is a must to achieve acceptable accuracy for high-temperature single-phase flow simulations
of cyclones. However, as mentioned earlier, the increased viscosity as well as decreased density of the
carrier gas at elevated temperatures leads to a reduction of swirl intensity and turbulence, indicating
the possibility of using a wider range of available turbulence models while keeping the prediction
accuracy reasonable. Gimbun et al. [133] have compared the predicted pressure drop of a pilot-scale
cyclone with the experimental data of [39] using the RNG k − ε and RSTM. At lower temperatures, i.e.,
300–800 K, RSTM is reported to provide a more accurate prediction of the pressure drop compared to
the RNG k − ε, while in the temperature range of 800–1200 K, the predicted pressure drops using RNG
k − ε and RSTM are nearly the same and in agreement with the experimental data [133]. In the existing
CFD studies of cyclones operating at elevated temperatures, both the k − ε [134] and RSTM [132] are
used as turbulence models.

The tendency for weakened swirl and the modification of the internal velocity field, as an outcome
of an elevated operating temperature, is reported in some of the existing CFD studies. According to the
CFD simulation results of Shi et al. [132], an overall increase in the axial velocity profiles, weakened
reverse flow at the center of the inner vortex, and weakened tangential velocity peaks (weakened
swirl), are reported as the operating temperature of the studied pilot-scale cyclone increases from
20 ◦C to 800 ◦C. They reported that as the cyclone swirl intensity is weakened at elevated temperatures,
the pressure drop is also reduced, and this reduction is dominantly affected by the gas density rather
than its viscosity when the volumetric flow rate to the cyclone is kept constant [132]. The reduction of
pressure drop with the gas temperature is reported in many of the existing CFD studies of cyclones
operating at elevated temperatures [41,132,134–136]. An approach for the comprehensive analysis
of local energy loss in cyclones is through evaluating entropy generation in CFD simulation, which
has been carried out for cyclones operating at ambient [137,138] and elevated [135] temperatures.
Duan et al. [135] have numerically investigated entropy generation in a cyclone system operating
in a temperature range of 297–1123 K. According to this study, turbulence dissipation and wall
friction are the main contributors to the energy loss. The ratio of contribution of both parameters is
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nearly unaffected by the gas temperature, whereas their magnitude decreases at higher operating
temperatures due to the reduction in gas density. The maximum energy loss takes place in areas close
to the vortex finder and the entrance of the dust bin.

5.2. Group II: One-Way Coupled Gas–Solid Flow Simulations

In the existing CFD studies of cyclones operating at elevated temperatures, the predicted
separation efficiency is negatively affected by the temperature. Gimbun [41] has performed one-way
coupled simulations of a pilot-scale cyclone using RSTM and a stochastic tracking of particles in a
temperature range of 20–900 ◦C. For a fixed inlet gas velocity, the predicted grade separation efficiencies
and particle cut-sizes were in proper agreement with the experimental data, and overall, the separation
efficiency worsened with the temperature. The reduction in separation efficiency was stated to be a
direct consequence of the weakened centrifugal effect. In the same line of research, Gimbun et al. [139]
presented an accurate prediction of the particle cut-size for different cyclone types compared to
experiments, at ambient and elevated temperatures. The reduction of separation efficiency is also
reported in some of other studies (for example, see [134,136]).

One-way coupled heat transfer to solids particles fed in to a pilot-scale cyclone was studied
by Mothilal and Pitchandi [140,141] using E–L simulation and RNG k − ε turbulence models and at
an inlet air temperature of 200 ◦C. The predicted pressure drop was compared with the available
experimental data for the particle-free case, while for the gas–solid cases, no validation was presented.
By increasing the gas velocity at the cyclone inlet, the centrifugal effect on particles was improved
and the predicted particle hold-up in the system was increased, especially for larger mass loadings of
particles. This leads to a greater available surface area (for heat transfer) as well as a higher residence
time of particles in the cyclone system.

5.3. Group III: Two- and Four-Way Coupled Gas–Solid Flow Simulations

In this group of studies, both E–L and E–E and hybrid approaches are applied for the CFD
simulation of cyclones operating at elevated temperatures; these are discussed here with a focus on the
studies that have investigated the performance of industrial-scale cyclones.

5.3.1. Cyclone Heat Exchangers

An important industrial application of cyclones is the solids preheating process used in, e.g.,
cement industry. The performance evaluation for full-scale cyclone heat exchangers is carried out in
some of the existing studies and summarized in Table 3. Cristea and Conti [142,143] have applied a
DDPM–KTGF approach to simulate the gas–solid flow in the preheater system (excluding the calciner)
of a cement factory with an approximate height of 58 m. The gas–solid heat transfer as well as the
calcination reaction are included in the CFD model [143]. As compared to the industrial measurements
for the first-stage twin cyclones, the predicted pressure drop and separation efficiencies are in good
agreement with the measurements, while the exit gas temperature is overpredicted. This discrepancy
has been attributed to the complications that arise with the modeling of the high mass loading of
particles in the upper-stage calciner [143]. Mikulčić et al. [144] have conducted a two-way coupled
CFD simulation study of an industrial-scale cyclone belonging to the preheater system of a dry kiln
process. The simulations aimed to assess the gas–solid heat transfer as well as the progress of the
calcination process in the studied cyclone. The predicted pressure drop was in fair agreement with the
measurements, while the outlet gas temperature was slightly overpredicted, and the authors did not
provide any reasoning for this mismatch. In this CFD study, low gas temperature regions in the upper
part of the cyclone and close to the walls were observed, due to the endothermic calcination reaction.
Wasilewski [145] conducted a two-way coupled CFD simulation of a full-scale cyclone preheater and
reported a reduction of the separation efficiency with increased temperatures and decreased particle
loading. However, as compared to the measurements, an underprediction of the separation efficiencies
is reported, which is claimed to be due to the limitation of the CFD model in taking into account the
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particle–particle interactions, i.e., collision and agglomeration. Presented in Figure 8 is their predicted
trajectories and heat-transfer rate to laden particles of different diameters. The smaller-sized particles
have a higher tendency to travel through the central regions of the cyclone body and escape from the
vortex finder. In addition, they have a higher rate of heat exchange with the gas, especially at regions
close to the inlet, compared to the larger-sized particles. In contrast, larger-sized particles have a higher
tendency to travel in spiral clouds along the cyclone walls and toward the particle exit chamber.

Figure 8. Predicted trajectories of particles of different diameters in an industrial-scale cyclone
with a body diameter of 3.45 m. The trajectories are colored with particle temperature. The inlet
gas and particle temperatures are 634 K and 611 K, respectively, and inlet solids mass loading is
around 0.8 kgs/kgg [145]. Reproduced with permission from M. Wasilewski, Analysis of the effects of
temperature and the share of solid and gas phases on the process of separation in a cyclone suspension
preheater; published by Elsevier, 2016.

Table 3. Selected CFD studies of industrial-scale cyclones operating at elevated temperatures, in
chronological order.

Author(s) Scale of Simulation CFD Solver Gas–Solid Model Turbulence/Drag Models

Cristea and
Conti [143]

Preheater system (≈ 58 m
height) ANSYS FLUENT 18.1 hybrid

(DDPM–KTGF) RSTM/Schiller and Naumann [146]

Mikulčić et al. [144] Industrial cyclone (≈ 13 m
height and 6 m diameter) FIRE commercial solver E–L (two–way

coupled) LES/not mentioned

Wasilewski [145] Industrial cyclone (≈ 9 m height
and 3.5 m diameter) ANSYS FLUENT 14 E–L (two–way

coupled) RSTM/Schiller and Naumann [146]

There are also a few E–E simulation studies of cyclones at elevated temperatures. In the study of
Vegini et al. [124], 2D axisymmetric simulations of full-scale cyclone separators connected in series and
operating at elevated temperature were carried out. The selected turbulence model is a combination of
the standard k − ε and Prandtl’s longitudinal mixing model, which is claimed to be accurate enough
for capturing the anisotropic effect of Reynolds stress in swirling turbulent flows. The numerical model
was validated against the available grade efficiencies and pressure drops at ambient temperature and
a dust load of around 0.004 kgs/kgg. In elevated temperature conditions, the predicted pressure drop
values were generally overpredicted compared to the available long-term full-scale measurements. This
overprediction was claimed to be due to the presence of false air in the system, and as a consequence,
a reduction of swirl. The presence of false air is not considered in the simulations.
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5.3.2. CFD Simulation of Cyclones as a Part of a Bigger System

There are a number studies that have carried out CFD simulations of elevated-temperature
cyclones as a part of a bigger process system, e.g., a circulating fluidized bed (CFB) boiler. An important
phenomenon that is explored in this type of study is the fluctuation and maldistribution of gas and
solid flows at the inlet of parallel cyclones, which can, in turn, affect cyclone performance. The subject
is investigated both experimentally [147–150] and numerically [151,152]. Zhang et al. [151] have
reported temporal synchronized fluctuations of solid flux at the inlet of two parallel cyclones based on
four-way coupled E–E simulations of a 150 MW CFB boiler operating at 917 ◦C. Jiang et al. [152] have
carried out hybrid E–L and E–L (MP–PIC) CFD simulations of a scaled down circulating fluidized bed
comprised of six parallel cyclones. They reported a non-uniformity in the average solid concentration
downstream of the cyclone diplegs, based on both simulations and experimental data. However, some
of the predicted solid concentrations were somewhat different from those of the measurements, with
the highest relative error being around 28%.

5.4. Summary

The existing CFD studies of cyclones operating at elevated temperatures were discussed in
this section, with a focus on the ones investigating cyclone performance parameters, i.e., pressure
drop, separation efficiency, and gas–solid heat transfer. The gas-flow simulation studies reveal that
CFD simulations are capable of capturing the reduced swirl intensity and reduced pressure drop
as a result of elevated temperature. Furthermore, in some of the studies, the first-order turbulence
models are satisfactorily used to calculate the gas flow field. The reduction in separation efficiency of
dilutely loaded cyclones, i.e., one-way coupled studies, due to the increase in temperature, is captured.
A number of CFD studies of industrial-scale cyclones are also described. However, it is common for
the full-scale measurements of these systems not to exist or to be limited, e.g., to only the pressure
drop of the cyclone for a specific operating condition, indicating the lack of complete validation of the
accuracy of current CFD studies.

6. Outlook

In this review, the capability of computational fluid dynamics in predicting the gas–solid flow field
and performance of cyclone separators, operating at dilute–high loading of particles and ambient and
elevated temperatures, is discussed. Summaries of ambient- and elevated-temperature CFD studies
are provided in Sections 4.4 and 5.4. In general, it can be stated that the CFD simulation can be used
as a powerful tool to successfully predict the flow field and performance of cyclone separators, i.e.,
pressure drop and separation efficiency, with the E–L and hybrid methods being the most frequently
used approaches. However, as the mass loading and the operating temperature increase, the validation
of the internal flow field, which is important for a better understanding of the separation process,
becomes challenging due to the lack of experimental data. For these cyclones, the validation is so far
limited to the comparison of the pressure drop and seldom the measured separation efficiency.

The drag models that are usually applied in two- and four-way coupled simulations are
well-known homogeneous models, e.g., Wen–Yu [113] and Gidaspow [50], while heterogeneous
models, e.g., the energy-minimization-multi-scale (EMMS) approach [153], are rarely used (for example,
see [111]). In the authors’ opinion, heterogeneous drag models can be more suitable for CFD simulation
of heavily loaded cyclones (e.g., inlet mass loading on the order of 1–100 kgs/kgg), as it is likely to
have cluster formation in the internal regions, apart from regions close to the cyclone walls, especially
for the elevated operating temperatures with weakened centrifugal effect.
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Abbreviations

The following abbreviations are used in this manuscript:

CFB Circulating fluidized bed
CFD Computational fluid dynamics
DDPM Dense discrete phase model
DEM Discrete element method
DRW Discrete random walk
E–E Eulerian–Eulerian
E–L Eulerian–Lagrangian
LES Large eddy simulation
LRR Launder, Reece,and Rodi model [73] (variation of the RSTM)
KTGF Kinetic theory of granular flows
PBM Population balance model
PVC Precessing vortex core
RSTM Reynolds stress transport model
SGS Subgrid-scale
SSG Speziale, Sarkar, and Gatski model [74] (variation of the RSTM)
UDF User-defined function
URANS Unsteady Reynolds-averaged Navier–Stokes
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Abstract: With the increasing use of Computational Fluid Dynamics to investigate multiphase flow
scenarios, modelling surface tension effects has been a topic of active research. A well known
associated problem is the generation of spurious velocities (or currents), arising due to inaccuracies
in calculations of the surface tension force. These spurious currents cause nonphysical flows which
can adversely affect the predictive capability of these simulations. In this paper, we implement the
Continuum Surface Force (CSF), Smoothed CSF and Sharp Surface Force (SSF) models in OpenFOAM.
The models were validated for various multiphase flow scenarios for Capillary numbers of 10−3–10.
All the surface tension models provide reasonable agreement with benchmarking data for rising
bubble simulations. Both CSF and SSF models successfully predicted the capillary rise between
two parallel plates, but Smoothed CSF could not provide reliable results. The evolution of spurious
current were studied for millimetre-sized stationary bubbles. The results shows that SSF and CSF
models generate the least and most spurious currents, respectively. We also show that maximum time
step, mesh resolution and the under-relaxation factor used in the simulations affect the magnitude of
spurious currents.

Keywords: surface tension modelling; VOF; rising bubbles; capillary rise

1. Introduction

For a comprehensive understanding of flow physics in multiphase systems, which is ubiquitous
in both nature and technological processes, consideration of surface tension is important. For instance,
the break down of a fluid jet into droplets is used to form droplets in inkjets [1] and lab-on-chip
devices [2] while the thinning and breakdown dynamics of non-Newtonian fluid filaments is critical in
its application in jetting [3,4]. Flow scenarios such as underground water flows [5], oil recovery [6]
and paper-based microfluidics [7] are examples of flow through porous media where dominance of
surface tension may produce a capillary rise. The detachment diameter of the bubble [8,9] and shape
of rising bubble [10] during bubble evolution in champagne, boiling and electrochemical gas evolution
is dependent on surface tension, as is the droplet size produced during atomisation of fuels [11],
spraying [12,13] and growth of a bubble in confined geometries [14]. The effect of surface tension is
also important in events such as nucleation of bubbles [15,16] and droplets [17].

Due to the importance and complex nature of multiphase flows, numerical simulations, especially
computational fluid dynamics (CFD), are commonly used to study and understand these processes.
The CFD strategies used to model multiphase flows can broadly be divided into four categories:
Euler–Euler (EE), Euler–Lagrange (EL), interface tracking and capturing methods. The EE approach
assumes that phases are interpenetrating, which is efficient when modelling large-scale industrial
processes [18,19], while EL tracks the dispersed phases individually, which can be computationally
expensive [20,21]. As both EE and EL approaches do not resolve the complete interactions between
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the phases, they require so called “closure laws” (see [18–21]). Interface tracking methods, such
as the moving mesh method, use a separate boundary-fitted moving mesh for each phase [22].
Although interface tracking methods are quite accurate, they are typically used to model bubble
or droplets with mild-moderate deformations [22,23] but to handle complex interface deformations
these methods require a global or local re-meshing [24]. Interface capturing methods use a fixed grid
with functions to capture the interface such as the Volume Of Fluid method (VOF) [25], level-set [26]
and diffuse interface methods [27]. Other methods available in the literature employ a hybrid interface
tracking-capturing approach, such as the immersed boundary [28] and front tracking method [29].
Due to its ability to conserve mass (both level-set [30] and phase-field [31] models have difficulties in
conserving mass), robustness and ability to produce reasonably sharp interfaces VOF is very popular in
multiphase simulations [32–57] and implemented in both commercial (ANSYS Fluent® and Flow-3D®)
and open source (OpenFOAM®) CFD packages.

Due to the popularity of open source CFD packages, this paper predominantly delves into the
VOF formulation and reported development in interFoam, which is the VOF-based solver available
in OpenFOAM®. In the VOF method, a scalar function representing the volume fraction of phases
in the computational cells is advected. The advection of the volume fraction equation is done using
specific discretisation schemes, such as the interface compression method [58], to prevent the excessive
smearing of the interface thickness. Apart from interface compression method, recent work has
explored reconstruction of interface using techniques such as the isoAdvector method [59,60] and piece
wise linear interface calculation (PLIC) algorithm [61]. Although the VOF approach in theory produces
a sharp interface, the “real” VOF, which is implemented in solvers such as interFoam, produces a
non-sharp interface, which stretches over a few computational cells. This non-sharp nature of the
volume fraction leads to errors in the calculated curvature which generates spurious currents that is
quantified in the work by Harvie et al. [62], appearing as vortices around the interface (see [63,64]).
The presence of these spurious currents introduces non-physical velocities near the interface, which
can increase the interfacial mass transfer while modelling condensation [32] and evaporation [57]
scenarios and adversely effects the accuracy of simulations. In the literature, spurious currents in VOF
methods can be reduced by the following approaches:

• force balance, which is achieved by discretising the surface tension and pressure forces at the
same location [65];

• accurate calculation of the curvature (see Table 1); and
• choosing the appropriate time step for the solver (see [63]).
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Table 1. An overview of improved curvature calculations and surface tension models developed for
VOF method.

Publication Remarks

Brackbill et al. [66] Introduced the Continuum Surface Force (CSF) and density scaled
CSF models. These methods are very common due to its relatively
straightforward implementation in a VOF framework.

Ubbink [67] Proposed using a smoothed volume fraction to calculate curvature (referred
to as “Smoothed CSF” in this paper). Using a smoothed volume fraction
to compute the curvature instead of non-smoothed volume fraction in
CSF model reduced spurious current up to one order of magnitude [56].
This method has been used in modelling condensing bubbles [32] and
droplets in microfluidic devices [56]. A similar smoothening of α1 was
proposed by Heyns and Oxtoby [68].

Sussman and Puckett [69] Developed a fully coupled level-set VOF (CLSVOF) method which combines
the mass conservativeness of VOF method with smoothness of the
level-set function to reduce spurious currents. The CLSVOF method has
been used to applications such as splashing droplets [45], flow through
microfluidic devices [46], wave breaking [47] and droplet evaporation [43].
Another variant of coupled level set approach is the simple coupled level-set
VOF (S-CLSVOF) proposed by Albadawi et al. [70].

Raessi et al. [71] Proposed a method to calculate κ based on advected normals. The spurious
currents were lower than CSF (within the same order) while modelling cases
such as stationary bubble, rising bubble and Rayleigh–Taylor instability [71].

Renardy and Renardy [72] Introduced parabolic reconstruction of surface tension (PROST) algorithm
which uses a least-squares fit of the interface to a quadratic surface.
The spurious current produced by the algorithm is lower by two orders
of magnitude compared to CSF [72]. The model was used to simulate droplet
deformation including breakup [48,72].

Cifani et al. [61] Implemented piecewise linear interface calculation (PLIC) algorithm
(proposed by Youngs [73]) to reconstruct the interface in interFoam and
managed to reduce spurious currents.

Pilliod and Puckett [74] Developed an efficient least squares volume-of-fluid interface reconstruction
algorithm (ELIVRA) which reconstructs the interface using a least square
method to fit the interface to a linear surface.

Popinet [75] Proposed calculating curvature using height functions. Use of height
functions have reduced spurious current (slightly outperformed PROST
algorithm [75]) and has been shown to model flow in microchannels [49],
rising bubble [34,44] and other multiphase flows [50].

Raeini et al. [76] Introduced a sharp surface force formulation to calculate the capillary force,
which is then filtered to reduce the spurious currents (known as FSF model).
Neglecting the filtering terms in the FSF model provides a sharp surface
formulation of surface tension known as SSF, which is described in [42].
The SSF has been reported to be reduce the spurious currents by two to
three orders in comparison to CSF [42]. The FSF model has been reported
to provide periodic bursts in the velocity fields but lower spurious current
than SSF [42]. The approach has been used to model bubbles in microfluidic
devices [51] and flow through porous media [52].

Denner et al. [77] Proposed the use of artificial viscosity model, which applies artificial shear
stress in the tangential direction to interface, to dampen the spurious currents.
The model has been used to model rising bubble and capillary instability of
a water jet [77].

Lafaurie et al. [78] Proposed an alternative to the CSF model, known as the Continuum Surface
Stress (CSS) model, determines surface tension as divergence of stress tensor
without relying on complex curvature calculations. Due to imbalance in
the surface tension and pressure, CSS model can also produce spurious
currents [35] which has reported to be in the same order as CSF [72].
CSS model has been used to model static droplets and rising bubbles [35],
but it does not provide reliable results for falling films [41].
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To analyse the force balance (described in [65]), Deshpande et al. [63] evaluated interFoam
and showed that there is no imbalance in the surface tension and pressure forces due to
inconsistent discretisation. However, the iterative process, which is used to solve pressure equation,
introduces an imbalance which is related to the user defined tolerance level of the solution [63].
An overview of literature that provides an improved estimate of the interface curvature and surface
tension modelling approaches is provided in Table 1. The improved representation of the interface
(which aids in accurate calculation of the interface curvature) is provided bycoupled level-set VOF
(CLSVOF) method, height functions and interface reconstruction algorithms (like piecewise linear
interface calculation (PLIC), parabolic reconstruction of surface tension (PROST) and efficient least
squares volume-of-fluid interface reconstruction (ELIVRA) algorithms), whereas the other methods
discussed in Table 1 provide alternative approaches to model surface tension. To ensure that spurious
currents do not grow over time, a stability condition, proposed by Brackbill et al. [66], for explicit
treatment of surface tension is

Δt <

√
ρavg(Δx)3

2πσ
, (1)

where Δx, σ and ρavg are grid spacing, surface tension and average of density of both phases,
respectively. As proposed by Galusinski and Vigneaux [79], a comprehensive constraint on the
time step must consider the effect of both density and viscosity which can be expressed as

Δt ≤ 1
2

(
C2τμ +

√
(C2τμ)2 + 4C1τ2

ρ

)
, (2)

where τμ and τρ are time scales which are defined as μavgΔx/σ and
√

ρavg(Δx)3/σ, where μavg

is the average dynamic viscosity between the phases, respectively. An evaluation of interFoam,
by Deshpande et al. [63], proposed that time step should satisfy

Δt ≤ max
(

C2τμ, 10C1τρ

)
, (3)

along with the time step constraint discussed in Equation (2). Deshpande et al. [63] also calculated
the values of C1 and C2 for interFoam to be equal to 0.01 and 10, respectively. Further details of the
numerical methods used to model surface tension is available in the recent review work by Popinet [80].

In the literature, comparison between surface tension models is often done for a specific of flow
phenomenon and at times a static scenario is used to quantify the spurious currents. Some examples
of flow phenomena used to compare surface tension models are rising bubbles whose diameters are
in the order of few millimetres [33–35], translating and rotating bubbles [64], oscillating droplets or
bubbles [34], stagnant bubbles or droplets [34,35,39,64], Rayleigh–Taylor instability [37,38], Taylor
bubbles [64], falling films [41], droplet splashing [38,39], capillary rise [42] and bubble evolution [37,40].
These typically compare the CSF model with height functions [33,34,64], PROST [37], PLIC [42],
CLSVOF and its variants [37–40,64], FSF and SSF [42], and CSS [35,41] models. Although the flow
scenarios that are used to compare surface tension models are diverse, they can be broadly categorised
based on the dominance of surface tension in the flow using the Capillary number (Ca), which is
defined as the ratio of viscous to surface tension forces in the system. Flow phenomena such as
capillary rise and stationary bubbles are examples of low values of Ca whereas flows with larger values
of Ca include rising bubbles and falling films.

During processes such as gas evolution during electrochemical reactions and boiling, nucleated
bubbles grow by mass transfer across the interface [15,16] or coalescence [8], but once the bubble
detaches it may deform as it rises up and/or interacts with other bubbles [53]. Other complex
processes, such as splashing, involve droplet spreading on a surface which is accompanied by formation
of secondary smaller droplets at the rim [81]. To reliably model these processes, surface tension
models must be able to accurately handle flow scenarios with both small and large capillary numbers.
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In literature, the work by Hoang et al. [56] implemented the Smoothed CSF approach to model the
steady motion of bubbles in a straight two-dimensional channel, the formation of bubbles in two-
and three-dimensional T-junctions, and the breakup of droplets in three-dimensional T-junctions.
A study by Heyns and Oxtoby [68] implemented a selection of surface tension modelling approaches
(e.g., the CSF, a variant of Smoothed CSF and a force-balanced higher-resolution artificial compressive
formulation) to model a stationary bubble. To the best of the authors’ knowledge, a recent study by
Yamamoto et al. [36] is the only one of its kind where different surface tension models (i.e., S-CLSVOF,
density scaled S-CLSVOF and CSF) are compared based on a variety of processes with various capillary
numbers (e.g., rising bubbles, capillary rise, capillary wave and thermocapillary flows).

In this study, we implemented three different surface tension models, namely CSF [66], Smoothed
CSF [67] and SSF [76], in interFoam available in OpenFOAM 6. To investigate the capability of the
surface tension models to handle various flow scenarios, we used two benchmark cases:

• two-dimensional rising bubbles (proposed by Hysing et al. [54], Klostermann et al. [55]); and
• two-dimensional capillary rise.

These two benchmark cases were selected due to their relevance in a variety of processes.
To compare the spurious currents generated by the surface tension models, a stationary bubble
was simulated. For practical applications, the time step constraint can substantially increase the
computational time, thus the temporal development of the spurious currents with the surface tension
models were also examined. Furthermore, the evolution of spurious currents with mesh resolution and
under-relaxation factor used for the simulations was also investigated. In the interest of knowledge
dissemination, the solvers and the test cases (implemented in OpenFOAM 6) discussed in the paper
are available in the Supplementary Materials.

2. Numerical Model

2.1. Governing Equations

The VOF approach (developed by Hirt and Nichols [25]) denotes the individual phases using a
scalar function called volume fraction, represented as

α1(�x, t) =

⎧⎪⎪⎨⎪⎪⎩
0 (within Phase 2 or gas)

0 < α1 < 1 (at the interface)

1 (within Phase 1 or liquid),

(4)

where α1 is the volume fraction of liquid. The fluid properties such as density (ρ) and viscosity (μ) in a
control volume are calculated as

χ = χ1α1 + χ2α2 where χ ∈ [ρ, μ], (5)

where χ1 and χ2 represent the fluid property of liquid and gas phase, respectively.
Considering the fluids to be incompressible, isothermal and immiscible, the VOF approach solves

a single set of continuity and momentum equation for the whole domain. The continuity equation is
written as

∇ · �U = 0, (6)

where �U is the fluid velocity. The momentum equation is

∂ρ�U
∂t

+∇ · (ρ�U�U) = −∇p + ρ�g +∇ · μ
(
∇�U +∇�UT

)
+ �Fst, (7)
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where last term represents the surface tension forces, the second last term is the viscous term, �g is the
acceleration due to gravity and p is the pressure. Advection of the volume fraction of liquid (α1) is
implemented in interFoam as

∂α1

∂t
+∇ · (α1�U) +∇ · (α1(1 − α1) �Ur) = 0, (8)

where the third term is an artificial compression term used to sharpen the interface [58,61]. The artificial
compression term uses a relative velocity (�Ur) defined as

�Ur = Cα

∣∣∣∣∣ φ

|S f |

∣∣∣∣∣�n f , (9)

where φ, S f , Cα and �n f are the velocity flux, face surface area, an adjustable compression factor and
unit normal vector to the interface, respectively. In the literature, Cα can be set between 0 and 4, where
Cα equal to zero and one correspond to the case of no and moderate compression, respectively [56].
The increase in the value of Cα sharpens the interface but increases the magnitude of spurious currents
(see [51,56]). To model practical flow scenarios using interFoam, the value of Cα is generally set to
unity [32,63].

2.2. Surface Tension Models

This section introduces the three surface tension models: CSF, Smoothed CSF and SSF.

2.2.1. The Continuum Surface Force (CSF) Model

Proposed by Brackbill et al. [66], the CSF model provides a volumetric representation of surface
tension, represented as

�Fst = σκ∇α1, (10)

where σ is the surface tension and κ is the curvature, defined in Equation (13). The unit normal vector
at the interface is calculated as

n̂ =
∇α1

|∇α1|+ δ
, (11)

where δ is a small non-zero term to ensure that the denominator does not become zero. δ is calculated

as 10−8/
(

∑N Vi
N

)1/3
, where N is the number of computational cells and ∑N Vi provides the sum of the

volumes of individual cells (represented by i). Once n̂ is calculated, it is corrected to account for wall
adhesion through

n̂ = n̂wcosθ + t̂wcosθ (12)

where θ is the contact angle of the gas–liquid interface at the walls (measured in the liquid phase),
and n̂w and t̂w are unit vectors that are normal and tangential to the wall, respectively [82].
The curvature of the interface is then calculated as

κ = −∇ · n̂. (13)

2.2.2. The Smoothed CSF Model

The Smoothed CSF model (by Ubbink [67]) proposed modifying CSF by modifying the calculation
of curvature of interface by using a smoothed volume fraction of liquid (α1).

The smoothed volume fraction field is calculated using a smoother proposed by Lafaurie et al. [78],
which has been implemented in the literature [32,56] and is represented as

α̃1 =
∑N

f=1 < α1 >c−→ f S f

∑N
f=1 S f

, (14)
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where the indices c and f are the cell and face centre indices, respectively. < α1 >c−→ f represents
the interpolation of α1 from cell to face centre. The smoothening of volume fraction, done using
Equation (14), is applied twice to obtain a smooth volume fraction field, which is used in Equation (15).
Implementation of Equation (14) in interFoam is done using the subroutine developed in the work
by [56]. Based on the smoothed volume fraction field, the unit normal to the interface is calculated as

˜̂n =
∇α̃1

|∇α̃1|+ δ
, (15)

which is then corrected for wall adhesion (based on Equation (12)). The curvature of the interface is
then calculated as

κ̃ = −∇ · ˜̂n. (16)

The surface tension can be represented using the modified curvature (κ̃ in Equation (16)), which
can be represented as

�Fst = σκ̃∇α1. (17)

2.2.3. The Sharp Surface Force (SSF) Model

In the SSF model, proposed by Raeini et al. [76], smoothened and sharpened volume fraction
fields are used to calculate curvature and gradient of of volume fraction.

The smoothened volume fraction (αs) is calculated based on interpolating the cell-centred values
of α1 to the cell faces using a three consecutive smoothening steps described using Equations (18a)–(18c)

αs1 = C
〈
< α1 >c−→ f

〉
f−→c

+
(

1 − C
)

α1, (18a)

αs2 = C
〈
< αs1 >c−→ f

〉
f−→c

+
(

1 − C
)

αs1, (18b)

αs = C
〈
< αs2 >c−→ f

〉
f−→c

+
(

1 − C
)

αs2, (18c)

where C is set equal to 0.5. The unit normal to the interface is then calculated as

n̂s =
∇αs

|∇αs|+ δ
, (19)

which is then corrected for wall adhesion (based on Equation (12)). The curvature (κs) is calculated
using Equation (19) as

κs = −∇ · n̂s. (20)

The interface curvature is smoothed by using a three step procedure, which can be broadly
summarised into Equations (21a), (21c), and (21d). The first step involves smoothening the curvature
calculated in Equation (20) as

κ f 1 =
(

2
√

αc(1 − αc)
)

κs +
(

1 − 2
√

αc(1 − αc)
)

κ∗s (21a)

where αc is defined as min(1,max(α1,0)) and

κ∗s =

〈
< wκs >c−→ f

〉
f−→c〈

< w >c−→ f

〉
f−→c

, w =
√

αc(1 − αc) + 10−3. (21b)
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The second step further smoothens the curvature (calculated in Equation (21a)) as

κ f 2 =
(

2
√

αc(1 − αc)
)

κs +
(

1 − 2
√

αc(1 − αc)
)

κ∗s2, where κ∗s2 =

〈
< wκ f 1 >c−→ f

〉
f−→c〈

< w >c−→ f

〉
f−→c

. (21c)

The final step calculates the the final curvature as

κ f inal =
< wκ f 2 >c−→ f

< w >c−→ f
. (21d)

The surface tension is then given as

�Fst = σκ f inal∇αsh, (22)

where αsh is a sharpened volume fraction of liquid defined in Equation (23).

αsh =
1

1 − Csh

[
min

(
max

(
α1,

Csh
2

)
, 1 − Csh

2

)
− Csh

2

]
, (23)

where Csh is a sharpening coefficient. A value of Csh=0 reduces αsh to α1, whereas Csh=1 provides
sharp representation of the interface (which is numerically unstable). We used Csh=0.98 for static cases
and Csh=0.5 for dynamic cases.

3. Solver Settings

To simplify the treatment of pressure boundary condition and density change across the interface,
interFoam uses prgh which is defined as p − ρ�g · �x, where ρ�g · �x is the hydrostatic component
of pressure [58]. The volume fraction evolution equation (Equation (8)) is solved using the
Multidimensional Universal Limiter with Explicit Solution (MULES) algorithm, which preserves
the boundedness of volume fraction [61,63]. Once volume fraction is solved, the continuity equation
(Equation (6)) and momentum equation (Equation (7)) are solved using the Pressure Implicit with
Splitting of Operator (PISO) algorithm [83]. In PISO, a predicted velocity is updated using a pressure
correction procedure to advance velocity and pressure fields in time [58,63]. To understand the
implementation and solution algorithm of the governing equations (Equations (6)–(8)) in interFoam,
please refer to the work by Rusche [58] or Deshpande et al. [63]. The discretisation schemes, solvers
and others parameters used to solve the governing equations for all the simulations discussed in
this paper are presented in Tables 2–4, respectively. Under-relaxation factors, if set to less than
unity, cause damping of the solution, which can lead to longer computational time for the solution
reach to a steady state value. In flow scenarios where there is no steady state solution, using an
under-relaxation factor can lead to erroneous results due to under-prediction of the flow variables.
We used an under-relaxation factor in the solver equal to one for dynamic cases and 0.9 for static cases.
The effect of using an under relaxation factor of one on static cases is also investigated.
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Table 2. Discretisation schemes.

Modeling Term Keyword Scheme Remarks

Time derivatives ddtSchemes Euler First order implicit method (see [84])

Divergence term
∇ · (ρ�U�U)

∇ · (�Uα1)

∇ · ( �Ucα1(1 − α1))

vanLeerV
vanLeer
interfaceCompression

Modified vanLeer for vector fields (see [84])
See [85]
See [63]

Gradient term gradSchemes linear Operator with ∇ (see [84])
Laplacian term laplacianSchemes linear corrected Operator with ∇2 (see [84])

Others
snGradSchemes
interpolationSchemes

corrected
linear

Surface normal gradients (see [84])
Interpolates values (see [84])

Table 3. Solvers used for the discretised equation.

Equation Linear Solver Smoother/Preconditioner Tolerance

Pressure correction equation PCG DIC 10−20 (based on [63])
Momentum equation smoothSolver symGaussSeidel 10−12

Volume fraction equation smoothSolver symGaussSeidel 10−12

Table 4. Other parameters used in solving the discretised equations.

Parameter Value Notes

nAlphaCorr 2 Number of α1 correction [55]; typically set equal to 1 or 2
for time-dependent flows [86].

nAlphaSubCycles 1 Represents the number of sub-cycles within α1
equation [84].

cAlpha (Cα) 1 Used for interface compression in Equation (9).
MULESCorr yes Switches on semi-implicit MULES [87].
nLimiterIter 3 Number of MULES iterations over the limiter [87].
momentumPredictor no Controls solving of the momentum predictor; typically

set to ’no’ for multiphase and low Reynolds number
flows [84].

minIter 1 Minimum number of iterations used in momentum
calculation.

nOuterCorrectors 1 PISO algorithm is selected by setting this parameter equal
to unity (in PIMPLE algorithm) [84].

nCorrectors 3 The number of times the PISO algorithm solves the
pressure and momentum equation in each step; usually
set to 2 or 3 [84].

nNonOrthogonalCorrectors 0 Used when meshes are non-orthogonal [84].

4. Validation: Benchmark Test Cases

4.1. Two Dimensional Rising Bubbles

Due to the computational overhead of modelling a three-dimensional rising bubble, we model the
buoyancy driven motion of a single bubble as proposed by Hysing et al. [54], Klostermann et al. [55].
The work by Hysing et al. [54] reported benchmarking data such as the bubble shape, rising velocity
and circularity for two cases. These benchmarking data are produced based on numerical simulations
using codes such as TP2D, FreeLIFE and MoonNMD [54]. In the work by Klostermann et al. [55],
the benchmark proposed by Hysing et al. [54] was used to evaluate the VOF solver in OpenFOAM®

(i.e., interFoam) for various meshes.
The computational domain used for the simulation is a rectangle of dimensions 1 m × 2 m where

the bubble of diameter 0.5 m was initialised such that the centre of the bubble is at a distance of 0.5 m
from the bottom and side walls. As mesh convergence could not be achieved perfectly in previous
works [36,55], we used a uniform grid 160 × 320 for the simulations, corresponding to the fine mesh
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used in [54]. The pressure boundary conditions used in the simulations were zero gradient on the
side and bottom walls, and a Dirchlet condition (equal to zero) at the top wall. The volume fraction of
fluid used a zero gradient boundary condition on all walls. The velocity boundary conditions used
for the simulations were no slip on top and bottom walls, but slip condition was implemented for the
side walls. The fluid properties associated with the test cases, which are abbreviated as TC1 and TC2,
are tabulated in Table 5. The maximum Courant number used by the solver was set equal to 0.01 and
maximum time step permitted was based on Equations (2) and (3). The test cases are distinguished
based on Reynolds (Re), Eötvös (Eo) and Capillary (Ca) numbers, which are defined as

Re =
UgL
ν1

, Eo =
ρ1U2

g L
σ

, Ca =
Eo
Re

(24)

with L and Ug being the characteristic length scale (equal to 0.5 m) and characteristic velocity (defined
as

√|�g|L), respectively. The bubble shape was obtained at α1 = 0.5 and rising velocity was calculated
based on bubble volume averaged vertical component of the velocity vector [54,55]. For validation,
we used the the data reported by Klostermann et al. [55] and Hysing et al. [54] (for the predictions by
the FreeLIFE solver, which is referred to as ’Benchmark’ in this paper) for a uniform grid of 160 × 320.

Table 5. Physical parameters used for the rising bubble simulations (see [54]).

Cases ρ1(kg/m3) ρ2(kg/m3) ν1(m2/s) ν2(m2/s) σ(N/m) �g(m/s2)* Re Eo Ca

TC1 1000 100 10−2 10−2 24.5 (0 −0.98 0) 35 10 0.286
TC2 1000 1 10−2 10−1 1.96 (0 −0.98 0) 35 125 3.571

*�g is the reduced gravity as described in [54].

The first test case, TC1, corresponds to the case where surface tension effects are dominant [55].
The temporal evolution of the bubble as predicted by the various surface tension models is compared
in Figure 1. Due to the stronger surface tension effects, the interface deforms into an ellipsoidal
bubble (see Figure 2). The bubble shape (at t = 3 s) predicted by CSF model provides a slightly better
agreement to the benchmark data compared to the other surface tension models. The surface tension
models also tend to underpredict the position of the bubble at t = 3 s. This underprediction could be
attributed to the lower rising velocity (see Figure 3), which has also been reported in previous studies
using OpenFOAM [36,54,55]. Although bubble shape and rising velocity provide an overview of the
capability of the surface tension models, the quantification of the errors associated with the models
was based on the maximum rising velocity (Vmax) and the time at which the Vmax occurred (tabulated
in Table 6). The benchmarking data show that SSF model provides a better agreement to the data
reported by Hysing et al. [54] (absolute error is less than 2%) and Klostermann et al. [55] (absolute
error is nearly 1.5%) in comparison to the other models.
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Figure 1. Temporal evolution of the bubble for TC1: (a) t = 0.5 s; (b) t = 1.5 s; and (c) t = 2.5 s.
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Figure 2. Validation Bubble shape for TC1 at t = 3 s: (a) bubble morphology; and (b) detailed.

Table 6. Benchmark quantities for TC1.

Parameter CSF Smoothed CSF SSF [55] Benchmark ([54])

Vmax 0.2366 0.2375 0.2386 0.2365 0.2419
t(Vmax) 0.9632 0.9491 0.9104 0.9219 0.9270
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Figure 3. Validation Bubble rising velocity for TC1: (a) temporal changes of bubble rising velocity; and
(b) detailed.

The other test case, TC2, corresponds to a case where the surface tension effects are lower [55]. This
results in larger deformation of interface as the bubble evolves (see Figure 4) and eventually forms a
skirted bubble that has thin filaments that breaks down into smaller droplets (see Figure 5). Comparing
the surface tension models to the benchmark for final bubble shape shows that the models agree
quite well (see Figure 5) but there is a difference between the models with respect to the prediction
of the skirted part of the bubble (see Figure 5b). Figure 6 shows that the surface tension models in
comparison to the benchmark data under-predicts the rise velocity. Comparing with the benchmark,
the SSF model provides the closest agreement for Vmax1 (absolute error is nearly 3.5% [54] and less
than 0.1% for [55]) and t(Vmax1) (absolute error is nearly 3–3.5% for both [54,55]) (see Table 7). On the
other hand, CSF model agrees with the benchmarking data for Vmax2 (absolute error is nearly 5.7% [54]
and 0% for [55]) and t(Vmax2) (absolute error is nearly 0.6% for both [54,55]) (see Table 7).
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Figure 4. Temporal evolution of the bubble for TC2: (a) t = 0.5 s; (b) t = 1.5 s; and (c) t = 2.5 s.

Table 7. Benchmark quantities for TC2.

Parameter CSF Smoothed CSF SSF [55] Benchmark ([54])

Vmax1 0.2434 0.2429 0.2427 0.2431 0.2514
t(Vmax1) 0.7663 0.7637 0.7502 0.7250 0.7281

Vmax2 0.2302 0.2290 0.2260 0.2302 0.2440
t(Vmax2) 1.9721 1.9700 1.9729 1.9594 1.9844
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Figure 5. Validation Bubble shape for TC2 at t = 3 s: (a) bubble morphology; and (b) detailed.
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Figure 6. Validation Bubble rising velocity for TC2: (a) temporal changes of bubble rising velocity; and
(b) detailed.

42



Processes 2019, 7, 542

In the previous work by Klostermann et al. [55], the spurious currents were reported to be the
reason for the error between the benchmark ([54]) and their simulations (for both TC1 and TC2). Thus,
the differences in the predictions, for the rising bubble simulations, between the three surface tension
models considered in this paper and their departure from the benchmark can also be attributed to
spurious currents generated by these models (which is discussed below). For TC2, the larger variation
between the surface tension models after the first peak in the transient evolution of the rise velocity
(see Figure 6) can be attributed to the differences in the shapes of filament or satellite droplets (based
on the work of Yamamoto et al. [36]). Interestingly, there are also some differences in the predictions by
the CSF model (for both TC1 and TC2) and the data reported by Klostermann et al. [55], which could
be attributed to the difference in the solver settings (e.g., the discretisation schemes, linear solvers and
number of iterations) and/or the variations within the different versions of OpenFOAM. The influence
of the discretisation schemes on the predicting the flow variables has been previously investigated
in [88,89] but further investigation into the effects of other solver settings (e.g., the choice of linear
solver and number of iterations) on the solution is required to quantify its effect. As OpenFOAM gets
updated, some of the functionalities and/or the algorithms are modified, for example, the artificial
interface compression term used in advection of α1 (defined in Equation (9)) is computed differently
in the older versions of the software (see [55]). To the best knowledge of the authors, no study
has reported a comparison of the performance of various versions of OpenFOAM for specific flow
scenarios. These settings, especially discretisation schemes and interface compression algorithms,
would effect the generation and evolution of spurious currents, which could be the potential source of
the discrepancy between our simulations and the data reported in literature.

4.2. Two-Dimensional Capillary Rise

The rise of liquid through a narrow tube or between two parallel plates, which occurs as a
consequence of the wetting of the walls by the liquid, is known as capillary rise. As the liquid rises,
it reaches a point of equilibrium when the vertical component of the force exerted by surface tension is
balanced by the gravitational force acting on the risen liquid column. This equilibrium point (for liquid
rising between two vertical parallel plates) is denoted using a height (hb), which can be analytically
calculated as

hb =
2σcosθ

Δρ|�g|a , (25)

where Δρ is the difference between densities of liquid and gas, and a is the distance between the
plates [90].

To study capillary rise, we used a rectangular domain of dimensions 1 mm × 20 mm, where a
(defined in Equation (25)) is equal to 1 mm, with a uniform mesh of 20 × 400. This mesh resolution
provided the most accurate prediction of capillary rise for the same computational domain while using
CSF model in the previous work by Yamamoto et al. [36]. The boundary conditions for velocity field
imposes a no slip boundary condition for the walls and pressure based condition (applied to both inlet
and outlet) that computes inlet velocity based on the patch-face normal component of the internal-cell
velocity and outflow using the zero gradient condition. The volume fraction field uses a zero gradient
condition at walls (with a contact angle of 45◦) and outlet, along with a Dirchlet condition (equal to one)
at inlet. The boundary condition for pressure uses a Dirichlet condition (equal to zero) at inlet and
outlet whereas the walls use a Neumann boundary condition. The materials properties used for the
simulations are described in Table 8. The initial volume fraction of liquid in the domain is set such
that the liquid–gas interface is at a height of 8 mm from the bottom surface. The maximum time step
(which satisfies both Equations (2) and (3)) and maximum Courant number were set equal to 3.5 μs
and 0.1, respectively.
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Table 8. Physical parameters used for the capillary rise simulations.

ρ1(kg/m3) ρ2(kg/m3) ν1(m2/s) ν2(m2/s) σ(N/m) �g(m/s2)* Ca

1000 1 10−6 1.48 × 10−5 0.07 (0 −10 0) 0.0014
*This value of �g is used to study capillary rise by Yamamoto et al. [36].

Once the interface position stabilised (see Figure 7), the capillary height hb,calc was calculated
approximately from the volume fraction field as

hb,calc =

∫
S α1dS

a
, (26)

where the numerator is the area occupied by the liquid in the computational domain [36]. The capillary
rise height calculated from the simulations is compared to the analytically derived hb (which was
determined to be 9.9 mm using Equation (25)) in Table 9.

Table 9. Errors associated with the surface tension models on prediction of capillary rise.

Surface Tension Model hb,calc (mm) E(h) = (hb,calc − hb)/hb

CSF 9.16 −0.076
Smoothed CSF Capillary height did not stabilise during simulations (see Figure 7)

SSF 9.26 −0.065
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Figure 7. Evolution of the water column during capillary rise.

Table 9 shows that SSF model provides a better prediction of the capillary rise height compared
to CSF model. A previous work by Yamamoto et al. [36] reported an error of 7.7% for a capillary
rise model using the CSF model. Interestingly, the Smoothed CSF model could not provide a reliable
capillary rise prediction due to the oscillation of the water column (see Figure 7). This discrepancy can
be explained based on the evolution of the spurious currents (Usc defined in Equation (27)), which
are plotted in Figure 8. The magnitude of spurious currents (Usc) generated in the simulations was
computed at each time step as

Usc = max(|�U|). (27)

The periodic growth and decay of the spurious currents in the Smoothed CSF model (see Figure 8)
results in the unrealistic motion of the interface whereas the CSF model which has much larger
magnitude of spurious currents is much more periodic (see Figure 8), which reduces the net motion of
the liquid–gas interface. Compared to CSF and Smoothed CSF models, the spurious current evolution
in the SSF model is lowered by nearly two orders of magnitude (see Figure 8).
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Figure 8. Evolution of spurious currents during the capillary rise simulations. It is worth pointing
out that the figure is plotted using data extracted at every 500th point from the dataset obtained from
simulations in order to reduce the rendering time of the image but care has been taken to showcase the
larger temporal variations of Usc.

5. Analysis: Spurious Current

To study the spurious currents generated during the simulations, we simulated a stationary
bubble where the effect of gravity was neglected. A bubble of diameter 2R was set at the centre
of a square domain of dimensions 4R × 4R. The properties of the two phases and other physical
parameters used for the simulations described in this section are tabulated in Table 10. For these
simulations, the boundaries were assigned the Dirichlet condition, equal to 101325 Pa, for pressure
and zero gradient condition for both α1 and �U. The simulations were run until an end time of 0.05 s to
ensure that initial transients (if any) were eliminated with maximum time step calculated based on
Equations (2) and (3) along with maximum Courant number of 0.1.

Table 10. Physical parameters used for the simulations in the analysis of spurious current.

ρ1(kg/m3) ρ2(kg/m3) ν1(m2/s) ν2(m2/s) σ(N/m) �g(m/s2)

1000 1 10−6 1.48 × 10−5 0.07 (0 0 0)

The accuracy of the surface tension models was calculated based on the following parameters:
Laplace pressure, magnitude of spurious currents and mass imbalance. For a two-dimensional bubble,
the Laplace pressure can be calculated using the Young–Laplace equation as

Δp′c =
σ

R
. (28)

The Laplace pressure inside the bubble was calculated from the simulation as

Δpc =

∫
V α2 pdV∫
V α2dV

− p0, (29)

where p0 is the operating pressure (which was equal to 101325 Pa). The mean error associated with the
Laplace pressure calculated by the various surface tension models was determined as

E(Δpc) =
Δpc − Δp′c

Δp′c
, (30)
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where the overbar represents the time averaged variables.

5.1. Stagnant Bubble of Few Millimetres

In this test case, we modelled a bubble with a radius of 2.5 mm using fluid properties described
in Table 10 and under-relaxation factor of 0.9. The computations were performed using a uniform
structured grid. The total number of mesh elements and maximum time step (which satisfies both
Equations (2) and (3)) used in the simulations are described in Table 11.

Table 11. Details of mesh and the associated maximum time step calculated based on Equations (2)
and (3) used for stationary bubble simulations.

Mesh Mesh Resolution (mm2) Total Number of Cells R/δx* Maximum Time Step (s)

M0 0.5 × 0.5 400 5 9 × 10−5

M1 0.25 × 0.25 1600 10 3 × 10−5

M2 0.125 × 0.125 6400 20 1 × 10−5

M3 0.083 × 0.083 14400 30 6 × 10−6

*R/δx is the ratio of the radius of the bubble and the cell size.

To understand how spurious currents occur with various surface tension models, Usc is plotted
at t = 0.05 s for the grid described by M3 in Figure 9. In the surface tension models considered in
this study, the spurious currents occur around the interface but their magnitudes are much larger in
the bubble than outside. To quantify the spurious currents from the simulations, the magnitude of
spurious currents and capillary pressure are tabulated in Table 12. The spurious currents generated by
the surface tension models tends to reduce with finer meshes for both SSF and Smoothed CSF. On the
other hand, the increase in spurious current for CSF can be explained based on the dependence on the
mesh size (Δx) is given by

CΔx ∼
√

σ

ρΔx
, (31)

where CΔx is the magnitude of the spurious velocities (studied for CSF model [63,66]). Equation (31)
indicates that smaller mesh sizes result in larger values of spurious currents for CSF model. As shown
in Table 12, the Laplace pressure predicted by the surface tension models does not perfectly match Δp′c
but both Smoothed CSF and SSF provides a better prediction in comparison to CSF.
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(a) CSF (b) Smoothed CSF

(c) SSF
Figure 9. Comparison of spurious current generated by surface tension models at t = 0.05 s using M3
mesh. The gas–liquid interface in the domain is represented using a contour (in white) that is plotted at
α1 = 0.5.

Table 12. Comparison of spurious currents based on mesh and surface tension models (using an
under-relaxation factor of 0.9).

Surface Tension Model Mesh Usc Ca =
ρ1ν1Usc

σ Δpc E(Δpc) Mass Imbalance

CSF

M0 0.133 0.002 22.29 −0.20 0
M1 0.171 0.002 23.03 −0.18 0
M2 0.174 0.002 24.06 −0.14 0
M3 0.189 0.003 24.77 −0.12 0

Smoothed CSF

M0 0.096 0.001 24.12 −0.14 0
M1 0.088 0.001 25.14 −0.10 0
M2 0.062 0.001 25.19 −0.10 0
M3 0.049 0.001 26.09 −0.07 0

SSF

M0 0.045 0.001 23.95 −0.14 0
M1 0.087 0.001 25.12 −0.10 0
M2 0.036 0.001 25.88 −0.08 0
M3 0.041 0.001 25.55 −0.09 0
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5.2. Effect of Time Step

The two time step constraints were from Brackbill et al. [66] (Equation (1)) and
Deshpande et al. [63] (Equations (2) and (3)). To study the effect of time step constraint, the simulations
used a bubble of 2.5 mm with the M3 mesh (see Table 11) and fluid properties described in Table 10
using an under-relaxation factor of 0.9. The maximum time steps (Δt) used for the simulations are
25 μs (based on [66]) and 6 μs (based on [63]).

The temporal evolution of Usc is compared for the surface tension models in Figure 10. Using
the time step dictated by Deshpande et al. [63], the spurious currents generated by the CSF model are
reduced by less than half in comparison to when time step constraint proposed by Brackbill et al. [66]
was used. The other models show an absolute difference in the mean spurious current of nearly 7%
and 6%, respectively, for the time step constraints (see Table 13).
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Figure 10. Evolution of spurious currents for various surface tension models.

Table 13. Comparison of spurious currents for the time stepping constraints based on M3 mesh and
surface tension models (while using an under-relaxation factor of 0.9).

Surface Tension Model Usc based on Brackbill et al. [66] Usc based on Deshpande et al. [63]

CSF 0.395950 0.189170
Smoothed CSF 0.052188 0.048619

SSF 0.038550 0.040984
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5.3. Effect of Under-Relaxation Factor

To understand the effect of under-relaxation factor, we considered a case which used an
under-relaxation factor of unity for modelling the stationary bubble of 2.5 mm with M3 mesh. Table 14
provides a summary of the spurious current and the Laplace pressure in the bubble. Comparison of
the results from under-relaxation factor of 0.9 (see Table 12) and 1 (see Table 14) shows that spurious
currents generated by Smoothed CSF model is substantially larger when using a larger under-relaxation
factor (nearly twice). The SSF model provides the least amount of spurious currents for both the
under-relaxation factors and the CSF model generates larger spurious currents with larger mesh
density (as described by Equation (31)). It is also worth pointing out that the evolution of spurious
currents for the time step constraints provide marginally higher spurious currents for CSF model
(0.1% using the time step constraint by Equation (1)) but the Smoothed CSF and SSF models show a
spurious current reduction by nearly 10% and 11%, respectively (see Table 15). Based on the evolution
of spurious currents based on time step constraint, the SSF model generates the least spurious current
when compared to Smoothed CSF and CSF models.

Table 14. Comparison of spurious currents based on mesh and surface tension models (using no
under-relaxation and time step dictated by Deshpande et al. [63]).

Surface Tension Model Mesh Usc Ca =
ρ1ν1Usc

σ Δpc E(Δpc) Mass Imbalance

CSF

M0 0.158 0.002 22.27 −0.20 0
M1 0.279 0.004 23.09 −0.18 0
M2 0.510 0.007 24.34 −0.13 0
M3 0.723 0.010 24.47 −0.13 0

Smoothed CSF

M0 0.154 0.002 24.02 −0.14 0
M1 0.122 0.002 24.97 −0.11 0
M2 0.104 0.001 25.21 −0.10 0
M3 0.075 0.001 26.03 −0.07 0

SSF

M0 0.042 0.001 24.07 −0.14 0
M1 0.065 0.001 24.86 −0.11 0
M2 0.033 0.000 26.04 −0.07 0
M3 0.036 0.001 25.64 −0.08 0

Table 15. Comparison of spurious currents for the time stepping constraints based on M3 mesh and
surface tension models (while providing no under-relaxation to the flow variables).

Surface Tension Model Usc based on Brackbill et al. [66] Usc based on Deshpande et al. [63]

CSF 0.722930 0.723390
Smoothed CSF 0.082800 0.075458

SSF 0.040016 0.035903

6. Conclusions

In the study, we successfully implemented CSF, Smoothed CSF and SSF models in OpenFOAM
and compared them based on their ability to simulate a two-dimensional stationary bubble, rising
bubbles and capillary rise. The flow scenarios modelled corresponds to a variety of capillary numbers
(in the order of 10−3, 0.1 and 1), which is relevant in various industrial processes. The numerical
simulations show that:

• For a stationary bubble with a 2.5 mm radius, CSF and SSF models generate the most and
least amount of spurious currents, respectively. For the finest mesh used, Smoothed CSF and
SSF models reduce spurious currents by nearly one-tenth and one-twentieth of the CSF model
(when no under-relaxation factor is used), respectively. When using a lower under-relaxation
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factor (for the finest mesh), Smoothed CSF and SSF models reduce the spurious currents by
approximately one-fourth of the CSF model.

• The time step constraints proposed by Brackbill et al. [66] and Deshpande et al. [63] show
that spurious currents generated by the CSF is significantly reduced while using a lower
under-relaxation factor. In Smoothed CSF and SSF models, when using the same under-relaxation
factor, the time step constraint slightly reduces the spurious currents by 6–7%. Interestingly, when
no under-relaxation is used, the CSF model generates marginally larger (nearly 0.1%) spurious
currents with the time step constraint proposed by Deshpande et al. [63], but other models show
a reduction in spurious current by less than 10%.

• The Laplace pressure in the bubbles predicted by Smoothed CSF and SSF is more accurate with an
error of 7–9% for the higher mesh densities than CSF model with negligible imbalance in mass of
the phases.

• Although using a lower under-relaxation factor reduces the spurious currents and predicts the
Laplace pressure in the stationary bubble (for all the surface tension models considered) quite
reasonably, it can adversely effect the accuracy of dynamic cases such as rising bubbles by
underestimating the flow variables.

• Using a higher mesh density results in larger spurious currents for CSF model but they are reduced
for both Smoothed CSF and SSF models for the static case considered.

• The effect of mesh resolution was studied only for the stationary bubble in this work. For the case
of rising bubbles, previous works [36,55], using the CSF model, reported challenges in achieving a
mesh independent solution. Similarly, for capillary rise using the CSF model, Yamamoto et al. [36]
reported an increasing error when using a finer mesh. The meshes used in this paper correspond
to the finest grid (used in FreeLIFE solver) implemented by Hysing et al. [54] and the grid that
provided a most accurate model for capillary rise in the work by Yamamoto et al. [36]. We expect
similar effects of mesh resolution for both Smoothed CSF and SSF models for dynamic cases,
as they are variants of the same formulation. The quantification of these errors will be treated in
future work.

• Rising bubbles were successfully modelled using the surface tension models and validated
based on the final bubble shape and rising velocities proposed by Hysing et al. [54] and
Klostermann et al. [55].

• Modelling the capillary rise with SSF was shown to provide a more accurate representation than
the CSF model. Interestingly, the Smoothed CSF could not reliably simulate capillary rise due to
spurious currents.

Although the surface tension models considered in this study did not eliminate spurious currents
entirely, the comparison provides insights into the limitations of these models. Based on the simulations
done in this study, the SSF model seems to provide a versatile surface tension formulation that
generates small spurious currents and provides a more accurate representation of various processes in
comparison to the standard CSF model.

Supplementary Materials: The following are available online at https://www.mdpi.com/2227-9717/7/8/542/s1.
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23. Charin, A.; Tuković, Ž.; Jasak, H.; Silva, L.; Lage, P. A moving mesh interface tracking method for simulation
of liquid–liquid systems. J. Comput. Phys. 2017, 334, 419–441. [CrossRef]

51



Processes 2019, 7, 542

24. Menon, S.; Mooney, K.G.; Stapf, K.; Schmidt, D.P. Parallel adaptive simplical re-meshing for deforming
domain CFD computations. J. Comput. Phys. 2015, 298, 62–78. [CrossRef]

25. Hirt, C.; Nichols, B. Volume of fluid (VOF) method for the dynamics of free boundaries. J. Comput. Phys.
1981, 39, 201–225. [CrossRef]

26. Chang, Y.; Hou, T.; Merriman, B.; Osher, S. A Level Set Formulation of Eulerian Interface Capturing Methods
for Incompressible Fluid Flows. J. Comput. Phys. 1996, 124, 449–464. [CrossRef]

27. Jacqmin, D. Calculation of Two-Phase Navier–Stokes Flows Using Phase-Field Modeling. J. Comput. Phys.
1999, 155, 96–127. [CrossRef]

28. Peskin, C.S. Flow patterns around heart valves: A numerical method. J. Comput. Phys. 1972, 10, 252–271.
[CrossRef]

29. Pivello, M.; Villar, M.; Serfaty, R.; Roma, A.; Silveira-Neto, A. A fully adaptive front tracking method for the
simulation of two phase flows. Int. J. Multiph. Flow 2014, 58, 72–82. [CrossRef]

30. Cubos-Ramírez, J.; Ramírez-Cruz, J.; Salinas-Vázquez, M.; Vicente-Rodríguez, W.; Martinez-Espinosa, E.;
Lagarza-Cortes, C. Efficient two-phase mass-conserving level set method for simulation of incompressible
turbulent free surface flows with large density ratio. Comput. Fluids 2016, 136, 212–227. [CrossRef]

31. Yue, P.; Zhou, C.; Feng, J.J. Spontaneous shrinkage of drops and mass conservation in phase-field simulations.
J. Comput. Phys. 2007, 223, 1–9. [CrossRef]

32. Samkhaniani, N.; Ansari, M. Numerical simulation of bubble condensation using CF-VOF. Prog. Nucl. Energy
2016, 89, 120–131. [CrossRef]

33. Baltussen, M.; Kuipers, J.; Deen, N. A critical comparison of surface tension models for the volume of
fluid method. Chem. Eng. Sci. 2014, 109, 65–74. [CrossRef]

34. Patel, H.; Kuipers, J.; Peters, E. Computing interface curvature from volume fractions: A hybrid approach.
Comput. Fluids 2018, 161, 74–88. [CrossRef]

35. Jafari, A.; Shirani, E.; Ashgriz, N. An improved three-dimensional model for interface pressure calculations
in free-surface flows. Int. J. Comput. Fluid Dyn. 2007, 21, 87–97. [CrossRef]

36. Yamamoto, T.; Okano, Y.; Dost, S. Validation of the S-CLSVOF method with the density-scaled balanced
continuum surface force model in multiphase systems coupled with thermocapillary flows. Int. J. Numer.
Methods Fluids 2017, 83, 223–244. [CrossRef]

37. Gerlach, D.; Tomar, G.; Biswas, G.; Durst, F. Comparison of volume-of-fluid methods for surface
tension-dominant two-phase flows. Int. J. Heat Mass Transf. 2006, 49, 740–754. [CrossRef]

38. Yokoi, K. A practical numerical framework for free surface flows based on CLSVOF method, multi-moment
methods and density-scaled CSF model: Numerical simulations of droplet splashing. J. Comput. Phys. 2013,
232, 252–271. [CrossRef]

39. Yokoi, K. A density-scaled continuum surface force model within a balanced force formulation.
J. Comput. Phys. 2014, 278, 221–228. [CrossRef]

40. Ningegowda, B.; Premachandran, B. A coupled level set and volume of fluid method with multi-directional
advection algorithms for two-phase flows with and without phase change. Int. J. Heat Mass Transf. 2014,
79, 532–550. [CrossRef]

41. Albert, C.; Raach, H.; Bothe, D. Influence of surface tension models on the hydrodynamics of wavy laminar
falling films in volume of fluid-simulations. Int. J. Multiph. Flow 2012, 43, 66–71. [CrossRef]

42. Pavuluri, S.; Maes, J.; Doster, F. Spontaneous imbibition in a microchannel: analytical solution and assessment
of volume of fluid formulations. Microfluid. Nanofluid. 2018, 22, 90. [CrossRef]

43. Gumulya, M.; Utikar, R.P.; Pareek, V.; Mead-Hunter, R.; Mitra, S.; Evans, G.M. Evaporation of a droplet on a
heated spherical particle. Chem. Eng. J. 2015, 278, 309–319. [CrossRef]

44. Gumulya, M.; Joshi, J.B.; Utikar, R.P.; Evans, G.M.; Pareek, V. Bubbles in viscous liquids: Time dependent
behaviour and wake characteristics. Chem. Eng. Sci. 2016, 144, 298–309. [CrossRef]

45. Li, D.; Duan, X. Numerical analysis of droplet impact and heat transfer on an inclined wet surface. Int. J.
Heat Mass Transf. 2019, 128, 459–468. [CrossRef]

46. Sontti, S.G.; Atta, A. Formation characteristics of Taylor bubbles in power-law liquids flowing through a
microfluidic co-flow device. J. Ind. Eng. Chem. 2018, 65, 82–94. [CrossRef]

47. Wang, Z.; Yang, J.; Koo, B.; Stern, F. A coupled level set and volume-of-fluid method for sharp interface
simulation of plunging breaking waves. Int. J. Multiph. Flow 2009, 35, 227–246. [CrossRef]

52



Processes 2019, 7, 542

48. Khismatullin, D.; Renardy, Y.; Renardy, M. Development and implementation of VOF-PROST for 3D
viscoelastic liquid–liquid simulations. J. Non-Newton. Fluid Mech. 2006, 140, 120–131. [CrossRef]

49. Guo, Z.; Fletcher, D.F.; Haynes, B.S. Implementation of a height function method to alleviate spurious
currents in CFD modelling of annular flow in microchannels. Appl. Math. Model. 2015, 39, 4665–4686.
[CrossRef]

50. Fuster, D.; Agbaglah, G.; Josserand, C.; Popinet, S.; Zaleski, S. Numerical simulation of droplets, bubbles
and waves: State of the art. Fluid Dyn. Res. 2009, 41, 065001. [CrossRef]

51. Aboukhedr, M.; Georgoulas, A.; Marengo, M.; Gavaises, M.; Vogiatzaki, K. Simulation of micro-flow
dynamics at low capillary numbers using adaptive interface compression. Comput. Fluids 2018, 165, 13–32.
[CrossRef]

52. Raeini, A.Q.; Blunt, M.J.; Bijeljic, B. Direct simulations of two-phase flow on micro-CT images of porous
media and upscaling of pore-scale forces. Adv. Water Resour. 2014, 74, 116–126. [CrossRef]

53. Liu, Q.; Palm, B. Numerical study of bubbles rising and merging during convective boiling in micro-channels.
Appl. Therm. Eng. 2016, 99, 1141–1151. [CrossRef]

54. Hysing, S.; Turek, S.; Kuzmin, D.; Parolini, N.; Burman, E.; Ganesan, S.; Tobiska, L. Quantitative benchmark
computations of two-dimensional bubble dynamics. Int. J. Numer. Methods Fluids 2009, 60, 1259–1288.
[CrossRef]

55. Klostermann, J.; Schaake, K.; Schwarze, R. Numerical simulation of a single rising bubble by VOF with
surface compression. Int. J. Numer. Methods Fluids 2013, 71, 960–982. [CrossRef]

56. Hoang, D.A.; van Steijn, V.; Portela, L.M.; Kreutzer, M.T.; Kleijn, C.R. Benchmark numerical simulations
of segmented two-phase flows in microchannels using the Volume of Fluid method. Comput. Fluids 2013,
86, 28–36. [CrossRef]

57. Hardt, S.; Wondra, F. Evaporation model for interfacial flows based on a continuum-field representation of
the source terms. J. Comput. Phys. 2008, 227, 5871–5895. [CrossRef]

58. Rusche, H. Computational Fluid Dynamics of Dispersed Two-Phase Flows at High Phase Fractions.
Ph.D. Thesis, Imperial College London (University of London), London, UK, 2003.

59. Roenby, J.; Bredmose, H.; Jasak, H. A computational method for sharp interface advection. Royal Soc.
Open Sci. 2016, 3, 160405. [CrossRef] [PubMed]

60. Scheufler, H.; Roenby, J. Accurate and efficient surface reconstruction from volume fraction data on
general meshes. J. Comput. Phys. 2019, 383, 1–23. [CrossRef]

61. Cifani, P.; Michalek, W.; Priems, G.; Kuerten, J.; van der Geld, C.; Geurts, B. A comparison between the
surface compression method and an interface reconstruction method for the VOF approach. Comput. Fluids
2016, 136, 421–435. [CrossRef]

62. Harvie, D.; Davidson, M.; Rudman, M. An analysis of parasitic current generation in volume of
fluid simulations. Appl. Math. Model. 2006, 30, 1056–1066. [CrossRef]

63. Deshpande, S.S.; Anumolu, L.; Trujillo, M.F. Evaluating the performance of the two-phase flow solver
interFoam. Comput. Sci. Discov. 2012, 5, 014016. [CrossRef]

64. Abadie, T.; Aubin, J.; Legendre, D. On the combined effects of surface tension force calculation and interface
advection on spurious currents within Volume of Fluid and Level Set frameworks. J. Comput. Phys. 2015,
297, 611–636. [CrossRef]

65. Francois, M.M.; Cummins, S.J.; Dendy, E.D.; Kothe, D.B.; Sicilian, J.M.; Williams, M.W. A balanced-force
algorithm for continuous and sharp interfacial surface tension models within a volume tracking framework.
J. Comput. Phys. 2006, 213, 141–173. [CrossRef]

66. Brackbill, J.; Kothe, D.; Zemach, C. A continuum method for modeling surface tension. J. Comput. Phys.
1992, 100, 335–354. [CrossRef]

67. Ubbink, O. Numerical Prediction of Two Fluid Systems with Sharp Interfaces. Ph.D Thesis, Imperial College
London (University of London), London, UK, 1997.

68. Heyns, J.A.; Oxtoby, O.F. Modelling surface tension dominated multiphase flows using the VOF approach.
In Proceedings of 6th European Conference on Computational Fluid Dynamics, Barcelona, Spain, 20–25
July 2014.

69. Sussman, M.; Puckett, E.G. A coupled level set and volume-of-fluid method for computing 3D and
axisymmetric incompressible two-phase flows. J. Comput. Phys. 2000, 162, 301–337. [CrossRef]

53



Processes 2019, 7, 542

70. Albadawi, A.; Donoghue, D.; Robinson, A.; Murray, D.; Delauré, Y. Influence of surface tension
implementation in volume of fluid and coupled volume of fluid with level set methods for bubble growth
and detachment. Int. J. Multiph. Flow 2013, 53, 11–28. [CrossRef]

71. Raessi, M.; Mostaghimi, J.; Bussmann, M. A volume-of-fluid interfacial flow solver with advected normals.
Comput. Fluids 2010, 39, 1401–1410. [CrossRef]

72. Renardy, Y.; Renardy, M. PROST: A Parabolic Reconstruction of Surface Tension for the Volume-of-Fluid
Method. J. Comput. Phys. 2002, 183, 400–421. [CrossRef]

73. Youngs, D. Time-dependent multi-material flow with large fluid distortion. In Numerical Methods for
Fluid Dynamics; Morton, K.W., Baines, M.J., Eds.; Academic Press: New York, USA, 1982, pp. 273–285.

74. Pilliod, J.E.; Puckett, E.G. Second-order accurate volume-of-fluid algorithms for tracking material interfaces.
J. Comput. Phys. 2004, 199, 465–502. [CrossRef]

75. Popinet, S. An accurate adaptive solver for surface-tension-driven interfacial flows. J. Comput. Phys. 2009,
228, 5838–5866. [CrossRef]

76. Raeini, A.Q.; Blunt, M.J.; Bijeljic, B. Modelling two-phase flow in porous media at the pore scale using the
volume-of-fluid method. J. Comput. Phys. 2012, 231, 5653–5668. [CrossRef]

77. Denner, F.; Evrard, F.; Serfaty, R.; van Wachem, B.G. Artificial viscosity model to mitigate numerical artefacts
at fluid interfaces with surface tension. Comput. Fluids 2017, 143, 59–72. [CrossRef]

78. Lafaurie, B.; Nardone, C.; Scardovelli, R.; Zaleski, S.; Zanetti, G. Modelling merging and fragmentation in
multiphase flows with SURFER. J. Comput. Phys. 1994, 113, 134–147. [CrossRef]

79. Galusinski, C.; Vigneaux, P. On stability condition for bifluid flows with surface tension: Application to
microfluidics. J. Comput. Phys. 2008, 227, 6140–6164. [CrossRef]

80. Popinet, S. Numerical models of surface tension. Annu. Rev. Fluid Mech. 2018, 50, 49–75. [CrossRef]
81. Wang, Y.; Dandekar, R.; Bustos, N.; Poulain, S.; Bourouiba, L. Universal rim thickness in unsteady

sheet fragmentation. Phys. Rev. Lett. 2018, 120, 204503. [CrossRef] [PubMed]
82. Saha, A.A.; Mitra, S.K. Effect of dynamic contact angle in a volume of fluid (VOF) model for a microfluidic

capillary flow. J. Colloid Interface Sci. 2009, 339, 461–480. [CrossRef] [PubMed]
83. Issa, R. Solution of the implicitly discretised fluid flow equations by operator-splitting. J. Comput. Phys. 1986,

62, 40–65. [CrossRef]
84. Greenshields, C.J. OpenFOAM User Guide; Version 6; The OpenFOAM Foundation: London, UK.
85. Van Leer, B. Towards the ultimate conservative difference scheme. II. Monotonicity and conservation

combined in a second-order scheme. J. Comput. Phys. 1974, 14, 361–370. [CrossRef]
86. Maki, K. Ship Resistance Simulations with OpenFOAM. In Proceedings of the 6th OpenFOAM Workshop:

The Pennsylvania State University, State College, PA, USA, 13–16 June 2011.
87. Greenshields, C. OpenFOAM 2.3.0: Multiphase Modelling. 2014. Available online: https://openfoam.org/

release/2-3-0/multiphase/ (accessed on 12 August 2019).
88. Song, B.; Liu, G.R.; Lam, K.Y.; Amano, R.S. On a higher-order bounded discretization scheme. Int. J. Numer.

Methods Fluids 2000, 32, 881–897. [CrossRef]
89. Min, T.; Yoo, J.Y.; Choi, H. Effect of spatial discretization schemes on numerical solutions of viscoelastic

fluid flows. J. Non-Newton. Fluid Mech. 2001, 100, 27–47. [CrossRef]
90. Bullard, J.W.; Garboczi, E.J. Capillary rise between planar surfaces. Phys. Rev. E 2009, 79, 011604. [CrossRef]

[PubMed]

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

54



processes

Correction

Correction: Vachaparambil, K.J. Comparison of
Surface Tension Models for the Volume of Fluid
Method. Processes 2019, 7, 542

Kurian J. Vachaparambil * and Kristian Etienne Einarsrud *

Department of Materials Science and Engineering, Norwegian University of Science and Technology (NTNU),
7491 Trondheim, Norway
* Correspondence: kurian.j.vachaparambil@ntnu.no (K.J.V.); kristian.e.einarsrud@ntnu.no (K.E.E.)

Received: 21 January 2020; Accepted: 22 January 2020; Published: 25 January 2020
��������	
�������

Corrections:

In Equations (2) and (3), τμ and τρ should be defined as μavgΔx/σ and
√
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→
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→
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Abstract: Stirred bioreactors are commonly used unit operations in the pharmaceutical industry.
In this study, computational fluid dynamics (CFD) was used in order to analyze the influence of the
impeller configuration (Segment–Segment and Segment–Rushton impeller configurations) and the
impeller rotational speed (an operational parameter) on the hydrodynamic behaviour and mixing
performance of a bioreactor equipped with a double impeller. A relatively close agreement between
the power values obtained from the CFD model and those measured experimentally was observed.
Various parameters such as velocity profiles, stress generated by impellers due to the turbulence
and velocity gradient, flow number, and mixing time were used to compare the CFD simulations.
It was observed that the impeller’s RPM could change the intensity of the interaction between the
impellers when a Segment–Rushton impeller was used. In general, increasing the RPM led to an
increase in total power and the stress acting on the cells and to a shorter mixing time. At a constant
RPM, the Segment–Rushton impeller configuration had higher total power and stress acting on cells
compared to the Segment–Segment impeller configuration. At lower RPM values (i.e., 50 and 100),
the Segment–Segment impeller provided a shorter mixing time. Conversely, at the highest RPM (i.e.,
150) the Segment–Rushton impeller had a shorter mixing time compared to the Segment–Segment
impeller; this was attributed to the high level of turbulence generated with the former impeller
configuration at high RPM.

Keywords: Stirred fermenter; dual-impeller; Segment impeller; CFD; Optimization

1. Introduction

Stirred fermenters (stirred bioreactors) are widely applied in the pharmaceutical industry to
produce pharmaceutical compounds. The use of these unit operations has become the leading solution
for production of microbial cells at an industrial scale [1]. Despite the common use of stirred fermenters,
the understanding of mixing and hydrodynamic characteristics of these systems is still limited and
the optimization of mixing conditions in this equipment has remained a challenging task. In general,
a stirred fermenter needs to be designed and operated in order to achieve the following:

i. To achieve a uniform/homogenous mixing; the uniform mixing guarantees a homogeneous
cell suspension and the concentration of nutrients and oxygen (if the process is aerobic) in the
culture medium. This consequently increases the fermenter yield [2].
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ii. To minimize the mechanical and hydrodynamic stress intensity generated by impeller(s) on
cells; high intensity of shear and normal stresses in a stirred fermenter is usually undesirable as
it could damage the cells and change the cell morphology.

Hydrodynamic and mixing characteristics of stirred fermenters depend greatly on the geometrical
parameters (e.g., impeller’s type, size, and position as well as the number of impellers) and operating
conditions (e.g., impeller’s rotational speed, the medium composition, and microbial cell properties).
Various types of impellers can be used in stirred bioreactors to enhance mixing homogeneity, to reduce
mixing time and power consumption [3], and to control the shear conditions and hydrodynamic forces
experienced by cells [4–6]. The type of impeller is decided upon based on the bioprocess application
and mechanical properties of the cells. Conventionally, the Rushton impeller has been widely used in
aerated stirred bioreactors due to its high turbulence and gas dispersion capabilities as well as its high
gas–liquid mass transfer [4,6]. However, it is known that this impeller has a high power number: it
creates a non-homogenous turbulence energy dissipation distribution (high values in the vicinity of
the impeller and low values in the other zone of the mixing tank) as well as compartmentalization with
axial flow barriers [6]. One type of impeller that has recently drawn attention in stirred bioreactors is
referred to as a Segment or Elephant Ear (EE) (because of its blade shape). It typically has three wide
blades, and its main characteristics are high solidity and low shear intensity along the impeller blade [7].
This impeller is particularly considered as a suitable candidate for cultivation of shear-sensitive
microorganisms [4,8]. Venkat and Chalmers [9] characterized the flow pattern around this impeller
using Particle Tracking Velocimetry experimental techniques. Zhu et al. [7] studied the performance of
EE upward-pumping (EEU) and EE downward-pumping (EED) under both aerated and unaerated
conditions experimentally. In the unaerated experiments, the power number of EED was larger than
the power number of EEU, and the maximum values of turbulence kinetic energy (TKE) and flow
numbers were similar for both EEU and EED. The authors concluded that upward-pumping mode
showed some advantages over downward-pumping for aerated cases. Simmons et al. [10] compared
the power and flow characteristics (flow pattern and mixing time) of an EE impeller with two other
axial impellers, namely a six-blade pitched blade turbine (PBT) and a B2 hydrofoil operating in an
upward-pumping mode and turbulent regime (300–650 RPM) experimentally. They reported that
the power number and axial flow numbers for the EE impeller were higher than two other impellers.
Particle image velocimetry (PIV) results showed that the global flow fields were similar for all impellers,
and the TKE value produced by all impellers reached a similar value. The authors concluded that
there was no conclusive proof that the EE impeller generated a lower shear rate than other studied
impellers. Of note, their study was limited to single liquid phase flow. Collingnon et al. [8], however,
reported that the EED impeller generated the lowest shear rate among all tested axial impellers when
compared at the just-suspended speed. The authors also reported a high suspending capacity of the
EE impeller (i.e., microcarrier full suspension was achieved at a very low rotational speed) compared
to other studied axial impellers. Bustamante et al. [4] conducted a study in order to evaluate the shear
rate generated by the Rushton impeller compared to an EE impeller in an aerated mixing tank for both
Newtonian and non-Newtonian fluids. They observed that, for both types of fluids, the oxygen mass
transfer coefficient (kLa) ranges for the Rushton and the EEU impeller were similar and higher than
those gained from the EED impeller. Furthermore, the EE impeller generated lower shear rate values
compared to the systems equipped with the Rushton impeller. The authors also concluded that EEU
with good oxygen mass transfer and low shear stress could be considered as an appropriate impeller
for bioprocesses including shear-sensitive microorganisms.

The application of double or multiple impellers in bioreactors is prevalent in order to eliminate
the dead zones, to improve mixing homogeneity, and to shorten mixing time [6,11]. Using double or
multiple impellers in bioreactors, however, introduces more geometrical parameters to be optimized
such as impeller type combination/configuration (all radial, all axial, or a combination of axial and radial
impellers), identical or different impeller size, spacing between impellers, and number of impellers [12].
Depending on the spacing between impellers and the size of the impellers, the intensity of interaction
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between impellers can vary and different flow hydrodynamics can be generated. Rutherford et al. [11]
classified the flow patterns in a stirred tank equipped with double Rushton impellers as parallel,
merging, and diverging flows. The influence of spacing between impellers on the flow pattern of a
mixing tank equipped with double-axial impellers was also discussed by Hari-Prajitno et al. [13]. It has
been pointed out in literature that, when there is no significant interaction between impellers, the fluid
flow generated by each impeller in a multiple-impeller system is similar to the fluid flow generated by
that impeller in a single-impeller system [12].

Various experimental techniques such as Electrical Resistance Tomography (ERT) [14], Laser
Doppler Velocimetry (LDV) [3], and Particle Image Velocimetry (PIV) [7,10,15] have been used in
order to investigate the performance of stirred bioreactors. These experimental methods are extremely
time consuming to fully characterize the fluid flow in bioreactors. Although these sophisticated
experimental methods can provide a general understanding of the mixing characteristics in the stirred
bioreactors, capturing critical fluid-flow data such as the local and temporal heterogeneity of turbulence,
shear and normal stress distribution, and hydrodynamic forces acting on cells is challenging or even
impossible with the current development of experimental systems. Furthermore, the application of
experimental techniques to characterize large-scale bioreactors is not usually practical due to the lack
of optical accessibility [16]. In addition, trial and error experiments can be costly, especially when
the biological material is expensive and can result in producing a large amount of biological waste.
Therefore, simulation methods have recently become increasingly popular in the investigation of
stirred bioreactors. Simulation techniques can provide spatially and time-resolved information, which
cannot be obtained conveniently through experiments. One of the numerical approaches that has been
successfully used in simulation of bioreactors is referred to as Computational Fluid Dynamics (CFD).
CFD has shown its capability in predicting the fluid flow and underlying phenomena happening in
stirred bioreactors in several studies [16–19]. It should be noted that, despite the popularity of CFD in
the simulation of biotechnological apparatus, it needs to be validated by experimental data as there are
some assumptions and simplified models in CFD. Depending on the desirable parameters to study,
numerical simulations can be performed for a single phase [20], two phases [21], or three phases [22].
Kaiser et al. [20] used single-phase CFD simulations in order to compare the flow pattern of the
2-litre single-use bioreactor and its reusable counterpart cell-culture bioreactors. The bioreactors were
equipped with a double impeller (the lower impeller was a Rushton impeller and the upper impeller
was a Segment impeller) operating in downward-pumping mode. The impellers had almost identical
diameter, and the distance between them was 1.25 times the impeller’s diameter. The CFD simulation
results showed that the fluid velocity profiles and turbulence distributions were very similar in both
bioreactors. In their simulations for both bioreactors, the Segment impeller showed a downward axial
flow pattern and the Rushton impeller discharged the flow in the radial direction.

The objective of this study is to demonstrate the application of CFD in investigating the effect
of the impeller configuration (a design parameter) and impeller rotational speed (an operational
parameter) on the hydrodynamic behaviour and mixing performance of a stirred fermenter equipped
with a double impeller. The hydrodynamic behaviour of a bioreactor equipped with the selected
impeller configurations has rarely been investigated in literature. In this study, velocity profiles, stress
generated by impellers due to the turbulence and velocity gradient, and mixing time were quantified
to compare various CFD simulations.

2. Experimental Setup and Measurements

The stirred fermenter under investigation in this study was a 0.02-m3 Sartorius fermenter available
at the Sanofi Pasteur laboratory. This fermenter is used for Tetanus fermentations. Two different
double-impeller configurations were used in the current study. One impeller configuration included a
Rushton and a Segment impeller (i.e., Ruston was the lower impeller, and Segment was the upper
impeller), and another impeller configuration had two Segment impellers. The Segment impellers
were manufactured by bbi-biotech GmbH. In all experiments, the total liquid volume was 0.015 m3,
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resulting in the initial liquid height to be 1.14 times the fermenter diameter (LH = 1.14 T). As in
Tetanus fermentations, the density and viscosity of the medium is comparable with water. Therefore,
room-temperature water was used in all experiments. The dimensions of the fermenter vessel
and impellers are summarized in Table 1 and are shown in Figure 1a,b. In all experimental cases,
the direction of impeller rotation was selected to generate an upward-pumping flow in the fermenters
(i.e., clockwise as shown in Figure 1c,d). The submergence of the upper impeller in all cases was
selected to guarantee that the vortex was not formed, and there was no entrainment of air for all
operating conditions tested in this study.

Table 1. Dimensions of fermenter vessel and impellers.

Parameter Value

T (m) 0.263
C (m) 0.088 (T/3)

DR (m) 0.103 (~T/3)
DS (m) 0.132 (T/2)
H (m) 3

4 DS
LH (m) 1.14T

Shaft size (m) 0.018
Baffle width (m) 0.025 (~T/10)

Segment blade angle relative to the horizontal 30◦

(a) (b) 
  

 
 

(c) 

 
 

(d) 

Figure 1. The fermenter geometries (front view) (a) with the Segment–Rushton impeller and (b) with
the Segment–Segment impeller: the baffles were removed for clarity; (c,d) the fermenter geometries
including baffles.
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In the current study, six cases were considered to analyze the influence of impeller configuration
and RPM on the hydrodynamic behaviour and mixing performance of a laboratory-scale fermenter.
The experimental cases are summarized in Table 2.

Table 2. Experimental cases.

RPM Impeller Configuration

Case 1 50
Segment–RushtonCase 2 100

Case 3 150
Case 4 50

Segment–SegmentCase 5 100
Case 6 150

The torque value for each case was measured experimentally by using a rotary sensor
(manufactured by S. Himmelstein) attached to the shaft. The measured experimental torque values were
used to calculate power values (P = 2πMN, where M is torque and N is impeller speed). The obtained
power values were used in order to validate the CFD models. The experimental measurements were
repeated three times to assure that measured torque values are reproducible.

3. Simulation Methodology and CFD Model Validation

In the current study, the Reynolds–Average Navier–Stokes (RANS) equations were solved to
simulate the fluid flow in the stirred fermenter by ANSYS® FLUENT, Release 16.2 (ANSYS, Inc,
Canonsburg, PA 15317, USA). The liquid was assumed to be a Newtonian fluid with properties similar
to water.

∂ρ

∂t
+ ∇·(ρu) = 0 (1)

∂(ρu)
∂t

+ ∇·(ρu⊗ u) = −∇ p + ∇·τ+ ρg + ∇·σ (2)

where ρ, u, p, g, τ, and σ are the fluid density, fluid average velocity, pressure, gravitational acceleration,
viscose stress tensor, and Reynolds–Stress tensor, respectively. To simulate the motion of impellers,
the Multiple Reference Frame (MRF) method was employed in CFD simulations.

As seen in Table 3, calculating the Reynolds number (Re =
(
ρND2

i

)
/μ) showed that the liquid

flow inside the tank was in the turbulent regime in all simulation cases. Therefore, the k-ε turbulence
model was used to describe the Reynolds stress tensor.

Table 3. Re values for different simulation cases.

Case 1 Case 2 Case 3 Case 4 Case 5 Case 6

Re(−) × 104 1.17 2.34 3.50 1.45 2.90 4.3

Other CFD settings and parameters selected in all simulation cases are summarized in Table 4.
Six simulation cases similar to the experimental cases were performed in this study. All simulations
were performed on High-Performance Computing Virtual Laboratory (HPCVL) Canada.

Initially, the influence of grid numbers on the CFD results (grid independence) was tested. Two
rotating zones around the two impellers were defined with the finer mesh sizes. The grid size around
the impellers was 1/3 of the grid size in other regions of the simulation domain. Three different
simulation cases with 700,000, 1 million, and 1.3 million mesh elements (i.e., unstructured tetrahedral
elements) were simulated to find the optimal mesh size (i.e., number of mesh elements). To obtain the
desired mesh element sizes and numbers, the sizing function in the ANSYS meshing tool was used.
The velocity magnitude on a line crossing the fermenter at the Segment impeller height (Z = 0.187 m)
was used as a parameter to evaluate the mesh quality. The comparison between cases was performed

61



Processes 2019, 7, 694

when a steady-state condition was achieved. Tracking the values of torque obtained from simulations
demonstrated that the torque value did not change considerably between 10 to 15 s of simulations.
This confirmed that the steady-state condition was reached at around 10 s of simulations. As seen
in Figure 2, the instantaneous velocity magnitude values obtained from simulations with 1 and 1.3
million mesh elements showed similar trends and were relatively close, with around a 10% difference
in their averaged values. This small discrepancy between results might be tolerated for the sake of
shorter computational time obtained from the simulation with 1 million mesh elements. The simulation
with 700,000 mesh elements showed a different trend in comparison with other simulation cases.
Comparing the velocity magnitude values obtained from simulations with 700,000 with those obtained
from simulations with 1 and 1.3 million mesh elements showed relatively high differences in their
values. Therefore, 1 million mesh elements were used in all simulations in the current study, as it
provided a compromise between computational time and simulation accuracy.

Table 4. Computational fluid dynamics (CFD) simulation settings.

CFD Parameters

Fluid density (kg/m3) 1000
Fluid viscosity (Pa s) 0.001

Spatial discretization scheme QUICK
Pressure–velocity coupling SIMPLEC

Transient formulation Second Order Implicit
Time step (s) 0.001

Figure 2. Comparison of instantaneous velocity magnitudes for simulations with different mesh sizes
(at 15 s of simulation).

As mentioned previously, in this study, the CFD models were validated by comparing the power
values (P = 2πMN) measured experimentally with power values obtained from the CFD models for
various simulation cases as tabulated in Table 5.

As it can be seen, a relatively close agreement between the simulation results and experimental
data is observed. This suggests that the CFD model with the selected input parameters and settings
could replicate the phenomena happening in the experiments. The observed error in Table 5 can
be mainly attributed to the selected mesh size. As previously mentioned, 1 million mesh elements
were chosen as an optimal mesh element number as it provided relatively close results to the fine
mesh size (1.3 million mesh elements) at a reasonable computational time. Using the finer mesh
size in the CFD simulations may decrease the discrepancy between the simulations and experiments
at the cost of higher computational time. In addition, in this study, the k-ε turbulence model (the
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most widely used turbulence model in literature) was used to simulate stirred bioreactors due to its
numerical convenience [16,17,20,23,24]. However, as mentioned by Singh et al. [25] in the simulation
of a mixing tank with Rushton impeller, the k-ε turbulence model may adversely affect the model
accuracy. Aubin et al. [26] found that using a more sophisticated turbulence model such as Reynolds
stress model in a CFD simulation of a stirred tank had a slight effect on turbulent kinetic energy
and mean flow compared to the simulation case using the k-ε turbulence model. The authors also
mentioned the CFD convergence difficulties when using the Reynolds stress model. Therefore, using
more sophisticated turbulence models such as the Reynolds stress model may not help to reduce
the error. More accurate modeling approaches such as direct numerical simulation (DNS) or large
eddy simulations (LES) at a considerably higher computational time can be considered to reduce the
observed error.

Table 5. Comparison between the experimental and CFD results.

Power (W)

Experiment CFD Error (%)

Case 1 0.0436 0.0380 13.1
Case 2 0.279 0.306 9.46
Case 3 1.31 1.14 13.3
Case 4 0.0262 0.0234 10.5
Case 5 0.157 0.166 5.54

4. Results and Discussion

In this section the CFD simulation results are used in order to compare the hydrodynamic
behaviour and mixing performance of various simulation cases outlined above.

4.1. Velocity Contours/Vectors and Profiles

The contours and vectors of fluid velocity can be obtained from the simulations. Figures 3 and 4
present the instantaneous liquid velocity contours and vectors on a XZ plane at Y = 0 (i.e., at 15 s of
simulations). The following figures help to visualize the flow distribution inside the fermenter tank.

As it can be seen in Figure 3, at low RPM (Case 1), two impellers operated independently.
As expected, the Rushton impeller acted as a radial and the Segment impeller acted as an axial impeller
(Figure 3a,b). Four liquid circulation loops were observed around the Rushton impeller, and two
circulation loops were formed by the Segment impeller. As the RPM was increased to 100 (Case 2),
it seemed that the axial flow of the Segment impeller affected the fluid flow around the Rushton
impeller and the radial discharge flow of the Rushton flow got distorted. The flow circulation loops
around the Rushton impeller were not easily noticeable. As the RPM was further increased to 150 (Case
3), the interaction between the impellers increased considerably, and as seen in Figure 3e,f, the Rushton
impeller did not operate as a radial impeller. The high axial velocity created by the Segment impeller
impacted the fluid flow around the Rushton impeller and changed its hydrodynamic behaviour.
As observed, two impellers interacted and two circulation loops were created in the fermenter tank by
the impellers.

Figure 3 shows that not only the spacing between impellers can affect the impellers’ interaction
as presented previously in literature for a double impeller with two radial impellers [11] but also the
impeller’s RPM can change the intensity of the interaction between the impellers when radial and
axial impellers are used in a double-impeller configuration.

Figure 4 demonstrates that, for simulation cases when two Segment impellers were employed
(Cases 4–6), two impellers interacted and two circulation loops were created in the fermenter tank in
all cases.
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Figure 3. Velocity contour and velocity vector Case 1 (a,b), Case 2 (c,d), and Case 3 (e,f).
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(a) (b)

 
(c) 

 
(d) 

 
(e) 

 
(f) 

Figure 4. Velocity contour and velocity vector Case 4 (a,b), Case 5(c,d), and Case 6 (e,f).

To further analyze the abovementioned hydrodynamic flow patterns, the axial velocity values
on a line between two impellers at z/LH ~ 0.45 were extracted from all simulation cases. As seen in
Figure 5a,b, when RPM increased the axial velocity, values increased for both impeller configurations.
From Figure 5a, it is also observed that, for the simulation case, with the lowest RPM (50), the axial
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velocity had extremely small values, demonstrating a minimum interaction between impellers, and that
two different fluid-flow compartments were formed by the impellers in the tank. For the simulation
case with 150 RPM, however, the axial velocity increased considerably compared to other simulation
cases due to the impact of the Segment impeller on the liquid flow around the Rushton impeller.

Comparing the axial velocity values of the two impeller configurations at a constant RPM (Figure 6)
showed that, at lower RPM values (Figure 6a,b), the axial velocity values were considerably higher for
the Segment–Segment impeller configuration compared to the Segment–Rushton impeller configuration
and the axial velocity trends were also different. However, for the highest RPM value studied (150;
Figure 6c), the axial velocity values and their trends obtained for both the Segment–Segment and
Segment–Rushton impeller configurations became relatively similar. This again showed that the
Segment impeller had a pronounced impact on the hydrodynamic behaviour around the Rushton
impeller and consequently had a dominant influence on the hydrodynamic behaviour of the stirred
bioreactor at a high RPM.

(a) 

(b) 

Figure 5. Effect of RPM on axial velocity profiles (a) with Segment–Rushton impeller configuration
and (b) with Segment–Segment impeller configuration (SR and SS stand for Segment–Rushton and
Segment–Segment impeller configurations, respectively): The following numbers show the applied RPM).
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(a) 

(b) 

(c) 

Figure 6. Effect of impeller configuration on axial velocity profiles: (a) 50 RPM, (b) 100 RPM,
and (c) 150 RPM (SR and SS stand for Segment–Rushton and Segment–Segment impeller configurations,
respectively).
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4.2. Power and the Power Number

The torque value of each impeller was obtained from the CFD simulations. The power and the
power number for each simulation case were then calculated based on the following equations:

P = 2πMN (3)

Np =
P

ρN3D5
i

(4)

The power and power number values are presented in Table 6. As it is observed, the Rushton
impellers had higher P and Np values compared to the Segment impellers (i.e., Cases 1–3). It is also
seen that, at a constant RPM (Case 1 versus Case 4, Case 2 versus Case 5, and Case 3 versus Case 6),
the cases with the Segment–Segment impeller had considerably smaller Ptotal and Np,total compared to
the cases with the Segment–Rushton impeller. Moreover, as expected, the higher the RPM, the higher
the Ptotal value for both impeller configurations studied. The Np,total values obtained for simulation
cases with a specific impeller configuration (when comparing Cases 1– 3 and when comparing Cases
4–6) were relatively equal. It is worth mentioning that the P and Np values of the lower-Segment
impeller were smaller than the P and Np values of the upper-Segment impeller (i.e., Cases 4–6).

Table 6. Power and power numbers obtained from CFD results for different cases.

P (W) Np Ptotal (W) Np,total

Case 1
Segment 0.0158 0.680

0.0380 3.98Rushton 0.0222 3.30

Case 2
Segment 0.132 0.712

0.306 3.94Rushton 0.174 3.23

Case 3
Segment 0.527 0.841

1.14 4.20Rushton 0.609 3.36

Case 4
Upper-Segment 0.0161 0.696

0.0234 1.01Lower-Segment 0.00729 0.315

Case 5
Upper-Segment 0.120 0.648

0.166 0.894Lower-Segment 0.0456 0.246

Case 6
Upper-Segment 0.409 0.653

0.547 0.873Lower-Segment 0.138 0.220

4.3. Stress Analysis

The stress acting on cells in a fermenter can be attributed to two parameters, namely the fluid
velocity gradient and turbulence [16]. The influence of the fluid-velocity gradient on cells can be
related to the strain rate magnitude [16,20]:

Strain rate (D) =
1
2

[
(∇⊗ u) + (∇⊗ u)T

]
(5)

The Kolmogorov length scale, le =
(
μ3

ρ3ε

)1/4
, is commonly calculated as a critical value when the

cell damage due to turbulence is studied. According to Odeleye et al. [15] and Nienow [27], if the
cell size is smaller than the Kolmogorov length scale, then the cell would not be damaged due to
turbulence. On the other hand, Liu et al. [24], Sorg et al. [28], and Tanzeglock et al. [29] stated that
the local hydrodynamics within an eddy can impose stress on cells even if they are smaller than the
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Kolmogorov length scale. Based on the relation between the size of the cell and the Kolmogorov length
scale, the stress acting on cells due to turbulence was formulated as follows [24,28,29]:

τt =
5
2
μ

√
ε

6ν
≈ μ

√
ε
ν

, if dcell < le (6)

τd = ρ(εdcell)
2/3, if dcell > le (7)

where ε and ν represent the turbulence energy dissipation rate and kinematic viscosity, respectively.
In this study, the strain rate magnitudes were calculated for three zones in the fermenter tank:

two zones in the vicinity of the impellers and one zone representing the rest of the fermenter tank.
As it is seen in Table 7, Case 3 had the highest average strain rate magnitude compared to other
cases. Case 4, on the other hand, produced the lowest average strain rate magnitude. At a constant
RPM (Case 1 versus Case 4, Case 2 versus Case 5, and Case 3 versus Case 6), the values of average
strain rate magnitudes obtained from the CFD simulations with the Segment–Rushton impeller were
higher than the average values of strain rate magnitudes obtained from the CFD simulations with
the Segment–Segment impeller. It is also observed that the Rushton zone had the highest values of
strain rate magnitudes compared to other zones (Cases 1–3). This implies that the probability of a cell
being damaged due to the fluid velocity gradient is higher than in the Rushton zone compared to other
zones in the tank. Moreover, it can be seen in Table 7 that the higher the RPM selected, the larger the
D value produced, regardless of the impeller configuration (when comparing Cases 1–3 and when
comparing Cases 4–6). It should also be noted that the lower-Segment impeller generated smaller
strain rate values compared to the upper-Segment impeller (Cases 4–6).

Table 7. Values of strain rate magnitude for different simulation cases.

D (1/s)

Case 1

Rushton zone 18.1
Segment zone 10.9

Rest of the tank 6.10
Average values 11.7

Case 2

Rushton zone 39.8
Segment zone 21.0

Rest of the tank 13.0
Average values 24.6

Case 3

Rushton zone 70.0
Segment zone 36.2

Rest of the tank 18.2
Average values 41.5

Case 4

Upper-Segment zone 10.5
Lower-Segment zone 9.00

Rest of the tank 5.10
Average values 8.20

Case 5

Upper-Segment zone 19.8
Lower-Segment zone 15.8

Rest of the tank 9.50
Average values 15.03

Case 6

Upper-Segment zone 29.2
Lower-Segment zone 23.1

Rest of the tank 14.6
Average values 22.3

Similar to the strain rate calculations, the turbulence energy dissipation rate (ε) values, which
are required to calculate both the Kolmogorov length scale and stress due to turbulence, were also
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calculated for three zones in the system. As reported in Table 8, in all cases, the Kolmogorov length
scale values were in the range of 10−5 and 10−4 m. As the cell size in the Tetanus fermentation is in
the range of 10−6 m, dcell < le, and based on Equation (6), the τt values were calculated from the CFD
results and are presented in Table 8. Generally, the τt values in the Segment zones were considerably
lower than the τt values in the Rushton zones (Cases 1–3). This shows that the chance of a cell being
damaged due to turbulence is higher in the Rushton zone compared to the Segment zone. As seen
in Table 8, at a constant RPM (Case 1 versus Case 4, Case 2 versus Case 5, and Case 3 versus Case
6), the Segment–Segment impeller configuration generated lower average τt values compared to the
Segment–Rushton impeller configuration. Based on these results, one can conclude that an increase in
RPM led to an increase in the average τt value in both impeller configurations studied (when comparing
Cases 1–3 and when comparing Cases 4–6). It should also be noted that the τt values generated by the
lower-Segment impeller were smaller than the τt values generated by the upper-Segment impeller
(Cases 4–6).

Table 8. Values of εavg, le, and τt for different simulation cases.

εavg (W/kg)× 10−4 le (m)× 10−5 τt (Pa)× 10−2

Case 1

Rushton zone 46.6 12.1 6.83
Segment zone 19.7 15.0 4.44

Rest of the tank 9.70 17.9 3.11
Average values 25.3 15.0 4.79

Case 2

Rushton zone 337 7.38 18.3
Segment zone 124 9.48 11.1

Rest of the tank 73.7 10.8 8.58
Average values 178 9.22 12.7

Case 3

Rushton zone 1460 5.11 38.2
Segment zone 606 6.37 24.6

Rest of the tank 195 8.47 14.0
Average values 754 6.65 25.6

Case 4

Upper-Segment zone 17.9 15.4 4.23
Lower-Segment zone 13.1 16.6 3.62

Rest of the tank 5.38 20.8 2.32
Average values 12.1 17.6 3.39

Case 5

Upper-Segment zone 103 9.92 10.2
Lower-Segment zone 72.4 10.8 8.51

Rest of the tank 34.5 13.0 5.87
Average values 70.0 11.3 8.18

Case 6

Upper-Segment zone 294 7.64 17.1
Lower-Segment zone 212 8.28 14.6

Rest of the tank 110 9.77 10.5
Average values 205 8.56 14.1

To visualize the distribution of stress acting on cells due to turbulence, the contours of τt values
on an XZ plane at Y = 0 (at 15 s of simulations) are presented in Figure 7. As illustrated, the Rushton
impeller generated higher τt values compared to the Segment impeller. The spatial heterogeneity of
stress is clearer for the cases using the Rushton–Segment impeller compared to the cases with the
Segment–Segment impeller at a constant RPM (Case 1 versus Case 4, Case 2 versus Case 5, and Case 3
versus Case 6). It is also seen that, as RPM increased, the level of τt increased in the stirred fermenter
regardless of the impeller configuration.
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Figure 7. τt contours: (a) Case 1, (b) Case 2, (c) Case 3, (d) Case 4, (e) Case 5, and (f) Case 6.

Based on the results presented in this section, it can be concluded that Segment–Segment impeller
configuration can be considered as a better candidate for cultivation of stress-sensitive microorganisms
compared to the Segment–Rushton impeller.
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4.4. Flow Number

The flow numbers have commonly been calculated in research studies to quantify the pumping
capacity of impellers [3,12,20]. In this study, to further analyze the CFD simulation results, the radial
flow number (Flr) and axial flow number (Flz) were calculated as follows [20]:

Flr =
2π

ND3
i

∫ z2

z1

rUr(z)dz (8)

Flz =
2π

ND3
i

∫ r=Di/2

r=0
rUz(r)dr (9)

The Flr for each impeller was calculated by integrating the radial velocity on a cylinder around
the impeller. The cylinder had a radius equivalent to the radius of the impeller. The length of the
cylinder was from the lower edge of the impeller to the upper edge of the impeller. The Flz for each
impeller was calculated by integrating the axial velocity on a circle located at the upper edge of the
impeller. The radius of the circle was equivalent to the radius of the impeller. The flow numbers values
are presented in Table 9.

Table 9. Flow numbers for different simulation cases.

Flr Flz
Fls =Flr +Flz

(for Each Impeller)
Fltotal

Case 1
Rushton 0.408 0.291 0.699

1.05Segment 0.0809 0.273 0.354

Case 2
Rushton 0.425 0.264 0.689

0.964Segment 0.0299 0.245 0.275

Case 3
Rushton 0.00668 0.408 0.415

0.835Segment 0.367 0.0516 0.419

Case 4
Upper-Segment 0.367 0.133 0.501

1.32Lower-Segment 0.231 0.586 0.817

Case 5
Upper-Segment 0.339 0.166 0.506

1.33Lower-Segment 0.236 0.548 0.820

Case 6
Upper-Segment 0.353 0.150 0.503

1.32Lower-Segment 0.225 0.589 0.813

As observed in Table 9, for the simulation cases with the Segment–Rushton impeller and low RPMs
(Cases 1 and 2), the Rushton impeller had a higher Flr value compared to its Flz value and the Segment
impeller had a higher Flz value compared to its Flr value, as expected. For the simulation case with
the Segment–Rushton impeller and high RPM (Case 3), however, the interaction between impellers
increased significantly and fluid-flow pattern in the vicinity of impellers changed; the Rushton impeller
had a higher Flz value compared to its Flr value and the Segment impeller showed a higher Flr value
compared to its Flz value.

The velocity contours and vectors of these simulation cases (Figure 3) show the abovementioned
hydrodynamic shift. In Figure 3a–d, it is seen that both impellers operated relatively independently
with a slight interaction. However, as the RPM increased to 150 (Figure 3e,f), the high axial velocity
created by the Segment impeller drastically affected the fluid flow around the Rushton impeller and a
high axial velocity was also seen close to the Rushton impeller. Therefore, in this case, the Rushton
impeller did not act as a radial impeller. The Fltotal total value of Case 3 was quite different compared to
the Fltotal total values of Cases 1 and 2. This difference can be attributed to the different hydrodynamic
behaviour of Case 3 compared to Cases 1 and 2.
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For the simulation cases with the Segment–Segment impeller (Cases 4–6), the lower-Segment
impeller had a considerably higher Flz value compared to its Flr value and the upper-Segment impeller
had a noticeably higher Flr value than its Flz value. The Fltotal values were almost equal for all these
simulation cases regardless of the RPM value. It was also observed that, in these cases, the value
of Fls obtained for the lower-Segment impeller was higher than the value of Fls obtained for the
upper-Segment impeller.

Table 9 also shows that, at a constant RPM (Case 1 versus Case 4, Case 2 versus Case 5, and Case 3
versus Case 6), the simulation cases with the Segment–Segment impeller had higher Fltotal compared to
the cases with the Segment–Rushton impeller.

4.5. Mixing Time

The capability of a stirred fermenter to efficiently blend the vessel content and to achieve the
uniform/homogeneous mixing environment is commonly evaluated by mixing time [16]. In the current
study, the mixing time (θm) was calculated by the injection of a tracer at the top of the fermenter vessel
when the fully developed flow domain was reached. The distribution of the tracer inside the vessel
was estimated by solving the time-dependent species transport equation [14,30]:

∂
∂t
(ρYi) + ∇·(ρUYi) = −∇·Ji (10)

where Yi represents the mass fraction of species i, Ji is the diffusion flux of species i in turbulent flows,
and it is calculated based on the following equation:

Ji = −
(
ρDi,m +

μt

Sct

)
∇Yi (11)

where Di,m is the mass-diffusion coefficient, μt is the turbulent viscosity, and Sct is the turbulent Schmidt
number. In all simulations, the value of Di,m was taken as 10−9 (m2/s) [14] and Sct equals 0.7 (which is
the default value in the CFD software) [20]. Five monitoring points (as shown by “+” in Figure 8) were
defined in the vessel in order to track the changes of the tracer mass fraction during mixing. These
monitoring points were selected in order to have a point above the upper impeller, a point below the
lower impeller, two points at the impellers level, and a point between the impellers. This selection of
monitoring points enabled to collect data regarding the tracer mass fraction in the entire tank height.

Point 1 

Point 2 

Point 3 

Point 4 

Point 5 

Figure 8. Location of monitoring points for the mixing-time calculation.

A typical tracer response curve for all monitoring points is seen in Figure 9. For the closest
monitoring points to the injection point (Point 1), the tracer mass fraction increased rapidly at the
beginning of the simulation and then decreased toward 1 as the mixing time progressed. The tracer
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mass fraction at other points increased gradually toward 1. The mixing time was calculated as the time
period between the start of the injection of the tracer and the time when the mass fraction of the tracer
at all monitoring points reached 100 ± 5% of the steady-state value [14].

Figure 9. Tracer response curve for different points (Case 5 simulation).

The mixing time values are presented in Table 10. As expected, the mixing time decreased as
RPM was increased, regardless of the impeller configuration (when comparing Cases 1–3 and when
comparing Cases 4–6). It is also seen that, for simulation cases with low RPMs (Case 1 versus Case 4 and
Case 2 versus Case 5), the mixing time obtained for the Segment–Segment impeller was considerably
smaller than the mixing time obtained for the Segment–Rushton impeller. However, when a high RPM
value was set in the simulations (i.e., when comparing Case 3 with Case 6), the simulation case with
the Segment–Rushton impeller (Case 3) had a remarkably smaller mixing time than the simulation
case with the Segment–Segment impeller (Case 6). Despite a low Fltotal obtained from Case 3, this
simulation case showed the smallest mixing time, which can be attributed to the extremely high level
of turbulence obtained in this case compared to other cases.

Table 10. Mixing time values for different simulation cases.

Case 1 Case 2 Case 3 Case 4 Case 5 Case 6

θm(s) 61.4 37.2 7.81 34.3 21.5 17.2

Calculating the energy consumption, which is the product of mixing time and total power
consumption [12] (Table 11), also showed that, at low RPMs (Case 1 versus Case 4 and Case 2 versus
Case 5), the simulation cases with the Segment–Segment impeller were more efficient (lower energy
consumption) compared to the cases with the Segment–Rushton impeller. On the other hand, for a
high RPM value (150), the simulation case with the Segment–Rushton impeller (Case 3) was slightly
more efficient than the simulation case with the Segment–Segment impeller (Case 6).

Table 11. Energy consumption values for different simulation cases.

Case 1 Case 2 Case 3 Case 4 Case 5 Case 6

Ptotal × θm (J) 2.33 11.4 8.87 0.788 3.56 9.39

5. Conclusions

In this study, CFD simulations were applied to comprehensively investigate the influence of
impeller configuration and RPM on the mixing performance and hydrodynamic behaviour of a
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laboratory-scale bioreactor operating in the turbulent regime. Two different impeller configurations
(Segment–Segment and Segment–Rushton) and three different RPM values (50, 100, and 150) were
used in the CFD simulations. To validate the CFD model, the power values obtained from the CFD
models were compared with the experimentally measured power values. The power values were in
close agreement. This indicated that the CFD models could represent the experimentations accurately.
For simulations with the Segment–Rushton impeller configuration, it was observed that, at the lowest
RPM value (50), two impellers operated independently with minimum interaction. The Rushton and
Segment impellers discharged the flow in radial and axial directions, respectively. However, as RPM
was increased, the intensity of the interaction between the impellers increased. At the highest RPM
value, the high axial flow generated by the Segment impeller altered the fluid hydrodynamics around
the Rushton impeller considerably and the Rushton impeller did not operate as a radial impeller. For
simulations with the Segment–Segment impeller configuration, two impellers interacted and two
circulation loops were created in the fermenter tank in all cases. CFD simulations demonstrate that, at a
constant RPM, the Segment–Rushton impeller configuration had higher Ptotal and Np,total values, average
strain rate magnitude, average τt values, and lower Fltotal values compared to the Segment–Segment
impeller configuration. It then could be concluded that the Segment–Rushton impeller configuration
may not be suitable for cultivation of shear-sensitive microorganisms. Calculating the mixing time and
energy consumption showed that, at low RPM values (50 and 100), the Segment–Segment impeller
configuration had a better performance. However, at the highest RPM, the Segment–Rushton impeller
had a shorter mixing time and energy consumption, which could be attributed to the high turbulent
flow generated by this type of impeller configuration. The CFD simulation results also showed that
increasing the RPM increased the Ptotal values, average strain rate magnitude, and average τt values
and shortened the mixing time regardless of the impeller configuration employed.

This study shows that CFD can be used as a valuable tool to obtain detailed information regarding
the stirred bioreactors which might otherwise be challenging or impossible to obtain experimentally.
With the rapid advancement in computational facilities, more accurate but computationally demanding
simulation techniques such as LES and DNS can be used in future studies to simulate stirred bioreactors.
These approaches can provide a more comprehensive understanding of the system.
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Nomenclature

C (m) Clearance Np (-) Power number
D (s−1) Strain rate P (W) Power
Di (m) Impeller diameter Sct(-) Turbulent Schmidt number
DR (m) Rushton impeller diameter T (m) Tank internal diameter
DS (m) Segment impeller diameter U (m/s) Fluid velocity
Di,m (m2/s) Mass-diffusion coefficient Ur (m/s) Radial velocity
dcell (m) Cell diameter Uz (m/s) Axial velocity
Flr (-) Radial flow number Yi (-) Mass fraction of species i
Flz (-) Axial flow number ε (W/kg) Turbulence dissipation rate
H (m) Spacing between impellers ρ (kg/m3) Fluid density
Ji (kg/m2 s) Diffusion flux of species i μ (Pa s) Dynamic viscosity
LH (m) Liquid height μt (Pa s) Turbulent viscosity
le (m) Kolmogorov length scale ν (m2/s) Kinematic viscosity
M (N m) Torque τt, τd (Pa) Stress acting on cell due to turbulence
N (s−1) Impeller speed θm (s) Mixing time
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Abstract: Coal-fired industrial boilers should operate across a wide range of loads and with a higher
reduction of pollutant emission in China. In order to achieve these tasks, a physical model including
two swirling burners on the front wall and boiler furnace was established for a 35 t/h pulverized
coal-fired boiler. Based on Computational Fluid Dynamics (CFD) theory and the commercial software
ANSYS Fluent, mathematical modeling was used to simulate the flow and combustion processes
under 75% and 60% load operating conditions. The combustion characteristics in the furnace were
obtained. The flue gas temperature simulation results were in good agreement with experimental
data. The simulation results showed that there was a critical distance L along the direction of the
furnace depth (x) and Hc along the direction of the furnace height (y) on the burner axis. When x
< L, the concentration of NO decreased sharply as the height increased. When y < Hc, the NO
concentration decreased sharply with an increase in the y coordinate, while increasing dramatically
with an area-weighted average gas temperature increase in the swirl combustion zone. This study
provides a basis for optimizing the operation of nitrogen-reducing combustion and the improvement
of burner structures.

Keywords: swirling burner; combustion characteristics; CFD; industrial pulverized coal furnace

1. Introduction

At present, with the increasing awareness of environmental protection, the pollutant emissions
from coal-fired power stations, industrial boilers and industrial furnaces are widely concerning.
When this fuel-burning equipment is used for industrial activities, it is crucial to better understand the
combustion characteristics inside the furnace. The distribution characteristics of pollutant emissions
(e.g., NO emissions), mechanism of NO formation, and emission reduction technology have become
some of the hottest issues worldwide [1,2]. There has been increasing cooperation among countries to
improve the performance of coal-fired boilers and reduce emissions [3,4]. Combustion is a complex
phenomenon with flow–heat–mass transfer and chemical reactions. With the development of powerful
computer hardware and advanced numerical techniques, simulation methods have been adopted to
solve the problem of actual boiler combustion. More accurate and reliable results can be obtained [5,6].
Therefore, this kind of numerical simulation can provide theoretical guidance for the modification of
burner structure and boiler operation.

In recent years, various forms of burners and graded air supplying methods have been developed
in various countries to decrease nitrogen emissions from combustion flames using numerical
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techniques together with experimental methods. For example, Hwang et al. [7] performed a full-scale
Computational Fluid Dynamics (CFD) simulation of the combustion characteristics of their designed
burner and an air staging system for an 870 MW pulverized boiler for low rank coal, and the results
of the simulation agreed well with measurements obtained under normal operating conditions, e.g.,
temperature. Noor et al. [8] studied the influence of primary airflow on coal particle size and coal
flow distribution in coal-fired boilers. Silva-Daindrusiak et al. [9], on the other hand, used numerical
methods to simulate the three-dimensional flow field in the combustion chamber and heat exchanger
of a 160 MW pulverized coal furnace with the objective of identifying factors of inefficiency. The code
was built and combined together with the commercial software ANSYS Fluent. Constenla et al. [10]
predicted the flow of a reactive gas mixture with pulverized coal combustion occurring in a tangentially
fired furnace under actual operating conditions, and shared the experience of ensuring the stable
convergence of the equations. Similar to the work mentioned above [10], Srdjan Beloševi et al. [11]
simulated the emission of nitrogen oxides and sulfides in a lignite boiler, performed with an in-house
developed numerical code. Wang et al. [12] developed a low-volatile coal combustion system with four
corners for the burner and two tangential air distribution systems on the four walls, and with the main
combustion nozzle arranged on the sidewall near the center of the flame. On this basis, the factors
that influence the NOX generation and the flow field during multi-scale fractional combustion were
studied. Sung et al. [13] investigated the combustion performance and NOX emissions of nontraditional
ring-fired furnaces, including models with an additional inner water wall, based on a traditional
500 MW tangentially fired furnace, using commercial CFD code.

Many researchers have contributed to the study of mechanisms to reduce pollutant production.
For example, Lisandy et al. [14] established drop-tube furnace (DTF) modeling using one-dimensional
numerical simulation for the rapid, good-accuracy prediction of the output gas and unburned carbon
(UBC) concentrations. The results showed that the existence of a high CO gas concentration would
assist in suppressing the NO formation during the combustion of coal char particles of pulverized
coal. The models were crucial for accurate predicted simulation results. Zhang et al. [15] proposed
a char combustion order reduction model, successfully implemented into the CFD software, Fluent,
and applied to a parallel CFD simulation of a 600 MW boiler. For the efficient utilization of variable
quality fuels, a three-dimensional numerical model and experiments were used by Shen et al. [16] to
simulate the flow and combustion of binary coal blends under simplified blast furnace conditions,
and they found that the chemical interactions between two components in terms of particle temperature
and volatile content are responsible for the synergistic effect.

In summary, it can be seen that most of the published studies have carried out experiments using
air depth classification technology that changes the burner structure and fractional rate of air supply.
Furthermore, numerical simulations of the characteristics of the flow field and combustion processes,
as well as reaction mechanism, model and pollutant emission prediction research both have been
carried out. However, there have been few studies on the combustion situation of industrial pulverized
coal boilers at different loads.

The main objective of the present paper is to present a CFD numerical method for studying the
combustion performance in 35 t/h industrial pulverized coal boilers with two swirl burners arranged
on the wall. The fluid flow and temperature field of the flue gas near the burner and the distribution
characteristics of the combustion products (i.e., NO, O2, CO, CO2 and unburned carbon concentrations)
were investigated at two loads to provide basic data for optimizing the combustion operation for
nitrogen reduction in industry boilers.

2. Physical Model and Meshing

2.1. Physical Model

In the present work, we studied the combustion characteristics of a 35 t/h pulverized coal boiler
with two swirl burners on the front wall. The combustion characteristics were closely related to the
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boiler structure of the chamber, burner and air staging system designed, the operating conditions,
and other factors. The burner used by the boiler was mainly composed of an ignition device, central tube,
primary air (PA) duct, internal secondary air (SA) duct and external SA duct. Figure 1 shows that
the central air (CA) duct was arranged in the PA duct, which was equipped with a conical nozzle.
As Figure 1b shows, there were 12 fixed guide vanes uniformly arranged along the circumferential
direction in the inner and outer SA ducts, respectively, to achieve the air staging supply of SA of the
inner and outer swirls. The CA can effectively regulate the center location of the combustion flame;
moreover, it is also a key factor affecting flashback characteristics. An air staging system is also helpful
for adjusting the radial velocity profile of the burner exit.

  

(a) (b) 

Figure 1. Schematic diagram of swirl burner. (a) Structure of swirl burner; (b) Vane geometry.

The furnace height, width and depth were 13.115, 4.24 and 4.37 m, respectively. The nozzles of
the two burners were arranged on the water-cooling wall surface of the front wall, the horizontal
spacing of the two burner central axes was 1.7 m, and the distance from the burner central axis to the
furnace bottom was 4.35 m, as shown in Figure 2a. Figure 2b shows a local view of the part connecting
the burners with the furnace front wall, and we can see how the SA was discharged into the furnace
through the fixed vanes. To undertake the simulation, the commercial software SOLIDWORKS was
used to establish the overall computational domain of the two swirling burners and furnace.
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Figure 2. Computational domain. (a) Computational domain; (b) Local view of the part connecting the
burners with the furnace front wall.
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2.2. Meshing

A structured mesh was generated by using the commercial software ICEM, and after several trial
calculations, the corresponding mesh was refined for the burner and the primary combustion zone
with a large magnitude of the gradient of physical quantities. An initial mesh with about 1.40 million
cells was first created in the computational domain. The number of mesh cells was then increased
to 2.3, 4.0 million, respectively. The Grid Convergence Index (GCI) was used to quantify the grid
independence [17]. The GCI12 for fine and medium grids was 1.21%. The GCI23 for medium and coarse
grids was 3.09%. The value of GCI23/(rpGCI12) was 1.015, which was approximately 1 and indicates
that the solutions were well within the asymptotic range of convergence. The mesh-independence test
was verified by comparing the temperature of the monitoring point (y = 10.5 m, x = 0.21 m) simulated
on three grids and calculated via Richardson extrapolation; see Figure 3. Finally, the numerical results
showed that the number of mesh cells was approximately 2.3 million, as shown in Figure 4.
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Figure 3. The temperature of a monitoring point simulated on three grids and calculated via
Richardson extrapolation.

 

Figure 4. Meshing of computational domain.

3. Mathematical Model and Solution Conditions

In this study, the commercial software Fluent 16.0 was used to predict the behavior of reacting
gases and the coal combustion in the furnace; the CFD parameters had been widely used and were
referenced in many coal combustion simulation studies. Due to the inside of the furnace having a
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strongly swirling flow, the k − ε realizable model seemed to be a suitable model for calculating the
turbulent viscosity, μt and other parameters of gas turbulence [6,10]. During the combustion of coal
particles, several processes occur, which was difficult to model; a non-premixed combustion model was
used, and a stochastic tracking model was applied to analyze pulverized-coal flows, while calculations
of gas/particle two-phase coupling employed the particle-source-in-cell method [18]. The release
rate for the volatiles was expressed with the two competing rates model; Arrhenius equations are
used for predicting this chemical reaction rate. The gas-phase turbulent combustion of volatiles was
modeled by employing probability density function (PDF) theory; char combustion was expressed
with a diffusion/kinetics model. The P-1 model was used to account for the radiative heat transfer
effect. Detailed equations for mass, momentum, energy and species transport were provided by [6,19].
These models provided good approximate solutions for a full-scale boiler simulation.

Here, the specific models and equations in Fluent that were used, such as for the mass, momentum,
energy, chemical species etc., are listed as follows:

∂ρ
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+
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= 0, (1)
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qr = − 1
3(α+ σs) −Cσs

∇G = Γ∇G,

∇(Γ∇G) − αG + 4πσT4 = SG, Γ = − 1
3(α+ σs) −Cσs

, (8)

kn = Anexp(−E/RTp), n = 1, 2,

dV/dt = dV1/dτ+ dV2/dτ = (α1A1 + α2A2)W, (9)

dmp

dt
= −πd2

ppox
D0R

D0 + R
,

D0 = C1
(TP − T∞)

dp
, R = C2e−(E/RTp), (10)

where xi,j = Cartesian coordinates; t = time; ui,j = the velocity in directions i and j, respectively;
P = the pressure; ρ/ρp = the gas/partial density; τi,j = the viscous stress tensor; and fi = the external
force. In the law of conservation of energy formulation 3, h = the specific enthalpy, qres

i is associated
with energy transfer by the conduction and diffusion flux of matter, and Sh = a source of energy due to
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chemical reactions and radiative heat transfer [6]. ml = the mass concentration of the components l, ji =
a weight average flow in the i-th direction, Sl = components of source term l; k, ε = the turbulence
kinetic energy and its rate of dissipation,; more details ae given in [19]. Only steady state was modeled
and analyzed in this study.

The coal combustion simulation required that values be assigned to many input parameters.
The coal properties are listed in Table 1. The particle size of the coal at each nozzle follows the
Rosin–Rammler distribution; the particle size here was 75–100 μm. The test results showed that the
end of the flame in the furnace was closer to the back wall at rated load, and the boiler mainly worked
when the peak load was adjusted to under 75% or 60% for low-load operating conditions in the context
of safety. Under different load conditions, the boundary conditions for each burner are listed in Table 2.
The flame length of the flue gas in the furnace was relatively within the safe range, where the PA
volume accounted for 20% of the total air volume, and the SA volume of both the internal and external
air volume accounted for 40% of the total air volume under the current operating load, respectively.

Table 1. Coal properties.

Proximate Analysis (As Received) (wt.%)

Moisture 3.40
Volatile matter 31.58
Fixed carbon 56.64

Ash 8.38

Ultimate Analysis (Dry Basis) (wt.%)

C 71.71
H 4.30
N 1.01
O 10.90
S 0.30

Low heating value 27.95MJ/kg

Table 2. Settings of the burner inlet parameters.

Load (%) Boiler Capacity (t/h)
Mass Flow Rates

of Coal in a Single
Burner (kg/s)

Temperature of PA
Stream and

Pulverized Coal (◦C)

Temperature of Internal
and External SA

Streams (◦C)

75 26.25 3.96 140 250
60 21 3.17 140 250

The water tubes in the furnace were simplified as walls; a “no-slip”, “no-turbulence” and “no-mass
flow” boundary condition was employed along the wall for the gas phase. Because the temperature
difference of the wall was not large, the wall temperature could be assumed as uniform and was set as
254 ◦C, higher than the saturation temperature (204 ◦C) of the water and steam at the working pressure
(16 MPa) of the boiler, because the temperature difference of the wall was small. The thermal radiation
coefficient set for the wall regions was 0.6. The outlet boundary was the flue gas passage at the lateral
wall near the top of the boiler, where the mean static pressure was −50 Pa.

The mass, pressure, momentum, chemical species and energy equations were each discretized
using a second-order upwind scheme; a separation and implicit solution scheme based on a pressure
solver was adopted. In solving algebraic equations, the SIMPLE algorithm for the pressure correction
was applied to couple the velocity and pressure fields [20,21]. Many important scientific and engineering
applications involving turbulent flows require the direct integration of the modeled turbulent equations
to a surface boundary. Turbulent flows involve boundary layer separation or complex alterations
of the surface transport properties [22]. The near-wall modeling significantly impacts the fidelity of
numerical solutions, inasmuch as walls are the main source of mean velocity and turbulence. Here,
the standard wall function approach was used for near-wall treatment; also, the local mesh refinement

84



Processes 2020, 8, 1272

of the boundary layer near the wall surface was performed by adaption to make the dimensionless
distance y+ meet the standard wall function requirements (y+ > 30) in the globe range. At section
y = 4.35, the y+ value is 50.9, for example.

Before solving the combustion process, the simulation of the cold flow field was conducted,
and the convergence criterion adopted was the RMS (Root Mean Square of the residual values).
After the convergence of the flow field iteration, energy, radiation, species and discrete-phase model
(DPM) equations were then activated. The number of iterations was set until the solution with
successive under-relaxation satisfied the pre-specified tolerance. Some settings and parameters of the
Non-Premixed combustion and DPM models are listed in Table 3.

Table 3. Settings and parameters of Non-Premixed combustion and discrete-phase model (DPM) models.

Non-Premixed
Combustion

Model

Chemistry
State Relation

Chemistry
Energy

Treatment

Chemistry
Stream Option

Operating
Pressure

PDF
Opinion

Settings Chemistry
equilibrium Non-adiabatic Empirical

stream 101,325Pa Inlet
Diffusion

Discrete Phase
Model

DPM Iteration
Interval

Max. Number
of Steps

Specify
Length Scale
Length Scale

Turbulent
Dispersion

Discrete

Number
of Tries

Settings 20 5000 0.005 Random walk
model 10

Finally, the NOx was computed using the solution obtained with the previous steps. NOx formation
includes thermal NOx and fuel NOx but hardly any prompt NOx. In this study, the formation of
prompt NOx was neglected in calculations, and only NO production was taken into account because
the NOx emitted into the atmosphere from combusting fuels consists mostly of NO. The concentration
of thermal NOx was calculated using the extended Zeldovich mechanism (specifically, N2 + O→NO +
N, N + O2→NO + O, N + OH→NO +H) [23]. The fuel NOx concentration was calculated using De
Soete’s model [23,24].

4. Results and Discussion

4.1. Analysis of the Fluid Flow and Temperature Field of the Burners

In order to not only reflect the temperature value of the high-temperature flue gas generated by
the combustion reaction near the furnace burner region, but also show the characteristics of the vortex
flow field more clearly, Figure 5 shows the velocity vector and gas temperature profile of the swirl
burner in the longitudinal section of the primary zone where z = 0.85 m (a), center axes of horizontal
section where y = 4.35 m (b), and the gas temperature contour at different y planes of the furnace under
two kinds of loads (c).

85



Processes 2020, 8, 1272

  
(a) (b) 

 
(c) 75% load         60% load 

Figure 5. Velocity vector colored by temperature in a longitudinal section of the primary zone at
z = 0.85 m (a) and in the horizontal section y = 4.35 m (b), and gas temperature contour on different
level sections of the furnace (c) with the variation of load (K).

As can be seen from Figure 5, the temperature of the inner and outer SA and CA of the front wall
burners were the lowest, with an order of magnitude above 390 K. The geometry of the outer side of the
duct end of each burner was a conical structure, which generated reverse pressure action along the jet
direction, forming intense eddy currents caused by the entrainment and jetting. The lower temperature
mixture of SA near the side walls, and the unburned fuel and combustion products flowed to the
exit region of the burner. The eddy currents were conducive to the preheating and stable ignition of
pulverized coal particles carried by the PA, forming an ideal flow characteristic of a swirl burner. Then,
the gas temperature near the nozzle center increased dramatically. In the middle position near the exit
of the burner, two vortexes were small. It can be seen from Figure 5a,b that the fluid of the fuel gas
zones of two burners were mixed with each other by jet flow, their flames intermingled and connected
together, forming a high temperature zone of intense combustion, with the temperature partially
reaching 1800 K. These showed that the heat and mass transfer in the jets were strong, and combustion
reactions occur mainly in this area. The flue gas temperature was basically symmetrical on both sides
of the wall in the horizontal direction. Figure 5c depicts the temperature characteristics along the
level of the furnace. It can be seen that with the variation of the load, the area and length of the
high-temperature area of the flame in the furnace were increased, and the temperature was gradually
decreased from the primary combustion zone to the exit.
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4.2. Analysis of Main Combustion Species in the Center Axis of the Burner

Figure 6 shows the variation curves of the molar fractions of the combustion products O2, CO2 and
CO and concentration of NO per unit volume in the standard state under two kinds of loads on the
sampling line of the central axis of the burner. According to the distribution of the main species,
the intensity and characteristics of the reaction between the PA and pulverized coal combustion on the
burner axis can be determined.
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Figure 6. Species variation along the center axis of burner. (a) NO concentration and O2 molar fractions;
(b) CO and CO2 molar fractions.

It can be seen from Figure 6 that the curves can be divided into two regions with obvious
characteristics. The critical distance L was taken as the demarcation point of two regions, and L grows
longer with an increase in load. In this paper, at 60% load, L = 1 m; at 75% load, L = 1.3 m. The gas area
where x < L was in the diffusion combustion zone and burned under two loads. The molar fraction
of O2 decreased sharply with the x-coordinate, reaching a minimum value (Figure 6a). Meanwhile,
the molar fraction of CO changed according to an approximate parabola law in this area, and the peak
value was higher than 60% of the load at 75% load. At the same time, the molar fraction of CO2 at
the corresponding coordinate increased sharply, reaching a first peak, and the CO2 molar fraction
generated by combustion at the 60% operating condition was higher than that at 75% load. Then,
as the x-coordinate increased, the CO2 concentration firstly decreased and then increased dramatically,
reaching a second peak, and the CO2 molar fraction produced by combustion under 60% load was
lower than that under 75% load until the furnace outlet front area (Figure 6b).

It was found that at 75% load, the NO concentration had the same characteristics as that of CO2,
showing a sharp increase first and then a sharp decrease; the first peak reached 120 mg/Nm3 when x
was between 0 and 0.5 m. This is because the temperature of the flue gas increased with the load. Then,
the magnitude of the NO concentration increased sharply after a minimum value appeared near 0.8 m.
At distance L, a sharp increase of 180 g/Nm3 was observed at two loads, with values fluctuating wildly.
The NO concentration curve at 60% load was different from in the above conditions, increasing with
the depth of the furnace.

It can be seen from Figure 6b that the reducing gas CO’s concentration was higher in the species
at the corresponding position at 75% load. Because the O2 concentration at the corresponding position
was lower, the volatiles from pulverized coal were ignited and burned here. Due to the incomplete
combustion, the CO concentration increased. At the same time, a high concentration of CO gas
helps to inhibit the NO formation during the combustion of coal char particles [14], resulting in the
concentration of NO per unit volume in standard state decreasing slightly with an increase in load.
Despite the fact that different combustion reactions and components in the primary combustion zone
existed, when x > L, the NO concentration gradually increased with an increase in furnace depth.
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Meanwhile, the CO molar fraction was very small. The change in the CO2 molar fraction with
horizontal distance from the burner and load was not obvious, and the value decreased after x > 4 m
until the furnace outlet.

4.3. Analysis of Flue Gas Temperature and Species NO along the Furnace Height

In order to quantitatively analyze the variation characteristics of the gas temperature and NO
concentration along the height direction of the furnace, several horizontal sections were taken in the
height direction. The area-weighted average gas temperature and NO concentration under standard
state of the flue gas on each horizontal section were calculated, as shown in Figure 7.
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Figure 7. Average gas temperature and NO concentration with boiler height.

From Figure 7, it can be seen that the area-weighted average gas temperature near the center
cross section of the swirl burner, y = 4.35 m, is lower, which is due to the lower temperature of the
incoming air and pulverized coal. The heating process and the incomplete combustion process all
were carried out around the central axis and height (y) direction. With the increase in the swirl radius,
the SA was gradually replenished; the mixing of the pulverized coal and air was more and more
sufficient. The exothermic reaction of combustion was intense, and the combustion was strongest at
the heights of about 3.8 and 5 m, respectively. The flame temperature increased sharply and reached
the peak temperature value at two positions, while the temperature gradient near the peak position
was very large. This phenomenon was matched with the flow field shown in Figure 5. The lowest
gas temperature at 60% load appeared at the bottom of the cold ash bucket; it was different from that
at 75% load. In the burn-out zone, the temperature change along the height direction was relatively
gentle, while the temperature gradient was large near the 0.8 m area of the furnace top. Most flue gas
with high temperature flowed out through the nose region of the furnace.

By contrast, it can be found that the distribution of the gas temperature and NO concentration
under the two loads showed opposite change laws partially along the height direction, and the change
was the lowest near the level section of the burner axis. This was because the reductive gas CO
generated by incomplete combustion reduced most of the NOx that had been generated, and the high
concentration of CO was the main factor that inhibited the generation of NOx. Taking the height (y) at
the center axis of the burner as the Hc (y = 4.35 m), when y < Hc, the concentration of NO decreased
sharply with an increase in the y coordinate, and the concentration of NO in the ash bucket was higher
at 75% than that at 60% load; when y > Hc, the concentration of NO in the swirling combustion zone
increased sharply with the rise in temperature but insignificantly with the load; the concentration of
NO in the outlet of the furnace was basically the same. In general, the NO concentration was relatively
high in the burnout area near the furnace outlet and the lower ash bucket area. In the later stage of
the combustion reaction near the furnace outlet, the temperature was higher, the pulverized coal fuel
was almost exhausted, and excess air reacted with NO2 to form a large amount of NOx. With the
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increase in the load, the combustion time and the stroke of pulverized coal particles in the furnace
increased obviously. The above analysis mainly studied the NO generation process. Considering that
the furnace outlet is the main position for environmental parameter monitoring, the NO, oxygen and
carbon burnout rates according to the simulation are listed in Table 4.

Table 4. Important parameters of furnace outlet at standard state.

Load
(%)

NO
(mg/Nm3)

O2

(%)
Carbon Burn-off Rate

(%)

75 226.4 6.60 99.19
60 219.2 6.45 99.04

Rate of change (%) +3.3 −2.3 −0.15

By comparison, it can be found that at the outlet of the furnace under standard state conditions,
the concentration of NO (the emission concentration was slightly higher than 200 mg/Nm3), the volume
fraction of O2 and the burnout rate of carbon all decreased with the load reduction. In general,
the percentage of change with load did not exceed 5%. In the actual operation process, the air–fuel
ratio [6] can be adjusted to meet the requirements of environmental protection. The above study
provided basic data for the follow-up energy saving and environmental protection technologies of
industrial boilers with similar typical energy consumption equipment.

4.4. Comparison of Simulation Results and Experimental Data

When the 35 t/h pulverized coal industrial test boiler was operating under 60% and 75% load
conditions, a gas pump thermocouple embedded in the sidewall of the furnace exit region was used
to detect the steady-state temperature at y = 10.5 m of the furnace exit temperature region. A total
of 12 points were measured in each working condition. The steady-state temperature data of the
flue gas were obtained from the position of the measuring point. The simulation results obtained
under the same conditions were compared with the measured values. Figure 8 shows a comparison
of the predicted temperature field within the boiler and the real-case results for the same position.
The simulated and measured temperature values agreed well where x > 0.1 m; the maximum errors of
the numerical calculation and measurement values were 5.2% and 2.4%, respectively. An exception was
in the boundary zone, where x < 0.08 m, and the results were relatively accurate within the permissible
limit. This error was partly due to the assumption of constant particle emissivity [25].
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Figure 8. Comparison of flue gas temperature between test data and numerical results.

5. Conclusions

In this paper, a CFD numerical method was presented to study the combustion performance
in 35 t/h industrial pulverized coal boilers with two swirl burners arranged on the wall. The fluid
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flow and temperature field of the flue gas near the burner and the distribution characteristics of the
combustion products (i.e., NO, O2, CO, CO2 and unburned carbon concentrations) were investigated
at two loads to provide basic data for optimizing the combustion operation for nitrogen reduction in
industrial boilers. The conclusions were as follows:

1. The swirl burner of this work can produce an obvious vortex flow region caused by the entrainment,
which is conducive to the preheating and stable ignition of pulverized coal particles.

2. Along the direction of the furnace depth (x) in the burner axis, there was a critical distance L;
when x < L, the O2 molar fraction decreased sharply with the x coordinate. When x > L, the NO
concentration increased gradually with an increase in furnace depth; the increase value was very
small with load. L increased with an increase in load.

3. In the furnace along the height direction (y), take the height of the center axis of the burner as
the HC (y = 4.35 m). When y < HC, the NO concentration decreased sharply with an increase
in the y coordinate, and the NO concentration at 75% load was greater than that at 60% load in
the ash bucket area; when y > HC, the NO concentration increased sharply with the temperature
increasing in the swirl combustion zone with no obvious change, and the NO concentration
was basically the same at the furnace outlet. The average temperature of the flue gas in the
furnace became lower at the Hc position with an increase in the swirl radius of the SA diffuse
flow; there were two peak temperatures at two locations.
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Abstract: In this work, we employed a computational fluid dynamics (CFD)-based model with a
Eulerian multiphase approach to simulate the fluidization hydrodynamics in biomass gasification
processes. Air was used as the gasifying/fluidizing agent and entered the gasifier at the bottom which
subsequently fluidized the solid particles inside the reactor column. The momentum exchange related
to the gas-phase was simulated by considering various viscous models (i.e., laminar and turbulence
models of the re-normalisation group (RNG), k-ε and k-ω). The pressure drop gradient obtained by
employing each viscous model was plotted for different superficial velocities and compared with
the experimental data for validation. The turbulent model of RNG k-εwas found to best represent
the actual process. We also studied the effect of air distributor plates with different pore diameters
(2, 3 and 5 mm) on the momentum of the fluidizing fluid. The plate with 3-mm pores showed larger
turbulent viscosities above the surface. The effects of drag models (Syamlal–O’Brien, Gidaspow and
energy minimum multi-scale method (EMMS) on the bed’s pressure drop as well as on the volume
fractions of the solid particles were investigated. The Syamlal–O’Brien model was found to forecast
bed pressure drops most consistently, with the pressure drops recorded throughout the experimental
process. The formation of bubbles and their motion along the gasifier height in the presence of the
turbulent flow was seen to follow a different pattern from with the laminar flow.

Keywords: gasification; fluidized bed; CFD; hydrodynamics; multiphase flow

1. Introduction

Owing to the renewable, sustainable and environmentally-friendly nature of biomass-based
energy generation, over the past few years, it has attracted a great deal of interest within both the
scientific community and the industrial sector. Biomass fuel can dampen the dependency on the energy
production from fossil fuels, and hence, mitigate the associated adverse environmental emissions [1–4].
Biomass gasification is still facing various technical challenges, repelling potential commercialization.

Processes 2019, 7, 524; doi:10.3390/pr7080524 www.mdpi.com/journal/processes93
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Such challenges comprise the complex chemical reactions propagation inside the fluidizing zone
and the restrictions imposed through process control and difficulty in the prediction of momentum
patterns caused by the turbulent behaviour of the gas flow and moving particles [5]. The complicated
processes—inherently associated with embedded limitations—would make it almost economically and
environmentally unviable to experimentally investigate all the factors in play, and therefore, necessitate
the development of reliable mathematical models.

Reliable models can facilitate the investigation of thermochemical processes associated with
biomass gasification; likewise, they help to study and evaluate the effects of the operational parameters
on the gasifier performance and product quality [6]. Numerical models and simulation studies for
biomass gasification using either Eulerian [7–11] or Lagrangian (discrete element) [12–14] models
have been the focus of many researchers in recent years. A large number of numerical modelling and
simulation studies have been reported in literature on the complex behaviour of gas–solid mixing,
as well as on the fluidization hydrodynamics, in order to formulate the problems and to devise solutions.
Furthermore, using computational fluid dynamics (CFD), model-based turbulent flow calculations can
be done more efficiently and in a quicker manner. Standard (STD) k-ε, re-normalisation group (RNG)
k-ε and k-ω are among the most commonly-used models used in systems involving fluid flows with
large Reynolds numbers; e.g., flows in many fluidized beds. The RNG k-ε model is a modified STD k-ε
model and in many cases, produces improved results.

In a previous study, the hydrodynamics of gas–solid mixing in fluidized bed reactors was
evaluated through numerical simulation and experimental techniques in order to investigate the
effect of drag models on the hydrodynamics of fluidization [15]. In another study, a CFD model
was developed to determine the fluid-particle interaction during fast pyrolysis inside a fluidized
bed reactor with a 150 gh−1 capacity [16]. The model was capable of calculating the heat, mass and
momentum transport between the fluidization agent and the bed material (i.e., silica sand). However,
the characterization of momentum in both studies was merely limited by a laminar model. In another
study a three dimensional CFD model was developed to simulate a high-flux circulating, fluidized bed
riser [17]. The effects of different drag models on the hydrodynamics of the gas–solid fluidization were
investigated. The results showed that the drag models of Gidaspow and Syamlal–O’Brien were able to
accurately predict the solid volume fraction values, at almost every region inside the fluidized bed
except for the zone near the bottom surface with the high concentration of the solids. In another study,
a CFD simulation of flow through the gas distributor in a multi-stage biomass gasifier was conducted
by adopting the Eulerian-multiphase model approach, where the effects of different bed materials, and
a distributor perforated area, on the hydrodynamics of a solid–gas fluidized bed were examined [18].
Although the most critical aspects affecting the fluidized bed hydrodynamics were carefully addressed
in the study, it lacked a study to reveal the impacts of different drag models.

This study aimed to simulate the hydrodynamics of gas–solid fluidization. The simulation results
were experimentally validated on a bubbling fluidized bed gasifier. The effects of different momentum
characteristics (i.e., laminar and turbulent models) on the hydrodynamics of gas–solid mixing, as well
as on the fluidization of the dispersed solid phase, were studied. In addition, the pressure drop
profile obtained from different drag models, including laminar, RNG k-ε and k-ω turbulent were
compared with the experimentally-derived data. Furthermore, the effect of air distributors with
different pore sizes was studied numerically to determine the turbulent viscosity of the fluid passing
through the pores of the distributor plate. Ultimately, the motion patterns of the particles and bubble
formation linked to the hydrodynamics of granular solid fluidization were investigated. The developed
hydrodynamic model, upon successful experimental validation, is able to effectively pinpoint the
optimum operating conditions for the investigated parameters, including the superficial velocity,
bed expansion, pressure drop gradient throughout the reactor interior, and the momentum exchanged
between the particles and the media. The above parameters are not easy to measure experimentally,
yet are significant enough to be considered for accurate reactor optimization.
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2. Modelling and Experimental Methods

2.1. Governing Equations

The basic equations used to in the development of the numerical models will be introduced and
explained in this section. The numerical formulae are the governing equations used by Ansys Fluent
Solver to calculate the corresponding parameters.

2.1.1. Gas–Particle Flow Equations

An unsteady-state Eulerian–Eulerian multiphase flow model was used to compute the transient
nature of gas–solid in the fluidization of granular solids. The different phases in the Eulerian model
were treated mathematically as interpenetrating continua. The phasic volume fraction was considered
to differentiate the volume occupied by each phase as a function of time and space, implying that
although the involved phases were interacting with each other, the volume of each phase could not be
occupied by another phase [19]. Conservation equations were derived for all phases and closed through
constitutive relations defined via the application of kinetic theory. The gas phase was modelled for
laminar, RNG k-ε turbulent and k-ω turbulent characteristics, while the particle phase was modelled
using the kinetic theory of granular flow. The governing conservation equations are presented in
Table 1.

Table 1. Governing equations of momentum and continuity for gas–solid phases [20–25].

Gas Phase Conservation Equations

Continuity equation ∂
∂t (δgρg) +

∂
∂y (δgρgu) = 0

Momentum equation ∂
∂t
(ρ
⇀
V) + ∇.(ρ

⇀
V
⇀
V) = −∇P + ∇.(τ) + ρ

⇀
g +

⇀
F

Solid Phase Conservation Equations

Continuity equation ∂
∂t (δsρs) +

∂
∂y (δsρsu) = 0

Momentum equation
∂
∂t (ρsδsv) + ∂

∂y (ρsδsvv) =

− ∂Ps
∂y −

∂(δss)
∂y + δsρsg + βg(u− v)

The volume fraction, density and instantaneous velocity of gas/solid phase in the governing
equations in Table 1 are represented by δ, ρ and u, respectively. Subscripts g and s denote gas and
solid phases, respectively.

2.1.2. Gas–Solid Interaction

The momentum exchange coefficient of solid–gas, Ksg, is defined as [18]:

Ksg =
εsρs f
τs

(1)

where the particulate relaxation time, τs, is defined as:

τs =
ρsd2

s

18μg
(ds is the particle size in the solid phase.) (2)

2.1.3. Drag Models

One of the significant terms in describing the hydrodynamics of fluidized bed in a Eulerian–Eulerian
approach is the drag force. The significance of drag force is due to its effect on the characteristics of the
interaction between the gas and solid phases. The drag models employed in this study to calculate the
gas–solid momentum exchange coefficient are the Syamlal–O’brien, Gidaspow and energy minimum
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multi-scale method (EMMS). The Gidaspow model is a combination of the Wen and Yu model, and the
Ergun equation [13,24], and is well-suited for densely packed fluidized bed applications:

Ksg =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
3
4 CD

⎛⎜⎜⎜⎜⎝ δsδgρg

∣∣∣∣⇀vs−⇀vg

∣∣∣∣
ds

⎞⎟⎟⎟⎟⎠δ−2.65
g , δg > 0.8

150
(
δs(1−δg)μg

δgd2
s

)
+ 1.75

⎛⎜⎜⎜⎜⎝ δsρg

∣∣∣∣⇀vs−⇀vg

∣∣∣∣
ds

⎞⎟⎟⎟⎟⎠, δg < 0.8
(3)

where, CD, is the drag coefficient and defined for a smooth particle as [26]:

CD =

⎧⎪⎪⎨⎪⎪⎩
24
δgRes

[
1 + 0.15

(
δgRes

)0.687
]
, Re < 1000

0.44, Re ≥ 1000
(4)

where, Res, is a function of slip velocity and is described as:

Res =
ρgds

∣∣∣∣⇀vs − ⇀vg

∣∣∣∣
μg

(5)

The Syamlal–O’Brien model is described as [15]:

Kgs =
3αsαgρg

4v2
r,sds

Cd

(
Res

vr,s

)
| →Vs −

→
Vg| (6)

where, vr,s, is the terminal velocity correlation for the solid phase as described below:

vr,s = 0.5
(
A− 0.06Res +

√
(0.06Res2) + 0.12Res(2B−A) + A2

)
(7)

A = α4.14
g , B = 0.8α1.28

g for αg ≤ 0.85 and B = 0.8α2.65
g for αg > 0.85 (8)

The EMMS model is described as [27]:

Kgs =
3
4

cD
αsαgρg|

→
Vs −

→
Vg|

ds
α−2.65

g Hd for αg ≥ 0.75 (9)

Kgs = 150
α2

sμg

αgd2
s
+ 1.75

αsρg|
→
Vs −

→
Vg|

ds
for αg < 0.75 (10)

The heterogeneity index, Hd, is calculated based on a proposed method elsewhere [28].

2.1.4. Turbulent Models

The transport equations for the RNG k-ε and k-ω models are written as below, where the buoyancy
effect is neglected [29]:

∂
∂t
(ρk) +

∂
∂xi

(ρkui) =
∂
∂xj

[(
μ+
μt

σk

)
∂k
∂xj

]
+ Pk + ρε (11)

∂
∂t
(ρε) +

∂
∂xi

(ρεui) =
∂
∂xj

[(
μ+
μt

σε

)
∂ε
∂xj

]
+ Cε1

ε
k

Pk −C∗ε2ρ
ε2

k
(12)
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where C∗ε2 = Cε2 +
Cμη3

(
1− ηη0

)
1+βη3 , η = Sk

ε , S =
(
2SijSij

)1/2
and Pk is the production rate of turbulence.

Transport equations for the k-ω model suggested by Wilcox (1991) [30] are described as:

∂(ρk)
∂t

+
∂
∂xj

(
ρUjk

)
=
∂
∂xj

[(
μ+
μt

σk

)
∂k
∂xj

]
+ Pk − β́ρkω+ Pkb “K-equation” (13)

∂(ρω)

∂t
+
∂
∂xj

(
ρUjω

)
=
∂
∂xj

[(
μ+

μt

σω

)
∂ω
∂xj

]
+ α
ω
k

Pk − βρω2 + Pωb “ω-equation” (14)

The numerical values of the coefficients for the RNG k-ε and k-ω models are available in the
literature [31].

2.2. Models’ Descriptions and Simulation Methods

2.2.1. Initial Conditions, Boundary Conditions, Geometry and Grids

The geometry, boundary conditions and grids of the reactor at the initial state are defined and
shown in Figure 1a,b, in order to study the fluidization of the granular biomass particles.

 

(a) (b) 

Figure 1. (a) Reactor geometry, (b) boundary zones and grid design at initial state (static bed).

Air (i.e., the fluidizing agent) enters the reactor from the bottom and passes through a distributor
plate prior to its injection into the chamber. The producer gas exits from the top of the reactor where
the pressure is set to atmospheric with no backflow pressure. The walls are thermally insulated and
defined with a specularity coefficient of φ = 0.5 for the solid phase, as recommended for multiphase
granular flow on bubbling fluidized beds and a no-slip condition for air [32]. Up to 20% of the reactor
volume was initially packed with bed material (i.e., silica sand). The volume fraction of solid particles
within the patched zone was adjusted to 60%. The ambient air temperature and pressure were set at
the reference values.

In order to avoid instability and poor convergence in the simulation of the multiphase flows,
a small time step-size of 0.001 s with 100 iterations per time-step was used until the relative convergence
criterion of 1 × 10−3 was satisfied. The physical specifications of the bed material are summarised in
Table 2.
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Table 2. Physical specifications of bed materials (silica sand particle) [33].

Physical Properties Unit Quantity

Density (Dry basis) (kg m−3) 2636
Particle diameter (μm) 550
Molecular weight (kg kmol−1) 60

A fine grid was selected to capture the steep gradients between the neighbouring areas.
The non-uniform grid spacing was generated using Ansys Desing Modeler (Figure 1). The second order
upwind scheme was used to discretise the convective terms in the momentum and energy equations.
The values and parameters used in the grid generation and numerical model development are shown
in Table 3.

Table 3. Parameters used in grid generation and model development of fluidization hydrodynamics.

Model Statistics

Model basis transient
No. of elements 58,000
Grid structure Unstructured

Turbulent multiphase model Dispersed
Turbulent dispersion model Adopted from Burns et al. [34]

2.2.2. The Effect of Viscous Models on Pressure Drop Profile

The pressure drop profiles against different superficial velocities were derived for each viscous
model (i.e., laminar, RNG k-ε and k-ω) and were then compared against the experimental data. It must
be noted that the occurrence of pressure drop was due to continual fission and fusion of the bubbles in
the fluidization zone [35]. The pressure drop values were recorded over the hypothetical vertical line
aligned in the centre of the reactor’s geometry (Figure 1a).

The best viscous model was selected based on how accurately it could describe the pressure drop
profile when compared with the experimentally-obtained data. That model was subsequently used for
further analysis. In order to identify such a model, a statistical method was employed to evaluate a
two-sample-T-test and to calculate the mean squared error (MSE) for each curve. In order to ensure
that the bed has been effectively fluidized, the velocities <minimum fluidization velocity (Umf) were
discarded in the statistical comparison.

2.2.3. Experimental Validation of the Numerical Analyses

Controlled experiments were conducted using a fluidized bed reactor in order to validate the
simulation results. A reactor with similar dimensions and physical characteristics assumed in the
modelling work, was used in experimental data collection. Pressure drop profiles were generated from
the cold test evaluation when the reactor was initially packed with bed material with similar particle
diameter (i.e., 550 μm) as assumed in the modelling, to the same level (i.e., 20% of total reactor volume)
as described earlier in this work. Further details on the reactor specifications and experimental setup
can be found in our previous study [36]. Each incremental drop in pressure throughout the reactor
was caused by the gradual increase in the superficial velocity of the air between the air distributor and
the reactor outlet.

2.2.4. The Effect of Air Distributor on Fluid Properties

The nature of the turbulence caused by the passage of the fluid through the air distributor was
investigated. The area below and above the air distributor plate located at the bottom of the reactor
was modelled. The dynamics of the air passing through the distributor plates (with pore diameters of
2, 3 and 5 mm) was selected for our simulation. The properties of the fluid with a superficial velocity
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of 0.2 ms−1 was described by the RNG K-ε turbulent model in this section. The selected superficial
velocity was about five times greater than the minimum fluidization velocity to ensure complete
fluidization [9,37].

A mesh-structured air distributor plate was placed at the bottom of the reactor (Figure 2a). It was
necessary to provide a regulated momentum of air inside the reactor chamber to avoid the falling back
of the solid particles into the distributor zone, which could consequently have blocked the air nozzles.
Distributor plates with different pore sizes (Figure 2b) were used in this simulation to investigate the
effect of each perforated plate on the turbulent viscosity of the air. Although the diameter of the plate’s
air holes was variable, the total area of the pores was intended to be constant by adjusting the number
of the pores accordingly.

(a) 

Figure 2. Geometry, boundary condition and grid design for the air distributor plate used in (a)
experimentation and (b) numerical studies.

2.2.5. The Effect of Drag Models on Fluidization Hydrodynamics

Drag force is an key dominant force between the solid particles and the gas phase in a fluidized
bed reactor [38]. Typically, the drag law describing the inter-phase momentum exchange is described
by experimentally-developed models. However, for a fluidized bed with particular characteristics,
it was necessary to investigate whether such models are still applicable. Therefore, three drag models
(i.e., Syamlal–O’Brien, Gidaspow and EMMS) were selected in this study to numerically investigate
the effect of drag functions on the fluidization hydrodynamics. Initially, the pressure drop throughout
the bed was recorded over time for each drag model. That helped to understand when the impact of
pressure drop began to diminish and a steady-state was reached. That indicates complete fluidization
where the bed has been expanded to its maximum target capacity. At that point, the hydrodynamics of
gas–solid fluidization can be defined on a time-averaged basis. Subsequently, the effect of drag models
on the volume fraction of the particles was investigated.

2.2.6. Integrated Turbulent Model and Model Validation

A comprehensive model of the fluidization of the granular particles was be developed via the
integration of the optimum parameters obtained for the most suitable viscosity, drag and pore size of
the air distributor pore models for each stage. The contours of particles’ volume fraction obtained from
the turbulent model were compared with the standard laminar model in a similar setup. It must be
noted that the term “solid” in this study refers to the particle materials in the bed (i.e., granular silica
sands). It is of key importance to achieve a well-developed fluidized bed in terms of bed expansion
and pressure gradient prior to injecting the biomass into the reactor. Moreover, in the actual process,
the biomass particles degrade immediately as injected into the hot reactor and undergo a drastic loss
in density while converting into the solid biochar within a very short period of time. The density
of the produced char is about 40 times less than the bed material (i.e., 2636 kg m−1) (e.g., Napier
grass biochar has the density of 71 kg m−1 [36]). Therefore, it was not possible for the fluidizing
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agent to overcome the drag force, and as a consequence, the particles would fly out of the reactor.
Therefore, the characteristics of fluidization, such as the minimum fluidization condition, maximum
bed expansion and the bubble formation are mostly governed by the motion pattern of the sand
particles and are less effected by the biomass particles.

Once the final integrated model has been set up, it is capable of monitoring the solid volume
fraction profile inside the reactor throughout the gasification process. It enabled us to also predict the
parameters associated with the particles’ motion and the physical aspects of the fluidization, including
the kinetic parameters, pressure-related characteristics, formation and transportation of bubbles and
the parameters associated with the fluidized bed expansion.

2.2.7. Grid Resolution Study

Grid resolution study was conducted in order to check the accuracy of the results. This was done
by pursuing the balance between coarseness of the mesh elements and the computation time required
for a solution. Indeed, coarser grids require less computation time and vice versa. The procedure starts
with selecting a coarse grid with the least number of elements and performing the computation until the
results have been converged with lower relative errors than the pre-defined limit (i.e., 5 × 10−4) for all
models involved in this study. Similar grid sizes and numbers of elements were used in both studies of
fluidization hydrodynamics and evaluation of temperature gradient. Therefore, a single grid study was
valid for both models. The results of grid resolution tests are shown in Figures 3 and 4, respectively.
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Figure 3. Grid resolution test for laminar flow.
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Figure 4. Grid resolution test for re-normalisation group (RNG) K-ε turbulent flow.

The output factor selected in this grid study was the maximum bed height and is related to the
particles’ superficial velocities along the y-axis. Maximum bed expansion occurs when a particle with
the highest y value in all time steps has the velocity of zero. Zero y-velocity with highest possible
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elevation means that the particle is not travelling to any higher zones, and thus, merely bounces within
the fluidization region. An accurate grid quality for a reasonable computation time ensures the highest
bed expansion and better fluidization characteristics. For the laminar model, the computations were
completed for six runs while each run was committed to a gradual increase in element numbers and
eventually converged within a specific time window. Figure 3 shows that the bed height does not
significantly increase with finer grid structure above 16,000 elements. Any further increase in element
quantities above this point leads to an unnecessarily prolonged computing time. The same trend was
observed in the turbulent model but with 58,000 elements (Figure 4). Those optimum grid qualities
were employed in the evaluation of the models in this work.

3. Result and Discussion

3.1. The Effect of Viscous Models on Pressure Drop Profiles

The modelled pressure drop profiles against the superficial velocities corresponding to each
viscous model are shown in Figure 5.

 
Figure 5. Pressure drop versus superficial velocity for different fluid regimes.

In the laminar regime, the uniform flow of the inlet air stream shows insignificant acceleration,
and hence, appears to follow the Hagen–Poiseuille equation order [39]. According to Figure 5, although
different pressure drop values are indicated by each model, the minimum fluidization velocities (Umf)
are just slightly different. The values of Umf are 0.030, 0.029, 0.031 and 0.037 (ms−1) for experimental,
laminar, RNG K-ε and K-ω models, respectively.

At lower superficial velocities, an increase in the pressure drop in the laminar model is seen with
a constant slope until the maximum Δp is reached. This can be due to the uniform and vibrating
motion of the static bed as well as the regular pressure drop gradient [40]. For the velocities below
Umf, an increase in the superficial velocity leads to an increase in the pressure drop; however, the slope
was observed to be steeper for the RNG K-ε and K-ω models compared to the laminar model. That can
be explained by the different functions of each model in describing the particle interactions and
parameters, such as friction coefficient, shear stress, formation of eddies and the associated transferred
energy [41]. All models tend to converge and surpass at the onset of fluidization when the superficial
velocity is over 0.03 ms−1. The Δp is then recorded at constant pressure of 1.016 kPa during the
experimental trial: 0.980 kPa for laminar, 1.001 kPa for RNG K-ε and 1.032 kPa for K-ω models.
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According to the statistical analyses, only the two laminar and RNG K-εmodels with p-values of
<0.05 were capable of adequately representing the experimental data. The RNG K-ε with a smaller
MSE of 539 was selected as the most desirable model for this study to further describe the turbulent
characteristics of the fluidization hydrodynamics.

3.2. The Effect of Air Distributor on the Fluid Properties

In this study, the effect of air distributor on the fluid properties was investigated and an effective
turbulent viscosity was calculated to analyse the transfer of momentum caused by turbulent eddies.
The corresponding contours of the turbulent viscosity across the distributor area are presented in
Figure 6.

 
(a) (b) (c) 

Figure 6. Effect of distributor plate with pore diameters of (a) 5 mm, (b) 3 mm and (c) 2 mm on the
turbulent viscosity of the fluid.

The air distributor with larger pores (Figure 6a) was observed to be less effective in increasing
the magnitude of the kinetic energy of the fluid. Moreover, the pressure gradient is not uniformly
distributed above the surface of the plate. The energy that is introduced by eddies are maximized
around the corners which may result in pushing the solid particles to travel along the wall zones
and less towards the centre of the reactor. This may cause a sudden pressure drop across the centre
which simultaneously reduces the bed expansion. Plates with pore diameters of <5 mm are, therefore,
desirable. However, according to Figure 6c, very small pore diameters also tend to be non-ideal as
they increase the turbulent viscosity, as well as the gas pressure below the distributor plate. Therefore,
they create the red zone—an indication of the air failing to pass through the nozzles. This is due to the
fact that the sudden pressure drop imposed by the very small pores leads to the overall pressure of
the fluid below the plate to significantly increase [42]. Larger eddies are created across the plate and
the chance of a back pressure developing increases. The velocity of the fluid above the distributor
plate, on the other hand, is too small to vibrate the solid particles, hence is not able to expand the bed.
A plate with a pore diameter of 3 mm (Figure 6b) was observed to have a better turbulent viscosity
profile than the other two cases discussed. The distribution of energy above the plate is uniform and
the viscosities are maximal (i.e., a 1.8 fold increase). Although the intensity of turbulent viscosity is
higher around the wall area, it is relatively constant towards the centre of the plate.

A plot of the turbulent viscosity against the centre line of Y-coordinates is shown in Figure 6b.
The turbulent viscosity of the air was slightly reduced from 1.79 × 10−4 to 1.65 × 10−4 kg(ms)−1 from
the heights of 0 to 0.18 m. However, as the fluid touches the distributor plate, the turbulent viscosity,
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encountered by an intensive pulse, passes through the grate pores. At the beginning, it rapidly increases
to 1.7 × 10−4 kg(ms)−1 at a height of 0.196 m and then dramatically drops to 0.58 × 10−4 kg(ms)−1 at
a height of 0.2 m. It then increases to the maximum value of 2.69 × 10−4 kg(ms)−1 at point “A” at a
height of 0.217 m and then falls again as it exits from the pores of the mesh structured plate, and flows
along the height of reactor until it reaches 1.21 × 10−4 kg(ms)−1 at the height of 0.3 m. The resultant
pulse was similar to the performance of an air nozzle, indicating a rapid rise in the kinetic energy
by applying a sudden pressure drop to the fluid that is passing through the narrow channels of the
nozzle [43]. For a better visualization of the phenomena, a closer view of the fluid momentum when
passing through the nozzles is shown in Figure 7 with the assistance of velocity vectors.

 
Figure 7. Vector velocity coloured by turbulent viscosity on the pores of the distributor plate.

A sudden pressure drop is observed when the upwards-moving fluid reaches the small air
nozzles. The air molecules are contracted as a result and their kinetic energy reduces accordingly while
passing through the nozzles. Molecules with a high potential energy eject from the pores to above
the distributor plate as their energy converts to kinetic energy in a very short time span, creating the
eddies with the highest motions [42]. Since the fluid velocity is adequate and the pore diameters are
defined properly, the turbulent viscosity profile becomes consistent from across the top of the plate
and creates a steady pressure profile for fluidization. An air distributor plate with a pore diameter of
3 mm was, therefore, considered desirable in this study and will be used for further hydrodynamics
investigations. Also, all the calculated quantities corresponding to the turbulent fluidizing fluid have
been employed to derive the properties at point “A” in Figure 6b.

3.3. The Effect of Drag Models on Fluidisation Hydrodynamics

The results of pressure drop versus time for the three drag models used in this study are shown
in Figure 8. It is observed that the pressure drop corresponding to all the three drag models have
considerably reduced and hit a minimum at the beginning of the fluidization in approximately 1.5 s.

However, the pressure drop began to slightly increase until it reached a relatively steady-state
condition with least fluctuation after almost 3 s.

Figure 9 indicates the variation of time-averaged solid volume fraction as the result of using the
selected drag models along the height of the reactor at the central axis. It is seen that the models
predicted by Syamlal–O’Brien and Gidaspow showed relatively lower solid volume fractions at any
heights below 0.4 m as compared to the EMMS. However, the overall bed expansion for the model
predicted by the EMMS was smaller (i.e., 0.54 m) than those forecast by Syamlal–O’Brien (i.e., 0.58)
and Gidaspow (i.e., 0.6). Furthermore, the solid volume fraction at the surface of the fluidized bed
gradually dropped to zero for the models predicted by Syamlal–O’Brien and Gidaspow, which seemed
to be more physically realistic than those predicted by the EMMS.
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Figure 9. Effect of drag models on the variation of time-averaged solid volume fraction along the
reactor height at the central axis.

The EMMS model unrealistically predicts too sharp of a change in the solid volume fraction at
similar zones. According to the pressure drop values corresponding to the three drag models (Figure 8),
the formation of bubbles and the motion of particles are expected to follow a similar trend; however,
the effects of each on the bed expansion and solid volume fraction are significant. The pressure drop
corresponding to the minimum fluidization condition obtained experimentally (i.e., 1.166 kPa) was
compared to that from the simulation of the drag models. The value obtained from the Syamlal–O’Brien
model (i.e., 1.123 kPa) is observed to be more consistent with the experimental data, and therefore,
it was considered as the reference drag model in the development of the hydrodynamic model.

3.4. Development of the Fluidisation Hydrodynamics Turbulent Model

The hydrodynamics of fluidization was simulated with the RNG K-ε turbulent model and the
Syamlal–O’Brien drag model. An air distributor with a pore diameter of 3 mm was assumed to
define the momentum exchange between the gas and solid phases, inter-particle interactions, bubble
formation and motion pattern of the bed material in the state of fluidization. The initial air velocity
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and the turbulent viscosity were 0.2 ms−1 and 2.69 × 10−4 kg(ms)−1, respectively. The process was
simulated for the initial 3 s. The contours for the solid volume fractions corresponding to different
time steps-starting from the initial condition (i.e., t = 0) and continuing for three seconds of complete
fluidization, are illustrated in Figure 10.

Figure 10. Solid volume fraction contours in a (a) laminar model and a (b) RNG k-ε turbulent model.

The formations of bubbles as well as the maximum bed expansion were noticeable at each time
step. Both systems gradually reached a steady state and became fully-developed within three seconds
once the fluidization was initiated. The particles in the laminar model (Figure 10a) are seen to have
an axisymmetric distribution. The bubbles began to form at the surface of the air distributor and
were enlarged as they moved upwards due to the surface tension gradient. Similar hydrodynamic
behaviour has been reported previously [10,13]. However, as depicted in Figure 10b, the formation and
development of bubbles as described by the RNG k-ε turbulent model seems to be non-uniform when
compared to that described by the laminar model. Large quantities of small bubbles are firstly formed
at the surface of the air distributor as opposed to the laminar model. These bubbles then gradually
distributed towards the bed medium—more likely closer to the wall. The enlargement of the bubbles
close to the wall was due to the friction caused by the wall roughness. The momentum imparted to the
walls was introduced by the specularity coefficient for the solid phase at wall conditions. However,
the bubbles in the middle section of the chamber were developed in size and quantity due to the
interaction with the smaller nearby bubbles. All bubbles formed eventually tend to migrate to and
collapse at the bed surfaces. Similar behaviour of bubbling fluidized beds is described in a previous
study [44] as the bubbles started to form and expand in diameters prior to upwards movement through
the bed medium towards the free board region. The movements of the bubbles, as they collide with
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the stationary particles, transfers the kinetic energy and causes them to travel in random directions
along the height of the gasifier and hence, establishing the fluidization phenomenon.

4. Conclusions

A numerical model with a Eulerian—Eulerian multiphase approach was employed to simulate
biomass gasification in a bubbling fluidized bed reactor. Different turbulent models were investigated
to study the hydrodynamics of the gasification process. The pressure drop was modelled along
the gasifier’s height for various superficial velocities, and the results were compared and validated
against the experimentally-obtained data. The values corresponding to the RNG k-ε turbulent model
were seen to have a better description of the experimental results. Moreover, the impact of the air
distributor, with different pore diameters on the momentum characteristics of the air as it enters
the gasifier, was investigated. The distributor plate with a pore diameter of 3 mm was selected for
generating the largest turbulent viscosities above the distributor’s plate (i.e., 2.69 × 10−4 kg(ms)−1)
with a uniform distribution profile. The drag models of Syamlal–O’brien, Gidaspow and EMMS
were investigated in solid fluidization in terms of pressure drop profiles and the volume fraction.
In comparison, the Syamlal–O’Brien model corresponding to a pressure drop of 1123 Pa was observed
to be the most consistent with the experimental data (i.e., 1166 Pa). Upon the integration of the models’
outputs, the contours for the solid volume fractions were generated and compared with the laminar
model. The formation of the bubbles and their movement along the gasifier’s height as well as the
pressure drop profiles in the presence of the turbulent flow followed a different pattern compared
to the laminar flow. The developed hydrodynamic model was able to predict the numerical terms
associated with the particles’ motions and the physical aspects of fluidization, including the kinetics,
pressure-related characteristics, formation, and transportation of bubbles and fluidized bed expansion.
The derived hydrodynamic model can also help to reduce the number of empirical trials required for
process optimization for a fluidized bed reactor—providing accurate details on the physical aspects of
fluidization which are challenging to experimentally measure.
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Abstract: The computational fluid dynamics-population balance model (CFD-PBM) has been
presented and used to evaluate the bubble behavior in a large-scale high pressure bubble column with
an inner diameter of 300 mm and a height of 6600 mm. In the heterogeneous flow regime, bubbles
can be divided into “large bubbles” and “small bubbles” by a critical bubble diameter dc. In this
study, large and small bubbles were classified according to different slopes in the experiment only
by the method of dynamic gas disengagement, the critical bubble diameter was determined to be
7 mm by the experimental results and the simulation values. In addition, the effects of superficial gas
velocity, operating pressure, surface tension and viscosity on gas holdup of large and small bubbles
in gas–liquid two-phase flow were investigated using a CFD-PBM coupling model. The results show
that the gas holdup of small and large bubbles increases rapidly with the increase of superficial gas
velocity. With the increase of pressure, the gas holdup of small bubbles increases significantly, and the
gas holdup of large bubbles increase slightly. Under the same superficial gas velocity, the gas holdup
of large bubbles increases with the decrease of viscosity and the decrease of surface tension, but the
gas holdup of small bubbles increases significantly. The simulated values of the coupled model have
a good agreement with the experimental values, which can be applied to the parameter estimation of
the high pressure bubble column system.

Keywords: high pressure bubble column; the critical bubble diameter; the gas holdup; the large
bubbles; the small bubbles

1. Introduction

As a common multi-phase reactor, the bubble column reactor has been widely used in
petrochemical, fermentation, waste water treatment, mineral processing and metallurgy industries
due to its lack of mechanically operated parts, large phase-contacting area, easy operation, high mass
transfer and heat transfer efficiency [1–3]. The flow structure in the bubble column is greatly influenced
by gas–liquid properties, gas flow rate, bubble size and distributor design [4]. Gas holdup is the
volume fraction of gas in the total volume of gas–liquid phase in the bubble column, which is one of the
most important parameters to characterize the hydrodynamic characteristics of the bubble column. It is
closely related to the bubble size and the superficial gas velocity [5]. Moreover, these parameters will
be more or less affected by the hydrodynamic characteristics, such as the style of the gas distributor [6],
the column diameter, the liquid height [7] and the liquid properties [8]. It is a focus issue for the design,
optimization and scale-up of the bubble column reactor to optimize these operation parameters to
improve the gas holdup and phase interface area in the column.

From the mesoscopic scale, there are multi-scales of bubbles in the bubble column. In the
homogeneous flow regime, the small sized and uniform bubbles are generated by the gas distributor,

Processes 2019, 7, 594; doi:10.3390/pr7090594 www.mdpi.com/journal/processes109



Processes 2019, 7, 594

and the bubbles rise slowly. However, in the heterogeneous flow regime, because of coalescence and
breakup, bubbles can be divided into “large bubbles” and “small bubbles” by a critical bubble diameter
dc with a two-bubble-class hydrodynamic model [9–11]. Generally, the small bubbles are in the range of
3–6 mm [10], and the large bubbles are typically in the range of 10–30 mm [10,12]. Therefore, it plays an
important role in studying the gas holdup of large and small bubbles, as well as in accurately predicting
flow patterns and gas dynamics in the mesoscopic scale [13]. In this study, large and small bubbles
were classified only by the different slopes measured by the dynamic gas disengagement method in the
experiment [9]. At present, the effects of different factors on gas holdup have been mainly investigated
through experimental techniques (dynamic gas disengagement, differential pressure [14], electrical
resistance tomography, conductivity probe [15], etc.) and computational fluid simulation. Among them,
Besagni et al. [16] used experimental measurements and image analysis to investigate flow regime
transition, bubble column hydrodynamics, bubble shapes, and size distributions. Gemello et al. [17]
used two optical probes to investigate the effects of contaminants and spargers on the bubble size, and
they found that adding contaminants and alcohol in the bubble column inhibited bubble coalescence and
caused the decrease of bubble sizes. The data obtained by experimental techniques can provide reliable
tools for the validation of the CFD-PBM model. Zhang et al. [18] used dynamic gas disengagement
(DGD) to investigate the effects of surface tension, viscosity, pressure and superficial gas velocity on
the gas holdup of large and small bubbles. Yang et al. [19] showed that the critical bubble sizes in the
acetic acid-air experimental system are 5 and 6 mm by using DGD. The effects of operating pressure
(0–2.0 MPa) and superficial gas velocity (0.08–0.32 m/s) on the gas holdup of large and small bubbles
were also investigated. The results showed that with the increase of pressure, the gas holdup of small
bubbles increased obviously, and with the increase of superficial gas velocity, the gas holdup of large
bubbles changed greatly while the gas holdup of small bubbles did not change significantly. Xing [20]
also used the DGD method and computational fluid dynamics (CFD) simulations to investigate the
influence of superficial gas velocity on the characteristics of bubbles in a deionized water–air system,
and they showed a powerful function in different fields for estimating the hydrodynamic behavior
in the bubble column, providing a reasonable basis for the design and amplification of the bubble
column [21]. CFD is helpful to understand the characteristics of fluid flow by combining simulation
results with the experimental results [22], the wake acceleration effect of large and small bubbles, as
well as the effect of operating pressure on bubble collapse were considered by Yang et al. [23]. They
also used the modified CFD-PBM coupling model to investigate the effect of pressure variation on
gas holdup under different superficial gas velocities (0.04–0.16 m/s). The results showed that the gas
holdup of small bubbles increased rapidly with the increase of pressure, while the gas holdup of large
bubbles basically remained unchanged or decreased slightly.

Most of the previous simulations have focused on changes in total gas holdup under different
conditions. However, the distribution characteristics of gas holdup of large and small bubbles are
rarely simulated.

The aim of this study was to divide the bubbles into large and small bubbles from the mesoscopic
scale, and the coupling CFD-PBM model was used to simulate the results of the literature and present
the effect of superficial gas velocity, operating pressure, surface tension, viscosity and other conditions
on the gas holdup of large and small bubbles. Through numerical simulation, it was found that the
simulation results were basically consistent with the experimental results, and the effect of superficial
gas velocity on the gas holdup of large and small bubbles can be well predicted.

2. Experimental Setup

The experimental setup is shown in Figure 1. The material of the bubble column was stainless
steel to meet the high pressure experimental conditions. The inner diameter of the reactor was 300 mm,
and the height was 6600 mm. The conductivity probe, the differential pressure method and the ERT
(electrical resistance tomography) were installed in the height range of 2500–3100 mm on both sides
of the bubble column to get the gas holdup. The three measuring methods in different plane had a
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good reliability in measuring gas holdup, as shown in Figure 2a,b. The experimental system was
an air–water system under operating pressure (0.5–2.0 MPa) and superficial velocity (0.16–0.32 m/s).
The hydrodynamic parameters in the high pressure bubble column were measured and analyzed
by different testing techniques. Among them, two ERT electrode matrices were mounted on two
cross-sections of the bubble column height of 3000 (Plane 1) and 2600 mm (Plane 2), and each electrode
matrix was composed of 16 electrodes installed in the bubble column.

Figure 1. Schematic diagram of the experiment. 1: Valve; 2: Safe vale; 3: Bubble column; 4: Conductivity
probe; 5: Electrodes of electrical resistance tomography (ERT); 6: Differential pressure measuring pin; 7:
Gas–liquid separation tank; 8: Liquid storage tank; 9: Vortex flowmeter; 10: Absorption column; 11:
Pump; 12: Gas storage tank; 13: Air compressor.

 

(a) (b) 

Figure 2. (a) The gas holdup εg measured by three methods at plane 1 under different superficial gas
velocities; (b) The gas holdup εg measured by three methods at plane 2 under different superficial
gas velocities.
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3. Mathematical Model

3.1. Two-Fluid Model

In this study, using the FLUENT 15.0 as the platform. In the Euler-Euler model, both water and
bubbles were considered as the continuous phase of the calculation zone. The model equation mainly
included the continuum equation and the momentum conservation equation. The specific expression
is as follows:

Continuum equation: (i = liquid or gas phase)

∂αi
∂t

+ ∇ · (αiUi) = 0 (1)

Momentum conservation equation: (i = liquid or gas phase)

∂αiρiUi

∂t
+ ∇ · (αiρiUiUi) = −α · ∇p + ∇ · (αiτi) + (−1)iFi + αiρig (2)

3.2. Interphase Force

3.2.1. Drag Force

This study was based on the bubble swarm drag model of Roghair et al. [24]. In the heterogeneous
flow regime bubbles in the column can coalescence and break up, it can be seen that the bubble size
distribution in the column was wide, which was different from the drag force of single bubble size.
The drag force of the bubble swarm is not only related to the liquid phase but is also affected by the
interaction between the bubbles. The experimental values of Qin [25] under different superficial gas
velocities (0.088–0.317 m/s) and pressures (0.1–2.0 MPa) were used to correct a semi-empirical bubble
swarm drag force, as shown in Table 1. The density correction term ρg/ρ0 was introduced into the
bubble swarm model, and the modified bubble group drag force model is shown in Equation (3).

Table 1. Bubble group drag coefficient for numerical simulation.

P(MPa) ρg/ρ0 ug dB,exp εg,exp CD εg,sim Error

0.1 1

0.088 9.64 0.17 0.70 0.18 0.17%
0.132 9.91 0.22 0.40 0.21 −1.94%
0.154 10.05 0.23 0.28 0.22 −2.08%
0.199 10.32 0.25 0.21 0.25 0.51%

0.5 5

0.199 9.67 0.35 0.51 0.36 0.42%
0.233 9.84 0.39 0.46 0.39 −0.83%
0.275 10.08 0.42 0.41 0.42 −0.81%
0.317 10.30 0.45 0.36 0.44 −0.97%

1.0 10

0.199 9.39 0.35 0.51 0.36 0.42%
0.233 9.83 0.49 0.68 0.49 −0.93%
0.275 10.13 0.51 0.55 0.50 −1.09%
0.317 10.22 0.52 0.46 0.53 −0.78%

1.5 15

0.199 9.15 0.50 0.88 0.51 0.50%
0.233 9.69 0.53 0.75 0.53 −0.96%
0.275 9.93 0.55 0.63 0.55 0.11%
0.317 10.06 0.56 0.49 0.56 0.82%

2.0 20

0.199 8.98 0.54 0.97 0.54 0.37%
0.233 9.14 0.56 0.78 0.56 −0.27%
0.275 9.36 0.57 0.63 0.57 −0.64%
0.317 9.50 0.58 0.52 0.58 −0.41%
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CD

CD,∞(1− εG)
= 3.94

(
ρ

ρ0

)−0.70

+

⎡⎢⎢⎢⎢⎣97.20
E0
− 19.84

(
ρ

ρ0

)−0.73⎤⎥⎥⎥⎥⎦εG (3)

3.2.2. Turbulent Dispersion Force

Generally, the fluid flow in the bubble column is in a turbulent state. In order to describe the
turbulent action in the liquid phase, it is necessary to introduce a turbulent dispersion force, because
the introduction of a turbulent diffusion force contributes to uniform calculation results of the gas
holdup in the column, which makes it more consistent with the experimental values. In this section,
we used the turbulent dispersion force proposed by Lopez de Bertodano [26]. The specific expressions
are listed as follows:

FTD,L = −FTD,G = CTDρLkL∇εG (4)

where CTD is the turbulent diffusion force coefficient, and its default value is 1.
It is difficult to converge when the numerical simulation is carried out directly using Equation (4).

In the FLUENT 15.0 platform, the limit function fTD,limiting is added to the model. Therefore, the
modified model of the turbulent dispersion force is given as follows:

FTD,L = −FTD,G = fTD,limitingCTDρLkL∇εG (5)

fTD,limiting(εG) = max
(
0, min

(
1,
εG,2 − εG

εG,2 − εG,1

))
(6)

where εG,1 is 0.3 and εG,2 is 0.7.

3.2.3. Horizontal Lift Force

When the bubble moves upward in the column, the pressure distribution around the bubble is
unbalanced due to the asymmetry of the liquid in the direction of movement of the bubble [27]. This
produces a horizontal lift force perpendicular to the direction of motion of the bubble. Drew [28]
proposed that the lift force experienced in the dispersed phase of the continuous liquid phase is listed
as follows:

FL = −CLεGρL(uG − uL) × (∇ · uL) (7)

where CL is the horizontal lift coefficient.
Zhang [29] believed that in the fully developed area, the forces acting on the bubble mainly

include the turbulent diffusion force and horizontal lift, and the horizontal lift coefficient CL and the
turbulent diffusion force coefficient CTD are closely related according to the conservation of momentum.
The specific expression is as follows:

CL

CTD
= −0.2

ε2
L

εL
(8)

3.2.4. Wall Lubrication Force

Due to the effect of the wall, the liquid around the bubble is asymmetrical, so the bubble is
subjected to a force away from the wall. This force is called wall lubrication force. Nguyen et al. [30]
verified that liquid velocity relies on wall lubrication force. Therefore, the model of the wall lubrication
force used in this part of the simulation was Tomiyama’s equation [31]

FWL = CWLρLεG
∣∣∣(uL − uG)

∣∣∣2nW (9)
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The specific expression of CWL is:

CWL = Cw
db
2

⎛⎜⎜⎜⎜⎝ 1
y2

w
+

1

(D− yw)
2

⎞⎟⎟⎟⎟⎠ (10)

The definition of CW is:

Cw =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
0.47 Eo< 1

e−0.933Eo+0.179 1 ≤ Eo ≤ 5
0.00599Eo− 0.0187 5 <Eo ≤ 33

0.179 33 ≤ Eo

(11)

The expression of EO is:

Eo =
g(ρL − ρG)d2

B
σ

(12)

3.3. Bubble Breakup Model

Common bubble breakup models are: the Luo model [32], the Lehr model [33], the Ghadiri model,
and the Laakkonen model [34]. However, the Luo bubble breakup model has the advantages of simple
form, high prediction accuracy and wide application. Thus, in this study, the Luo bubble breakup
model was adopted. The specific expression of the Luo model is shown in Equation (13):

Ωbr(V, V′ ) = K

1∫
ζmin

(1 + ζ)2

ζn exp(−bζm)dζ (13)

where K, n, m, β, b can be specifically expressed as:

K = 0.9238ε1/3d−2/3α
n = 11/3, m = −11/3, β = 2.047
b = 12

[
f 2/3 + (1− f )2/3 − 1

]
σρ−1ε−2/3d−5/3β−1

(14)

3.4. Bubble Coalescence Model

Common bubble coalescence models include the Luo model, the free molecular model, and the
turbulent-model. The bubble coalescence rate model can be expressed as:

Ωag
(
ViVj

)
= ω

(
ViVj

)
P
(
ViVj

)
(15)

The collision frequency between bubbles can be expressed as:

ω
(
ViVj

)
=
π
4

(
di + dj

)
ninjuij (16)

Based on Luo’s coalescence efficiency model, the modified coefficient Ce was introduced into the
bubble coalescence efficiency model. The modified bubble coalescence efficiency model is listed as
follows [35]:

Ce = 0.319 ln(ρ/ρ0) + 0.665 (17)

4. Results and Discussion

4.1. Mesh Independence

The numerical simulation was carried out by using the FLUENT 15.0 software as the platform.
The CFD-PBM coupling model was presented and used to evaluate the gas holdup of the large and
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small bubbles influenced by the critical bubble diameter, the superficial gas velocity, pressure, surface
tension and viscosity in a large-scale high pressure bubble column. In the numerical simulation, the
two-dimensional axisymmetric model could optimize the time of the calculation due to the small
number of meshes. Figure 3a is a two-dimensional axisymmetric geometric model taken by the
numerical simulation. Figure 3b is a grid map taken from the bottom of the column at 2000 and
3200 mm. The detailed information of meshing is shown in Reference [35].

 
(a) (b) 

Figure 3. (a) Two-dimensional axisymmetric model. (b) A part of the meshing scheme.

The meshing of the geometric model had a great influence on the numerical simulation results.
As the number of meshes increased, it not only requested improvements of the performance of
the computer, it also increased the calculation time. Therefore, in order to improve the numerical
simulation accuracy and the calculation efficiency, a suitable meshing method was the basis of the
numerical simulation.

The mesh independence was investigated under the conditions of the superficial gas velocity of
0.317 m/s and a pressure of 0.5 MP, and, as such, four grids with grid numbers of 3960, 5940, 17160
and 47520 were used, respectively. The effects of meshing on radial gas holdup (Figure 4a), axial gas
velocity (Figure 4b), and axial fluid velocity (Figure 4c) were verified. By comparison, it was found
that selecting a grid with a grid number of 5940 could ensure the accuracy of calculation of each fluid
mechanics parameter and could also satisfy a small calculation amount.
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ε

(a) (b) 

 
(c) 

Figure 4. (a) Influence of grid partition on radial gas holdup. (b) Influence of grid partition on the axial
gas velocity. (c) Influence of grid partition on the axial liquid velocity.

4.2. Determination of Critical Bubble Diameters

In the experiment, a bubble diameter of 3–6 mm could be regarded as small bubbles, and a bubble
diameter of 10–80 mm could be regarded as large bubble [10–12]. Thus, it was very meaningful to
distinguish bubble size from bubble swarm for calculating gas–liquid mass transfer characteristics.
Xing et al. [20] used DGD to measure the tendency of the gas holdup of large bubbles with the
superficial gas velocity in his experiment, and they gave a suggestive bubble critical value. In this
study, we used 6, 7 and 8 mm as the critical bubble diameters to simulate the gas holdup, and we
compared them with the experimental values obtained by DGD. From Figure 5, it can be seen that the
results of simulation using different critical bubble diameters were different. It was found that the
variation trend of the gas holdup of large bubbles was apparently consistent with the superficial gas
velocity—that is, the gas holdup of large bubbles gradually increased with an increase of superficial gas
velocity. However, when the critical bubble diameter was 6 mm, the simulation value of gas holdup of
large bubbles was significantly higher than the experimental value. When the critical bubble diameter
was 8 mm, the simulation value of gas holdup of the large bubble was lower than the experimental
value. Therefore, the critical diameter of 7 mm of the bubble was adopted.
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Figure 5. Effect of different critical bubble diameters on gas holdup of large bubbles.

4.3. The Gas Holdup of Large Bubbles and Small Bubbles

4.3.1. Effect of the Superficial Gas Velocity on the Gas Holdup

Figure 6 shows the effect of superficial gas velocity on the average gas holdup, large bubbles gas
holdup, and small bubbles gas holdup at different pressures (0.5, 1.0, 1.5, and 2.0 MPa). The effects of
superficial gas velocity with different pressures on various gas holdup were simulated by the modified
CFD-PBM coupling model. At the same time, compared the date obtained by Yang [19] using DGD, the
variation of the gas holdup of large and small bubbles with the change of the superficial gas velocity
was analyzed. It was found that the simulation value of the gas holdup of small bubbles was in good
agreement with the experimental value. However, the gas holdup of large bubbles was slightly smaller
than the experimental value. With the increase of superficial gas velocity, the gas holdup of large and
small bubbles increased gradually, and the increased tendency of large bubbles was smaller than small
bubbles. This variation trend is consistent with the experimental results of Xing [20]. The main reason
for this phenomenon is that with the increase of superficial gas velocity, the turbulence within the
column was intensified, and the bubble size was relatively uniform and smaller in diameter when the
breakup and coalescence between bubbles were balanced. In the case that the critical bubble diameter
was determined, the number of small bubbles increased and the number of large bubbles decreased.
It can also be seen from Figure 6 that with the increase of pressure, the increased rate of the average gas
holdup and the gas holdup of small bubbles gradually decreased with the increase of the superficial
gas velocity. This is mainly because as the pressure got higher and higher, the bubble size got smaller
and narrower. However, the increasing pressure had a slight influence on the bubble size. Under the
determination of critical bubble diameter, the gas holdup of the small bubble was higher, but the small
bubble gradually slowed down with the increase of superficial gas velocity.
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Figure 6. Effect of different superficial gas velocities on the gas holdup of large and small bubbles in
different pressure ((a) P = 0.5 Mpa; (b) P = 1.0 Mpa; (c) P = 1.5 Mpa; (d) P = 2.0 Mpa).

4.3.2. Effect of the Different Pressure on the Gas Holdup

Figure 7 shows the effect of operating pressure on the gas holdup of large and small bubbles
under different superficial gas velocities (0.160, 0.215, 0.253, and 0.317 m/s). The variation trend of
the average gas holdup, large bubble gas holdup and small bubble gas holdup was investigated by
numerical simulation. From Figure 7, it can be seen that the experimental values of Yang [19] and
the values obtained through the CFD-PBM simulation are very consistent, especially the values of
average gas holdup and small bubble gas holdup. For large bubble gas holdup, it can be seen that
the simulated values were lower than the experimental values, especially when the pressure was
higher, which makes the difference slightly obvious. This better illustrates that the modified CFD-PBM
coupling model can predict the variation of gas holdup in the bubble column at different superficial
gas velocities and different pressures. In addition, the gas holdup of large bubbles increased slowly
with the increase of pressure. Moreover, compared with the gas holdup of large bubbles, the gas
holdup of small bubbles increased significantly. The variation tendency of the gas holdup of large
and small bubbles is consistent with the experimental results of Jordan et al. [36] and Krishna and
Ellenberger et al. [10]. From Figure 7, it can be seen that when P ≤ 1 MPa, the average gas holdup and
the gas holdup of large bubbles increased rapidly. When P ≥ 1 MPa, both increased slowly. Therefore,
with the increase of pressure, the effect of pressure on the average gas holdup and the gas holdup of
large bubbles gradually decreased.
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Figure 7. Effect of different pressure on the gas holdup of large bubbles and small bubbles at different
superficial velocities ((a) ug = 0.160 m/s; (b) ug = 0.215 m/s; (c) ug = 0.253 m/s; (d) ug = 0.317 m/s).

4.3.3. Effect of Surface Tension on the Gas Holdup of Large and Small Bubbles

Figures 8 and 9 show the influence of different surface tensions (σ = 49.9 × 10−3, 60.7 × 10−3,
66.7 × 10−3, 70.0 × 10−3 N/m) on the gas holdup of large and small bubbles at different superficial gas
velocities under high-pressure conditions. From Figure 8, it can be seen that the gas holdup of small
bubbles increased with the superficial gas velocity under different surface tensions. However, the
gas holdup of small bubbles under a low surface tension was significantly higher than that under a
high surface tension, which shows that the gas holdup of small bubbles gradually decreased with the
increase of surface tension. Under the large surface tension (σ = 70.0 × 10−3 N/m), the simulated values
agreed well with the experimental values. Under other surface tensions (σ = 49.9 × 10−3, 60.7 × 10−3,
66.7 × 10−3 N/m), the simulated value was consistent with the small bubble gas holdup measured
by DGD, and there was a certain error. This may be because the critical bubble diameter was set too
small. Thus, in the case of low surface tension, it helped to form small bubbles, and small bubbles
rarely coalesced in the liquid phase. As such, the experimental gas holdup increased. From Figure 9, it
can be seen that under different surface tensions, the gas holdup of large bubbles increased with the
increase of superficial gas velocity, and the gas holdup of large bubbles increased with the increase
of surface tension. The simulated value was in good agreement with the experimental value under
a large surface tension. However, the simulated value of the large bubble under the small surface
tension was larger than the experimental value, and, under the large surface tension, the experimental
value was slightly higher than the simulated value.
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Figure 8. Effect of surface tension on the gas holdup of small bubbles.

Figure 9. Effect of surface tension on the gas holdup of large bubbles.

By comparing the experimental and simulated values of the gas holdup of large and small bubbles,
the modified CFD-PBM coupling model could basically investigate the influence of surface tension on
the gas holdup of small bubbles in a high-pressure gas–liquid two-phase flow.

4.3.4. Effect of the Viscosity on the Gas Holdup

As can be seen from Figures 10 and 11, the modified CFD-PBM coupling model under high
pressure was used to investigate the effect of different viscosities (μ= 1.41× 10−3, 1.91× 10−3, 2.35× 10−3,
3.54 × 10−3 Pas) on the gas holdup of large and small bubbles.
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Figure 10. Effect of the viscosity on the gas holdup of small bubbles.

Figure 11. Effect of the viscosity on the gas holdup of large bubbles.

From Figures 10 and 11, it can be seen the gas holdup of small bubbles decreased with the increase
of viscosity. With the increase of superficial gas velocity, the gas holdup first increased and then
remained unchanged. The experimental results are consistent with results in Reference [20], mainly
because the viscosity had little effect on the gas holdup in the case of low viscosity. As the viscosity
gradually increased, the effect of viscosity on the gas holdup increased, resulting in a decrease of small
bubbles in the column. The gas holdup of large bubbles increased with the increase of viscosity, and
with the increase of superficial gas velocity, the gas holdup also increased. This was mainly because,
with the increase of liquid viscosity, small bubbles in the column coalesced and formed large bubbles,
which increased the bubble diameter and increased the gas holdup of large bubbles in the column.
Yang [19] and Khare [37] also gave a reasonable explanation of the influence of viscosity on the gas
holdup of large bubbles. The modified CFD-PBM coupling model was used to basically investigate the
effect of viscosity on the gas holdup of small bubbles and to have a better prediction of the gas holdup
in a high-pressure gas–liquid two-phase flow.
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5. Conclusions

In this paper, the modified CFD-PBM coupling model by FLUENT 15.0 was used to simulate the
high pressure gas–liquid two-phase flow in a bubble column, and the simulated values were compared
with the experimental values. The main results were obtained as follows:

(1) Using 6, 7 and 8 mm as critical bubble diameters, the variation trend of the gas holdup of the large
bubbles with the superficial gas velocity was obtained from the simulation results, and it was
compared with the gas holdup of Xing [19] in the water–air system. It was finally determined the
critical bubble diameter that divided the bubble into large and small bubbles was 7 mm.

(2) Using the modified CFD-PBM coupling model, the effects of superficial gas velocity and operating
pressure on the gas holdup of large bubbles and small bubbles were analyzed. It is found that
as the superficial gas velocity increased, the gas holdup of large and small bubbles increased to
varying degrees. On the other hand, with the increase of pressure, the influence of pressure on
the gas holdup of large bubbles gradually weakened. In the high pressure, the gas holdup of the
small bubble increased with the increase of the superficial gas velocity.

(3) Compared with the results of the cold model experiment, it is found that the modified CFD-PBM
coupling model could effectively estimate the influence of surface tension and viscosity on the
gas holdup of large and small bubbles. That is, the gas holdup of the small bubbles gradually
decreased as the surface tension and viscosity increased. The gas holdup of the large bubble
gradually increased with the increase of the surface tension and viscosity.
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Abbreviations

εg ——[–] gas phase holdup
dc ——[mm] The critical bubble diameter, mm
ui ——[m s−1] velocity, m·s−1, i = 1: gas phase, i = 2: liquid phase
g ——[m s−2] gravitational acceleration, m s−2

εL ——[–] liquid phase holdup
ρ ——[kg m−3] density, kg·m−3

U ——[m s−1] velocity, m·s−1

τ ——[–] effective pressure tensor
g ——[m s2] gravitational acceleration, m·s2

ε ——[m2 s−3] turbulent dissipation rate, m2·s−3

μt ——[Pa s] turbulent viscosity, Pa·s
K,kL ——[m2 s−2] turbulent kinetic energy, m2·s−2

FD ——[N m−3] drag, N·m−3

uG ——[m s−1] gas velocity, m·s−1

uL ——[m s−1] liquid velocity, m·s−1

CD ——[–] drag coefficient
CD,∞ ——[–] ideal state drag coefficient
Eo ——[–] parameter Eo
FL ——[N] transverse lift, N
CL ——[–] transverse lift coefficient
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CTD ——[–] turbulent dispersion coefficient
FTD,L FTD,G ——[N] turbulent dispersion force, N
fTD,limiting ——[–] turbulent diffusion force model limiting function
FWL ——[N] wall lubrication force, N
CWL ——[–] wall lubrication coefficient
Eo ——[–] parameter Eo
dB ——[m] diameter of the bubble, m
Ωbr(V,V’) ——[–] bubble breakage rate
σ ——[N s−1] surface tension, N·s−1

ζ ——[–] relative diameter of the bubble
ζmin ——[–] minimum relative diameter of the bubble
Ωag(ViVj) ——[–] bubble coalescence rate
ω(ViVj) ——[m3 s−1] collision frequency between bubbles of size di and dj, m3·s−1

P(ViVj) ——[–] bubble coalescence efficiency
uij ——[–] characteristic velocity of bubble collision
Lower subscript

G —— gas phase
L —— liquid phase
i —— referring to the gas phase or the liquid phase
b —— bubble
i,j —— bubble section
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Abstract: Scaling up bioprocesses is one of the most crucial steps in the commercialization of
bioproducts. While it is known that concentration and shear rate gradients occur at larger scales, it is
often too risky, if feasible at all, to conduct validation experiments at such scales. Using computational
fluid dynamics equipped with mechanistic biochemical engineering knowledge of the process, it
is possible to simulate such gradients. In this work, concentration profiles for the by-products of
baker’s yeast production are investigated. By applying a mechanistic black-box model, concentration
heterogeneities for oxygen, glucose, ethanol, and carbon dioxide are evaluated. The results suggest
that, although at low concentrations, ethanol is consumed in more than 90% of the tank volume,
which prevents cell starvation, even when glucose is virtually depleted. Moreover, long exposure to
high dissolved carbon dioxide levels is predicted. Two biomass concentrations, i.e., 10 and 25 g/L,
are considered where, in the former, ethanol production is solely because of overflow metabolism
while, in the latter, 10% of the ethanol formation is due to dissolved oxygen limitation. This method
facilitates the prediction of the living conditions of the microorganism and its utilization to address
the limitations via change of strain or bioreactor design or operation conditions. The outcome can
also be of value to design a representative scale-down reactor to facilitate strain studies.

Keywords: scale-up; scale-down; computational fluid dynamics; Saccharomyces cerevisiae; mechanistic
kinetic model; bioreactor; concentration gradients; digital twin; bioprocess engineering

1. Introduction

Bioprocesses are applied for the production of a vast spectrum of commodities, from food and
pharmaceuticals to bioplastic and biofuel. Although different from their chemical counterparts,
transferring promising lab approaches to industrial applications is a major challenge too. The problem
lies within the different scales of lab, pilot, and industrial bioreactors. Whereas, ideally, mixed
homogenous conditions are easily realized at lab scale, economic and physical constraints prevent
the establishment of such ideal conditions in industrial tanks. As a result, gradients of limiting
substrate concentrations, by-products, pH, temperature, and shear rates are formed inevitably.
Circulating microorganisms in stirred and gassed large-scale tanks respond to the permanently
changing microenvironmental conditions, finally causing uncertainty of process performance, possibly
deteriorating key TRY criteria (titer, rate, yield) [1–6].

Different approaches to addressing such issues have been studied by bioreactor design
experts [7–12]. The investigation of cellular interaction with substrate gradients has been the basis
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of numerous studies. Often, deteriorating TRY values have been reported [13,14] but there are also
occasional observations of improved performance values [15]. In particular, Saccharomyces cerevisiae
was found to respond to fluctuating conditions with improved viability [16], adapted cAMP-mediated
metabolism [17–19], and global regulation [20,21]. However, most of these investigations were
performed at laboratory scale, mimicking industrial-scale conditions. Real industrial-scale data,
important for validation, are rare. Accordingly, researchers have been employing computational fluid
dynamics (CFD) combined with metabolic models with different resolutions to shed light on gradients
in the bioreactor that take place at the interface of various physical and biological phenomena [6,22–25].
It is worth mentioning that shear gradients may have a significant effect on shear sensitive hosts.
Simulating shear fields and calculating the frequencies of cellular exposure may be a highly valuable
tool for future applications to investigate this particular large-scale impact [26].

Saccharomyces cerevisiae strains are applied for a wide range of processes, from the food
industry [27–31] and bulk chemical production [32–37] to the pharmaceutical industry [15].
These products are manufactured in large bioreactor scales, where gradients cannot be avoided.
As one of the workhorses of industrial biotechnology, this yeast is well investigated [38,39], and key
traits of the “Crabtree positive” strains [40–45] are thoroughly studied. One feature is the overflow
production of ethanol under aerobic conditions, mirroring how S. cerevisiae consumes more glucose than
it can metabolize. [46–48]. Under anaerobic conditions S. cerevisiae is known to consume ethanol [49].
Apparently, such traits may gain importance under varying microenvironmental conditions affecting
TRY values and effecting population differentiation [50]. Interesting short- and long-term Crabtree
effects have been observed [44] that create population responses at different timescales. Furthermore,
stress exposure may cause growth phenotypes different from the well-reported Monod-type kinetics
using substrate supply as the growth limiting impact. To this end, obtaining information regarding the
surroundings of the cell will help to identify the triggers that could set off the stress responses [51,52],
finally yielding further improved prediction of large-scale performance of the yeast.

The mathematical framework requires the joint use of CFD with microbial kinetics. Whereas
the first is applied to predict hydrodynamics and mass transfer in large tanks, the latter describes
the cellular phenotype which is dominated by metabolic models [53–57]. The effects interact and are
both needed to predict gradients in large-scale reactors. However, recently, efforts have been made to
integrate multiple levels of cellular regulation linking metabolism with enzyme activities [9] and gene
expression [6]. The integration of these hierarchical control levels expands the timescales of cellular
response severely [6,21,58–61], which causes extra computational burden, challenging conventional
simulation capacities. With this in mind, such biokinetic models should be linked to CFD that describe
the targeted phenotype with the least computational effort.

Nowadays, CFD is one of the must-have tools for process development and
troubleshooting [5,62–65]. It provides the possibility to incorporate the main aspects of the process and
yield further insights into the conditions inside the bioreactor. Because of the dynamic environment
faced by the cells in large-scale bioreactors, different responses of cells will give rise to a heterogeneous
population, which will result in heterogeneities in substrate/by-product gradients and/or in the cell
population [46,48,66,67]. Setting up a simulation by itself needs to be purpose-driven for engineering
applications. The computational resources and strategies should be allocated in a way that contributes
the most to the goal of the project at hand.

Currently, Reynolds-averaged Navier–Stokes (RANS) methods are the most common way to
model hydrodynamics including turbulence. However, more delicate methods are surfacing [68–70],
with drastic changes in software and hardware requirements. Most of the bioproducts are produced in
aerated fermenters. Moreover, multiphase problems are addressed with numerous methods. On the one
hand, Euler–Euler approaches are used for considering the impact of the ever-changing environment
on cells [71]. On the other hand, one may implement the Euler–Lagrange approach [72], for instance,
if individual microorganisms are incorporated, typically as massless particles.
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In this work, CFD is coupled to a mechanistic biokinetic model to predict concentration gradients in
a large-scale bioreactor. The process of interest is the production of baker’s yeast, Saccharomyces cerevisiae.
A detailed assessment in terms of concentration gradients is undertaken. Aspects of biokinetics, mass
transfer, and thermodynamics of the bioreactor are well characterized, and fundamentals are well
established. Together with experimental validation, they prove to be an effective tool to shed light on
the gradients within a bioreactor at industrial scale. By efficiently combining CFD with simple yet
practical models, the assumption of non-limiting dissolved O2 (dO2) is evaluated. In addition to this,
dissolved CO2 (dCO2) inhibition is known to occur at large scales [4,73] and is addressed within this
work. Large-scale processes are suspected to lack real starvation in the case of overflow metabolism
products that are formed near the feeding point and which are then re-consumed at the other end of
the tank [4].

2. Materials and Methods

All pre-processing, solution, and post-processing were carried out with Ansys® Academic
Research Workbench (2019 R1, Ansys, Canonsburg, PA, USA).

2.1. Geometry and Mesh

The reactor dimensions were based on the schematics available in the literature [25,74], as illustrated
in Figure 1. For CFD simulation, a mesh with ~2.5 million hexahedron cells was generated and evaluated
for turbulent kinetic energy (k) and dissipation of turbulent kinetic energy (ε) and velocity profile at
the impeller heights, as discussed in the work of Haringa et al. [25].

 

1.46 m

1.46 m

1.12 m

1.46 m

0.47 m

0.7 m

2.1 m

0.1 m

Figure 1. Stavanger bioreactor configuration and dimensions.
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2.2. CFD Setup

A Eulerian model with two phases was used. Turbulence was modeled with realizable k-ε using
mixture formulation for calculating turbulence of the gas phase [75]. To investigate the concentration of
chemical species, namely glucose, O2, CO2, ethanol, every phase was defined as a mixture. The physical
properties of the liquid phase were approximated as water with volume weighted mixing law for
density calculation. The gas phase was assumed as ideal gas considering an average bubble diameter
0.009 m as calculated by Haringa et al. [25]. With this assumption of single bubble size, the swarm
coefficient needed to be set to −1.2 in the grace drag model [76] to reproduce the gas flow regime
at the bottom impeller. Surface tension was set to that of the air–water system and was 0.072 N/m.
Other interphase forces were assumed not to impose significant impacts according to Scargiali et al. [77].

Boundary conditions for walls were set with no-slip conditions for liquid phase and free slip for
gas phase other than the impellers, where the no-slip conditions also apply for the gas phase to improve
the reproduction of the vortices behind the impellers, as suggested by Haringa et al. [25]. Gas enters
the bioreactor via a sparger through a mass flow inlet with 0.231 kg/s and leaves the system on top via a
degassing boundary condition. Operating pressure was set close to the boundary to 130,710 Pa [4,25,74]
and operating density was set to 0, as suggested by the Fluent manual [78]. The rotation of the impeller
was modeled using multiple reference frames (MRF) at 2.22 1/s, as mentioned in previous works on
this bioreactor [25]. The operating conditions are summarized in Table 1.

Table 1. Operating conditions for the fermentation process.

Operation Conditions Description Ref.

Primary phase

~water

• ρ = 1000 kg/m3

• ν = 0.001 kg/m/s
[25]

Secondary phase

~air

• ρ = 1.225 kg/m3

• ideal gas law
• db = 0.009 m

[25]

Inter-phase forces

Drag

• grace
• swarm coefficient −1.2

[76,77]

Aeration rate 0.231 kg/s [74]
Headspace pressure 130,710 Pa [74]
Agitation rate 2.22 s−1 [74]
Glucose feed 52 kg/h [25]

After setting up the phenomena describing the system, the solution methods and strategies were
included. Phase coupled SIMPLE were chosen for pressure-velocity coupling and temporal (transient
formulation) and spatial discretization scheme were set to first-order upwind for the first few hundred
iterations to achieve solution stability and then were set to QUICK for velocity, turbulence, and volume
fraction, and temporal discretization was set to bounded second-order implicit. The residuals were set
to 10−6 and a time step of 0.001 s with 50 iterations was chosen.

Simulations were qualified as “accomplished” once flow velocities and turbulent kinetic energies
converged to pseudo-steady states with ±5% variation. Further validation was achieved by comparing
mixing time (τ95) and integral mass transfer coefficient (kla) with published values. Flow fields served
as basis for implementing mass transfer and biokinetics in subsequent steps.

2.3. Biokinetics

Sonnleitner and Käppeli [39] introduced a black-box model to describe the substrate uptake,
growth, and by-product formation of S.cerevisiae. Glucose is considered as substrate whereas ethanol
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may serve as substrate or product depending on metabolic and environmental conditions. The model
assumes the respiratory capacity of the yeast as key metabolic bottleneck. If glucose uptake exceeds
respiratory limits, remaining electrons are channeled via reductive pathways, leading to the secretion
of ethanol. Notably, the model also allows ethanol uptake under aerobic conditions. Under anaerobic
conditions, ethanol is considered as dominating product. Details are as follows:

1. Aerobic growth on glucose (indexed sae)
2. Anaerobic growth on glucose (indexed san)
3. Aerobic growth on ethanol (indexed eae)

Uptake rates are assumed to follow Monod kinetics (1)–(3).

qs = qs,max
Cs

Ks + Cs
(1)

qo = qo,max
Co

Ko + Co
(2)

qe = qe,max
Ce

Ke + Ce
(3)

To distinguish between these cases, the catabolic capacity to metabolize glucose aerobically serves
as the threshold. In essence, if biomass specific glucose uptake qs exceeds the related oxygen demand
for oxidation, Y s

o
·qo meaning (4):

qs > Y s
o
·qo (4)

Aerobic ethanol formation starts. Acetaldehyde, upstream of ethanol in the fermentation pathway,
serves as electron acceptor under such conditions. Accordingly, “anaerobic” carbon flux occurs and
equals the remainder of the total substrate uptake (5) and (6), which will be metabolized to ethanol.

qsae = min
(
Y s

o
× qo, qs

)
(5)

qsan = qs − qsae (6)

To shed light on ethanol dynamics, its consumption under aerobic conditions is also considered,
prioritizing glucose [79]. Given that (7) holds true, ethanol uptake rates qeae are calculated as shown in
(8). In essence, the min modulator compares whether oxygen demands for ethanol oxidation after

glucose consumption
(qo−Y o

s
·qsae)

Y o
e

exceed the Monod-type ethanol uptake kinetics qe.

qs < Y s
o
qo (7)

qeae = min

⎛⎜⎜⎜⎜⎝ (qo −Y o
s
qsae)

Y o
e

, qe

⎞⎟⎟⎟⎟⎠ (8)

A graphical illustration of respiratory bottleneck is shown in Figure 2. The concentrations are
calculated and, using Equations (1)–(3), the uptake rates are calculated, upon which the rest of the
model is based. Yields for by-products are stoichiometrically approximated for every reaction.

To reveal the stoichiometry between substrates and products, elemental balances are applied to
the process reaction (9), which then results in three different scenarios (10)–(12).

Process reaction

sCH2O + oO2 + nNH3 → CH1.79O0.56N0.15 + eCH3O0.5 + cCO2 + wH2O (9)

Process reaction for aerobic growth on glucose (rsae)

sCH2O + oO2 + nNH3 → CH1.79O0.56N0.15 + cCO2 + wH2O (10)
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Process reaction for anaerobic growth on glucose (rsan)

sCH2O + nNH3 → CH1.79O0.56N0.15 + eCH3O0.5 + cCO2 + wH2O (11)

Process reaction for aerobic growth on ethanol (reae)

eCH3O0.5 + oO2 + nNH3 → CH1.79O0.56N0.15 + cCO2 + wH2O (12)

 

Figure 2. Graphical representation of the bottleneck concept and the interplay of substrate availability
in the kinetic model for ethanol consumption under aerobic conditions and overflow metabolism based
on [39].

The conservation of mass results in (13). Since all underlying phenomena do not disturb mass
or elemental conservation, it is safe to conclude that there is no net conversion of elements. For this
purpose, the matrices for elemental composition “E” (14), stoichiometry coefficients “S.C.” (15), and
reaction rates “r” (16) are set up.

d(E·C·V)

dt
= E·r·V (Volume of the element) + E·MTR (Mass Transfer Rate) (13)

N
O
H
C

wcexnos

E =  

(14)
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r =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

rsi

roi

rni

rxi

rei

rci

rwi

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(15)

eaesansae

eaesansae

eaesan

eaesansae

eaesansae

eaesae

sansae

eaesansae

wwww
cccc
eee

xxxx
nnnn
ooo

sss
CSCSCS

CS

−

−−−
−−

−−

=

 
(16)

Elemental conservation results in the following system of Equation (17):

E·r = 0 (17)

By solving this system based on growth rate and carbon source uptake rate, other rates are
calculated for each reaction in the models (18)–(21).

Aerobic growth on glucose :
{

rcsae = 6rssae − rxsae

rosae = 6rssae − 1.05rxsae

(18)

Anaerobic growth on glucose :
{

rcsan = 2rssan − 0.3rxsan

resan = rssan − 0.7rxsan

(19)

Aerobic growth on ethanol :
{

rceae = 2reeae − rxeae

roeae = 3reeae − 1.05rxeae

(20)

The carbon source consumption rate is calculated using Equations (5)–(8) to solve the remaining
equation for a known biomass concentration. The growth rate is calculated using the yield coefficient
taken from the literature [80].

2.4. Mass Transfer

The mass transfer coefficient between the two phases was considered for O2, CO2, and ethanol
(21). A common assumption is to estimate the mass transfer close to the equilibrium state. The gas
phase is considered well mixed (zero resistance); hence, using the film theory, one can assume the mass
transfer resistance to be on the liquid side of the interface. Moreover, for dilute gases in liquid, Henry’s
law (22) is implemented to calculate the equilibrium concentration “C*” on the interface [81,82].

MTR = kla ΔC (21)

C∗i =
Pi
H

(22)

H is Henry’s constant for the gas component at fermentation temperature (30 ◦C). kl is modeled
by the surface renewal approach [83], a is the bubble surface, and both are known to be dependent on
flow characteristics [84]. Mass transfer driving force (ΔC) differs for O2 and CO2 since the direction of
the transport is different, which leads to (23) and (24).
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ΔCc =
(
Ccliq −C∗c

)
(23)

ΔCo =
(
C∗o −Coliq

)
(24)

For ethanol stripping, an approach by Löser et al. [85] is implemented in which ethanol transfer to
gas phase is investigated. In this way, a partition coefficient (25) linking ethanol concentration in both
phases to each other is available, which allows calculation of the mass transfer driving force for ethanol.

K L
G
=

Celiq

Cegas

(25)

3. Results

3.1. Flow Field Validation

For the validation of the represented flow field, several criteria were evaluated. τ95 was reproduced
with a virtual pulse of glucose above the top impeller and by reading its concentration at the probe
location, as disclosed in [74], at 0.97 m distance from the bottom. The estimated value in the current
work is 186 s, which is in agreement with the results of previous investigations [4,25,74].

The simulated gas holdup of 19% slightly overpredicts experimental measurements (17.1%) [86]
and previous numerical studies (17.6%) [25] but still falls within an acceptable range. In addition to
the average holdup, gas distribution of the gas phase plays a crucial role in kla calculations (Figure 3).

1.00 × 100 
 

9.00 × 10 1  
8.00 × 10 1  
7.00 × 10 1  
6.00 × 10 1  
5.00 × 10 1  
4.00 × 10 1  
3.00 × 10 1  
2.00 × 10 1  
1.00 × 10 1  
0.00  

Figure 3. Gas holdup distribution can reproduce the loading regime at the bottom impeller.

Under said conditions, kla of 190 h−1 is estimated, which agrees well with the experimental
measurements [86].
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3.2. Scenario I: Experimental Fermentation

For this scenario, conditions are considered as explained by previous investigations [25,86].
Accordingly, model suitability could be checked. dO2 concentrations are expected to show high values
at the bottom of the tank for mainly three reasons: first, higher hydrostatic pressure increases the
solubility of dO2. Second, lower metabolic activity of cells should occur due to substrate scarcity, and
third, higher fraction of O2 in gas phase close to the bottom should be observed. In contrast, opposite
trends are found close to the feeding point, where the lowest dO2 of ~3.7 × 10−5 M (~1.2 ppm) is
estimated (Figure 4a). This is an order of magnitude larger than the critical value of ~4.6 × 10−6 M [87].
Furthermore, the related volume is only a negligible fraction of the entire stirred tank reactor, which
gives rise to the fair assumption of “no oxygen limitation” in the bioreactor for given conditions [4,25,86].
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Figure 4. Concentration profiles for scenario I with 10 g/L biomass for (a) dO2, (b) dCO2, (c) ethanol in
liquid phase, (d) stripped ethanol mole fraction in the gas phase.
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dCO2 concentrations are represented in Figure 4b. Interestingly, only minor dCO2 gradients occur,
varying no more than ±5% from average. Notably, CO2/HCO3

− creates a buffering system that consists
of around 99% CO2 at the operational pH 5 [73,88]. Accordingly, the simplifying assumption was
made that inorganic carbon only encompasses dCO2. The current study snapshots a pseudo-steady
state of late phase yeast fermentation [82,89]. Consequently, the reasonable postulation was made that
the liquid phase is saturated with respect to dCO2. In the gas phase, CO2 is estimated to reach mole
fractions between 2.1 and 2.9%.

Ethanol gradients are more pronounced than those of dCO2 but less so than dO2. The highest
values are observed proximate to the feeding point, reflecting the highest cellular product formation
and reduced stripping. The lowest titer is found at the bottom of the tank (3.25 × 10−5 M, Figure 4c,d).

3.3. Scenario II: Protein Production

To place the model into a more industrially relevant context, biomass was increased to 25 g/L to
imitate protein production [15]. For simplification, putative impacts of increased biomass concentration
on the viscosity were neglected [90]. The scenario shows that a significant volume is exposed to
oxygen limitation (approximately 0.37 m3) above the top impeller, considering that 10% of saturation
dO2. dO2 levels below 4.6 × 10−6 M were observed in a volume of 0.04 m3, which is below the dO2,crit
according to the available literature [87] (Figure 5a). Notably, elevated viscosity values would have
even deteriorated the oxygen supply. Increasing biomass concentrations also increased microbial
substrate consumption and product formation rates. As aeration and the energy input of the bioreactor
remained equal, gradients for substrates and by-products became more pronounced.
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Figure 5. Concentration profiles with 25 g/L biomass concentration for (a) dO2 and (b) ethanol.

In turn, this affected the ethanol gradient twofold. First, the drop in dO2 resulted in higher
production of ethanol around the feeding point. Second, higher biomass concentration in the tank
increased the volumetric ethanol consumption, causing lower ethanol concentrations at the bottom of
the tank, as observed in Figure 5b.
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4. Discussion

4.1. Glucose Gradient

Figure A1 (Appendix A) shows the anticipated heterogeneous glucose distribution, disclosing a
hotspot of high glucose concentrations close to the inlet and low values at the bottom of the bioreactor.
As expected, the resulting gradients are more pronounced for the “25 g/L biomass” case than for
10 g/L. Interestingly, studies [4,73] provided experimental values sampled from the top, middle, and
bottom regions of the bioreactor (Table A1). Notably, sampling was performed at the wall of the
bioreactors, only giving a very restricted resolution of local conditions. On the contrary, simulated
values of scenario I and II indicate average concentrations of total reactor slices calculated at the same
height. Consequently, the comparison of simulated predictions with experimental values is intrinsically
biased. Nevertheless, the comparison shows that scenario II comes closest to the measurements.
At the top, high glucose levels were equally predicted by simulation and measurements. Notably,
each value indicates saturated glucose uptake. The strongest deviations are found for the bottom
region, where simulations overestimate the glucose consumption. Consequently, model refinements
should be considered in the next generation of metabolic models by implementing the co-consumption
of intracellular buffers (such as trehalose) as an additional, not yet considered, carbon source in
nutrient-limiting regions.

4.2. Ethanol Gradient

To the best of our knowledge, this study represents the first example of considering ethanol
formation and re-consumption in a CFD-linked large-scale bioreactor simulation. Figure 4c indicates
the well-distributed presence of ethanol in the entire reactor, giving rise to the assumption that
ethanol-based growth should be possible in large parts of the bioreactor. Based on the results, growth
on ethanol is expected to take place in 97% bioreactor. The conclusion is in accordance with the work of
Noorman [4], who anticipated that no real “starvation” zone might exist because of the occurrence of
ethanol. The finding does have implications for the design of proper scale-down approaches [63,65,91]
as suitable settings ideally should consider the co-substrate ethanol too. For scenario II, the average
ethanol concentration was approximately 26% lower (3.17× 10−5 M) compared to scenario I (5× 10−5 M).
Nevertheless, more than 90% of the tank may offer sufficient ethanol uptake within seconds according
to a radiocarbon study [92]. Such levels might be enough to prevent an actual starvation scenario.

4.3. Oxygen Gradient

A conventional approach for estimating the occurrence of gradients is the comparison of critical
timescales τ for substrate supply τssupply versus substrate consumption τscons . Whereas the first may be
approximated by the mixing time τmix or circulation time τcirculation, the latter resembles the quotient of
average substrate concentration divided by volumetric substrate consumption rates (26). Regarding
dO2, scenarios 1 and 2 anticipate the occurrence of gradients because τocons,1 and τocons,2 showing ~28 s
and ~30 s are smaller than τcirculation ≈ 47 s (τmix = 186 s). Indeed, the expectation is met by the
CFD simulations.

τocons =
Co(

Y o
s
·qsae + Y o

e
·qeae

)
×Cx

(26)

Assuming average values, this approach theoretically indicates that assuming the non-limiting
role of dO2 for scenario I is a reasonable approximation for the whole tank, other than a small region
around the feeding point, where the dO2 concentration is slightly above 3.67× 10−5 M. The threshold for
aerobic growth dO2,crit for S. cerevisiae is given as 4.6 × 10−6 M [87]. This allows us to make a distinction
between the ethanol production caused by overflow metabolism or dO2 limitation. Accordingly, no
dO2 limitation is observed in scenario I as mentioned; hence, all ethanol production in this case is
attributed to overflow metabolism, which occurs in 1.63 m3 of the fermenter. However, this is not the
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case for scenario II, where 10% of the ethanol production takes place in regions with dO2 below the
critical value. The total volume associated with ethanol production in scenario II is 0.3 m3.

4.4. Carbon Dioxide Gradient

Although the dCO2 gradient is practically absent when compared to those for dO2, ethanol, and
glucose (Appendix A), the key observation is the generally high level inside the bioreactor due to
overpressure applied in the headspace plus the hydrostatic pressure from the liquid column. This
should be accounted for in experimental scale-down. It should be noticed that by using a black-box
model, some inherent flaws of such models affect the results. While such models could prove to be
insightful for a specific case, the assumptions upon which the model is founded limit the generalization.
In this case, the process reaction (6) considers dCO2 only as a product of a single reaction. However,
multiple decarboxylating reactions exist in the cellular metabolism, showing variable activity [93,94].
This intrinsic feature needs to be included if one wishes to reproduce the respiratory quotient (RQ).
Despite this, the average ethanol consumption rate is an order of magnitude smaller than the average
glucose consumption rate and, as a result, an RQ value of around 1.1 is achieved. Adding another
layer of detail to the biokinetic model by including lumped reactions and metabolite pools [95] might
be an interesting step forward. This might be possible by combining multi-reaction models like
the one used in this work with lumped metabolic models [95,96]. From another perspective, dCO2

creates a carbonate system in the fluid and within the cell which alters the cytosolic pH and hence
induces stress and increases the cellular maintenance [64,73,97] or alters the metabolism based on gas
composition [98]. Based on the actual process, one can decide to include some or all of the equilibrium
reaction, but this does not fall within the scope of this work since, at pH 5, more than 99% is in the
form of dCO2. Nevertheless, using a comparatively simple approach, the results indicate that the
dCO2 gradient is rather weak compared to other species. At such levels, dCO2 inhibition inevitably
takes place at industrial scale and impacts the transcription according to recent findings [37]. Our
results indicate that while fluctuations in other concentrations might be experienced by cells on short
timescales, the same does not hold true for dCO2, where cells are exposed to high dCO2 for long
timescales. The latter requires different experimental set-ups for scale-down tests.

5. Conclusions

This work suggests that in the case of baker’s yeast production, ethanol production is inevitable
around the feeding point—in this case, positioned at the top of the vessel. This causes lower growth
rates above the top impeller and hence hinders the overall growth rate over the bioreactor volume and
is not desirable when the final product is the biomass itself. It is possible to distinguish the ethanol
production due to overflow metabolism (Crabtree effect) from dO2 limitation (Pasteur effect). Such
information can prove crucial for process optimization. dCO2 gradients might not be as pronounced
as the other species, but the fact that, in both scenarios, it reaches saturation levels hints at CO2

stripping under real industrial conditions [4]. This points out the fact that, unlike glucose, ethanol,
and dO2, where fluctuations might trigger a stress response, dCO2 stress is different in nature and
should be evaluated by long-term scale-down experiments. The results further suggest that a real
starvation region in the lower parts of the tank might not exist because of the presence of ethanol
compensating for glucose shortage. Accordingly, scale-down experiments should consider this impact,
even investigating the putative benefits for long-term protein formation [15].
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Nomenclature

C Concentration matrix
C∗i Concentration at the interface mol/L
Ce Ethanol concentration mol/L
Ciliq Concentration of component “i” in liquid phase mol/L
Co Oxygen concentration mol/L
Cs Glucose concentration mol/L
Cx Biomass concentration g/L
db Bubble diameter m
dCO2 Concentration of dissolved carbon dioxide mol/L
dO2 Concentration of dissolved oxygen mol/L
dO2crit Critical concentration of dissolved oxygen mol/L
E Elemental composition matrix
H Henry coefficient l·atm/mol
k Turbulent kinetic energy m2/s2

KL/G Partition coefficient -
Ke Monod constant for ethanol mol/L
kla Mass transfer coefficient 1/h
Ko Monod constant for oxygen mol/L
Ks Monod constant for glucose mol/L
MTR Mass transfer rate mol/L/s
Pi Partial pressure of the component “i” in gas phase atm
qe Specific ethanol uptake rate mol/gx/s
qeae Specific ethanol uptake rate under aerobic conditions mol/gx/s
qemax Maximum specific ethanol uptake rate mol/gx/s
qo Specific oxygen uptake rate mol/gx/s
qomax Maximum specific oxygen uptake rate mol/gx/s
qs Specific glucose uptake rate mol/gx/s
qsae Specific glucose uptake rate for aerobic metabolism mol/gx/s
qsan Specific glucose uptake rate for anaerobic metabolism mol/gx/s
qsmax Maximum specific glucose uptake rate mol/gx/s
r Reaction rate matrix
rieae Reaction rate of component “i” when growing aerobically on ethanol mol/L/s
risae Reaction rate of component “i” when growing aerobically on glucose mol/L/s
risan Reaction rate of component “i” when growing anaerobically on glucose mol/L/s
S.C. Stoichiometry coefficients matrix
τcirc Circulation time s
τmix Mixing time s
τicons Consumption timescale of component “i” s
τisupply Supply timescale of component “i” s
V Volume m3

Y c
s ae

Carbon dioxide yield (aerobic) per mole substrate mol/mol
Y c

e ae
Carbon dioxide yield (aerobic) per mole ethanol mol/mol

Y c
s an

Carbon dioxide yield (anaerobic) per mole substrate mol/mol
Y e

s an
Ethanol yield (anaerobic) per mole substrate mol/mol

Y o
e

Oxygen yield per mole ethanol mol/mol
Y o

s
Oxygen yield per mole glucose mol/mol

Y s
o

Substrate yield per mole oxygen mol/mol
Y x

e ae
Biomass yield (aerobic) per mole ethanol mol/mol

Y x
s ae

Biomass yield (aerobic) per mole glucose mol/mol
Y x

s an
Biomass yield (anaerobic) per mole glucose mol/mol

ΔC concentration driving force mol/L
ε dissipation rate of turbulent kinetic energy m2/s3

ν Kinematic viscosity m2/s
ρ Density kg/m3
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Abbreviations

cAMP Cyclic adenosine monophosphate
CFD Computational fluid dynamics
MRF Multiple reference frames
QUICK Quadratic Upstream Interpolation for Convective Kinematics
RANS Reynolds-averaged Navier–Stokes
RQ Respiratory quotient
SIMPLE Semi-Implicit Method for Pressure Linked Equations
TRY Titer, rate, yield

Appendix A. Glucose Gradients
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Figure A1. Glucose gradients with (a) 10 g/L and (b) 25 g/L biomass (logarithmic colormap).

As expected, a strong gradient for glucose as the main substrate exists in both cases, as shown in Figure A1,
and also aligned with previous efforts [4,25,74]. Using a similar approach to Section 4.2. for glucose (A1) gives a
timescale for substrate consumption of 7 and 17 s for 25 /L and 10 g/L biomass concentration, respectively. This still
falls short of the circulation time τcirculation of approximately 47 s, meaning that supply is slower than the demand.

τscons =
Cs

(qsae + qsan) ×Cx
(A1)

It is worth noticing the glucose concentration predicted in this work is in the same order of magnitude
(Table A1), but it drops to concentrations that are below measured quantities. This could be an interesting topic
for further investigations.
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Table A1. Comparison of glucose concentration at probe location (Top: 6.35 m, Mid.: 3.9 m, Bot.: 0.97 m
from the bottom) from experimental (light blue 10 g/L biomass concentration) and simulation (light
orange 10 g/L biomass concentration, orange 25 g/L biomass concentration) results from the literature
and this work.

Glucose Concentration (μmol/L)
This Work

[4] [74] [25]
Scenario I Scenario II

Probe location
Top 199 222 455 356 250
Mid. 91.6 62.2 97 32.6 56
Bot. 40 28.3 23.8 4.15 2.55
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Abstract: Rotating packed bed (RPB) has been demonstrated as a significant and emerging technology
to be applied in natural gas desulfurization. However, droplet characteristics and principle in
H2S selective absorption with N-methyldiethanolamine (MDEA) solution have seldom been fully
investigated by experimental method. Therefore, a 3D Eulerian–Lagrangian approach has been
established to investigate the droplet characteristics. The discrete phase model (DPM) is implemented
to track the behavior of droplets, meanwhile the collision model and breakup model are employed to
describe the coalescence and breakup of droplets. The simulation results indicate that rotating speed
and radial position have a dominant impact on droplet velocity, average residence time and average
diameter rather than initial droplet velocity. A short residence time of 0.039–0.085 s is credited in this
study for faster mass transfer and reaction rate in RPB. The average droplet diameter decreases when
the initial droplet velocity and rotating speed enhances. Restriction of minimum droplet diameter for
it to be broken and an appropriate rotating speed have also been elaborated. Additional correlations
on droplet velocity and diameter have been obtained mainly considering the rotating speed and
radial position in RPB. This proposed formula leads to a much better understanding of droplet
characteristics in RPB.

Keywords: rotating packed bed; natural gas desulfurization; droplet characteristic;
Eulerian–Lagrangian approach; computational fluid dynamics

1. Introduction

Rotating packed bed (RPB) has been demonstrated as a novel and efficient equipment in process
intensification of mass transfer and reaction [1], as displayed in Figure 1. Gas phase and liquid phase
contact counter-currently in the packing by centrifugal force, and the height of mass transfer unit (HTU)
in RPB can dramatically decrease by 1–3 orders of magnitude compared with that in a conventional
column. Therefore, RPB can evidently enhance productivity while also remarkably reducing the
device size and equipment investments. RPB has been maturely applied to the traditional chemical
industry [2] in processes such as distillation, absorption and extraction. It has gradually begun to play
a crucial role in gas purification, especially for H2S removal in natural gas.

Processes 2019, 7, 724; doi:10.3390/pr7100724 www.mdpi.com/journal/processes145
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Figure 1. Schematic diagram of rotating packed bed (RPB) (counter-currently).

Various investigations have been carried out to reveal the gas–liquid behavior in RPB by
experimental method. Burns and Ramshaw [3] exhibited a visual liquid patterns, shown in Figure 2, in
the way that a video camera was arranged rotating synchronously with the packing. Liquid patterns can
be distinguished into pore flow, droplet flow and film flow in different stages and positions. At a lower
rotating speed, the rivulet flow was dominant while droplet flow mainly existed at a higher rotating
speed. Guo [4] found that liquid impinged and deformed intensively within the initial 7–10 mm from
the inner diameter and that liquid performed two states in the packing: Films on the packing surface
and films flying in the gap of packing. Moreover, Li [5] investigated the effect of a various operating
conditions especially for the layer numbers on the liquid patterns and drew a conclusion that the droplet
was the main pattern in packing. As for recent research, Sang [6] indicated a criterion to distinguish
two typical liquid patterns: Ligament flow and droplet flow. The Computational fluid dynamics is
called CFD for short, which is a combination of computer and numerical techniques. The nature of
CFD is that some physical phenomena can be obtained by solving related partial differential equations
in computer. Due to the lower cost and visualization of process and results of CFD technology, the
application of CFD has become a powerful approach to depict the liquid patterns and behaviors in RPB.
Shi [7] verified that the flow patterns were varied under different rotating speeds in CFD simulation.
Ouyang emphasized that a higher viscosity of liquid led a liquid line predominantly [8]. In another
simulation article, Ouyang et al. pointed out that droplet diameter increased with decreasing rotating
speed, liquid initial velocity and number of layers in a Rotor–Stator reactor (RSR) [9]. Conclusively,
Xie [10] figured out that the collision and merging of droplets occurred between droplets and packing
and that the liquid flow tended to form droplets under the influence of surface tension (larger contact
angles) and high rotating speeds (1000–1500 rpm).
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Figure 2. Three types of liquid pattern in RPB with a video camera, reproduced with permission
from [3]. Copyright Elsevier, 1996.

Aforementioned visual studies through experimental method and CFD method elaborate that
typical flow pattern in RPB is liquid droplet. Although characteristics of droplets such as velocity,
average residence time and average diameter exert great influence in design and improvement of
RPB, there are still few studies on them. Consequently the present work investigated the influence of
rotating speed, initial droplet velocity and initial droplet diameter on droplet velocity, average droplet
residence time as well as average droplet diameter by CFD method. Through introducing the collision
and breakup model, correlations of droplet velocity and average diameter were proposed. Additionally,
a phenomenon called “end effect” in the end zone and a principle of processing intensification
contributing to H2S selective absorption were also presented.

2. Simulation

2.1. Physical Model and Grid Refinement of RPB

The structure of RPB in this study is based on a pilot installation built in a natural gas purification
plant, and Table 1 displays the main dimensions of RPB. It has a 24 mm height, 45 mm inner diameter
and 160 mm outer diameter. Packing is regarded as a crucial part of RPB and it generally consists of
uniform thickness wire, which has a 20 mm height, 48 mm inner diameter and 92 mm outer diameter.

Table 1. The main geometric dimensions of RPB.

Inner Diameter (mm) Outer Diameter (mm) Height (mm)

RPB 45 160 24

Packing 48 92 20

In order to make the 3D model as consistent as possible with the actual structure, there are
three parts in 3D model: End zone, packing zone and cavity zone (Figure 3a). The packing zone is
built with 21 concentric layers, and the foursquare obstacles model is employed to simulate the wire
behavior in RPB. Consequently, the side length of each foursquare is 0.8 mm and the center distances
between two foursquares in radial and tangential directions are 2 mm and 5 mm, respectively. Four
annulus distributors set uniformly in the inner radius of RPB are set as liquid inlets and an outer ring
is the outlet.

A computational 3D model grid is built by ICEM 19.0. In order to describe more details, a grid
refinement has been made, namely different numbers of cells are meshed in different parts. At the
same time, the packing zone and the end zone are meshed by tetrahedral cell, and the cavity zone is
meshed by mixed cell. The meshing result is shown in Figure 3b.

147



Processes 2019, 7, 724

 
(a) 

  
(b) 

Figure 3. (a) 3D physical model diagram (1, gas inlet; 2, liquid inlet; 3, gas outlet; 4, foursquare obstacles;
5, liquid outlet; 6, end zone; 7, packing zone; 8, cavity zone). (b) Grid refinement.

2.2. Mathematical Modelling

In this study, based on an assumption that the second phase as a dispersed part occupies a low
volume fraction (below 10%), the Eulerian–Lagrangian approach is used in which the natural gas is
considered as a continuous phase while the MDEA solution is regarded as a discrete dispersed phase.
Forces, like drag force, buoyancy force and virtual mass force, are taken into account to describe the
particle force balance. A turbulence model is introduced to reflect the turbulent process when packing
shears the MDEA solution intensely under high rotation speed. Models, such as Taylor analogy
breakup (TAB) model and O’Rourke model, are carried out to predict the breakup and coalescence
of droplets.

2.2.1. Governing Equations

The basic equations coupled in CFD models for solving mass and momentum conservation
equations are listed below for an incompressible, laminar flow, non-accelerating and unsteady
state process:

Mass conservation equation
∂ρ

∂t
+ ∇·

(
ρ
→
v
)
= 0, (1)
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Momentum conservation equation

∂
(
ρ
→
v
)

∂t
+ ∇·

(
ρ
→
v
→
v
)
= −∇p + ρ

→
g + ∇·

(
μe f f

(
∇→v +

(
∇→v

)T))
+
→
F , (2)

where p is the static pressure, ρ is the fluid density,
→
g is the gravitational vector, μe f f is the molecular

viscosity and
→
F is the external body force representing the interactions between the dispersed phase

and the continuous phase. As for a flow in a rotating reference frame, like the rotation in RPB, the
origin of the non-accelerating system is determined by a centrifugal acceleration

→
ω in a rotating system,

hence the governing equations of flow in a rotating reference frame are as follows:

∂ρ

∂t
+ ∇·

(
ρ
→
v r

)
= 0, (3)

∂
(
ρ
→
v r

)
∂t

+ ∇·
(
ρ
→
v r
→
v r

)
= −∇p + ρ

(
2
→
ω ×→v r +

→
ω ×→ur

)
+ ∇·

(
μe f f

(
∇→v r +

(
∇→v r

)T))
+
→
F , (4)

→
v r =

→
v −→ur, (5)

→
ur =

→
ω ×→r , (6)

where
→
v r is the relative velocity,

→
ω is the centrifugal acceleration,

→
ω ×→v r is the Coriolis acceleration,

→
ur

is the whirl velocity and
→
ω ×→ur is the centripetal acceleration.

Although the Navier–Stokes equation can accurately describe the mass and momentum of the
laminar flow, the turbulence caused by intensive movement can evidently influence the transport
process. Therefore, the turbulence model determines additional variables as time-averaged or
ensemble-averaged in the modified governing equations.

2.2.2. Turbulence Model

The standard k–ε model is presented by molecular viscosity and dynamic viscosity due to the
turbulence and it is a two-equation model. It is a semi-empirical model, and the solution of the k
equation allows the turbulent kinetic energy to be determined while the result of the ε equation can be
considered relying on phenomenological considerations and empiricism.

∂
∂t
(ρk) + ∇·

(
ρk
→
v r

)
= ∇·

((
μ+
μt

σk

)
·∇k

)
+ Gk + Gb − ρε, (7)

∂
∂t
(ρε) + ∇·

(
ρε
→
v r

)
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·∇ε

)
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ε
k
(Gk + cε3Gb) − cε2ρ
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k
, (8)

Gk = μt∇→v ·
(
∇→v +

(
∇→v

)T)
, (9)

Gb = −
μt

ρPrt
g∇ρ, (10)

μt = Cμρ
k2

ε
, (11)

where Gk represents the influence of the mean velocity gradients, Gb represents the influence of the
buoyancy force, μt is the turbulent viscosity, Prt is the turbulent Prandtl number for energy, k is the
turbulence kinetic energy and ε is the dissipation rate. cε1, cε2, cε3, Cμ, σk, σε are the model constants
and the default values are: cε1 = 1.44, cε2 = 1.92, Cμ = 0.09, σk = 1.0, σε = 1.3.
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2.2.3. Droplet Force Balance

In a Lagrangian reference frame, the force balance on the particle which drives the particle
acceleration is due to the difference in velocity between fluid and particles as well as various influences
of force, like drag force, gravity, virtual mass force and centrifugal force in RPB. Hence, a particle force
balance can be written as:

dup

dt
= FD

(
u− up

)
+

(
ρp − ρ

)
ρp

g + Fx, (12)

Drag force

FD =
18μ

ρpd2
p

CDRe
24

, (13)

Re =
ρdp

∣∣∣up − u
∣∣∣

μ
, (14)

where FD
(
u− up

)
is the drag force per unit particle mass,

(ρp−ρ)
ρp

g is the gravity per unit particle mass,
Fx is the additional acceleration term (force per unit particle mass), CD is the drag coefficient, Re is the
relative Reynolds number, up is the particle velocity, u is the fluid velocity and ρp is the particle density.

Virtual mass force

Fm =
1
2
ρ

ρp

d
dt

(
u− up

)
, (15)

Forces in rotating reference frames

Fr,x =

(
1− ρ
ρp

)
ω2x + 2ω

(
uy,p − ρρp

uy

)
, (16)

Fr,y =

(
1− ρ
ρp

)
ω2y + 2ω

(
ux,p − ρρp

ux

)
, (17)

where Fm is the virtual mass force, Fr,x and Fr,y are the forces in rotating reference frames in x and y
directions, respectively and ω is the rotating speed.

2.2.4. Droplet Coalescence and Breakup Model

The coalescence model

The O’Rourke model a is model based on energy balance; the droplets will coalescence once the
kinetic energy cannot overcome the surface energy of a new droplet [11]. We is defined as a ratio of
inertial force to surface tension to quantify the collision and coalescence of droplets. Therefore, the
critical offset b is a function of the collisional, shown in Figure 4.

We =
ρp

∣∣∣∣→ul −→us

∣∣∣∣2d

σ
, (18)

We ≥
2.4(rl + rs)

2 f
( rl
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)
b2 , (19)

bcrit = (rl + rs)

√√√
min
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, (21)
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where We is the Weber number,
→
ul and

→
us are the velocities of large droplets and small droplets,

respectively, d is the arithmetic mean diameter of two droplets, rl and rs are the radii of large droplets
and small droplets, respectively, b and bcrit are the actual collision parameter and the critical offset of
collision, respectively. If b < bcrit, the result of collision is coalescence, and the new velocity based on
conservation of momentum and kinetic energy is calculated below:

v′ =
mlvl + msvs + ms(vl − vs)

ml + ms

(
b− bcrit

rl + rs − bcrit

)
, (22)

where ml and ms are the masses of large droplets and small droplets, respectively.

Figure 4. Schematic diagram of the coalescence process.

Taylor Analogy Breakup (TAB) model

The TAB model governs the oscillating and distorting droplet; when the droplet oscillations grow
to a critical value, the large droplet will break up into small droplets. The droplet distortion governing
equation is defined as follows:

F− kx− d
dx
dt

= m
d2x
dt2 , (23)

where x is the displacement of the droplet, m is the droplet mass, F is the aerodynamic force of the
droplet, kx is the surface tension of the droplet and d dx

dt is the viscous force.

F
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ρ
∣∣∣u− up
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, (24)
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, (27)

where CF, Cd, Ck are dimensionless constants, CF = 1/3, Cd = 5, Ck = 8. Setting y = x/
(
Cbrp

)
, when

Cb = 0.5 and y > 1, the non-dimensional equation for droplet breakup is shown in Equation (28).

y(t) = Wer + e−
t

td

{
(y0 −Wer) cos(ωt) +

1
ω
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sin(ωt)
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, (28)
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Wer =
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, (29)
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p
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, (30)
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σp

ρpr3
p
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t2
d

. (31)

The size of droplet is determined by the energy conservation between the parent droplet and the
child droplets which satisfies the Sauter distribution and the number of child droplets can be calculated
by mass conservation.

r′ =
1 + 1

20 y2 + 1
8
ρpr3

p
σp

(
dy
dt

)2

rp
(32)

2.3. Fluid Properties

MDEA aqueous solution is one of the conventional absorbents for H2S selective absorption. In this
study, the gas mixture consists mainly of methane and the mass fraction of the aqueous solution
is 35%. The properties of the gas and liquid used for the CFD simulations are shown in Table 2.
The MDEA aqueous solution is assumed to operate at a constant temperature of 30 ◦C and 2 MPa,
which are close to the real operation conditions for H2S selective absorption in RPB. Under these
temperature and pressure conditions, the density and viscosity of the gas mixture are 15.99 kg/m3

and 1.203 × 10−5 kg/(m·s), respectively; the density and viscosity of the aqueous solution are and
1027 kg/m3 and 1.203 × 10−5 kg/(m·s), respectively.

Table 2. Fluid properties.

CH4 C2H6 C3H8 C4H10 C5H12 CO2 H2S N2

Gas (mol %) 85.71 2.30 0.73 0.47 0.24 4.25 5.04 1.27

Liquid (m %) An MDEA aqueous solution with a mass fraction of 35%

2.4. Solution Procedure

The domain of the packing zone is defined as the moving reference frame (MFR) and the rest of
RPB: End zone and cavity zone are relative to a stationary reference frame in the Fluent 19.0 software.
Thus, the packing with a reflect boundary rotates in a rotating speed of 300 to 900 rpm and the wall
condition with no-slip and escape boundary is set to simulate the casing of RPB. The gas inlet and outlet
in RPB are set as the velocity inlet boundary and pressure outlet boundary conditions, respectively,
while the liquid inlet and outlet are defined as discrete phase surface injection and trap boundary
condition, respectively. The gas velocity is considered as a constant 0.5 m/s, and the droplets are
injected into the RPB in this way that initial droplet velocity is specified by a range of 0.5 to 2.5 m/s,
the initial droplet diameter is set to 1 to 5 mm and the number of droplets injected into the RPB is
400. Steady simulations are implemented with standard k–ε model and DPM model to investigate the
droplet characteristics in RPB. The droplet discrete phase interacts with the continuous phase every
five iterations and an unsteady particle tracking is applied to track the droplet trajectories individually
with a time step size of 0.001 s for a maximum of 5000 steps. Drag force, gravity, virtual mass force
and centrifugal force are considered in this solution and droplet coalescence and breakup models
mentioned above are also introduced. The pressure–velocity coupling is resolved by SIMPLE scheme
and spatial discretization methods for gradient and pressure are least squares cell-based and PRESTO,
respectively. The second-order upwind scheme is employed for solving the momentum equations
and turbulence equations. For the convergence absolute criteria, the residuals in mass conservation,
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momentum conservation and turbulence are less than 1 × 10−5. In addition, the maximum number of
iterations for steady calculation is 4000 to achieve the steady state in RPB.

2.5. Grid Independence

As is known, the number of grids has a great impact on the accuracy of the simulation result.
Therefore, a grid independence study is performed to obtain a reasonable computational mesh. Fixing
the droplet diameter of 2 mm, rotating speed of 300 rpm and initial droplet velocity of 0.5 m/s as the
initial conditions and choosing the droplet average residence time as the only dependent variable, five
different grids consisting of 1.4, 2.5, 3.3, 4.3 and 5 million unstructured cells have been implemented to
analyze the effect of the cell on the droplet average residence time. As shown in Figure 5, the average
residence time is almost same when the number of cells reaches 4.3 million, which may be considered
as a responsible grid to predict droplet characteristics. Finally, the number of 4,349,428 cells is selected
to investigate other simulation results while considering the computing resources and accuracy.

Figure 5. The grid independence checking.

3. Results and Discussions

Since droplet form in RPB is the dominant liquid pattern, its characteristics such as velocity,
residence time and diameter in mass transfer and reactions will play a crucial role in novel research.
Therefore, a CFD simulation on droplet characteristics will demonstrate a visual flow distribution as
well as significant guide for H2S selective absorption into MDEA solution in RPB.

3.1. Droplet Velocity in RPB

Velocity distribution, as a common and crucial characteristic of droplets, has a direct effect on
residence time and diameter, therefore the velocity value and vector under various rotating speeds and
initial droplet velocities are shown in Figure 6. Similarly, the velocity is distributed uniformly and
symmetrically along the radial and tangential directions. The liquid is injected and dispersed uniformly
into packing zone from the liquid distributor and it rapidly obtains a synchronous tangential speed as
it is packing, finally liquid droplets are spun out from the outer packing zone into the cavity randomly.
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(a) 

(b) 

Figure 6. Cont.
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(c) 

(d) 

Figure 6. Cont.
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(e) 

Figure 6. The velocity values and vectors under various initial droplet velocities and rotating speeds.
(a) u0 = 0.5 m/s,ω = 300 rpm; (b) u0 = 0.5 m/s,ω = 600 rpm; (c) u0 = 0.5 m/s,ω = 900 rpm; (d) u0 = 1.5 m/s,
ω = 600 rpm; (e) u0 = 2.5 m/s, ω = 600 rpm.

In the end zone, a parabolic droplet motion is observed with the increase of rotating speed from
300–900 rpm, since the initial droplet velocity in the radial direction is lower than that in tangential
direction. Further, a phenomena of back-mixing, called “end effect” in our review [12] on mass
transfer process in RPB, was also confirmed to have a superiority in processing intensification on
mass transfer [13]. In the packing zone, droplets move in a radial spiral and distribute irregularly.
An analysis on different rotating speeds and initial droplet velocities illustrates that the radial velocity
is mainly affected by initial droplet velocity while the tangential velocity is related to rotating speed
and radial position. In the cavity zone, droplets move towards the outer wall of RPB with a constant
angle which decreases with the increase of rotating speed, and it manifests that rotating speed has a
major impact on resultant droplet velocity.

Under the sustaining shear from the packing, a large proportion of droplets are synchronous
with packing and the droplet velocity increases linearly along the radial position. Some fluctuation of
droplet velocity has also been observed because the collision, breakup and coalescence of droplets take
place among droplet–droplet, droplet–gas and droplet–packing interactions.

3.1.1. Effect of Initial Droplet Velocity on Droplet Velocity

Figure 7 show the effect of initial droplet velocity on droplet velocity in the packing zone under
the condition that initial droplet diameter is 3 mm and rotating speed is 900 rpm. In this zone, the
droplet velocity is seldom influenced by initial droplet velocity. The reason is that the initial droplet
velocity makes less contribution to resultant velocity compared with the tangential velocity generated
by centrifugal force. On the other hand, the inelastic collision on droplets results in the loss of kinetic
energy once droplets are sheared by packing.
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Figure 7. The effect of initial droplet velocity on droplet velocity in the packing zone.

3.1.2. Effect of Rotating Speed on Droplet Velocity

Figure 8 establishes the effect of rotating speed on droplet velocity in the packing zone under the
condition that initial droplet diameter is 3 mm and initial droplet velocity is 0.5 m/s. In the packing
zone, the rotating speed is dominant for droplet velocity increasing and it illustrates that the droplet
velocity increases along with rotating speed increasing. As a consequence, Equation (33) for predicting
droplet velocity in RPB is proposed by considering the influence of initial droplet velocity, rotating
speed and radial position; validation Equation (34), predicted from Sang [14], is implemented. Finally,
the mathematic expression declares that rotating speed and radial position have the main impacts on
droplet velocity.

up = 0.6088ω0.9819u0.0008
0 R0.7702, (33)

up = 1.013ω0.9994u0.008
0 R1.005μ−0.009σ0.036. (34)
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Figure 8. The effect of rotating speed on droplet velocity in the packing zone.

3.2. Average Residence Time Distribution in RPB

Analysis on selective absorption with MDEA indicated that it was kinetically selective towards H2S
while thermodynamically selective towards CO2 [15]. According to the theory of the diffusion–reaction
process for H2S selective absorption, the reaction and mass transfer on H2S are both instantaneously
fast, while those process are restrained in CO2 mass transfer into the liquid film. Therefore, average
residence time of droplet is considered as a key parameter in the H2S selective absorption into MDEA
process in RPB. A method to obtain the residence time distribution is applied by tracking droplets, and
residence time distributions in RPB under various initial droplet velocities and rotating speeds are
shown in Figure 9.

Droplets interact intensely with the rotating packing and they are driven by centrifugal force,
gravity, gas viscous resistance and packing frictional resistance, resulting in a frequent path change.
Most of the droplets are accelerated to a synchronous motion with packing and are ejected in a radial
spiral. With the increase of initial droplet velocity and rotating speed, the turbulence intensity increases
with the increase of random trajectory. Table 3 summarizes the number of tracked droplets and average
residence time in RPB under different rotating speeds and initial droplet velocities.

Table 3. Average residence time under various initial droplet velocities and rotating speeds.

Rotating Speed (rpm) 300 600 900 900 900

Initial droplet velocity (m/s) 0.5 0.5 0.5 1.5 2.5

Number of droplets 58 111 183 360 391
Total residence time (s) 7.7 12.7 15.5 17.2 15.0

Average residence time (s) 0.132 0.114 0.085 0.048 0.039
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(a) 

(b) 

Figure 9. Cont.
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(c) 

(d) 

Figure 9. Cont.
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(e) 

Figure 9. Residence time distribution in RPB under various initial droplet velocities and rotating
speeds. (a) u0 = 0.5 m/s, ω = 300 rpm; (b) u0 = 0.5 m/s, ω = 600 rpm; (c) u0 = 0.5 m/s, ω = 900 rpm;
(d) u0 = 1.5 m/s, ω = 600 rpm; (e) u0 = 2.5 m/s, ω = 600 rpm.

3.2.1. Effect of Initial Droplet Velocity on Average Residence Time

At the same rotating speed of 900 rpm, the average residence time changes drastically from
a low initial velocity to a high initial velocity. Because of the increase of initial velocity, the time
to pass through the whole packing will shorten correspondingly. As it is displayed in Figure 10,
there is a turning point when the initial velocity reaches 1.5 m/s and the average residence time is
reduced gradually.

Figure 10. Effect of initial droplet velocity on average residence time.
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3.2.2. Effect of Rotating Speed on Average Residence Time

As shown in Figure 11, the droplet attains a tangential velocity when it enters the packing zone
and a synchronous velocity will be achieved in a short time. For the sake of reducing residence time
in RPB for H2S selective absorption, enhancing rotating speed seems to be an optimal way. Lower
residence time in RPB compared with that in conventional column is ascribed to intensification process
under centrifugal force. The higher the droplet velocity is, the lower the residence time obtained will
be. Therefore, a commonsense calculation can be proposed to describe the residence time in RPB, and
that is the ratio of radial distance to droplet velocity, calculated by Equation (35).

t =
R
up

(35)

In the process of natural gas desulfurization and purification, H2S selective absorption and CO2

partial removal must meet the requirements on commercial natural gas, and the energy consumption
also needs to be reduced in MDEA solution regeneration process. Therefore, higher mass transfer
efficiency and lower residence time in RPB raise various concerns in natural gas purification. In the
quantitative description of Qian’s work [16], it only took about 2.0 × 10−9 s for H2S to establish a steady
concentration gradient while the process needed 1 s to complete for CO2. Thus, it can be highlighted
from Figure 10, that the residence time can be only 0.039–0.085 s under a rotating speed of 900 rpm.
Droplets go through the packing in a short residence time, especially with high initial droplet velocity
and rotating speed.

Figure 11. Effect of rotating speed on average residence time.

3.3. Droplet Diameter Distribution in RPB

Droplet surface renewal frequency, which is defined as the percentage of surface updated per unit
of time and effective mass transfer area, can be investigated by the droplet diameter distribution along
radial position. Figure 12 shows the 3D droplet diameter distribution with an initial droplet velocity
of 1.5 m/s, rotating speed of 600 rpm and initial droplet diameter of 3 mm. The droplet diameter
changes a lot along the radial position, and collision and shear between droplet and packing result
in sustaining breakup and coalescence. This also indicates that frequent surface renewal makes a
prominent contribution to mass transfer.
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Figure 12. A 3D droplet diameter distribution in RPB.

3.3.1. Effect of Initial Droplet Diameter on Droplet Diameter Distribution

Figure 13 reveals that the droplet diameter increases with an increasing initial droplet diameter.
After a larger droplet is introduced from the inlet, it tends to be broken up by packing because of
lower surface tension needed to be overcome, and this results in a frequent surface renewal and an
intensifying mass transfer process. Guo [17] obtained a formula by fitting relevant experimental data,

d = 0.7284
(
σ/ρω2R

)0.5
, which indicated that the droplet diameter decreases along the radial direction.

Both Figures 13 and 14 show that the average droplet diameter is negatively correlated with the radius
position, which is consistent with Guo’s research. Therefore, it also manifests that the CFD model
introduced in this study reasonably predicts the droplet diameter distribution.

(a) 

Figure 13. Cont.
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(b) 

(c) 

Figure 13. The droplet diameter distribution under different initial droplet diameters. (a) d0 = 1 mm;
(b) d0 = 3 mm; (c) d0 = 5 mm.
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Figure 14. Effect of initial droplet diameter on average droplet diameter.

Specially, Figure 14 illuminates a particular phenomenon: There is rarely collision in the packing
zone when the initial droplet diameter is 1 mm, compared with others. The reasons for the above
phenomenon are as follows: (1) the packing size is larger than the initial droplet diameter; and (2) the
inertial force under this condition is not enough to break the small droplet. Therefore, the study of the
collision between 1-mm-diameter initial droplets and packing needs smaller packing size and larger
inertial force. In a word, the effect of initial droplet diameter on droplet diameter distribution analyzed
above can not only provide guidance for liquid distributor design, but also make a suitable proposal
on choosing packing size.

3.3.2. Effect of Initial Droplet Velocity and Rotating Speed on Droplet Diameter

Figures 15 and 16 illustrate that the average droplet diameter along the radial position decreases
with the increase of initial droplet velocity from 0.5 to 2.5 m/s and with the increase of rotating speed
from 300 rpm to 900 rpm. The droplet obtains the tangential velocity from the packing immediately,
resulting in a violent collision and breakup among droplet and packing. Therefore, the droplet surface
renewal frequency and effective mass transfer area have been enhanced remarkably.
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(a) 

(b) 

Figure 15. Cont.
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(c) 

(d) 

Figure 15. Droplet diameter under various initial droplet velocities and rotating speeds. (a) u0 = 0.5 m/s,
ω = 600 rpm; (b) u0 = 2.5 m/s, ω = 600 rpm; (c) u0 = 1.5 m/s, ω = 300 rpm; (d) u0 = 1.5 m/s, ω = 900 rpm.
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(a) 

(b) 

Figure 16. Effect of initial droplet velocity and rotating speed on average droplet diameter. (a) d0 = 3 mm,
ω = 600 rpm; (b) d0 = 3 mm, u0 = 1.5 m/s.

As shown in Figure 16a, under the same conditions of initial droplet diameter of 3 mm and
rotating speed of 600 rpm, the average droplet diameter decreases drastically with the increase of
initial droplet velocity from 0.5 to 2.5 m/s in the packing zone. In other words, the average droplet
diameter with initial velocity of 2.5 m/s is less than the average droplet diameter with initial velocity of
1.5 m/s, which is less than the average droplet diameter with initial velocity of 0.5 m/s in same radial
position. A higher initial droplet velocity means a greater initial kinetic energy, which is beneficial
to the breakup of droplets when kinetic energy is greater than surface energy, so the phenomenon is
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obtained in Figure 16a. In addition, the initial droplet diameter of 3 mm will gradually break up into
smaller droplets along the radial position and finally reaches a constant diameter of 1.25 mm at the
outer packing zone. Thus, conclusions can be drawn that the minimum droplet diameter in RPB only
depends on the rotating speed and that there exists a minimum rotating packing radial length for
droplets to fully fragmentize.

From Figure 16b, it can be observed distinctly that average droplet diameter distribution changes
regularly on initial droplet diameter and velocity of 3 mm and 1.5 m/s, respectively. The effect of
rotating speed on droplet diameter indicates that the droplet diameter decreases with the increasing
rotating speed. The centrifugal force is linear to radial position and is proportional to the second power
of rotating speed. Therefore, a higher centrifugal force results in more drastic collisions and smaller
droplet diameters. Further, a balance between shear force generated by rotating packing and surface
tension on droplets is proposed and discussed under an appropriate rotating speed. When the rotating
speed decreases to 300 rpm, the shear force cannot meet the surface tension, resulting in only a few
droplet breakups at the end of packing. On the contrary (at 900 rpm), shear force is dominant instead
of surface tension, so the droplet diameter changes gently.

Compared with the effect of initial droplet velocity on droplet diameter, a more obvious impact of
rotating speed is obtained. Radial velocity and tangential velocity all contribute to droplet breakup,
but the tangential velocity caused by rotating speed is dominant. Therefore, considering the effect of
rotating speed, radial position and fluid density on droplet diameter, a fitting expression is obtained:

dp = 14.96

⎡⎢⎢⎢⎢⎢⎢⎣ ρ(
ρp − ρ

)
ω2R

⎤⎥⎥⎥⎥⎥⎥⎦
0.8805

(36)

3.4. Principle of Processing Intensification in RPB

A comparison on particle diameter is conducted between RPB and conventional deposition process
under gravity. Droplet force balance has been discussed in Equation (12) and the droplet diameter is
calculated by two equations in Table 4, which were derived from Equations (12) and (13), considering
mainly the centrifugal force in RPB (or gravity in deposition process) and drag force. Droplet diameter
in different force fields is related to fluid density, droplet density, fluid velocity, droplet velocity
and main acceleration. Generally speaking, the behavior in RPB can be considered as a processing
intensification in force fields by replacing the term “g” with “ω2R”. Thus, greater acceleration results
in smaller droplet diameter and larger droplet surface area of mass transfer. According to the theory of
mass transfer, the mass transfer rate is proportional to the surface area. Therefore, the mass transfer
efficiency of RPB is 1–3 orders of magnitude greater than that in conventional equipment. In addition,
some intensification in principle mentioned above will be implemented by coupling multiple fields
like magnetic, electric and microwaves to explore their potential in RPB.

Table 4. Droplet diameter under different force fields.

Force Field Droplet Diameter

Rotating packed bed dp =
3CDρ(u−up)

2

4(ρp−ρ)ω2R

deposition process under gravity dp =
3CDρ(u−up)

2

4(ρP−ρ)g

On the other hand, an arrangement should be taken as soon as possible by increasing the relative
velocity between droplet and packing to enhance the collision of droplet-packing. Thus, an impinging
stream distributor in an impinging stream rotating packed bed (IS-RPB) [18] has been put forward
to increase the droplet initial velocity from the liquid distributor. A novel RPB called split packing
RPB [19,20] (SP-RPB) can enhance the relative velocity in the packing zone by operating two separate
rotating packings in opposing directions, which promotes a large surface area and makes a great
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contribution to surface renewal and mass transfer in the process of H2S selective absorption into
MDEA solution.

4. Conclusions

A 3D CFD Eulerian–Lagrangian approach has been built by introducing a droplet breakup and
coalescence model to investigate the droplet characteristics of RPB in H2S selective absorption into
MDEA solution. Droplet characteristics such as droplet velocity, average residence time and average
diameter in RPB have been analyzed by diagrams and correlations, which are compared with available
experimental data in the literature [14,17]. The results show that the velocity increases with increasing
rotating speed and radial position, but the opposite conclusion is made on the average residence time.
Specially, in the end zone, a phenomenon called “end effect” in mass transfer intensification has been
observed and can be illuminated by droplet back-mixing. A correlation on droplet velocity has been
deduced in Equation (33) mainly associated with rotating speed and radial position rather than initial
droplet velocity. Under the condition of 900 rpm, a short average residence time 0.039–0.085 s in RPB
has been recommended for H2S selective absorption into MDEA solution. This is because the reaction
and mass transfer rate of H2S are both instantaneously fast compared with CO2, thus a short average
residence time allows for efficient selective absorption between H2S and CO2. When the initial droplet
velocity and rotating speed increase, the average droplet diameter decreases inordinately. However, the
initial droplet diameter has a restriction (1 mm) to be captured and broken by the packing size under
the simulation conditions. Furthermore, conclusions are made that the rotating speed determines the
minimum droplet diameter and that a packing length in the radial direction is needed to meet droplet
breakup completely. In addition, a balance between shear force and surface tension on the droplet
indicates an appropriate rotating speed. A correlation (Equation (36)) on droplet diameter is obtained
considering the effect of rotating speed, radial position and fluid density.

The simulation results indicate this CFD approach has the capability in describing droplet
characteristics, and an investigation on principle in RPB has been conducted based on these results.
Processing in RPB can be regarded as an intensification of a traditional separation device in gravity
by replacing the term “g” with “ω2R” and some coupled field with centrifugal force like magnetic,
electric and microwaves, which will inspire further potential in RPB. Finally, IS-RPB and SP-RPB as
novel equipment have made a great contribution to surface renewal and mass transfer in the process of
H2S selective absorption into MDEA solution through increasing the relative velocity and collision
between droplets and packing.
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Nomenclatures

CFD Computational fluid dynamics
HTU Height of mass transfer unit
IS-RPB Impinging stream RPB
RPB Rotating packed bed
RSR Rotor-stator reactor
SP-RPB Split packing RPB
TAB Taylor analogy breakup
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Latin symbols

CD Drag coefficient
F Aerodynamic force of droplet (N)
→
F External body force (N)

FD Drag force (N)
Fr,x Force in rotating reference frame in x direction (N)
Fr,y Force in rotating reference frame in y direction (N)
Fm Virtual mass force (N)
Fx Additional acceleration term
Gb Influence of the buoyancy force
Gk Influence of the mean velocity gradients
Prt Turbulent Prandtl number for energy
R Radial position (m)
b Actual collision parameter
bcrit Critical offset of collision
d0 Initial droplet diameter (mm)
d Arithmetic mean diameter of two droplet (m)
→
g Gravitational vector (9.8 m/s2)
k Turbulence kinetic energy
m Mass of droplet (kg)
ml Mass of large droplet (kg)
ms Mass of small droplet (kg)
p Static pressure (Pa)
rl Radius of large droplet (m)
rs Radius of small droplet (m)
u Fluid velocity (m/s)
u0 Initial droplet velocity (m/s)
→
u l Velocity of large droplet (m/s)
up Droplet velocity (m/s)
→
u r Whirl velocity (m/s)
→
u s Velocity of small droplet (m/s)
→
v r Relative velocity (m/s)
x Displacement of droplet (m)
Greek symbols

ρ Fluid density (kg/m3)
ρg Gas density (kg/m3)
ρl Liquid density (kg/m3)
ρp Droplet density (kg/m3)
ω Rotating speed (rpm)
→
ω Centrifugal acceleration (rad/s)
μg Gas viscosity (mPa·s)
μl Liquid viscosity (mPa·s)
μe f f Molecular viscosity (mPa·s)
μt Turbulent viscosity (mPa·s)
σ Liquid surface tension (N/m)
ε Dissipation rate
Dimensionless groups

Re =
ρdp|up−u|
μ

Reynolds number

We =
ρp

∣∣∣∣→ul−→us

∣∣∣∣2d
σ

Weber number
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Abstract: Natural gas demand has increased rapidly across the globe in the last decade, and it is set to
play an important role in meeting future energy requirements. Natural gas is mainly produced from
fossil fuel and is a side product of crude oil produced beneath the earth’s crust. Materials hazardous
to the environment, like CO2, H2S, and C2H4, are present in raw natural gas. Therefore, purification
of the gaseous mixture is required for use in different industrial applications. A comprehensive
computational fluid dynamics (CFD) model was proposed to perform the separation of natural
gas from other gases using membrane modules. The CFD technique was utilized to estimate gas
flow variations in membrane modules for gas separation. CFD was applied to different membrane
modules to study gas transport through the membrane and flux, and to separate the binary gas
mixtures. The different parameters of membrane modules, like feed and permeate pressure, module
length, and membrane thickness, have been investigated successfully. CFD allows changing the
specifications of membrane modules to better configure the simulation results. It was concluded that
in a membrane module with increasing feed pressure, the pressure gradient also increased, which
resulted in higher flux, higher permeation, and maximum purity of the permeate. Due to the high
purity of the gaseous product in the permeate, the concentration polarization effect was determined
to be negligible. The results obtained from the proposed CFD approach were verified by comparing
with the values available in the literature.

Keywords: computational fluid dynamics; membrane module; gas separation; concentration
polarization

1. Introduction

Natural gas is considered one of the significant fossil fuels. It is found in subsurface reservoirs and
mostly produced as a byproduct of oil production. The demand for natural gas has seen a considerable
rise in recent years [1,2]. As per the reports of the U.S. Energy Information Administration (EIA),
global natural gas consumption is increasing 4% annually. It is estimated that 10% of the world power
sector depends on natural gas [3]. By 2040, power production and industrial usage are expected to be
73% dependent on natural gas. Natural gas consists of several chemical species, including methane
(CH4), ethane, propane, butane, water vapor, nitrogen, and acidic gases such as carbon dioxide (CO2)
and hydrogen sulfide (H2S). The species comprising natural gas, like CO2, N2, water vapor, and H2S,
are considered impurities [4]. The different concentrations of impurities in natural gas is in the range
4–50%, depending on the reservoir. The presence of these impurities can significantly affect pipelines,
in terms of corrosion, and raise health and safety concerns [5]. Therefore, typical pipeline specifications
usually mandate that the concentration of carbon dioxide in natural gas not exceed 2–5 volume percent,
making it necessary to treat natural gas and remove the impurities before it is transported. In recent
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years, the membrane separation process has been widely used because it is more economical compared
to other methods [6].

Membrane gas separation can remove unnecessary species from a gas mixture. The membrane
allows only the desired components of a mixture to pass through because of its selectivity [7]. It is
a widely used process due to its reliability, separation performance, low maintenance, and easy
operation [8]. Moreover, membrane technology is used for the separation of various fuel mixtures in
different industries as a result of economic competitiveness and other current demanding situations
related to competitive environments [9]. It has many applications in industrial sectors, hydrogen
recovery from ammonia, hydrogen recovery in refineries, air separation for oxygen purification, sour
gas treatment, and carbon dioxide removal from natural gas [10]. These processes are integrated
with big industrial units to perform specific industrial operations. It is estimated that the use of
membrane gas separation will increase substantially in 2020 [11]. It is an essential fact that the use of
this technology will decrease the unit operation cost of gas separation and reduce the environmental
hazards [12].

The different mathematical models for the separation of gaseous mixtures using a membrane
were developed using altered assumptions [13]. Recently, it was found that the most commonly
available commercial membrane modules for gas separation were hollow fiber and spiral wound
membrane modules [14,15]. Many researchers have investigated flow behavior with different module
arrangements for gas separation and desalination processes [16,17]. Alrehili’s study [18] showed the
different arrangements of fibers with parallel feed channels that made a hybrid membrane module.
The simulation results of the hybrid module gave better membrane flux for both spiral wound and
hollow fiber membrane module configurations. Ahsan [19] applied computational fluid dynamics
(CFD) modeling to gas separation using a finite difference method in polymeric membranes. Saeed [20]
described laminar flow behavior in spacers with narrow channels, and mass transfer coefficient
calculated with different wire spacing. Karode [21] determined that pressure dropped with bounding
surfaces in a rectangular channel. The effect of shear stresses on both sides of the membrane was
also observed.

Other researchers developed a mathematical algorithm for flow behavior and membrane
surfaces, and investigated the concentration polarization phenomena in gas separation processes [22].
The transfer of CO2 gas molecules through the membrane increased due to higher flux on the feed
side, but rejected molecules of other gases that then accumulated on the membrane surface [23].
For this reason, concentration polarization occurs in membrane processes. Mourgues [24] showed the
effect of concentration polarization on membrane separation processes for both counter-current and
co-current patterns. The most important factors were analyzed based on feed pressure, permeability,
and selectivity of the mixture.

Several researchers developed membrane processes to study the influence of concentration
polarization on the feed side. Ahsan and Hussein [25], in their CFD model, studied energy transfer
phenomena in the membrane using permeation flux. Coroneo [26] developed a three-dimensional
single-tube membrane module to define flux, based on Sievert’s law, considering both membrane
sides. Recently, a non-isothermal model was developed to evaluate the effect of temperature on
permeance [27]. In another study, Chen [28] considered co-current and counter-current flow patterns
of the membrane process at different operating conditions using COMSOL Multiphysics 4.0a software.

Another study looked at plug flow and perfect mixing channel, commonly used for modeling
membrane gas separation, and reported the fluid behavior in permeate [29]. Flat sheet membrane
modules were widely used to evaluate membrane performance. The incompressible Navier–Stokes
model was used to improve the fluid chamber while the solid stress–strain model was used to enhance
the mechanical performance of the module [30].

In this study, the CFD technique was used to solve the model equations. The permeability of the
membrane was measured by introducing the species of interest into the feed gas. The effect of gas flow
profiles on gas separation in the membrane modules is reported. A three-dimensional (3D) model was
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established using CFD simulation in COMSOL Multiphysics software. The geometry of the flat sheet
and spiral wound membrane modules were determined, and co-current and counter-current models
were used to find the flow profiles. The effect of molar flux on species transported en mass through the
membrane was considered. The binary gas mixtures CO2/CH4 and CH4/C2H6 were used for separation
in the flat sheet and spiral wound membrane modules, respectively. The investigated parameters,
permeability, feed pressure, permeate pressure, and feed gas concentration, were compared with the
data available in the literature.

2. Numerical Methods

The CFD technique (COMSOL Multiphysics®4.3, COMSOL, Inc., Burlington, MA, USA, 2012) is
used in simulations looking at flow profiles in the membrane module. In this study, the flat sheet and
spiral wound membrane modules were used for the simulations. The data used for the simulations
were taken from the literature and are shown in Table 1.

Table 1. Properties for membranes modules. Reproduced with permission from R. Qi, M.A. Henson,
Separation and Purification Technology; published by Elsevier, 1998.

Parameters
Spiral Wound

Membrane Module [31]
Flat Sheet Membrane

Module [32]
Units

Feed Pressure 35 × 105 106.7 × 103 Pa
Permeate Pressure 1.05 × 105 1.1 × 103 Pa

Feed gas 0.20 CO2 0.395 CH4 Mole fraction
Permeance 1.48 × 10−9 2 × 10−7 mol/(m2·s·pa)
Selectivity 20 2.73

Module Diameter 0.3 6 × 10−3 m
Module Length 1 0.8 m

Thickness 2.84 × 10−3 15 × 10−6 m

The numerical simulations were performed using the COMSOL Multiphysics® package (COMSOL
Multiphysics®4.3, COMSOL, Inc., Burlington, MA, USA, 2012). The spiral wound and flat sheet
membranes were developed with 3D axisymmetric geometry. Fick’s law of permeation was used
for the main transport of diluted species through the membrane. The following assumptions were
made [13].

2.1. Assumptions

1. Steady-state and ideal gas conditions;
2. Isothermal conditions;
3. Solution–diffusion mechanism for permeation;
4. Permeance not dependent on the concentration of gas or the feed pressure;
5. No axial mixing of gaseous molecules;
6. Constant pressure drop on the feed and permeate side.

2.2. Mathematical Modeling of Mass Transport

The model accounts for diffusion transport in a unit cell of the structure sketched in Figure 1.
The unit cell is a small part of the membrane that is representative of the whole membrane. In this
model, the initial flux in the membrane was studied, and corresponded to the largest difference in
concentration between the two chambers on different sides of the membrane. The supporting structure
in the membrane consisted of a mesh structure made up of a dense and rigid polymeric material.
This system was used to classify the permeability properties of a membrane to certain species.
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Figure 1. Membrane model unit.

2.2.1. Convection and Diffusion Model

In the convection and diffusion model, the mass transport equation contained both phenomena.
In chemical engineering, the convection and diffusion model is applicable for mass transport, which is
described by Fick’s Law. In the 19th century, Fick gave the simplest definition of diffusion for mass
transport. The mass flux of any species is directly proportional to the concentration gradient due
to diffusion. The rate of change of concentration at a point in space is proportional to the second
derivative of concentration with space;

∂Ca

∂t
+ vx

∂Ca

∂x
+ vy

∂Ca

∂y
+ vz

∂Ca

∂z
= DAB

[
∂2Ca

∂x
+
∂2Ca

∂y
+
∂2Ca

∂z

]
+ Ra (1)

Convective transport accounts for the bulk flow of fluid due to velocity v. This term v can be
solved analytically or by solving the momentum equation with the mass balance equation. All these
expressions include time (t), and spatial and velocity components are used for mass balance with
convection. The vx, vy, and vz are velocity fields in three dimensions. Ra describes the rate of reaction
and it should be equal to zero as no reaction is involved in gas separation in membrane modules.

2.2.2. Diffusion Term

The chemical species is transferred from high to low regions due to diffusion, and becomes a mass
transfer phenomenon with time and space. The chemical species is dissolved in a solvent or any gas
mixture, for example as oxygen enrichment in the air. The evolution of species mass transfer depends
on its concentration with respect to time and space. The gradient for diffusion occurs as a result of the
motion of the molecules. Due to the kinetic energy of molecules, they can collide with each other in
random directions. Then, flux Na for diffusion can be written as;

Na= −DAB

[
∂2Ca

∂x
+
∂2Ca

∂y
+
∂2Ca

∂z

]
(2)

where mass transfer occurs as a result of diffusion DAB.

2.2.3. Membrane Model

The unit cell is a small part of the membrane module that demonstrates the whole membrane
module. The steady-state diffusion equation, which shows mass transport in a model with diffusion,
can be written as;

DAB

[
∂2Ca

∂x
+
∂2Ca

∂y
+
∂2Ca

∂z

]
= 0 (3)

It can also be represented in terms of a nebula operator;

D·∇2Ca = 0 (4)
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where Ca denotes concentration (mole/m3) and DAB is the diffusion coefficient of the diffusing species
(m2/s). All boundaries are considered to be insulating

DAB

[
∂Ca

∂x
+
∂Ca

∂y
+
∂Ca
∂z

]
= 0 (5)

D ∇Ca·n = 0 (6)

The two faces are applied as boundary conditions where the concentration of the two components
is set from high to low. Boundary Condition 1 (B.C.1) is considered to be high concentrations on the
feed side and Boundary Condition 2 (B.C.2) is represented on the reject side in low concentrations.

B.C.1
C = C0 (7)

B.C.2
C = C0,1 (8)

2.2.4. Membrane Flux

Diffusion through the membrane was represented in terms of the initial boundary condition C0

and the final boundary condition C0,1.

Na =
D
δ
(C0 −C0,1) (9)

where D
δ is a barrier with a corresponding thickness.

The permeability (P) of gas can be defined as a product of the diffusion coefficient (D) and solubility
coefficient (S),

P = D·S. (10)

The relationship between partial pressure and concentration is defined as

C = S·p. (11)

The flux through the membrane can be presented in terms of permeability and partial pressure,

Na =
P
S

δ
(S·pf− S·ph) (12)

where feed pressure pf and permeate pressure ph are used for calculating gradient across the membrane.
Solubility is obtained using a ratio of the concentration gradient and partial pressure difference for the
binary mixture. The solubility S can be calculated as

S =
Δp
ΔC

. (13)

This membrane model was used to study gas separation in flat sheet and spiral wound
membrane modules.

2.3. Geometry

A sketch of the geometries of flat sheet and spiral wound membrane modules is shown in Figure 2.
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Figure 2. Schematic diagram of the flat sheet and spiral wound membrane module.

2.4. Meshing

The subdomains are often called elements or cells, and the collection of all elements or cells is
called a mesh (Figure 3). In this process, a physics-controlled mesh was applied. An extremely fine
grid element was used, while a further increase did not affect the model results. The mesh consisted of
1,324,604 domain elements, and 46,750 boundary elements, and 900 edge elements were used for the
flat sheet membrane module. The mesh consisted of 3,257,454 domain elements, 413,420 boundary
elements, and 3439 edge elements used for the spiral wound membrane module.

Figure 3. Meshing of membrane module. (a) flat sheet; (b) spiral wound.

3. Results

CFD analysis was performed for the flat sheet and spiral wound membrane modules.
The simulation was carried out using COMSOL Multiphysics software 5.2a. Fluxes of gases and
concentration variations were found across the length of membrane modules. Various parameters like
feed pressure, concentrations across the length of the module, permeability, and feed were considered
in this study.
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3.1. CH4/C2H6 Separation

The flat sheet membrane module is usually used for pilot plant testing or lab scale testing.
The separation of methane and ethane was considered for the flat sheet membrane module in this
study. The simulation of a flat sheet membrane module was performed to check the concentration
change on the reject and permeate sides. The feed gas entered the membrane module and the permeate
collected at the bottom of the module. A cross-flow model with specific boundary conditions was
used. The boundary conditions included a high feed concentration on the right side and low feed
concentration on the left side. Figure 4a shows the concentration variation of CH4 on the feed and
permeate sides. The contour shows the concentration variation of gas on both sides of the membrane.
The slice centration shows the gas variations in the center of the module. Figure 4b shows the differing
concentration variation from the feed side to the permeate side. The gas moved through the flat sheet
module and permeate collected at the bottom.

Figure 4c shows the concentration gradient of CH4 present in the flat sheet membrane module.
Streamlines were used for concentration gradient representation in Figure 4c. The lines moving from
high to low and passing through the membrane represent the gas diffusion through the membrane.
The membrane is located in the center of the module and the permeate is shown on the bottom surface.
The results verified that a gradient was present, and that gas diffused through the membrane. The flux
was calculated for the given parameters using COMSOL Multiphysics software. The contour in
Figure 4d indicates the flux variations in the flat sheet membrane module. The color bar shows the flux
magnitude in the module. The flux calculated in the module can be explained by Fick’s law.

Figure 4. (a) CH4 gas concentration variation in the flat sheet membrane module; (b) slice shows CH4

gas variation in the center of the module; (c) line shows the concentration gradient variation in the
membrane module and (d) diffusive flux variation for CH4 in a flat sheet membrane module.
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3.2. CH4/CO2 Separation

The simulation of a spiral wound membrane module was presented to show the concentration
of feed CO2 on the reject and permeate sides. The feed gas entered the membrane module from the
central tube and moved through to the end. The module shows that the concentration of CO2 changed
throughout Figure 5a. The high concentration was applied to the first wrapped sheet as a boundary
condition, permeate collected in the permeate channel, and a low concentration was applied to the
second plate of the membrane module.

The contour shows that the gas concentration varied along the membrane on the permeate and
reject sides. Figure 5b shows the slice concentration of CO2 in a spiral wound membrane module.
The result shows the concentration variation in the center of the module. It verifies that the gas diffused
through the membrane from the feed channel and collected in the permeate channel. Figure 5c shows
the concentration gradient present in the spiral wound membrane module for CH4/CO2 separation.
The arrows show that the gas passes through the membrane from the feed side to the permeate collector
of the module. The results prove that a gradient was present, and that the gas diffused through the
membrane. Figure 5d shows the diffusive flux magnitude in the spiral wound membrane module
for CO2. The diffusive flux magnitude in the membrane module was obtained using concentration
and permeability parameters. The flux through the membrane was calculated in the gas separation
process and depended on gas diffusion in the perm-selective membrane, due to the pressure and
concentration gradient. It illustated that mass transport occurred through the membrane in the spiral
wound membrane module.

Figure 5. (a) CO2 gas concentration variation in the spiral wound membrane module; (b) slice shows
CO4 gas variation in the center of the module; (c) line shows concentration gradient variation in the
membrane module and (d) diffusive flux variation for CO4 in the spiral wound membrane module.
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3.3. Parametric Study of the Spiral Wound Membrane Module

Feed Pressure and Permeate Pressure

The membrane length was considered for the spiral wound membrane module, and the results
were verified via the literature. Figure 6 shows that permeate pressure was a function of membrane
length for different values. Basically, the permeate pressure was less than the feed pressure. Therefore,
it was necessary to calculate the changes in permeate pressure according to length. Increasing
the membrane module’s length decreased the permeate pressure because of the gradient changes
throughout the module from the feed side to the reject side. Therefore, less mass transfer occurred
as a result of less gradient in the module. It was observed that feed pressure had a reverse effect on
permeate pressure. An increase in the feed pressure produced more gradient across the membrane,
which resulted in higher mass transfer through the membrane. Figure 7 represents the feed pressure
variation with methane recovery in the spiral wound module. The results show that higher amounts of
methane permeate were obtained in the end because a high gradient was produced, and gas diffusion
through the membrane was very high.

Figure 6. Permeate pressure variation with module length in a spiral wound membrane module
compared with published values [31].

 
Figure 7. CH4 gas variation with feed pressure in the spiral wound membrane module compared with
published values [31].
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3.4. Parametric Study for the Flat Sheet Membrane Module

Feed Pressure and Length

It was observed that the permeate concentration changed along the length of the module. The more
permeable components passed through the membrane while other components were left as rejects.
The CH4 gas was more suitable for permeation through the membrane. Figure 8 demonstrates that the
mole fraction of CH4 increased on the permeate side across the length of the module and decreased
on the reject side, with respect to length. The ethane gas increased on the reject side because the
permeation of ethane through the membrane was very low. Therefore, the maximum possible purity
of the gas was achieved.

Figure 9 shows that increasing the feed pressure causes the gradient to increase. Due to high
feed pressure, the permeation of components through the membrane increased when the driving
force increased. Therefore, it was estimated that the higher the feed pressure the better the separation.
This was also true for methane recovery on the permeate side because increasing feed pressure resulted
in more pressure gradient and turbulence for mass transfer. Therefore, the gas passed through the
membrane. The permeate values calculated by the numerical model for the spiral wound and flat sheet
membrane modules are shown in Table 2 for comparison with published data. A maximum difference
of 10.8% and 8.7% was found for the spiral wound and flat sheet membrane modules, respectively.

 

Figure 8. Mole fraction of methane with feed pressure in the flat sheet membrane module compared
with published values [32].

 

Figure 9. Mole fraction of methane change with a length of the flat sheet membrane module compared
with published values [32].
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Table 2. Comparison of the model results with the published data for CH4 (permeate) at different
values of selectivity.

Spiral Wound Membrane Modules Flat Sheet Membrane Module

Selectivity
PA/PB

CH4 (Permeate)
Difference

(%)
Selectivity

PA/PB

CH4 (Permeate)
Difference

(%)Published
[31]

This
Model

Published
[32]

This
Model

20 0.881 0.786 10.8 2 0.457 0.417 8.7
40 0.936 0.903 3.5 4 0.672 0.635 5.5
60 0.952 0.913 4.1 6 0.749 0.718 4.2
80 0.967 0.929 3.9 8 0.891 0.829 6.9

4. Discussion

Computational fluid dynamics simulations were used to study mass transport in spiral wound
and flat sheet membrane modules. Three-dimensional geometrics were considered to analyze the
membrane-based gas separation for the binary gas mixture. Counter-current and cross-flow membrane
models were used to verify the results. The simple Fick’s law was used to explain mass flux transport
of the binary gas mixture through the membrane. The membrane model was defined using COMSOL
Multiphysics software for the separation of the binary mixture. The membrane model was applied as
a thin diffusion barrier, which allowed certain species to pass through the membrane. The effect of
molar flux for species in mass transport through a membrane was considered. In the present model,
the different parameters were investigated to verify the models in the literature. Different gas mixtures,
like CO2/CH4 and CH4/C2H6, were investigated in different membrane modules.

A spiral wound membrane module was discussed for CH4/CO2 membrane separation. The module
geometry consisted of three flat sheets that wrapped around a central tube. The membrane collector
was present at the center of the feed and reject sides. The cross-flow model was applied to verify the
literature results. In the spiral wound membrane module, the increase in membrane length showed
a considerable decrease in concentration polarization. When the length of the membrane increased,
an increase in the residual mole fraction was observed. An increase in the permeate purity was also
observed, which indicated that the concentration polarization was negligible.

A flat sheet membrane module was considered for the separation of CH4/C2H6. The model
showed a variation of membrane results that have been discussed. This was novel work describing
the flow profiles of gases in different membrane modules. The contour also showed the total flux,
concentration gradient, and diffusive flux magnitude of different membrane modules. The investigated
parameters were compared with published results. It was observed that in a flat sheet membrane
module with increasing feed pressure, the pressure gradient also increased, which resulted in higher
flux, higher permeation, and maximum purity of the permeate. The concentration polarization was
observed to be negligible. Furthermore, with increasing module length in the flat sheet membrane
module, a decrease in concentration polarization was observed because the increase in the module
length resulted in more permeation of the desired component and an increase in permeate purity.
In the spiral wound membrane module, increasing the membrane length resulted in a considerable
decrease in concentration polarization. When the length of the membrane was increased, an increase
in the residual mole fraction was observed. An increase in the permeate purity was also observed,
which indicated that the concentration polarization was negligible.

5. Conclusions

The membrane modules were modeled using CFD to obtain the maximum possible value of the
desired gas in the permeate. The effect of concentration polarization on gas separation performance
was negligible. Different parameters were studied in the membrane modules, such as feed pressure,
module length, permeate pressure, and feed concentration. Increasing feed pressure in the membrane
modules caused the pressure gradient to increase. Therefore, maximum mass transfer occurred through
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the membrane. Moreover, the length was considered to show gas variation in the permeate. In the
end, the contours of gas flow profiles in the membrane modules were successfully reported. Modeling
predictions were compared with the published data and validated, and it was found that there was
good agreement between them for the different values of selectivity. The comparison indicated that
the membrane modules were very efficient in terms of the separation of the desired gas at a higher
pressure gradient.
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List of symbols

C Concentration of a (mol/m3)
DAB Diffusion coefficient (m2/s)
C0 Initial concentration (mol/m3)
C0,1 Final concentration (mol/m3)
P Permeance (mol/(m2·s·pa))
S Solubility in the membrane (mol/(m3·pa))
pf Feed pressure (Pa)
ph Permeate pressure (Pa)
Δ Membrane thickness (m)
ΔC Difference in concentration (mol/m3)
Δp Gradient of the partial pressure of gases (Pa)
Na Diffusive flux (mol/m2·s)
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Abstract: Triboelectric charging is a potentially suitable tool for separating fine dry powders, but the
charging process is not yet completely understood. Although physical descriptions of triboelectric
charging have been proposed, these proposals generally assume the standard conditions of particles
and surfaces without considering dispersity. To better understand the influence of particle charge
on particle size distribution, we determined the in situ particle size in a protein–starch mixture
injected into a separation chamber. The particle size distribution of the mixture was determined near
the electrodes at different distances from the separation chamber inlet. The particle size decreased
along both electrodes, indicating a higher protein than starch content near the electrodes. Moreover,
the height distribution of the powder deposition and protein content along the electrodes were
determined in further experiments, and the minimum charge of a particle that ensures its separation
in a given region of the separation chamber was determined in a computational fluid dynamics
simulation. According to the results, the charge on the particles is distributed and apparently
independent of particle size.

Keywords: triboelectric separation; particle size distribution; particle charge; binary mixture; in situ
particle size measurement; charge estimation

1. Introduction

Electrostatic effects were first recognized by the ancient Greek philosophers, who generated electricity
by rubbing amber with fur. Thales of Miletus is often called the discoverer of the triboelectric effect [1,2];
however, this ancient observation has not been completely understood. Triboelectric charging of
conductive materials is described by work function [3,4]. At conductor–insulator and insulator–insulator
contacts, triboelectric charging has been described with “effective work function” [5,6], electron transfer [7],
ion transfer [8,9], and material transfer [10,11]. Furthermore, contact charging is affected by environmental
conditions such as humidity [12–14] and physical impact [15–17].

Triboelectric charging is undesired in process engineering because it interferes with pneumatic
conveying [18,19], fluidized beds [20,21], mixing [22,23], and tablet pressing [24]. Moreover, it is a surface
effect, indicating that particle surface plays a critical role. The known factors affecting triboelectric charging
are particle area (indicated by particle size) [25–30], surface roughness [31–33], chemical composition [34],
and elasticity (indicated by contact area) [35–38]; however, most experimental studies assumed uniform
particles or contact surfaces. In most applications, the particles are not monodispersed and have no defined
surface; however, the particles are dispersed in size, surface area, elasticity, crystallinity, and morphology.

To use triboelectric charging and subsequent separation as a tool to separate particles due to their
chemical composition, surface morphology, crystallinity, or particle morphology, it is necessary to
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understand the influence of particle size distribution or powder composition as well as the influence of
non-ideal conditions. All these factors show the necessity of triboelectric separation experiments with
real, but defined, powders (like starch and protein) in order to use triboelectric separation to enrich,
e.g., protein in lupine flour [39] and to take into account further influencing factors. Furthermore,
the use of a starch–protein mixture as a model substrate for triboelectric charging is anticipated to have
a possible application to enrich protein out of cereals or legumes. This ability of triboelectric separation
has been demonstrated [39–46].

Hitherto, lots of studies have been carried out with well-defined particles or with inhomogeneous
and undefined organic systems. Supplementary to these findings, real powders with a defined chemical
composition and dispersity in particle size should be investigated. The discussion of influencing
factors, such as particle morphology or further particle properties, suggest that particle surface charge
is affected by the particle size distribution, in turn influencing the triboelectric charging effect. As the
particle charge strongly affects the subsequent separation step, particles with different charges become
separated at different regions on the electrodes, depending on the flow profile in the separation chamber
and the electric field strength. Therefore, we hypothesize that if particle size (as a proxy of surface
area) influences the charging and the subsequent separation properties, then particles of different sizes
will be separated at different regions on the electrodes.

2. Materials and Methods

2.1. Materials

Whey protein isolate (Davisco Foods International, Le Sueur, MN, USA) with a protein content
of 97.6 wt % was ground as that described in Landauer et al. [47]. Barley starch (Altia, Finland)
with a starch content of 97.0 wt % was narrowed in particle size distribution in a wheel classifier
(ATP 50, Hosokawa Alpine, Augsburg, Germany) under the conditions described in Landauer et al. [47].

2.2. Methods

2.2.1. Separation Setup

The simple experimental setup, originally demonstrated by Landauer et al. [47,48], comprises of an
exchangeable charging section and a rectangular separation chamber. The dispersion of powders added
to the gas flow is facilitated by a Venturi nozzle. The charging tube (of diameter 10 mm and length
230 mm) was composed of polytetrafluoroethylene (PTFE). An electrical field strength of 109 V/m was
applied to the parallel-plate capacitor in a rectangular separation chamber (46 mm × 52 mm × 400 mm).
The protein contents of the binary protein–starch mixtures were varied as 15, 35, and 45 wt %, and
were determined as described in [48]. Briefly, the powder was dispersed in NaCl buffer (pH 7, 0.15 M)
and the protein concentration was photometrically determined at 280 nm. To measure the protein
content along the electrodes, the powder was sampled in three colored areas (see Figure 1a).

The amount of particles separated along the electrodes was determined by measuring the height
of the separated powder. The measuring points are shown in Figure 1a and marked with gray circles.
The powder deposition height was measured homogenously along each electrode in order to get a
topography. Note that the powder height was determined using a micrometer screw (according to
DIN 863-1:2017-02). The mean was calculated from the results of three independent separation
experiments (n = 3). Error bars indicate the confidence intervals of the Student’s t-test with an α = 0.05
significance level.
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Figure 1. (a) Schematic of the sampling points along the electrodes. The powder deposition height
on the electrode was measured at the points marked by gray circles. Colored areas mark the areas of
powder sampling along the electrode. (b) Schematic of the separation chamber and the charging tube.
The in situ particle size near the electrodes was measured at positions I, II, and III. Measurements near
the anode and cathode were enabled by switching the polarity of the electrical field. The electric force
Fel and weight force Fg acting on each particle in the separation chamber are visualized.

2.2.2. In Situ Particle Size Analysis

To investigate whether the particles agglomerate along the charging tube, we analyzed the
in situ particle size distributions along the charging tube. For this purpose, parts of the charging
and separation setup were installed in the measuring gap of a HELOS laser diffraction system
(Sympatec, Clausthal-Zellerfeld, Germany). The charging and dispersing setup has been described
in previous studies [47,48]. In the charging section, the particle size distributions were determined
at the outlet of the Venturi nozzle (inlet of the charging section) and at the outlet of the charging
tube. In the separation chamber, the particle size distribution was measured as a function of length.
The schematic in Figure 1b shows the measuring positions I, II, and III along the electrodes in the
separation chamber. The measuring points were chosen to be close to the electrodes and in the first half
of the separation chamber. Due to the triboelectric separation, the particle concentration is decreasing
along the separation chamber. Thus, the particle concentration, which is required to determine the
particle size distribution, was not accessible. The particle size distributions on the anode and the
cathode were obtained by switching the polarity of the electrical field with an electrical field strength
of 217.4 kV/m. The mean of six independent separation experiments (n = 6) was calculated and the
error is indicated by the confidence intervals of the Student’s t-test with an α = 0.05 significance level
using error bars.

2.2.3. Flow Simulation and Estimation of the Particle Charge

The change in cross section between the charging tube and the separation chamber is very rigorous.
The flow profile in the separation chamber, which might affect the separation characteristics and the
particle size distribution along the electrodes (Figure 1b), was investigated in a computational fluid
dynamics (CFD) simulation (ANSYS Fluent, version: 17.0, supplier: Ansys, Inc., Canonsburg, PA,
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USA) of a realizable k–ε model. The particle motion in the separation chamber was visualized by
tracking particles in the flow simulation. The inserted spherical particles followed a Weibull size
distribution with a minimum, mean, and maximum (measured in the initial particle size distribution)
of 1, 16, and 40 μm, respectively. The powder density was considered as the mean of the true density
(1465 kg/m3), which was measured by a gas pycnometer (Accupyc 1330, Micromeritics Instrument
Corp., Norcross, GA, USA). The minimum charge at which the particle will be deflected in the
measuring region was determined by simulating the in situ particle size distribution at different gravity
levels (emulating different particle charges). The Coulomb force aligns with the weight force, as shown
in Figure 1b. The absolute value of the charge q of the particles is estimated as follows:

q =
x3

6E
πρsg(n− 1) (1)

where x is the mean particle size, ρs is the true density,
→
E is the electrical field,

→
g is gravity, and the

scaling factor n is the increase in particle charge. The scaling factor in the simulation was varied
between 1 and 44. Note that the polarity of the charge depends on the electrical field’s polarity.

3. Results

3.1. Particle Size Distribution

3.1.1. Agglomeration within the Charging Tube

Figure 2 shows the volume–weight density distributions at the Venturi nozzle outlet (panel a)
and at the outlet of the charging tube (panel b) in the 15 and 30 wt % powders. In both particle size
distributions, the particle size decreased with increasing initial protein content. The particle size
distributions were similar at the outlets of the nozzle and the charging tube. The mean particle size
(peak position) and the maximum particle size are the same at the tube inlet and the tube outlet.
By comparing the distribution of finer particles, an increase in finer particles is visible. Thus, a dispersion
along the charging tube is measured. The reason for this dispersion could be the high particle–particle
collision number within the charging tube, due to the high turbulence [47]. The results in Figure 2
indicate breaking up particle agglomerates of fine particles during the charging step that could promote
electrostatic separation. Contrarily, no electrostatic agglomeration that could impair electrostatic
separation is observed.

Figure 2. Volume–weight density distribution at (a) the Venturi nozzle outlet and (b) the outlet of
the charging tube. Increasing the initial protein content (from 15 to 30 wt %) refined the particle size
distribution. The distributions at the nozzle and tube ends are not obviously different.
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3.1.2. Particle Size Distribution along the Electrodes

Figure 3 shows the volume–weight density distributions of the powder close to the cathode (a)
and the anode (b) in measuring regions I, II, and III (Figure 1b). Increasing the initial protein content
refined the particle size distributions at both the cathode and anode, as evidenced by the higher peak
at ~6 μm in the 30 wt % compared to the 15 wt % distribution. This higher peak indicates a higher
amount of finer protein particles (cf. Figure 2). In the sample with an initial protein content of 15 wt
%, the particle size decreased along the investigated regions I, II, and III (note the lower peak height
at 16 μm than that at 6 μm). This stepwise decrease in particle size was observed along both the
cathode and the anode, as well as in the sample with higher initial protein content (30 wt %). The peak
increases from 15 to 30 wt % are more clearly observed at 6 μm compared to 16 μm because increasing
the protein content increases the amount of smaller particles. Comparing the particle size distributions
at the cathode and the anode, the particles were finer on the cathode regardless of the initial protein
content. These results suggest a higher protein content on the cathode (cf. Figure 2). The protein
content of the separated powder on the cathode and the anode is approximately 80 and 2.5 wt %,
respectively. Thus, protein is enriched on the cathode and starch is enriched on the anode [47,48].
However, the enhancement of finer protein particles near the cathode cannot be correlated with
the protein content because the used protein powder is finer than the starch powder. Nevertheless,
the particle size distributions at each measuring position in the separation chamber depended on
the initial protein content. Thus, the particle size is influenced by the polarity of the electric field,
the distance from the charging tube outlet, and (most strongly) the initial protein content. The region
in which the particles separate plays a subordinate role on the particle size distribution. Furthermore,
the particle size distributions on the anode and cathode resembled the initial distributions determined
at the outlets of the Venturi nozzle and the tube.

Figure 3. Volume–weight density distributions recorded near the cathode (a) and the anode (b) in
regions I, II, and III. Closed and open symbols denote initial protein contents of 15 and 30 wt %,
respectively. Increasing the initial protein content reduces the particle size at both anode and cathode.
The particle size distributions differ in the three measuring regions.
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3.2. Powder on the Electrodes

3.2.1. Powder Height

Figure 4 shows the powder height along the cathode and the anode. On the cathode, the distribution
of powder was approximately homogeneous along the electrode. The powder height varied most
extensively at the second measuring point, and was least variable at the first and fourth measuring
points. This significant but extremely low variation should not be overinterpreted; however, the powder
height severely decreased along the anode. The powder height was constant at the first two measuring
points, and then dropped to zero over the next two measurement points. Thus, the powder heights on
the cathode and the anode exhibited very different profiles, suggesting different charges of the particles
separated on the two electrodes. In particular, the negatively charged particles exhibited a higher net
charge than the positively charged particles.

Figure 4. Powder height along the cathode and the anode. Powder height is approximately constant
on the cathode, but mostly separates over the first half of the anode.

3.2.2. Protein Content

Figure 5 shows the protein content on the cathode in the three measurement areas at initial protein
contents of 15 and 30 wt %. The protein content was consistently higher for the sample with the higher
initial protein content. Independently of the initial protein content, the protein content increased in the
second area (relative to the first area). In the third area, the protein content decreased at the initial
protein content of 15 wt %, but remained high at the higher initial protein content. If we compare
the protein content with the powder height, the two quantities are apparently independent because
the powder height was approximately constant along the electrode, whereas the protein content
extensively varied.
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Figure 5. Protein content on the cathode in three different measurement areas for initial protein contents
of 15 and 30 wt %. The protein content increases form the first to the second area regardless of initial
protein content. In the third area, the protein content decreases (15 wt %) or remains the same (30 wt %).

3.3. Estimation of the Charge Correlated with the In Situ Particle Size Distribution

To estimate the minimum charge at which particles will separate in the separation chamber
(enabling an in situ particle size analysis), the particles were tracked in a CFD study. Figure 6 shows
the trajectories of spherical particles with different accelerations (varied by changing the electrical
force in Equation (1)). In a homogenous electrical field, the net charge of the particles is a multiple
of the elementary charge. Uncharged particles might be undetectable in every measuring region.
Particles with a net charge of 1.45 × 103 qe can be detected in regions II and III, whereas those
with charges of 7.26 × 103 qe and 1.16 × 104 qe might be measurable only in region II. Particles
with a net charge of 3.77 × 104 qe and higher are visible in region I. When generating Figure 6 and
calculating the associated particle charge, we assumed spherical particles with a mean diameter of
16 μm corresponding to the mean particle size of the powders used for the experiments. According to
Equation (1), the particle size affects both the charge on a single particle and the particle trajectories.
In all cases, varying the particle size only slightly affected the trajectories.

The background of Figure 6 shows the velocity profile in the separation chamber. The profile
shows a jet at the charging tube outlet followed by homogeneity. The jet formed at the outlet of the tube
affected the particle trajectories considerably. Regardless of their net charge, the particles remained
within the jet to ~100 mm from the outlet. Then, they lost speed and were deflected toward the
electrode by the Coulomb force. Thus, the simulation visualized the influence of the particle net charge
on the particle trajectories within a complex velocity profile. Observing these particle trajectories,
we can understand how particles might be charged to ensure their separation in the measuring regions
of in situ particle size analyses.
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Figure 6. Trajectories of 16 μm diameter spherical particles with different particle charges
(multiples of the elementary charge calculated by Equation (1)). The measuring regions I, II, and III of
the in situ particle size distribution are indicated by the white open circles. Depending on their net
charges, certain particles are not detectable in every measuring region. The background visualizes the
velocity profile. The jet formed at the outlet of the charging tube is clearly visible.
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4. Discussion

To use triboelectric separation as a tailor-made particle separation tool, one must separate
the particles by their specific chargeabilities. Accordingly, it is necessary to disperse the particles
before the charging step and avoid their agglomeration during the charging step. The selected
setup enables the appropriate conditions for dispersal and aggregation prevention (Figure 2).
Hence, detailed investigations of the separation step are required to establish triboelectric separation
as an industrial separation technique.

Assuming that the charge distribution of fine particles is sourced from the triboelectric charging
of the particles and that the charge distribution also possibly depends on the particle size and the
chemical composition [34], the particle size distributions were determined at different locations close
to the electrodes (Figure 3). As expected, the particle size distribution was coarser on the anode
than on the cathode, because increasing the protein content refined the particle size distribution
(Figure 2) and the protein was enriched on the cathode [47,48]. Moreover, along the measuring
regions close to the electrodes, the decreased particle size accompanying the refined particles was
demonstrated for different initial protein contents. These results were identical on the cathode and the
anode, suggesting (as a first hint) that the net charges of the particles after triboelectric charging are
independently distributed of the particle sizes.

The local distribution of the separated powder on the electrodes indicates the strength of the
particle charges because particles with a higher and lower net charge are separated at the inlet and the
near-outlet of the electrode, respectively. The powder height profiles on the cathode and the anode
exhibited very different characteristics (Figure 4). The powder was dispersed almost homogeneously on
the cathode but was separated close to the inlet on the anode. The absence of powder at the anode outlet
indicates that the negative particles were more highly charged than the positive ones. The same results
were reported in single-particle charge measurements [49]. This result further indicates independent
distributions of the particle charges and sizes because the particle size distributions were similar on
the cathode and anode (Figure 3). Furthermore, the homogeneously distributed powder exhibited a
distributed protein content with a peak in the middle of the electrode at 15 wt % initial protein content,
and level peaks in the second and third parts of the electrode at 30 wt % initial protein content (Figure 5).
This suggests a lower net charge of protein particles than of starch particles (Figure 6). These results
are underpinned by the decreased particle size (higher protein content) along the cathode than along
the anode (Figure 3). The particle trajectories were affected by the inhomogeneous flow profile in the
separation chamber; however, in the flow simulation, they were predominantly influenced by the
charge. Moreover, they showed a charge-dependent separation region. To summarize, the binary
powder mixture with a polydispersed particle size distribution showed no clear relationship between
particle size and particle charge in the separation region. These results contradict previous studies,
which reported that smaller particles are predominantly negatively charged [25–30]. The results
support an effect of particle size on triboelectric charging, but no clear tendency was found regarding
the fine and coarse particles. Thus, the hypothesis of this study, i.e., that particle size distribution
(as a measure of surface area) plays a major role in triboelectric charging and subsequent separation,
is questionable. Indeed, there is a dependence of particle size along the electrodes, but the results show
a more complex connection between the particle material and particle size.

5. Conclusions

The dispersing and agglomeration characteristics of powders with different initial protein contents
were consistent along the charging tube. The in situ particle size measurements were consistent at
different regions in the separation camber. After estimating the minimum charge for particle separation,
it was found that large charge differences were required for separation in every measuring region of
the chamber. This wide charge distribution might lead to different separation regions of the particles,
as indicated by the roughly homogeneous powder height on the cathode and the steep decrease in
powder height on the anode. These results show a complex dependency of triboelectric charging and
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subsequent separation on the size and material of the particles. As the mechanism of triboelectric or
contact charging has not been accurately determined, determining the primary influencing factors
is very challenging. The present results indicate the high complexity of triboelectric charging and
indicate that particle size is not a highly important factor in triboelectric separation but affects the
triboelectric charging through surface-area differences.
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Abstract: As a type of airtight conveying mode, pneumatic conveying has the advantages of
environmental friendliness and conveying without dust overflow. The application of the pneumatic
conveying system in the field of coal particle conveying can avoid direct contact between coal particles
and the atmosphere, which helps to reduce the concentration of air dust and improve environmental
quality in coal production and coal consumption enterprises. In order to predict pressure drop in
the pipe during the horizontal pneumatic conveying of large coal particles, the Lagrangian coupling
method and DPM (discrete particle model) simulation model was used in this paper. Based on the
comparison of the experimental results, the feasibility of the simulation was verified and the pressure
drop in the pipe was simulated. The simulation results show that when the flow velocity is small,
the simulation results of the DPM model are quite different from that of the experiment. When the
flow velocity is large, the large particle horizontal pneumatic conveying behavior predicted by the
model is feasible, which can provide a simulation reference for the design of the coal pneumatic
conveying system.

Keywords: pneumatic conveying; large coal particles; Euler–Lagrange approach; DPM; pressure drop

1. Introduction

Coal is an important fossil energy and many countries have strong dependence on coal resources [1].
The open-conveying way is the most common conveying way for coal particles. The main conveying
equipment is a belt conveyor. In the process of mining, unloading, separation and conveying, the
pulverized coal and dust escape into the air, causing environmental pollution and serious dust explosion
accidents [2]. The coal particles come in direct contact with the atmosphere, which leads to coal
dust diffusion, pollution of the surrounding environment, waste of resources and coal dust explosion
accidents [3].

How to convey coal cleanly, efficiently and safely has become an urgent environmental problem,
one that needs to be solved. It also puts forward higher requirements for environmental protection,
economy and reliability of coal conveying equipment. As a kind of airtight conveying mode, pneumatic
conveying has the advantages of environmental friendliness and no-dust overflow [4]. Applying the
pneumatic conveying system to the field of coal particle conveying can avoid the direct contact between
coal particles and the atmosphere [5]. It is of great significance to improve the surrounding environment
of coal enterprises, avoid safety production accidents and realize the green use of coal resources.

Many scholars have made contributions in the field of particle pneumatic conveying. Rabinovich [6]
proposed the generalized flow pattern of vertical pneumatic conveying and a fluidized bed system that
considers the effects of particle and gas properties, pipe diameter and particle concentration. Pahk [7]
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studied the friction between the plug and the pipe wall in the dense phase pneumatic conveying
system. The results showed that the friction between the plug and the pipe wall increased with the
contact area, and the friction between the spherical particles was greater than that of the cylindrical
particles. Njobuenwu [8] used the particle trajectory model and wear model to predict the wear of
elbows with different square sections in dilute particle flow. The results show that the maximum wear
position is in the range of 20◦–35◦ of elbows. Watson [9] carried out the vertical pneumatic conveying
test of alumina particles with a particle size of 2.7 mm, measured the solid-phase mass flow rate,
gas-phase mass flow rate and inlet and outlet pressure, as well as the pressure distribution and other
parameters, and proved that the dense plug flow pneumatic conveying system has advantages in
conveying coarse particles. Ebrahimi [10] established a horizontal pneumatic conveying test-bed based
on a laser Doppler velocimeter, and carried out the conveying experiments of spherical glass powder
with particle size of 0.81 mm, 1.50 mm and 2.00 mm. Ogata [11] studied the influence of different
glass particle properties on the fluidization dense-phase pneumatic conveying system in a horizontal
rectangular pipeline. Makwana [12] studied the causes of the fluctuation of the pneumatic conveying
in the horizontal pipeline and showed that the pressure loss in the pipeline increased sharply with the
formation of sand dunes, and the pressure drop value was related to the axial position of sand dunes.
Anantharaman [13] studied the relationship between particle size, density, sphericity and minimum
pickup speed of particles in the pneumatic conveying system and showed that the influence of particle
size on pickup speed is greater than that of particle density. Akira [14,15] compared the pneumatic
conveying system with a soft wing and sand dune model with the traditional pneumatic conveying
system and showed that the pressure loss of the pneumatic conveying system with a soft wing and
sand dune model was less than that of the traditional pneumatic conveying system at low air speed.
Yang [16] carried out simulation and experimental research on the pneumatic suspension behavior of
large irregular coal particles and obtained the suspension speed of coal particles under different particle
sizes. Yang [17,18] studied the influence of structural parameters of a coal particle gas–solid injection
feeder on the pure flow field injection performance and particle injection performance through multi-
factor orthogonal experiments.

Previous work in the field has looked at fine particle [19,20], powder [21,22] and seed [23,24], all of
which are less than 5 mm in size and are within the range of Geldart A to Geldart C. However, there are
a few studies on large sizes (larger than Geldart D) [25,26]. When using the common computational
fluid dynamics and discrete element method (CFD-DEM) simulation, due to the coupling method
between the discrete element method and the finite element method, the simulation time is long and
there is a lot to calculate, so it is difficult to get the results quickly. In order to quickly predict the
pressure drop in horizontal pneumatic conveying for large (5–25 mm) coal particles, this paper uses
the coupling method based on the Euler–Lagrange approach, DPM (discrete particle model) and the
particle trajectory equations. The experiment and the simulation of horizontal pneumatic conveying for
large coal particles was carried out to verify the feasibility of the simulation method. The multi-factor
simulations were carried out to analyze the effects of particle size, flow field velocity, solid-gas rate and
pipe diameter on pressure drop.

2. Theory

The flow field provides the energy required by the particles’ motion, and the exchange of
momentum and energy between the flow field and particles occurs in the pneumatic conveying flow
field. In the Euler–Lagrange approach, the fluid phase is treated as a continuum by solving the
Navier–Stokes equations, while the dispersed phase is solved by tracking a large number of particles
through the calculated flow field. The dispersed phase can exchange momentum, mass and energy
with the fluid phase.
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2.1. Gas Phase Equations

The gas phase is a continuous medium, considering the influence of solid phase to flow field, and
the continuity equation adds the volume fraction term ξ to exclude the gas volume occupied by the
solid phase. It is assumed that the temperature of both gas and solid phases in pneumatic conveying
is the same as that of the atmosphere, and no exothermic reaction occurs between the two phases.
Therefore, the energy equation of gas and solid phases can be ignored.

(1) Gas phase continuity equation

According to the law of mass conservation, the gas phase continuity equation can be obtained
and is shown in Equations (1) and (2).

∂ξρ

∂t
+ ∇ · ρεv = 0; (1)

∇ ≡ ∂
∂x

→
i +

∂
∂y

→
j +

∂
∂z

→
k , (2)

where ρ is the density of gas phase, v is the velocity of gas phase and ξ is the volume fraction term.

(2) Gas phase momentum equation

The momentum equation of the gas phase can be obtained from the law of momentum conservation,
which is similar to the continuity equation.

∂ξρv
∂t

+ ∇ · ρξμv = −∇ρ+ ∇ · (ξμ∇v) + ρξg− Sm. (3)

The momentum transfer Sm refers to the sum of the fluid drag in the fluid unit.

Sm =

∑
Fd

V
. (4)

(3) Turbulence transmission equations

The Realizable k-εmodel [27] has the advantage of a more accurate prediction for the divergence
ratio of flat and cylindrical jets, and its transmission equations are shown in Equations (5)–(7).

∂
∂t
(ρk) +

∂
∂xj

(
ρkvj

)
=
∂
∂xj

[(
μ+
μt

σk

)
∂k
∂xj

]
+ Gk + Gb − ρε−YM + Sk; (5)

∂
∂t
(ρε) +

∂
∂xj

(
ρεvj

)
=
∂
∂xj

[(
μ+
μt

σε

)
∂ε
∂xj

]
+ ρC1Sε− ρC2ε2

k +
√

vε
+

C1εC3εGbε

k
+ Sε; (6)

where ⎧⎪⎪⎨⎪⎪⎩ C1 = max
[
0.43, η

η+5

]
η =

√
2SijSij

k
ε

. (7)

2.2. Motion Equations of Solid Phase

The solid phase is a discrete phase as the motion law of solid particles obeys Newton’s second law.

(1) Particle Force Balance
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The trajectory of the solid phase is predicted by integrating the force balance on the particle which
is written in a Lagrangian reference frame. This force balance equates the particle inertia with the
forces acting on the particle and can be written as

d
→
up

dt
=

→
u −→up

τr
+

→
g (ρp − ρ)
ρp

+
→
F , (8)

where
→
F is an additional acceleration term,

→
g is the force of gravity on the particle,

→
u−→u p
τr

is the drag
force per unit particle mass and τr is the particle relaxation time [28], which is defined as

τr =
ρpd2

p

18μ
24

CdRe
, (9)

where
→
u is the fluid phase velocity,

→
up is the particle velocity, μ is the molecular viscosity of the fluid, ρ

is the fluid density, ρp is the density of the particle and dp is the particle diameter. Re is the relative
Reynolds number, which is defined as

Re ≡
ρpdp

∣∣∣∣→u −→up

∣∣∣∣
μ

. (10)

For non-spherical particles, Haider and Levenspiel [29] developed the correlation

CD =
24

Resph
(1 + b1Resph

b2) +
b3Resph

b4 + Resph
, (11)

where
b1 = exp(2.3288− 6.4581φ+ 2.4486φ2);
b2 = 0.0964 + 0.5565φ;
b3 = exp(4.9050− 13.8944φ+ 18.4222φ2 − 10.2599φ3);
b4 = exp(1.4681 + 12.2584φ− 20.7322φ2 + 15.8855φ3).

(12)

The shape factor φ is defined as

φ =
s
S

, (13)

where s is the surface area of a sphere having the same volume as the particle and S is the actual surface
area of the particle.

The additional forces
→
F in the particle force are virtual mass and pressure gradient forces which

are not important when the density of the fluid is much lower than the density of the particles. For this
study, the virtual mass and pressure gradient forces are ignored.

(2) Particle Torque Balance

Particle rotation is a natural part of particle motion and can have a significant influence on the
trajectory of a particle moving in a fluid. The impact is even more pronounced for large particles
with high moments of inertia. In this case, if particle rotation is disregarded in simulation studies, the

resulting particle trajectories can significantly differ from the actual particle paths. The torque
→
T results

from equilibrium between the particle inertia and the drag.

→
T = Ip

d
→
ωp

dt
=
ρ f

2
(

dp

2
)

5

Cω
→
Ω, (14)
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where Ip is the moment of inertia,
→
ωp is the particle angular velocity, ρ f is the fluid density, dp is the

particle diameter, Cω is the rotational drag coefficient,
→
T is the torque applied to a particle in a fluid

domain and
→
Ω is the relative particle–fluid angular velocity calculated by:

→
Ω =

1
2
∇×→u f −→ωp. (15)

The particles will have impact with the wall and other particles in the pipe. The collision recovery
factor is obtained by Forder’s recovery factor equations [30].

en = 0.988− 0.78θ+ 0.19θ2 − 0.024θ3 + 0.027θ4;
er = 1− 0.78θ+ 0.84θ2 − 0.21θ3 + 0.028θ4 − 0.022θ5,

(16)

where en is the normal recovery factor, er is the tangential recovery factor and θ is the impact angle.

3. Simulations

3.1. Simulation Model

The Euler–Lagrange approach, DPM and the two-way coupling method were used in the
simulations. The boundary conditions and injection parameters are shown in Figure 1. The simulation
pipe diameters were 70, 100 and 150 mm, and the length was 6 m. The wall roughness of seamless
steel pipes used in the experiments was 0.05 mm. The particle density was 2100 kg/m3.The solid-gas
rate was the ratio of the particle’s mass flow ratio between the air mass flow ratio during pneumatic
conveying. The particles were injected into the pipe inlet uniformly. The transmission medium was
air, which was considered an incompressible gas. The gas density was 1.225 kg/m3 and the dynamic
viscosity was 1.8 × 10−5 kg/m3 (20 ◦C, 1 atm).

5600

400

Type: velocity inlet
Velocity: 20, 30, 40, 50, 60m/s
Turbulence intensity: 3%

Type: particle face
Size: 5, 10, 15, 20, 25mm
Solid-gas ratio: 10, 15, 20

Type: pressure outlet
Pressure: 0MPa
Turbulence intensity: 3%

Type: wall
Roughness: 0.05mm
Pipe diameter: 70, 100, 150mm
Static friction coefficient: 0.30 Union: mm

Flow direction
z
x

y

 

Figure 1. Simulation model.

The DPM model is based on ANSYS FLUENT and the meshes of the simulation models are the
hexahedral orthogonal meshes. The simulation considered the interaction between the gas and particle
phase; however, the shape characteristics of particles was ignored.

3.2. Effects of Particle Size and Flow Field Velocity on Pressure Drop

The different particle sizes and flow field velocities were used in the simulations to obtain the
effects of particle size and flow field velocity on pressure drop. The simulation parameters are shown
in Table 1.
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Table 1. Simulations parameters.

Feeding Rate Pipe Diameter Roughness Particle Density Particle Size Flow Field Velocity

0.5 kg/s 70 mm 0.05 mm 2100 kg/m3 5, 10, 15, 20, 25 mm 20, 30, 40, 50, 60 m/s

As an example, the variation trend of pressure drop was analyzed by taking the simulation
results under the condition of 10 mm particle size and 50 m/s flow field velocity. The variation trend
in the stable conveying part in the horizontal conveying pipe is shown in Figure 2. The coupled
static pressure, the coupled dynamic pressure and the coupled total pressure refer to the coupling
simulation process of the coal particles and the flow field, while the pure flow static pressure, the pure
flow dynamic pressure and the pure flow total pressure refer to the simulation process of pure flow
fluid conveying.
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Pure flow total pressure

Coupling static pressure
Coupling dynamic pressure
Coupling total pressure

Figure 2. Pressure variation in a horizontal pipe.

Both in coupling and pure flow simulation results, the changes of dynamic pressure were small,
which means there was a small change of flow field velocity. The change of the flow field total pressure
was mainly due to the change of static pressure. The coupling static pressure and coupling total
pressure curves can be divided into three regions. Region I is the pure flow region, region II is the
particle dropping and rebounding region and region III is the stable conveying region. Region I is
behind the particle factory. Since there is no particle formation, it is still the pure fluid field, meaning
the slope of static pressure drop is the same as that of pure flow static pressure. At region II, the
particles start to form and exchange momentum and energy with the flow field. Since particles are
randomly generated in the particle factory, the interaction between the particles and the flow field is
sufficient when the particles enter the flow field. There is an initial collision between particles and
wall, so the static pressure of this region declines faster than other regions and the energy conversion
efficiency between the flow fluid and the particles is also the highest. Region III is in a stable conveying
stage-the particles have sufficient velocity and the particle–particle collisions and the particle–wall
collisions are basically in a stable and eased off state. This means the static pressure drop trend of
the flow field is to slow down. The unit distance static pressure drop (hereinafter referred to as the
pressure drop) of region III under different particle size and flow field velocity is shown in Figure 3.
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Figure 3. Relationship between pressure drop, particle size and flow field velocity.

The pressure drop increases with the flow field velocity and decreases with the particle size.
At a lower flow field velocity (v = 20 m/s), the difference in pressure drop under different sizes is small.
This is because the flow field is stratified due to the small flow field velocity. Only some particles
participate in the interaction with flow field, so the particle size has a small effect on the pressure drop.
The stratification state of flow field disappears gradually with the flow velocity, and more particles
participate in the interaction with the flow field. However, under the same feeding rate, the smaller
the particle size, the higher the number of particles and the easier the interaction with the flow field.
More particle collisions probability result in more energy consumption of particles. Therefore, the
pressure drop is also higher. However, when the particle size is larger, the number of particles is
smaller and the probability of particle collisions is less. This means the energy consumption of particles
is also less, which leads the pressure to continue dropping. When the flow velocity increases further,
the particle collision probability is more severe. The more energy consumption that is needed leads to
a greater pressure drop.

3.3. Effects of Pipe Diameter and Solid-Gas Ratio on Pressure Drop

The different solid-gas rates and pipe diameters were used in the simulations to obtain the effects
of pipe diameter and solid-gas ratio on pressure drop. The simulation parameters are shown in Table 2.
The relationship between pressure drop, pipe diameter and solid-gas rate is shown in Figure 4.

Table 2. Simulation parameters.

Particle Size Flow Field Velocity Roughness Solid-Gas Rate Pipe Diameter

15 mm 60 m/s 0.05 mm 10, 15, 20 70, 100, 150 mm

 

Figure 4. Relationship between pressure drop, pipe diameter and solid-gas rate.
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The pressure drop increases with the pipe diameter and the solid-gas rate. Under the same
solid-gas ratio, the pressure drop increases greatly with the pipe diameter. This is because the mass flow
rate of the flow field increases with the pipe diameter under the fixed flow field velocity. The mass flow
rate of particles increases with the flow field due to the fixed solid-gas rate, which leads to a significant
increase in pressure drop. The influence of the solid-gas rate on pressure drop is less than that of pipe
diameter, but the increase of the solid-gas rate makes the mass flow rate of particles and the pressure
drop of the flow field increase. The pressure drop increases slightly with the solid-gas rate under
the same pipe diameter Dp = 100 and 150 mm. It is because there is enough space for the particles
(size = 15 mm) to move in the large diameter pipe when the solid-gas rate increases, so the increment
of collision probability is less. The pressure drop increases greatly with the solid-gas rate under the
pipe diameter Dp = 70 mm. This is because the small pipe diameter and the increase of solid-gas rate
both cause an increase in collision probability. The increase of the solid-gas rate leads to an increase in
collision probability and also leads to high energy consumption and a drop in pressure.

4. Experimental Verification

The experimental system of horizontal pneumatic conveying is shown in Figure 1. The total
length of the conveying pipelines was 10 m and the diameter was 70 mm. The test system included two
pressure transducers, a signal amplifier, a data acquisition instrument and a computer. The position of
two pressure transducers and one transparent pipe is shown in Figure 5.
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Figure 5. Experimental system of horizontal pneumatic conveying.

The air flow is pressurized by the screw air compressor and stabilized by the air receiver which
enters into the gas-solid injector through the flow valve. The coal particles gain kinetic energy from
air flow and are conveyed into the dust collection box through conveying pipes. There is some back
pressure in the dust collection box, but far less than the pressure of air flow. Therefore, the dust
collector can be considered as atmospheric pressure. The first pressure transducer is installed 3 m from
the outlet of the gas-solid injector and the second is 4 m downstream of the first pressure transducer.
The transparent pipe is installed 1.5 m downstream of the first pressure transducer to monitor the
particle motion state.

When the output pressure of the air compressor is certain, the opening of the flow valve determines
the air flow rate in the pipe. It is called a pure flow field when no particles enter. However, when the
particles do enter the flow field, some of flow field dynamic pressure turns to static pressure to transfer
momentum and energy to the particles. At this point, it amounts to add back pressure into the pipe.
As result, the air flow rate will be reduced by this back pressure. Therefore, the air flow rate of the pure
flow field is regarded as the reference standard in the experiments. When the particles enter into the
flow field, the opening of the flow valve will be appropriately increased to complement the reduction.
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The size of experimental coal particles was 5–10 mm and the feeding rate was controlled
by the frequency converter. The mass density of the experimental coal particle was 2100 kg/m3.
The experimental scheme is shown in Table 3.

Table 3. The experimental scheme of horizontal pneumatic conveying.

No.
Output Pressure

of Air Compressor
Flow Field

Velocity
Feeding Rate Solid-Gas Rate

1 0.3 MPa 21 m/s 1.12 kg/s 11.37
2 0.4 MPa 29 m/s 1.12 kg/s 8.23
3 0.5 MPa 37 m/s 1.12 kg/s 6.45
4 0.6 MPa 44 m/s 1.12 kg/s 5.43
5 0.3 MPa 21 m/s 2.25 kg/s 22.74
6 0.4 MPa 29 m/s 2.25 kg/s 16.49
7 0.5 MPa 37 m/s 2.25 kg/s 12.91
8 0.6 MPa 44 m/s 2.25 kg/s 10.85

4.1. Experiment Results

In all the experimental results, the pressure signal curves obtained by the two pressure transducers
were basically the same trend, but the output pressure of the air compressor and feeding rate had
obvious influence on the pressure signal curves. Due to the highest output pressure of the air
compressor and the largest feeding rate in the No.8 experiment, the pressure signal curves obtained by
the two pressure sensors are best visualized. Therefore, the No.8 experiment is taken as an example to
analyze the trend of pressure drop in the pipe during the pneumatic conveying experiment. The static
pressure signals of first and second pressure transducers are shown in Figure 6.
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Figure 6. Pressure signal in horizontal pneumatic conveying pipe.

The pressure signal curves were clearly divided into pure flow part and conveying part. At 0–5 s,
the pressure value gradually increased, which was the initial stage of single-phase gas flow in the pipe.
After that, the pressure value was relatively stable, although there was noise fluctuation. Basically, the
pressure value floated up and down at zero, which indicates that the air flow was fully developed
and the stable flow field was formed, which is called the pure flow part. The pressure value rose
rapidly and maintained its high value when the particles entered the flow field. The pressure curve
has a large fluctuation with the particle conveying which eliminates the noise fluctuation. It is because
the coal particles in the pipeline hinder the flow field that the pressure value of this part increased.
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This is called the conveying part. Next, the pressure value gradually decreased with the decline of coal
particles in the pipe, and then the pure flow part was restored.

The unit-distance pressure drop (Δp/l) of the horizontal pneumatic conveying experiment was the
ratio of the pressure difference obtained by the two pressure transducers of the distance between the
two measuring points, which is shown in Figure 7. According to the zero temperature drift of pressure
transducers (±0.15%FS/◦C), sensitivity temperature drift of pressure transducers (±0.15%FS/◦C) and
signal fluctuation (±1.0%) in the measurement process, the pressure error measured in the experiment
(20 ◦C) was estimated to be ±7%. Pressure drop curves have the same trend, where the pressure drop
is first reduced and then increased. The pressure drop increased with the feeding rate under the same
flow field velocity.

Particle feeding rate 2.25 kg/s
Particle feeding rate 1.12 kg/s
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Error bars

Figure 7. Relationship between pressure drop and flow field velocity.

4.2. Comparison Pressure Drop

The comparative simulations were carried out using the simulation particles with the diameter
of 5–10 mm and the R-R particle size distribution [31]. The simulation scheme is the same as Table 3.
The pressure drop comparison between the simulation and the experiment results is shown in Figure 8.
The experiment variation trend of the pressure drop shows the parabola shape with the flow field
velocity, and the simulation variation trend shows a linear growth pattern. From the numerical analysis,
the pressure drop of simulation results were very different from the experimental results when the
flow velocity was small. However, the simulation and experimental results changed gradually when
the flow velocity increased. This indicates that the simulation results of DPM are similar to experiment
results when flow velocity is large. Therefore, larger flow field velocities are used in the subsequent
simulation to ensure the accuracy of the simulation results.
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Figure 8. Comparison of pressure drop between experiment and simulation.
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5. Discussion and Limitation

5.1. Discussion of Simulation Results Accuracy

The pressure drop obtained by simulation and experiments varied greatly with respect to flow field
velocity. This is because the DPM used in this paper does not consider particle shape characteristics.
Particle shape characteristics play a key role in particle–particle and particle–wall collisions. When the
flow velocity is low, the stratification of flow field leads to more frequent particle–particle and
particle–wall interactions, and some of the particles even accumulate at the pipe bottom. Therefore,
the accuracy of DPM simulation results is very low at low flow field velocity. However, when the flow
velocity increases, the particles get more energy from the flow field and some particles are suspended
in the flow field, which leads to a decrease in collision probability. Therefore, the DPM simulation
results are similar to the experimental results at the high flow field velocity.

5.2. Limitation of Experiments

Coal is an inflammable and explosive material. Coal dust will inevitably be produced in the
pneumatic conveying process and there is a chance of sparks when large sized particles make an impact
with the pipe wall at high speed. This in turn could cause accidents such as pipeline explosions.
Therefore, under the premise of ensuring a safe experiment, the pneumatic conveying experiment of
large sized particles cannot be carried out, only simulation research can be carried out.

5.3. Future Research

The goal of this paper is to find a simple and effective numerical simulation method to predict
the pneumatic conveying of large coal particles. According to the results of the experimental and
simulation comparison, this is only the first step in finding a suitable model. The simulation model
used in this paper is only suitable for high-speed flow field, and we will continue to study and modify
the simulation model to obtain an effective and fast prediction model for all conditions in the pneumatic
conveying of large particles.

6. Conclusions

This paper uses the coupling method based on the Euler–Lagrange approach, DPM and particle
trajectory equations to quickly predict the pressure drop in horizontal pneumatic conveying for large
coal particles. The multi-factor simulations are carried out to analyze the effects of particle size, flow
field velocity, solid-gas rate and pipe diameter on pressure drop. In the simulation results, the change
of the flow field total pressure was mainly due to the change of static pressure. The pressure curves
can be divided into three regions: the pure flow region, the particle dropping and rebounding region
and the stable conveying region.

In the stable conveying region, the pressure drop increases with the flow field velocity and
decreases with the particle size. At lower flow field velocity, the difference of pressure drop under
different particle sizes is small. In the stable conveying region, the pressure drop increases with the
pipe diameter and the solid-gas rate. The influence of the solid-gas rate on the pressure drop is less
than that of the pipe diameter, but the increase of solid-gas rate makes the mass flow rate of particles
and the pressure drop of flow field increase.

Comparing simulation results with verified experimental results of pressure drop, the pressure
drop of simulation results greatly differs from experimental results when the flow velocity is small.
However, the simulation and experimental results gradually become more similar when the flow
velocity increases. This indicates that the DPM model is feasible in predicting horizontal pneumatic
conveying for large coal particles at large flow field velocity.
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Abstract: The lateral inlet/outlet plays a critical role in the connecting tunnels of a water delivery
system in a pumped hydroelectric storage (PHES). Therefore, the shape of the inlet/outlet was
improved through computational fluid dynamics (CFD) optimization based on optimal surrogate
models. The CFD method applied in this paper was validated by a physical experiment that was
carefully designed to meet bidirectional flow requirements. To determine a good compromise between
the generation and pump mode, reasonable weights were defined to better evaluate the overall
performance. In order to find suitable surrogate models to improve the optimization process, the
best suited surrogate models were identified by an optimal model selection method. The optimal
configurations of the surrogate model for the head loss and the velocity distribution coefficient
were the Kriging model with a Gaussian kernel and the Kriging model with an Exponential kernel,
respectively. Finally, a multi-objective surrogate-based optimization method was used to determine
the optimum design. The overall head loss coefficient and velocity distribution coefficients were
0.248 and 1.416. Compared with the original shape, the coefficients decrease by 6.42% and 40.28%,
respectively. The methods and findings of this work may provide practical guidelines for designers
and researchers.

Keywords: pumped hydroelectric storage; inlet/outlet; surrogate model selection; multi-objective
optimization process

1. Introduction

In recent decades, many electricity generation problems have been caused by their high production
cost and environmental impact [1]. It is generally accepted that renewable energy can provide promising
solutions for the problems, and much research has been focused on numerous techniques, such as
hydropower [2–4], fuel cells [5], biofuels [6], wind power [7–9], and solar power generation [10].
Pumped hydroelectric storage (PHES) has attracted widespread interest because of its great flexibility
and storage capacity in improving grid stability of other renewable energy sources [11,12]. The lateral
inlet/outlet plays a critical role in the connecting tunnels of the water delivery system in a PHES,
and its flow conditions can affect the economic benefit and operation stability of the PHES to a great
extent. The PHES operates under pumped or generation conditions according to the command, and the
water flows between the upper and lower reservoir through the inlet/outlet. Compared with ordinary
hydropower stations, the hydraulic requirements for the inlet/outlet structure of the PHES require
more attention.
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Much research in recent years has focused on the hydraulic performances of the inlet/outlet
experimentally and numerically. Müller et al. [13] carried out prototype measurements by Acoustic
Doppler Current Profiler (ADCP) to study flow velocities in the reservoir; subsequently a numerical
model was built to further understand the flow development near the inlet/outlet. In order to
ensure satisfactory hydraulic performances, Bermúdez et al. [14] conducted numerical and physical
model studies on the inlet/outlet of the Belesar-III power station in Northwest Spain. The initial
design was optimized by numerical method, and the new design presented a more homogenous
flow distribution and a reduced head loss. Cai et al. [15] performed an experimental study on the
effects of the shape and position of separation piers on the flow characteristics with two operations.
Gao et al. [16] tried to improve the velocity distribution at the intake-outlet orifices through 20 types
of shape optimization experiments. Sun et al. [17] found the incorrect arrangement of separation
piers probably contributes to disadvantageous velocity distribution for the trash rack. Ye et al. [18]
simulated turbulent flow in a lateral inlet/outlet to explore the diffusion segment shape that can obtain
better velocity and discharge distributions. Based on the validation of the experiment, flows in the
lateral inlet/outlet were numerically simulated focusing on the variations in discharge distributions
over different orifices; the results showed that the flow non-uniformity was improved successfully
by adjusting the diffusion segment and width between the separation piers [19]. The investigations
indicate that computational fluid dynamics (CFD) has been used frequently to optimize the structure
parameters of the inlet/outlet that can easily influence the hydraulic objectives. However, the process
mentioned above is a trial-and-error approach requiring intensive work and a lot of time [20], and the
results may be subjective to some extent.

CFD coupled with optimization techniques has been used to determine the best design scheme for
wind turbine devices [21–23], and the adopted methods provide a reference for inlet/outlet optimization.
For complex optimization problems, two methods have been generally applied to achieve optimization.
When there are many individual objective functions, the functions can be combined into a single
composite one; nonetheless it can be difficult to determine the proper and typical selection of the
weights. In addition, the combination method would provide only a single result that cannot be
chosen to make a trade-off. Therefore, multi-objective evolutionary algorithms (MOEAs) are more
desired by decision makers. For MOEAs, it is common to use the concept of Pareto solutions. Pareto
solutions consist of many non-dominated solutions where some gain in objectives always causes some
sacrifice to others. MOEAs, such as Non-dominated Sorting Genetic Algorithm II (NSGA-II) [24,25],
can offer many Pareto results in one single simulation process and have been extensively applied in
engineering optimization.

Although MOEAs can obtain many solutions, these algorithms also require an even larger number
of simulations and an unacceptable computation time in practice. Thus, multi-objective optimization
based on the surrogate methods is receiving increasingly more support and attention. These approaches
present objective functions by surrogate models, replacing expensive high-fidelity design simulations.
The model is an effective engineering technique that can considerably save computing expense
while still providing reasonably accuracy. Therefore, the multi-objective surrogate-based optimization
method makes it more feasible to perform exhaustive global searches in the design space for complicated
shape optimization. The optimization result will be more satisfactory because the exploration is
not subjected to a limited number of simulating data and computing resources. General surrogate
models contain Response Surface Methodology (RSM) [26,27], Radial Basis Function (RBF) [28–32],
and Kriging [33–35]. However, owing to the diverse functional characteristics of the popular models,
it is important to choose the most appropriate models for the responses of hydraulic objectives to
diffusion segment parameters. For that reason, a recently surrogated model selection method proposed
by Mehmani et al. [36], called the Concurrent Surrogate Model Selection (COSMOS), was adopted to
construct suitable models in this paper.

Although a multi-objective CFD optimization process for the inlet/outlet was developed in
previous works [37,38], there are some drawbacks in the original process: (1) The CFD method was
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indirectly validated only by comparing the result with that of a published reference [18], which
weakened the reliability of the optimization process. (2) Only a single surrogated model (RSM) was
considered to accelerate the optimization procedure. However, there is no universal surrogate model
for every practical problem, and suitable model selection is critical for accuracy. (3) The objectives for
the pump and generation mode were simply added up to estimate the total performance. Nevertheless,
the significance of the pump mode and generation mode is probably not equal in many cases. Therefore,
in this study a physical model experiment was well-designed to meet the requirement of bi-directional
flow, and a more extensive validation of the CFD model was performed. Based on the validated CFD
model, the COSMOS method was applied to select suitable surrogate models for the objectives of the
inlet/outlet, to further improve the accuracy of the original optimization process. In addition, in order to
better evaluate the overall hydraulic performance, the selection of objective functions was reconsidered
and weight coefficients of different operation modes were introduced. In the present article, the shape
of an inlet/outlet was improved through CFD optimization based on optimal surrogate models. The
aim of this work was to apply the optimal surrogate optimization process to determine the optimum
shape of the inlet/outlet, to simultaneously obtain better hydraulic performances under bidirectional
flow conditions.

2. Problem Description

The typical shape of the lateral intake is shown in Figure 1. When the PHES is in the generation
mode, water flows into the lower reservoir through the tunnel and the inlet/outlet structure. Because
water flows out from the inlet/outlet in this mode, the phenomenon is also called “outflow”. Along the
outflow direction, the structure generally contains a transition part (a structure connecting a circular
cross-section tunnel and a diffusion part), a diffusion part, a rectification part, and an anti-swirl part.

Figure 1. General structure of the lateral intake-outlet.

The diffusion part is very sensitive to the performance of the intake, and it is generally improved
for the structure design. Figure 2 present flow passages and basic parameters in the diffusion part. This
parameters include the length of the diffusion part (LDS),height of the inlet/outlet orifices (HI/O),wide
of the separation pier in the middle orifices (WDSM),width of the separation pier in the side orifices
(WDSS),horizontal diffusion angle (η), and vertical angle (θ). The left side displays the 3D model for the
flow passage. On the right side, plane sections of the model are demonstrated, and the flow passage
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and separation piers are marked out with light grey and dark grey, respectively. It should be noted that
the tunnel diameter D in the PHES is generally decided beforehand by the difference of the water head
between the upper and lower reservoir, the installed capacity of turbines, topographic and geological
conditions etc. For the inlet/outlet optimization, the value of D is fixed (D = 7.2 m in the current
study) because a change may need adjustment of the whole layout of the water conveyance system
resulting in excessive costs. Besides, the number of orifices (4) is also fixed in view of it being the most
commonly used form of the lateral inlet/outlet in the PHES of China. For more information about the
shape parameters, readers can refer to the previous work [38].

 
Figure 2. Basic parameters for the diffusion part.

The lateral inlet/outlet hydraulic performance is characterized by three parameters: the head loss,
the velocity, and the flowrate distribution [37–39]. According to the Bernoulli equation, the head loss is
computed as:

h0-1 = ∇0 −∇1 − αv2

2g
(1)

h1-0 = ∇1 −∇0 +
αv2

2g
(2)

ξ =
2gh f

αv2 (3)

where the head loss h f = h0-1 and h f = h1-0 are used for the inflow and outflow mode, respectively; ξ
is the coefficient of the head loss; ∇0 and ∇1 are the piezometric head in the reservoir and tunnel; v is
the bulk velocity at the boundary of the tunnel; α is the kinetic energy correction coefficient.

Numerous vibration-caused trash rack failures have occurred because the trash rack may be
exposed to high velocities at the orifice cross-section [40]. Hence CV is proposed as a typical index
evaluating the uniformity of the flow velocity at orifices [39,41], and a lower CV implies a better velocity
distribution in the inlet/outlet. Considering there are four orifices divided by the separation pier, CV

could change with different orifices due to the influence of horizontal diffusion. In order to represent
the overall performance of the velocity distribution, the worst case i.e., the maximum value of CV

among the four orifices, is selected. Thus CV is defined as:

CV = max(
vmax,i

vi
) (4)

where vmax is the maximum value among the velocities at the orifice cross-section; i indicates the index
of orifices; v indicates the average velocity at the orifice cross-section.
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In order to further improve the discharge distribution in the horizontal direction, the separation
piers are designed to divide the flow passage into sub-tunnels. Then CQ is used to estimate the degree
of flux uniformity by comparing the discharge between adjacent orifices, which can be defined as:

CQ =
max(Qi,i+1) −min(Qi,i+1)

min(Qi,i+1)
× 100% (5)

where Qi indicates the rate of flow at the different orifices (i = 1, 2, 3).
For the purpose of determining a good compromise between the two modes of operation, these

parameters under inflow and outflow conditions should be carefully combined. In a recent study,
Gao et al. [38] simply added up the parameters for the pump mode and the generation mode to estimate
the total performance. However, the performance of the generation mode is probably more significant
than that of the pump mode in many cases. The pumped water can be stored in the upper reservoir
under the pump mode during the low load period of the power grid, while under the generation
mode the water will flow into the lower reservoir to generate electricity during the peak load period.
Designers tend to pay more attention to the head loss under the generation mode in order to achieve
higher economic benefits. Therefore, a more reasonable approach is to use weights to deal with the
combinations of the two modes. For that reason, the new combined objectives to evaluate the overall
performance of the inlet/outlet are defined as follows:

ξtotal = ω1ξin +ω2ξout (6)

CV,total = ω1CV,in +ω2CV,out (7)

where ξtotal and CV,total are the overall head loss coefficient and velocity distribution coefficient,
respectively; ω1 and ω2 are the weight coefficients of the objective function under the conditions of
inflow and outflow, and ω1 + ω2= 1. In this article, the values of ω1 and ω2 are taken as 0.33 and
0.67 based on the specific engineering designer’s suggestion. However, they can be flexibly selected
according to different projects.

Another drawback of their study [37,38] is the definition for the overall CQ, which is expressed as
the difference of CQ between the pump and generation mode. CQ,in is the discharge uneven distribution
coefficient under inflow condition, CQ,out is the discharge uneven distribution coefficient under outflow
condition. When it is regarded as an objective function, it seeks to minimize the difference between
CQ,in and CQ,out, rather than CQ,in and CQ,out themselves. If there are some bad points in the design
space, on which the values of both CQ,in and CQ,out may be large, the difference (i.e., the overall CQ)
may be small. Besides, according to the guideline the discharge distribution is sufficiently uniform
when CQ is less than 10% [39]. As a result it is more appropriate to choose CQ as the constraint, and
the head loss and velocity distribution (ξtotal, CV,total) can be optimized more flexibly.

Therefore, the objective functions were set to find the minimum values for ξ and CV, while CQ,
η, and θwere treated as constraint conditions. Table 1 lists the design parameters and constraints in
this study.

Table 1. Design parameters and constraints.

Item Symbol Range

Design parameters
LDS 34–46 m
HI/O 8–11 m

WDSM 1.5–1.7 m

Constraints
η 25–45◦
θ 1–5◦

CQ,in, CQ,out <10%
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3. Numerical Model and Validation

3.1. Numerical Model

Figure 3 shows a detailed view of the structured grids in the research area. To increase the accuracy
of the simulation, boundary layer grids were added to ensure that the dimensionless wall distance
y+ of the first points near the walls was between 30 and 300. The distribution of y+ values for the
inlet/outlet is shown in Figure 4.

Figure 3. Grids generation for the computational domain: (a) grids on the boundary; (b) grids at the
orifice cross-section, and (c) grids on the orifice horizontal section.

 
Figure 4. The Distribution of y+ values for the inlet/outlet: (a) the inflow condition; (b) the
outflow condition.

Considering the accuracy and efficiency of the CFD simulations, it is important to work out a
reasonable number of mesh elements [42–44]. Based on a previous grid independence study [38], a
grid amount of 1.4 × 106 was sufficient for CFD simulation, and similar grid sizes were thus adopted
in this article.

As presented in Figure 1, a three-dimensional computational domain far larger than the inlet/outlet
structure was developed to accurately simulate the flow pattern in the inlet/outlet. As to the boundary
conditions, a uniform velocity was prescribed at the tunnel boundary, and a pressure condition was
imposed at the reservoir boundary. The flow discharge changed slightly according to the operating
conditions of the reversible turbines. A summary of boundary conditions for the Computational Fluid
Dynamics (CFD) case under the generation and pump mode is listed in Table 2.
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Table 2. Boundary conditions applied in the inlet/outlet CFD simulation.

Operation Modes Parameters Notes Values

Outflow
Inlet The inlet of the pipe was defined as

the velocity inlet. vd = 3.738 m/s

Outlet The reservoir boundary was defined
as the pressure outlet. Relative pressure: 0 Pa

Inflow
Inlet The reservoir boundary was defined

as the pressure inlet. Relative pressure: 0 Pa

Outlet The inlet of the pipe was defined as
the velocity outlet. vd = 4.376 m/s

In the present study, the Reynolds Averaged Navier Stokes (RANS) equations were solved using
ANSYS Fluent 17.0 [45]. The simulation was performed in a segregated manner adopting the realizable
k-εmodel combined with the wall function. The Navier–Stokes equations were solved by means of
pressure implicit with splitting of the operator’s algorithm, and a second-order upwind method was
employed to realize the discretization. The converged solution was obtained after the residual levels
became less than 1 × 10−4. For detailed information about the governing equation and numerical
settings, the reader can refer to references [38,45,46].

3.2. Experimental Setup

The CFD method in the original study [38] was validated by comparing the result with that of a
published reference [18]. Although the results were found to be in good agreement, there were obvious
differences in the velocity distribution between the case in the reference [18] and the case in this study,
which weakened the reliability of the validation in the original study. Therefore, the CFD method still
needs to be validated further, and a physical model experiment adopting a scale of 1/60 was conducted
in this paper. As shown in Figure 5, an experimental setup was established which was 5.2 m long,
1.2 m wide, and 0.6 m high.

 

Figure 5. The experimental setup of the inlet/outlet.

In order to show the experiment more clearly, the side view of the layout plan is illustrated in
Figure 6. Control valves and electromagnetic flowmeters with an accuracy of 0.5% for the measured
ranges were used to control the flow discharge. By switching the different control valves, bidirectional
flow conditions could be realized in the experiment. In the inflow condition, the inflow control valves
were open, while the outflow control valves were closed. Water from the high constant-head tower
flowed into the reservoir channel through the pipe. Before the water entered the channel, a device was
set up to align the flow pattern. Finally water flowed into a lower collecting tank, from which it was
pumped back to the constant-head tank using a centrifugal pump. While in the outflow condition, the
inflow control valves were closed, and the outflow control valves were open. Water was conveyed to
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the reservoir tank through a horizontal pipe with a length 50D that was long enough to guarantee full
development of the flow in the pipe. The discharge in the inflow condition was 4.359 L/s, corresponding
to a Reynolds number Re = 46,277 in the tunnel; while in the outflow condition, the discharge was
5.795 L/s and the Reynolds number was 61,519.

Figure 6. The side layout plan for the experimental system of the inlet/outlet.

A Vectrino ADV instrument, developed by Nortek AS, was used to instantaneously measure
stream-wise velocity of the diversion orifices at various depths. Based on the Doppler shift principle,
the ADV instrument can measure velocities with ±1% accuracy in a measurement range of 1 mm/s.
Each measurement point with a sampling volume of 7 mm worked at a sampling frequency of 50 Hz
for 60 s of sampling time.

3.3. Validation of the CFD Model

The head loss coefficient in the inflow condition is obviously smaller than that in the outflow
condition. In the inflow condition, the coefficients obtained from numerical simulation and experiment
were 0.164 and 0.171 respectively, and their relative error was 4.09%. The coefficients of the simulation
and experiment in the outflow condition were 0.315 and 0.338, and the relative error was 6.81%.
Comparing the simulation results with the experimental data, although the numerical model slightly
underestimates the coefficients, it is still acceptable to predict the results of the head losses.

For the purpose of comprehensively comparing the velocity distribution at the orifice cross-section
(x = 10 m), there are three measured lines with equal distance at each orifice. As shown in Figure 7, the
velocity data are obtained along the measured lines (A—A, B—B and C—C) at the cross-section.

Figure 7. Measured lines at the cross-section (x = 10 m).

Figures 8 and 9 compare the numerical solutions with the experimental ones for the velocity
distribution in both conditions. In the legend, M and S indicate the middle and side orifice, respectively;
A, B, and C indicate the measured lines A—A, B—B, and C—C, respectively. For example, M-A
represents the measured line A—A at the middle orifice. The y-axis indicates the relative height of the

220



Processes 2019, 7, 204

measured point normalized by the orifice height H, and the x-axis indicates the relative velocity also
normalized by the average velocity of the measured line.

Figure 8a demonstrates that a good matching between the two approaches is obtained in the
middle orifice. The results of both methods show that velocities among the three lines are very close
to each other, and the distribution is also uniform along the height. In the side orifice, the numerical
results are also in good agreement with the experimental ones. There are only slight differences in the
velocity distribution among the measured lines. Compared with the flow pattern in the middle orifice,
the more obvious change is that the mainstream appears at the lower part of the orifice, and the range
of y/H is about 0.13–0.52.

While in the outflow condition, differences of the velocity distribution among the measured lines
are also small in the side orifice. However, in the middle orifice the experimental results show that
there are obvious differences among the velocities of three measured lines, which is also predicted by
the simulation. In addition, the velocity distribution along the height is also not uniform, and negative
velocities are generated at the top. For the M-B line, the y/H range of the negative region obtained
from the experiment is about 0.8–1.0, and the numerical range is about 0.7–1.0. This difference is partly
due to errors caused by the limited number of measured points in the experiment, and partly due to
the slight overestimation for the strength of flow separation by the simulation. At the bottom of the
orifice, the mainstream in the experiment is located a little higher than that in the simulation. Although
there are some minor deviations in the outflow velocity distribution, the agreement is quite acceptable
considering that the more complex flow separation occurs in the outflow condition.

Figure 8. Validation for the velocity distribution in the inflow condition: (a) middle orifice;
(b) side orifice.

Figure 9. Validation for the velocity distribution in the outflow condition: (a) middle orifice;
(b) side orifice.
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4. Optimization Methodology

4.1. Surrogate Models Selection

The optimization algorithm coupled with the computationally intensive simulation requires
intensive work and a lot of time. It is necessary to adopt the surrogate model because the
CFD-optimization procedure requires too many computing resources, which weakens its application in
practice. Therefore, surrogate models are employed to engage the optimization procedure in the paper.
There are several surrogate model types as listed in Table 3, such as Response Surface Methodology
(RSM), Radial Basis Function (RBF), and Kriging, which have been extensively used in recent years
to solve engineering optimization design. Unlike other approaches, RSM applies simple algebraic
expressions to generate the function relationship, and it is very suitable for complex engineering
applications [47]. In addition, RBF has the best approach for high dimensionality optimization problems
according to a literature survey [48]. For low dimensional optimization problems, the Kriging method
can achieve good results in both accuracy and time. According to a survey of popular surrogate models
in similar situations, RSM, RBF, and Kriging are considered as surrogate candidates in the researches.

Table 3. A list of shape optimization investigated using surrogate models in recent years.

Author
Design

Parameter
Objective
Function

Sampling
Points

Surrogate Model
Optimization

Algorithm

Zhou et al. [49] 3 2 30 RSM NSGA-II
Jiang et al. [24] 10 2 150 RSM NSGA-II
Yang et al. [26] 3 1 20 RSM GA
Brar et al. [50] 3 3 30 RBF NSGA-II
Li et al. [51] 5 1 60 RBF GA

Zhang et al. [52] 16 2 262 Kriging NSGA-II
Liu et al. [33] 4 2 50 Kriging NSGA-II

Singh et al. [53] 7 2 71 RBF, Kriging NSGA-II
Wang et al. [54] 7 2 80 RSM, RBF, Kriging NSGA-II

Halder et al. [55] 2 1 16 RSM, RBF, Kriging GA

When employing the surrogate model in the hydraulic optimization procedure, the challenge is
how to create a model which is as accurate as possible. As mentioned above, RSM, RBF, and Kriging
can be used to generate surrogate models, and their parameters are listed in Table 4. The kernel
function and hyper-parameter also need to be chosen carefully, which requires an effective surrogate
model selection method.

As we know, existing surrogate model selection methods generally contain three levels:
selecting a model type, selecting a kernel function, and optimizing the hyper-parameters. Some
researchers have used different error measures to separately select the model type, kernel function, or
hyper-parameter [56–58]. With the intention of performing thorough selection, the Predictive Estimation
of Model Fidelity (PEMF) was suggested by Mehmani et al. [59]. Furthermore, Mehmani et al. [36]
advanced the Concurrent Surrogate Model Selection (COSMOS) on the foundation of the PEMF, and
applied it to select suitable models by minimizing the model error. The error selection criterion is
based on different situations and preferences. For the exploration of design space and parameter
analysis, the median error can be used. On the other hand, it is more appropriate to choose the
conservative maximum error for the structural safety optimization (e.g., to model vehicle crash
simulation). Therefore, these criteria might be mutually conflicting or mutually promoting [36].
Considering the optimization for the hydraulic performance of the inlet/outlet may have certain
requirements for the above two situations, the median and maximum errors of the surrogate model
are treated as two selection criteria estimated by the PEMF method. Moreover, the framework
will solve the multi-objective problem (minimizing the errors) to find the optimal models through
the One-Step technique. In the technique, a single mixed integer nonlinear programming problem
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(MINLP) can be solved by the NSGA-II. Considering different models have different numbers of
kernels and hyper-parameters, the candidates are classed as three smaller categories according to
the hyper-parameters [36]. The computation of the Kriging model is performed with the MATLAB
toolbox DACE [60], as it has been widely used in many applications concerning the Kriging model.
The problem is usually anisotropic, which is accounted for in the construction of the surrogate models.

Table 4. Parameters of surrogate model candidates.

Model Type Kernel Function Hyper-Parameter Lower/Upper Bounds

Response surface methodology - - -
Radial Basis Function Linear - -

Cubic - -
Gaussian Shape parameter, α 0.1 < α < 3

Multiquadric Shape parameter, α 0.1< α < 3
Kriging Linear Correlation parameter, β 0.1 < β < 20

Exponential Correlation parameter, β 0.1 < β < 20
Gaussian Correlation parameter, β 0.1 < β < 20
Spherical Correlation parameter, β 0.1 < β < 20

4.2. Optimization Algorithm

Extensive literature based on the NSGA-II [61] has been reported in engineering applications
(listed in Table 3), which is also chosen for this investigation. In NSGA-II, a random parent population
is initially produced, and individuals are sorted according to rank and crowding distance. Then the
optimum resolutions are chosen to generate offspring populations using genetic operators that are the
same in the standard GA. Specifically, a binary tournament selection, Simulated Binary Crossover (SBX)
and polynomial mutation are employed in NSGA-II. SBX simulates the binary crossover observed
in nature, and the crossover distribution index determines how far away the children solutions are
from their parents [62]. Deb et al. [63] suggested a polynomial mutation operator with a mutation
distribution index that can control the amount of perturbation in a variable. Table 5 lists the parameters
for the optimization process.

Table 5. The parameters for the optimization process.

Parameter Values

Population size (even value) 100
Number of Generations 100
Crossover Probability 0.9

Crossover Distribution Index 10.0
Mutation Distribution Index 20.0

To pick the optimum point from the Pareto frontier, Technique for Order Preference by Similarity
to Ideal Solution (TOPSIS) is implemented in this article. TOPSIS, proposed by Hwang et al. [64], is a
ranking method that can rank possible solutions on the Pareto frontier and select a trade-off optimum
by measuring Euclidean distances.

4.3. Optimization Process Scheme

The multi-objective optimization process is built by combining the CFD numerical simulation, the
design of experiment (DOE), the surrogate model selection based on the COSMOS, and the optimization
method NSGA-II. The flow diagram of the process is presented in Figure 10.

First, the Optimized Latin Hypercube Sampling (OLHS) algorithm is applied in the Design of
Experiment (DOE) to choose representative points. Then sample points are simulated using the CFD
method, and the results are exacted to evaluate the objectives of the hydraulic performance. Based
on the database of the DOE, a suitable surrogate model is constructed using COSMOS to improve
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the optimization efficiency and precision. The different surrogate models, such as RSM, RBF, and
Kriging, are generated until the PEMF is deemed acceptable. Finally, NSGA-II is adopted to conduct
the optimization. If the objective function does not change, or the maximum iteration number is
reached, the optimization is terminated. Otherwise, the process will continue to loop with a new set of
proposed design parameters.

Figure 10. Flow diagram of the multi-objective optimization process.

5. Results and Discussion

5.1. Optimal Surrogate Models

In the present study, COSMOS is applied to choose the appropriate surrogate models. First of all,
OLHS as an efficient sampling strategy is applied in DOE sampling, in which 60 points are randomly
selected to construct these surrogate models. The Predictive Estimation of Model Fidelity (PEMF)
method is chosen to check the accuracies of these surrogate models.

By solving the MINLP problem with NSGA-II, the final results of the models for ξ, CV, CQ,in and
CQ,out are presented in Figure 11. Φi indicates the surrogate models containing i hyper-parameter(s). βH,
βL, and βW indicate the correlation parameter of the design variable HI/O, LDS, and WDSM, respectively.
A Pareto frontier is provided in each figure, and a trade-off solution is selected under comprehensive
consideration of median and maximum errors. In Figure 11a, optimal parameters of the surrogate
model of ξ are: the Kriging with a Gaussian kernel and βH = 2.20, βL = 9.41, βW = 0.11. As shown
in Figure 11b, the optimal configuration of CV is: the Kriging model with an Exponential kernel and
βH = 1.05, βL = 0.14, βW = 0.13. Figure 11c shows the optimal configuration of CQ,in is: the Kriging
model with a Gaussian kernel and correlation parameters, βH = 0.11, βL = 0.13, βW = 0.17. Figure 11d
shows the optimal configuration for the CQ,out is: the Kriging model with a Gaussian kernel and
correlation parameters, βH = 5.52, βL = 0.10, βW = 2.50. The details are also listed in Table 6. For all
hydraulic indices, the performance of the Kriging model is better than that of the other models. The
median errors of ξ and CV are only 0.98% and 0.57% respectively, and the maximum errors are around
5%. Although the maximum error of the CQ,out is slightly higher than the others, the value is acceptable
as the complex flow separation phenomenon in the outflow condition makes the index more volatile.
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Figure 11. Surrogate model selection of hydraulic performance indices: (a) ξ; (b) CV; (c) CQ,in;
(d) CQ, out.

Table 6. Optimal surrogate model configurations and their Predictive Estimation of Model Fidelity
(PEMF) errors.

Index
Optimal Surrogate Model Configuration PEMF Error

Model Type Kernel Function Hyper-Parameter Median Max

ξtotal Kriging Gaussian βH = 2.20, βL = 9.41, βW = 0.11 0.0098 0.0481
CV,total Kriging Exponential βH = 1.05, βL = 0.14, βW = 0.13 0.0057 0.0443
CQ,in Kriging Gaussian βH = 0.11, βL = 0.13, βW = 0.17 0.0017 0.0054
CQ,out Kriging Gaussian βH = 5.52, βL = 0.10, βW = 2.50 0.0141 0.0695

5.2. Discussion of Optimized Results of the Inlet/Outlet

Based on the improved process, objective functions are set to find the minimum values for ξ and
CV. Figure 12 demonstrates the optimization process for finding the optimal shape, in which the red
star point indicates the final selection. For the purpose of presenting the optimal result better, the
comparisons between the optimal and the original case are listed in Table 7. In the multi-objective
optimum situation, ξtotal is reduced by 6.42%, CV,total is reduced by 40.28% compared with the
original shape.
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Figure 12. The process of objectives evolved through NSGA-II (dimensions in m).

Table 7. The comparison of parameters between baseline case and optimum case.

Case
Design Variables Objectives Variation (%)

HI/O (m) LDS (m) WDSM (m) ξtotal CV,total Δξtotal ΔCV,total

Baseline 9.800 36.000 1.580 0.265 2.371 −6.42 −40.28Optimum 8.432 45.875 1.513 0.248 1.416

Figure 13 compares velocity contours in the orifices under the inflow condition between the
baseline and the optimum design. The inflow velocity contours in the optimum case are found to
change little, and the flow velocities in the anti-swirl segment are slightly increased due to the decrease
of the optimized inlet height.

Figure 13. The comparison of inflow velocity distribution between the baseline and optimum design.

As shown in Figure 14, the change between the baseline and optimum case is more obvious when
the water flows out from the tunnel. For the baseline case, the flow separation phenomenon occurs
at the upper part of the cross sections in the diffusion segment. Due to insufficient flow diffusion,
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the separation phenomenon deteriorates into a backflow at the top of the trash rack cross sections,
which should be prevented as much as possible in the design. Figure 14a shows the flow separation
arises early at x = 40 m because of the bad original design. As the flow continues to develop, the flow
separation deteriorates and induces reverse velocity at the top of the whole rectification segment and
part of the anti-vortex segment.

For the design optimized by NSGA-II, the flow separation region is very close to the walls in the
diffusion segment, and the reasonable shape brings in a more desired flow phenomenon. Figure 14b
shows the desired flow pattern after optimization. Because of the optimization for the diffusion
segment, more uniform velocity distributions are observed in the section plane. The flow separation
appears to be slight in the small areas at the junction of the diffusion and rectification segment.
Consequently, there is hardly any backflow at the top of the orifices.

Figure 14. The comparison of outflow velocity distribution between the baseline and optimum design.

In order to further compare the velocity distribution at the orifice cross-section (x = 10), the
velocity data from the central line of the section is analyzed. As we can see from Figure 15a, there is
little change for the normalized velocity profiles between the baseline and optimum design. Figure 15b
demonstrates the velocity profiles along the height direction under the outflow condition. In the
baseline case, the main stream of the velocity locates at the lower part, and even negative values appear
at the top of the middle orifices. For the optimum design, the velocity distributes more uniformly
along the height direction, and the mainstream is in the central section of the height. The maximum
value of the normalized velocity is 1.44, which is located at the middle orifice with the corresponding
y/H value of 0.47. Compared with the original shape, the maximum value is reduced by 49.36%.
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Figure 15. Velocity profiles at the orifice cross-section: (a) inflow; (b) outflow.

6. Conclusions

In this article, the CFD numerical simulation and multi-objective surrogate-based optimization
strategy method (COSMOS and NSGA-II) were combined to optimize intake shape effectively. The CFD
method applied in this paper was validated by a physical experiment carefully designed to meet
bidirectional flow requirements for the inlet/outlet. For the purpose of determining a good compromise
between the two modes of operation, reasonable weights were defined to better evaluate the overall
performance. Then, suitable surrogate models based on COSMOS were utilized to build functions,
and NSGA-II was chosen to complete the optimization.

The optimum shape of the diffusion part in a PHES can be achieved automatically through
the whole process, including numerical model building, CFD simulation, optimal surrogate model
selection, and multi-objective optimization strategy. There were 60 sampling points generated by the
OLHS employed to establish suitable surrogate models based on COSMOS, while the PEMF method
was applied to estimate errors. The results indicate that the Kriging with a Gaussian kernel is best
for the overall head loss coefficient and the shape parameter βH = 2.20, βL = 9.41, βW = 0.11; the best
configuration of the overall velocity distribution coefficient is the Kriging model with an Exponential
kernel and βH = 1.05, βL = 0.14, βW = 0.13.

Finally, the NSGA-II algorithm was applied to generate Pareto optimal results, and the final optimal
point was selected from the Pareto set through the TOPSIS decision making method. The optimization
results show that compared with the original shape the overall head loss coefficient decreases by 6.42%
and the overall velocity distribution coefficient decreases by 40.28%. This study demonstrates this new
optimization process is a good choice for inlet/outlet engineering designers.

Author Contributions: Conceptualization, X.G. and B.S.; methodology, H.Z. (Hongtao Zhu) and Y.T.; software,
H.Z. (Han Zhang) and Z.Q.; validation, Z.Q.; formal analysis, H.Z. (Han Zhang); investigation, H.Z. (Hongtao Zhu)
and Y.T.; data curation, Z.Q.; writing—original draft preparation, H.Z. (Hongtao Zhu) and Y.T.; writing—review
and editing, H.Z. (Hongtao Zhu) and B.S.; visualization, Z.Q.; supervision, X.G. and B.S.

Funding: This research was funded by the Science Fund for Creative Research Group of the National Natural
Science Foundation of China (51621092), the National Natural Science Foundation of China (51279125) and Tianjin
Municipal Natural Science Foundation (15JCYBJC22600).

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Frosina, E.; Buono, D.; Senatore, A. A Performance Prediction Method for Pumps as Turbines (PAT) Using a
Computational Fluid Dynamics (CFD) Modeling Approach. Energies 2017, 10, 103. [CrossRef]

2. Itsukushima, R.; Ikematsu, S.; Nakano, M.; Takagi, M.; Shimatani, Y. Optimal structure of grated bottom
intakes designed for small hydroelectric power generation. J. Renew. Sustain. Energy 2016, 8, 034501.
[CrossRef]

228



Processes 2019, 7, 204

3. Kolekar, N.; Banerjee, A. A coupled hydro-structural design optimization for hydrokinetic turbines. J. Renew.
Sustain. Energy 2013, 5, 053146. [CrossRef]

4. Li, D.; Gong, R.; Wang, H.; Wei, X.; Liu, Z.; Qin, D. Numerical investigation on transient flow of a high head
low specific speed pump-turbine in pump mode. J. Renew. Sustain. Energy 2015, 7, 063111. [CrossRef]

5. Dong, W.; Li, Y.; Xiang, J. Optimal Sizing of a Stand-Alone Hybrid Power System Based on Battery/Hydrogen
with an Improved Ant Colony Optimization. Energies 2016, 9, 785. [CrossRef]

6. Singh, A.; Sevda, S.; Abu Reesh, I.; Vanbroekhoven, K.; Rathore, D.; Pant, D. Biohydrogen Production from
Lignocellulosic Biomass: Technology and Sustainability. Energies 2015, 8, 13062–13080. [CrossRef]

7. Belabes, B.; Youcefi, A.; Paraschivoiu, M. Numerical investigation of Savonius wind turbine farms. J. Renew.
Sustain. Energy 2016, 8, 053302. [CrossRef]

8. Gosselin, R.; Dumas, G.; Boudreau, M. Parametric study of H-Darrieus vertical-axis turbines using CFD
simulations. J. Renew. Sustain. Energy 2016, 8, 053301. [CrossRef]

9. Shen, X.; Avital, E.; Paul, G.; Rezaienia, M.A.; Wen, P.; Korakianitis, T. Experimental study of surface
curvature effects on aerodynamic performance of a low Reynolds number airfoil for use in small wind
turbines. J. Renew. Sustain. Energy 2016, 8, 053303. [CrossRef]

10. Kumar, A.; Kim, M.-H. Thermal Hydraulic Performance in a Solar Air Heater Channel with Multi V-Type
Perforated Baffles. Energies 2016, 9, 564. [CrossRef]

11. Katsaprakakis, D.A.; Christakis, D.G.; Pavlopoylos, K.; Stamataki, S.; Dimitrelou, I.; Stefanakis, I.;
Spanos, P. Introduction of a wind powered pumped storage system in the isolated insular power system of
Karpathos–Kasos. Appl. Energy 2012, 97, 38–48. [CrossRef]

12. Kocaman, A.S.; Modi, V. Value of pumped hydro storage in a hybrid energy generation and allocation system.
Appl. Energy 2017, 205, 1202–1215. [CrossRef]

13. Müller, M.; De Cesare, G.; Schleiss, A.J. Flow field in a reservoir subject to pumped-storage operation—In
situ measurement and numerical modeling. J. Appl. Water Eng. Res. 2016, 6, 109–124. [CrossRef]

14. Bermudez, M.; Cea, L.; Puertas, J.; Conde, A.; Martin, A.; Baztan, J. Hydraulic model study of the intake-outlet
of a pumped-storage hydropower plant. Eng. Appl. Comput. Fluid Mech. 2017, 11, 483–495. [CrossRef]

15. Cai, F.; Hu, M.; Zhang, Z. Study on guide piers in frank inlet-outlet with double flow directions. J. Hohai Univ.
2000, 28, 74–77.

16. Gao, X.; Wang, Z. The Hydraulic Characteristics at Vertical Pipe Intake of Xilongchi Pumped Storage Plant.
J. Hydroelectr. Eng. 2002, 1, 52–60.

17. Sun, S.; Liu, H.; Li, Z.; Sun, C. Study on velocity distribution behind the trashrack in lateral intake/outlet of
pumped storage power station. Shuili Xuebao 2007, 38, 1329–1335.

18. Ye, F.; Gao, X. Numerical simulations of the hydraulic characteristics of side inlet/outlets. J. Hydrodyn. Ser. B
2011, 23, 48–54. [CrossRef]

19. Gao, X.; Li, Y.; Tian, Y.; Sun, B. Flow distribution in side intake/outlet tunnel of pumped storage power
stations. J. Hydroelectr. Eng. 2016, 35, 87–94.

20. Ansoni, J.L.; Seleghim, P. Optimal industrial reactor design: Development of a multiobjective optimization
method based on a posteriori performance parameters calculated from CFD flow solutions. Adv. Eng. Softw.
2016, 91, 23–35. [CrossRef]

21. Ding, Y.; Zhang, X. An optimal design method of swept blades for HAWTs. J. Renew. Sustain. Energy 2016,
8, 043303. [CrossRef]

22. Gao, Q.; Cai, X.; Zhu, J.; Guo, X. Multi-objective optimization and fuzzy evaluation of a horizontal axis wind
turbine composite blade. J. Renew. Sustain. Energy 2015, 7, 063109. [CrossRef]

23. Lopez, N.; Mara, B.; Mercado, B.; Mercado, L.; Pascual, M.; Promentilla, M.A. Design of modified Magnus
wind rotors using computational fluid dynamics simulation and multi-response optimization. J. Renew.
Sustain. Energy 2015, 7, 063135. [CrossRef]

24. Jiang, Y.T.; Lin, H.F.; Yue, G.Q.; Zheng, Q.; Xu, X.L. Aero-thermal optimization on multi-rows film cooling of
a realistic marine high pressure turbine vane. Appl. Therm. Eng. 2017, 111, 537–549. [CrossRef]

25. Elsayed, K.; Lacor, C. CFD modeling and multi-objective optimization of cyclone geometry using desirability
function, artificial neural networks and genetic algorithms. Appl. Math. Model. 2013, 37, 5680–5704.
[CrossRef]

229



Processes 2019, 7, 204

26. Yang, Y.T.; Tang, H.W.; Ding, W.P. Optimization design of micro-channel heat sink using nanofluid by
numerical simulation coupled with genetic algorithm. Int. Commun. Heat Mass Transf. 2016, 72, 29–38.
[CrossRef]

27. Sun, W.Q.; Cheng, W. Finite element model updating of honeycomb sandwich plates using a response surface
model and global optimization technique. Struct. Multidiscip. Optim. 2016, 55, 121–139. [CrossRef]

28. Gan, W.B.; Zhang, X.C. Design optimization of a three-dimensional diffusing S-duct using a modified SST
turbulent model. Aerosp. Sci. Technol. 2017, 63, 63–72. [CrossRef]

29. Naseri, S.; Tatar, A.; Shokrollahi, A. Development of an accurate method to prognosticate choke flow
coefficients for natural gas flow through nozzle and orifice type chokes. Flow Meas. Instrum. 2016, 48, 1–7.
[CrossRef]

30. An, Z.; Zhounian, L.; Peng, W.; Linlin, C.; Dazhuan, W. Multi-objective optimization of a low specific speed
centrifugal pump using an evolutionary algorithm. Eng. Optim. 2015, 48, 1251–1274. [CrossRef]

31. Yin, H.; Fang, H.; Wen, G.; Wang, Q.; Xiao, Y. An adaptive RBF-based multi-objective optimization method
for crashworthiness design of functionally graded multi-cell tube. Struct. Multidiscip. Optim. 2015, 53,
129–144. [CrossRef]

32. Lotfan, S.; Ghiasi, R.A.; Fallah, M.; Sadeghi, M.H. ANN-based modeling and reducing dual-fuel engine’s
challenging emissions by multi-objective evolutionary algorithm NSGA-II. Appl. Energy 2016, 175, 91–99.
[CrossRef]

33. Liu, C.; Bu, W.; Xu, D. Multi-objective shape optimization of a plate-fin heat exchanger using CFD and
multi-objective genetic algorithm. Int. J. Heat Mass Transf. 2017, 111, 65–82. [CrossRef]

34. Jakumeit, J.; Herdy, M.; Nitsche, M. Parameter optimization of the sheet metal forming process using an
iterative parallel Kriging algorithm. Struct. Multidiscip. Optim. 2005, 29, 498–507. [CrossRef]

35. Zhang, Y.; Hu, S.; Wu, J.; Zhang, Y.; Chen, L. Multi-objective optimization of double suction centrifugal
pump using Kriging metamodels. Adv. Eng. Softw. 2014, 74, 16–26. [CrossRef]

36. Mehmani, A.; Chowdhury, S.; Meinrenken, C.; Messac, A. Concurrent surrogate model selection (COSMOS):
Optimizing model type, kernel function, and hyper-parameters. Struct. Multidiscip. Optim. 2017, 57,
1093–1114. [CrossRef]

37. Gao, X.; Tian, Y.; Sun, B. Shape optimization of bi-directional flow passage components based on a genetic
algorithm and computational fluid dynamics. Eng. Optim. 2017, 50, 1287–1303. [CrossRef]

38. Gao, X.; Tian, Y.; Sun, B. Multi-objective optimization design of bidirectional flow passage components
using RSM and NSGA II: A case study of inlet/outlet diffusion segment in pumped storage power station.
Renew. Energy 2018, 115, 999–1013. [CrossRef]

39. Design Guide for Pumped Storage Power Station (DL/T 5208-2005); China Electric Power Press: Beijing,
China, 2005.

40. Johnson, P.L. HydroPower Intake Design Considerations. J. Hydraul. Eng. 1988, 114, 651–661. [CrossRef]
41. Sell, L.E. Hydroelectric Power Plant Trashrack Design. J. Power Div. 1971, 97, 115–121.
42. Lei, T.; Shan, Z.B.; Liang, C.S.; Chuan, W.Y.; Bin, W.B. Numerical simulation of unsteady cavitation flow

in a centrifugal pump at off-design conditions. Proc. Inst. Mech. Eng. Part C J. Mech. Eng. Sci. 2013, 228,
1994–2006. [CrossRef]

43. Tan, L.; Zhu, B.; Wang, Y.; Cao, S.; Gui, S. Numerical study on characteristics of unsteady flow in a centrifugal
pump volute at partial load condition. Eng. Comput. 2015, 32, 1549–1566. [CrossRef]

44. Liu, Y.; Tan, L.; Hao, Y.; Xu, Y. Energy Performance and Flow Patterns of a Mixed-Flow Pump with Different
Tip Clearance Sizes. Energies 2017, 10, 191. [CrossRef]

45. Fluent. User’s and Theory Guide; ANSYS, Inc.: Canonsburg, PA, USA, 2015.
46. Shih, T.-H.; Liou, W.W.; Shabbir, A.; Yang, Z.; Zhu, J. A new k-ε eddy viscosity model for high reynolds

number turbulent flows. Comput. Fluids 1995, 24, 227–238. [CrossRef]
47. Sun, H.; Shin, H.; Lee, S. Analysis and optimization of aerodynamic noise in a centrifugal compressor.

J. Sound Vib. 2006, 289, 999–1018. [CrossRef]
48. Khalfallah, S.; Ghenaiet, A. Shape optimization of a centrifugal compressor impeller. In Proceedings of

the Institution of Mechanical Engineers, 8th International Conference on Compressors and their Systems,
London, UK, 9–10 September 2013; Woodhead Publishing Limited: Cambridge, UK, 2013.

49. Zhou, C.; Yang, C.; Zhang, X.; Wang, C. A simulation-based two-step method for optimal thermal design of
multiple compartments. Appl. Therm. Eng. 2017, 122, 535–545. [CrossRef]

230



Processes 2019, 7, 204

50. Brar, L.S.; Elsayed, K. Analysis and optimization of multi-inlet gas cyclones using large eddy simulation and
artificial neural network. Powder Technol. 2017, 311, 465–483. [CrossRef]

51. Li, Z.; Liu, Y. Blade-end treatment for axial compressors based on optimization method. Energy 2017, 126,
217–230. [CrossRef]

52. Zhang, M.; Gou, W.; Li, L.; Yang, F.; Yue, Z. Multidisciplinary design and multi-objective optimization on
guide fins of twin-web disk using Kriging surrogate model. Struct. Multidiscip. Optim. 2017, 55, 361–373.
[CrossRef]

53. Singh, P.; Couckuyt, I.; Elsayed, K.; Deschrijver, D.; Dhaene, T. Shape optimization of a cyclone separator
using multi-objective surrogate-based optimization. Appl. Math. Model. 2016, 40, 4248–4259. [CrossRef]

54. Wang, B.; Li, T.; Ge, L.; Ogawa, H. Optimization of combustion chamber geometry for natural gas engines
with diesel micro-pilot-induced ignition. Energy Convers. Manag. 2016, 122, 552–563. [CrossRef]

55. Halder, P.; Samad, A.; Thevenin, D. Improved design of a Wells turbine for higher operating range.
Renew. Energy 2017, 106, 122–134. [CrossRef]

56. Martin, J.D.; Simpson, T.W. Use of Kriging Models to Approximate Deterministic Computer Models. Aiaa J.
2005, 43, 853–863. [CrossRef]

57. Viana, F.A.C.; Haftka, R.T.; Steffen, V. Multiple surrogates: How cross-validation errors can help us to obtain
the best predictor. Struct. Multidiscip. Optim. 2009, 39, 439–457. [CrossRef]

58. Gorissen, D.; Couckuyt, I.; Demeester, P.; Dhaene, T.; Crombecq, K. A Surrogate Modeling and Adaptive
Sampling Toolbox for Computer Based Design. J. Mach. Learn. Res. 2010, 11, 2051–2055.

59. Mehmani, A.; Chowdhury, S.; Messac, A. Predictive quantification of surrogate model fidelity based on
modal variations with sample density. Struct. Multidiscip. Optim. 2015, 52, 353–373. [CrossRef]

60. Lophaven, S.N.; Nielsen, H.B.; Sondergaard, J. DACE—A MATLAB Kriging Toolbox—Version 2.0, Informatics
and Mathematical Modeling; Technical University of Denmark: Lyngby, Denmark, 2002.

61. Deb, K.; Pratap, A.; Agarwal, S.; Meyarivan, T. A fast and elitist multiobjective genetic algorithm: NSGA-II.
IEEE Trans. Evol. Comput. 2002, 6, 182–197. [CrossRef]

62. Deb, K.; Agrawal, R.B. Simulated Binary Crossover for Continuous Search Space. Complex Syst. 1994, 9,
115–148.

63. Deb, K.; Goyal, M. A Combined Genetic Adaptive Search (GeneAS) for Engineering Design.
Comput. Sci. Inform. 1996, 26, 30–45.

64. Hwang, C.L.; Yoon, K.P. Multiple Attribute Decision Making—Methods and Applications: A State-of-the-Art
Survey; Springer: Berlin/Heidelberg, Germany, 1981; pp. 11, 269.

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

231





processes

Article

In Situ Measurements and CFD Numerical
Simulations of Thermal Environment in Blind
Headings of Underground Mines

Wenhao Wang 1, Chengfa Zhang 1,2, Wenyu Yang 1,2,3,*, Hong Xu 1, Sasa Li 1, Chen Li 1, Hui Ma 1

and Guansheng Qi 1

1 College of Mining and Safety Engineering, Shandong University of Science and Technology, Prefecture of
Shandong, Qingdao 266590, China; wenhaowang@aliyun.com (W.W.); chengfazhang@aliyun.com (C.Z.);
xuhong316@aliyun.com (H.X.); lisasa121919@aliyun.com (S.L.); lc17660990724@163.com (C.L.);
Hughie_Ma@163.com (H.M.); qiguansheng@126.com (G.Q.)

2 Zhaojin Mining Industry Co., Ltd., Zhaoyuan 265418, China
3 School of Resources and Civil Engineering, Northeastern University, Prefecture of Liaoning,

Shenyang 110819, China
* Correspondence: wenyu@sdust.edu.cn; Tel.: +86-159-6425-9897

Received: 9 May 2019; Accepted: 22 May 2019; Published: 24 May 2019
��������	
�������

Abstract: In order to gain a knowledge of the heat emitted from a variety of sources at the blind
heading of an underground gold mine, the present study conducts an in situ measurement study
in a blind heading within the load haul dumps (LHDs) that are operating. The measurements can
provide a reliable data basis for the setting of numerical simulations. The results demonstrate that
the distances between the forcing outlet and the mining face (denoted as Zm), as well as the heat
generation from LHDs (denoted as QL), has brought significant impacts on the airflow velocity,
relative humidity, and temperature distributions in the blind heading. Setting Zm to 5 m could achieve
a relative optimal cooling performance, also indicating that when the LHD is fully operating in the
mining face, employing the pure forcing system has a limited effect on the temperature decrease
of the blind heading. According to the numerical simulations, a better cooling performance can be
achieved based on the near-forcing-far-exhausting (NFFE) ventilation system.

Keywords: thermal environment; numerical simulations; ventilation cooling; duct position; the heat
dissipation of LHD; auxiliary ventilation

1. Introduction

With the development of the global economy, the demands for mineral resources are persistently
increased by human beings. In recent years, shallow resources have displayed a declining trend
annually and the underground mining depth will become deeper and deeper in the future [1–3].
In addition, the higher-powered machinery that increases production levels impose an increased burden
on ventilation systems to maintain an acceptable working environment [4]. As a result, the worsening
thermal environments in underground mining resulted from higher virgin rock temperature and heat
emitted from mechanical equipment gave rise to a lot of concerns regarding the health and safety of
miners [5]. In the blind headings, the heat transferred from fragmented rock, explosives and LHDs (or
roadheaders, continuous miners) with the existence of an auxiliary ventilation system could make
the aerodynamic much more complex in the face area [6]. Auxiliary ventilation can be classified into
three basic types, Pure Forcing (PF), Pure Exhausting (PE), and overlap systems (FFNE and NFFE)
as shown in Figure 1. Therefore, to design the optimal ventilation and cooling systems, it is of great
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significance to carry out in-depth research on the thermal environment for high-speed ramp and tunnel
developments [7].

 

(a) pure forcing (PF) (b) pure exhausting (PE) 

 

(c) overlap systems: 

far-forcing-near-exhausting (FFNE) 

(d) overlap systems: 

near-forcing-far-exhausting (NFFE) 

Figure 1. Geometry model of the PF (a), PE (b), FFNE (c), and NFFE (d) ventilation systems.

Traditionally, researchers mainly adopt the following three methods for examining the thermal
environment in blind headings: in situ measurement, laboratory experiment and numerical
simulation [8]. The in situ measurement and experimental research has always been a challenge and
only a few related studies are available due to the safety issue. For example, Bluhm et al. quantified
the different heat sources by field measurements [7]. The heat flow from the rock was found to be
the principal source of heat. Lowndes et al. measured the thermal environmental conditions in a
representative development drivage in a coal mine during the non-production period and production
period. The input values for the tunnel model were modified based on the measured data [9]. Shimada
utilized a one-tenth scale model experimental apparatus to investigate the cooling effectiveness of the
auxiliary ventilation systems and heat transfer at the heading face [10]. Jia et al. designed a thermal
exchange simulation test platform for a blind heading that can be employed to investigate the cooling
factor for the ventilation and cooling system [11]. However, most of the previous studies are mainly
focused on the heat load transferred from rock.

With the emergence of computational fluid dynamics (CFD) in the 1960s, numerical simulations
aiming at the thermal management in heading faces have become efficient and low cost [12]. Gao et al.
employed the finite volume method for simulating the airflow velocity and temperature fields in a
heading face. They obtained the distribution of heat transfer coefficient in the heading face [13]. Sasmito
et al. developed a three-dimensional blind heading model for studying the effects of the ventilation
flow rate, cooling load, virgin rock temperature, and the heat rejection from mining machinery [12].
To date, much more researchers have conducted a large number of numerical simulations to investigate
the airflow ventilation-methane behavior and airflow ventilation-dust control [14–18] in PF and PE,
respectively. Based on these research findings, the constraint conditions for Zm and Ze (the distances
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between the exhausting outlet and the heading face) in PF and PE can be written as Equations (1) and (2),
respectively [19]:

Zm ≤ (4 ∼ 5)
√

S (1)

Ze ≤ 1.5
√

S (2)

where S is the section area of a blind heading (m2).
As stated above, in all numerical studies performed so far, much more attention was concentrated

on the methane and dust distributions at the face area. The numerical models targeting thermal
environment research were over-simplified. The heat sources such as the heat generation from diesel
engines were mainly calculated by a simple equation proposed by McPherson [20]. The key parameters
are regulated mostly based on field experience. There is still no ventilation scheme that has been
proposed from the view point of thermal environment. In practical ventilation and cooling engineering,
doubts still exist when determining Zm or Ze based on the Equations (1) and (2).

This study was organized as follows: firstly, an in situ measurement was performed in a selected
blind heading. The heat emitted from surrounding rock and LHDs was calculated based on the
measured airflow velocity, temperature and relative humidity. Secondly, FLUENT software was
employed to study the airflow velocity, temperature and relative humidity distributions when the
forcing outlet was set at different positions. An optimal position that can achieve a favorable cooling
performance was determined. Then, effect of the heat emitted from LHDs is also discussed with
respect to the temperature distributions. Finally, NFFE ventilation was proposed in the numerical
simulation. Moreover, this study could help extend the existing thermal environment research and
provide theoretical support for the design and operation of the auxiliary ventilation systems in blind
headings that are mined using LHDs.

2. Field Measurements

2.1. Measuring Setup

This case study relates to a 40 m multi-blast development heading about 230 m below surface in an
underground gold mine located in Japan. The drill and blast methods with the use of diesel equipment
(such as LHD) were applied in the mine. There was no wet source in the heading and the surface of
the walls was dry. To verify the heat load from the surrounding rock and diesel equipment in an actual
blind heading, the dry bulb temperatures were continuously measured and digitally recorded within
the mining stope during production periods. Due to the existence of hot spring water in the deep
strata, the virgin rock temperature reaches above 80 ◦C and the rock stratum is andesite. The mining
stope was 40 m in length with an arch cross-sectional area of 21.6 m2 and a perimeter of 15.5 m. Hence,
the hydraulic diameter of the airway was 5.6 m. The heading face was ventilated by PF. The air duct
(80 cm diameter) was being installed in the roof of the airway which was producing an airflow velocity
of 12.0 m/s with a volume airflow of 7.0 m3/s. The average airflow velocity can be calculated as 0.3 m/s
in the airway. The heat capacity of the airflow per unit time (W/◦C) in this airway can be determined
as 8442 W/◦C by Equation (3):

Cf = F�aCa (3)

where F is volume flow of air (m3/s), �a is air density (kg/m3), Ca is specific heat capacity of air
(J/(kg·◦C)). In this paper, �a is 1.2 kg/m3 and Ca is 1005 J/(kg·◦C).

Figure 2 illustrates the location of the air duct and the measuring points near the heading from the
side view. Zm was maintained about 20 m. The blind heading would advance about three meters in
each blasting. Data loggers (midi LOGGER GL200, Graphtec Corporation, Yokohama City, Prefecture of
Kanagawa, Japan) and thermocouples of Type K (diameter is 0.5 mm, Graphtec Corporation, Yokohama
City, Prefecture of Kanagawa, Japan) were used for these measurements. The measuring interval of the
data loggers was set at 30 s. The thermocouples were installed in nine locations of the cross-section
(Figure 3). One of them was employed to measure the air temperature in the air duct. A blast may
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cause damage to the data loggers and sensors. Therefore, the sensors had to be installed about one
meter from the surface of the airway and the measuring points were 30 m from the face and thus the
heat exchange area was 424.6 m2.

 
Figure 2. Side view of the blind heading, the measuring points and the heat exchange area.

 
Figure 3. Cross-sectional view of the measuring points.

2.2. Results and Discussion

Figure 4 presents the measured results of air temperature variation with time. The average
air temperature of the airway represented the average measured results of the eight thermocouples.
The air temperature of the outlet of the air duct represented the measure results at the outlet of the air
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duct. Table 1 introduces the mining operation process. The brief discussion of the measured results is
shown below:

a. No mining operation before 20:40;
b. Air temperature increased due to the blasting at 20:40; and
c. Air temperature increased due to the moving of LHD between 21:50 and 23:30.

Figure 4. Measuring result of the variation of air temperature with time.

Table 1. Mining process record.

Starting Time End Time Operation Heavy-Duty Machinery Charge Quantity (kg) Ore Amount (ton)

20:40 — Blasting — 41.8 49.6
21:50 23:30 Loading and hauling the Ore LHD — —

2.2.1. Heat Emitted from Surrounding Rock

Before 20:40, there were no working activities that took place. Hence, it can be considered that the
surrounding rock would be the major heat source to the air stream. Figure 5 which was magnified
from Figure 4 shows the strata heat resulted in airflow temperatures increased by about 9.7 ◦C within
the heat exchange area. The strata heat before a blasting in the vicinity of the head end could be
determined as 81.9 kW by Equation (4), which can serve as the boundary conditions for subsequent
numerical simulation:

Qr = C f
(
Θ f 0 −Θi

)
(4)

where Qr is strata heat before the blasting (W), Cf is heat capacity of air in per unit time (W/◦C) as
shown in Equation (3), Θf0 is the stable air temperature before blasting (◦C), Θi is air temperature at
the outlet of the air duct (◦C), here Θf0 − Θi = 9.7 ◦C.

The Reynolds number could be determined as 1.1 × 105 by Equation (5):

Re f =
deum

v f
(5)

where de is hydraulic diameter of the airway (m), um is average airflow velocity (m/s), vf is kinematic
viscosity (N·m s/kg). In this paper de is 5.6 m, um is 0.3 m/s and vf is 15.3 × 10−6 N·m s/kg.

The local heat-transfer coefficient mostly depends on the distribution of air velocity which is
influenced by the shape of the airway, the size and position of the duct outlet and the airflow rate.
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When the geometrical conditions are identical, it only depends on the airflow rate. Numerous studies
have been carried out on the correlation between heat-transfer coefficient and the Reynolds number in
a straight pipe with through airflow. Gao et al. recommended the following Equation (6) to calculate
the heat transfer coefficient [13]:

h0 = 0.023Re0.8Pr1/3λ/de (6)

where λ is heat conductivity of air (W/(m·◦C)). Pr is Prandtl number given by:

Pr =
μCp

λ
(7)

where μ is viscosity of air (Pa·s). Cp is isobaric specific heat capacity (J/(kg·◦C)). In this paper λ is
0.02 W/(m·◦C), Cp is 1005 J/(kg·◦C), Pr can be calculated as 0.77, h0 can be calculated as 0.8 W/m2·◦C.

 
Figure 5. Measuring result of the variation of air temperature with time before 20:40.

As airflow in the heading face is the typical forced turbulence in the semi-closed space, the airflow
velocity distribution is uneven near the mining face. The local heat transfer coefficient varies with
location in a wide range. Gao et al. suggested that the dimensionless heat transfer coefficients (h/h0)
of roof, side wall, floor and mining face were 9.7, 5.1, 3.5, and 6.8, respectively, with the average of
5.6 [13]. Hence, the heat transfer coefficient can be determined at 4.5 W/(m2·K).

2.2.2. Heat Transferred from LHD

The cyclical nature of mechanized loading and hauling operations can produce periodic fluctuation
in the thermal environmental conditions created within these workings [9]. Table 2 shows the
specifications of the LHD. Figure 6 presents the variation of the air temperature from 21:50 to 23:30
which was magnified from Figure 4. There are two kinds of heat source, respectively, heat produced by
LHD and strata heat. The average temperature difference increases to 12.9 ◦C. The total heat that is
produced by LHD and strata can be calculated as 108.9 kW. Hence, the LHD can produce approximately
27 kW heat during the working period.
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Table 2. Specifications of the LHD.

Combustion engine
Displacement 6.7 L
Output Power 144 kW

Physical dimension
Length 8.0 m
Width 2.5 m
Height 2.0 m

Figure 6. Variation of air temperature with time from 21:50 to 23:30.

3. Numerical Study

3.1. Geometry Model

Two three-dimensional blind headings without and with the use of an LHD employing PF
auxiliary ventilation system were built by Rhino 6 (Robert McNeel & Assoc, Seattle City, State of
Washington, the United States) as shown in Figure 7a,b, respectively. The positive X direction points
to the mining face from the entrance of the blind heading, the positive Y direction points to the left
side-walls from the right side-walls and the positive Z direction points to the airway roof from the
airway floor. The geometry model was an arch tunnel, 40 m long, 4.6 m wide, and 4.9 m high. A forcing
duct with a diameter of 0.8 m was hung at 4 m from the floor. Its setback distance from the mining face
was 20 m. An LHD was 8.0 m long, 2.5 m wide and 2 m high. The front part of the LHD was 2 m from
the mining face and the miner’s height was 1.75 m, 3 m away from the mining face.

  

(a) without the use of LHD (b) with the use of LHD 

Figure 7. Geometric model (a,b).
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3.2. Mesh Generation

The mesh quality determines the computational results and accuracy [21]. The mesh generation
was completed with ANSYS Meshing (ANSYS, Inc., Canonsburg City, State of Pennsylvania, the United
States) and the globe mesh controls were applied. The element size was set to 1 m. Both Capture
Curvature and Capture Proximity were set to Yes. With these settings, the combined effect of both
the proximity and curvature sizing can be obtained. Finally, 0.83 × 106 elements were generated.
Skewness and orthogonal quality are two of the primary quality measures for a mesh. The statistics of
the skewness and orthogonal quality is shown in Table 3. The maximal skewness was lower than 0.95
and the minimal orthogonal quality was higher than 0.1, suggesting that the high-quality mesh had
been generated as shown in Figure 8.

Table 3. The mesh metric information.

Min Max Average Standard Deviation

Skewness 1.72 × 10−4 0.84 0.30 0.17
Orthogonal quality 0.16 0.99 0.78 0.15

Figure 8. The original computational mesh.

3.3. Mesh Independence Test

The 3D inflation capability provides high quality mesh generation close to wall boundaries to
resolve changes in physical properties. In order to ensure a mesh independent solution, another two
different amount of elements 1.28 × 106 and 1.75 × 106 were generated by setting different element
size and local inflation mesh controls. The comparison with the element amount of 0.83 × 106 and
1.28 × 106 is shown in Figure 9. It can be observed that a finer mesh and the inflation layers were
generated in the boundary layers between the airflow and LHD. Figure 10 shows the distribution
curves of the airflow velocities and temperatures at the position of Y = 4.1 m, Z = 1.7 m along the
airway with three different amount of elements. It can be found that the element amount of 1.28 × 106

gives about 2% deviation compared to the element size of 1.75 × 106. Whereas, the results from the
mesh size of 0.83 × 106 deviate up to 15% as compared to those from the finest one. Therefore, a mesh
of 1.28 × 106 elements was sufficient for the numerical simulation purposes.
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(a) 

 

(b) 

Figure 9. Comparison with the original mesh (a) and first adaptive mesh (b).

 

(a) (b) 

Figure 10. Airflow velocities and temperatures distribution of calculating three times along the airway.
(a) Airflow velocities distribution; and (b) airflow temperatures distribution.

3.4. Boundary Conditions

The boundary conditions for the model are summarized in Table 4.

Table 4. Boundary conditions of the CFD method.

Boundary Conditions

Air duct outlet Supply airflow temperature 25 ◦C supply airflow
velocity 12 m/s, supply airflow relative humidity 70%

Airway outlet Pressure outlet

Wall of airway The heat thermal conductivity: 2.8 W/m·K [22];
Outside heat flux 192.9 W/m2

Wall of LHD Fixed heat: Total power: 27 kW

Wall of miners Metabolic rate: 180 W/m2 [23]
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3.5. Turbulence Model

The turbulence model is the key component in representing flow behavior in underground
thermal environment [24]. A commercial CFD code (Fluent, ANSYS, Inc., Canonsburg City, PA,
USA) was applied to solve the mass conversion equation (continuous equation), momentum equation
(Navier–Stokes equation), energy conversion equation and the turbulence model equation. The flow
behavior of various turbulence models, i.e., Spalart-Allmaras, Standard K-Epsilon, Standard K-Omega
and Reynolds stress model (RSM) had been compared with the experimental data while the Standard
K-Epsilon model provided better results [25]. Table 5 shows the measured results of velocity value as
compared to simulation results for various models.

Table 5. Comparison between the measurement data of airflow velocity and the simulation data for
various models.

Measurement Point

Measured Results Spalart–Allmaras
Standard
K-Epsilon

Standard
K-Omega

Reynolds Stress
Model

with LHD without LHD
with
LHD

without
LHD

with
LHD

without
LHD

with
LHD

without
LHD

with
LHD

without
LHD

a1 Unmeasurable 0.31 0.15 0.33 0.14 0.31 0.15 0.28 0.17 0.35
a2 0.32 Unmeasurable 0.34 0.26 0.33 0.27 0.30 0.25 0.36 0.28
a3 0..50 0.75 0.54 0.77 0.50 0.77 0.47 0.74 0.55 0.79
a4 0.85 1.18 0.86 1.19 0.86 1.17 0.83 1.15 0.87 1.21
a5 Unmeasurable Unmeasurable 0.16 0.31 0.16 0.29 0.18 0.26 0.19 0.30
a6 Unmeasurable Unmeasurable 0.29 0.30 0.29 0.30 0.29 0.28 0.31 0.30
a7 0.43 0.78 0.45 0.79 0.44 0.79 0.40 0.74 0.46 0.82
a8 0.65 1.25 0.67 1.28 0.65 1.25 0.61 1.23 0.69 1.29
p \ \ 0.039 0.041 0.083 0.414 0.041 0.042 0.042 0.034

To test whether there were differences between the measurements and the simulation results,
a Wilcoxon signed rank test (IBM SPSS Statistics 19, IBM Corporation, Armonk City, State of New York,
the United States) was conducted (significance was accepted at p < 0.05) as shown in Table 5. Because
the minimum threshold airflow velocity measured by the anemometer was 0.3 m/s, “unmeasurable”
indicates that the airflow velocities at the measured points were less than 0.3 m/s. Hence, only the
measured points of a2, a3, a4, a7, and a8, with LHD and the measured points of a1, a3, a4, a7, and a8
without LHD were analyzed. No significant differences have been found between the measurements
and the simulation without and with LHD, respectively (p = 0.414 and p = 0.083), when K-Epsilon
model was employed. Figure 11a,b show the airflow temperature distributions in the cross-section of
X = 14 m without and with LHD, respectively, using the K-Epsilon model.

  

(a) (b) 

Figure 11. Airflow temperature distributions in the cross section of X = 14 m without and with LHD:
(a) without LHD; (b) with LHD.
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The average temperatures were 34.1 ◦C and 37.4 ◦C, respectively. Figure 12a,b display the
comparison between the measured data of the airflow temperature and the simulation results without
and with LHD respectively. The results suggest that K-Epsilon model can give reasonably good
prediction, which is in line with the finding of Agus P. Sasmito [26]. The effectiveness of the K-Epsilon
model with regard to airflow velocity and temperature simulation was verified. K-Epsilon model
considers two-equation model which deals with turbulent kinetic energy, k, and its rate of dissipation,
ε, which is coupled with turbulent viscosity. This model is given as:

∂
∂t
(ρk) + ∇ · (ρUk) = ∇ ·

[(
μ+
μt

σk

)
∇k

]
+ Gk − ρε (8)

∂
∂t
(ρε) + ∇ · (ρUε) = ∇ ·

[(
μ+
μt

σε

)
∇ε

]
+ C1ε

εGk
k

+ C2ερ
ε2

k
(9)

where Gk represents the generation of turbulence kinetic energy due to the mean velocity gradients,
C1ε and C2ε are model constants, σk and σε are the turbulent Prandtl numbers corresponding to the k
equation and the ε equation, respectively, and μt is turbulent viscosity given by:

μt = ρCμ
k2

ε
(10)

The values of C1ε, C2ε, Cμ, σk, and σε are 1.44, 1.92, 0.09, 1, and 1.3, respectively.

  

(a) (b) 

Figure 12. Comparison between the measured data and the simulation results without and with LHD:
(a) without LHD; and (b) with LHD.

4. Results and Discussion

The simulation results were mainly focused on the two different planes as shown in Figure 13
including the Y = 2.3 m plane that is vertical to Y-axis (Plane A), as well as Z = 1.7 m (Plane B) which are
vertical to Z-axis. The miners are typically located at the area near to the mining face. Hence, the region
surrounded by X = 27 m to 37 m and Z = 0 m to 4 m was defined as the occupied zone while the
remaining region was defined as the unoccupied zone in accordance with the regional distribution
of miners.
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(a) (b) 

Figure 13. Selection of planes. (a) Plane A; and (b) Plane B.

4.1. Effect of Different Zm on the Thermal Environment

Figure 14 shows the airflow velocity distributions in Plane A, when Zm was set at five different
values (specifically 5 m, 10 m, 15 m, 20 m, and 25 m). According to the International Tunnelling
Association, the minimum airflow velocity should be greater than 0.3 m/s [27]. Obviously, the airflow
velocity was maintained below 0.3 m/s in many regions from Figure 14 when Zm = 5 m, Zm = 10 m,
and Zm = 15 m, respectively. On the contrary, when Zm = 20 m, it can be observed that the regions of
low airflow velocity can achieve less coverage. With this consideration, when Zm = 5 m, Zm = 10 m
and Zm = 15 m, the forcing duct outlet was too close to the mining face, and the airflow could rapidly
enter the relatively closed mining region after free expansion. The LHD greatly obstructed the return
airflow, resulting in low reflux velocity.

 
Figure 14. Airflow velocity distributions in plane A when Zm = 5 m, Zm = 10 m, Zm = 15 m, Zm = 20
m, and Zm = 25 m.

When Zm = 20 m, the tail of the LHD restricted the development and diffusion of the jet flow and
it reflowed back to the airway due to the blocking effect of the LHD. When Zm = 25 m, the distance
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exceeded the effective range of the jet flow. The airflow will form a circulating eddy zone before
reaching the mining face and, thus, the effective reflux cannot be formed. Therefore, it can be concluded
that the blocking effect of ventilation barriers such as LHDs or roadheaders on the airflow velocity
distributions should be considered when repositioning the forcing duct.

Figure 15 depicts the airflow temperature distributions in Plane A when Zm was set at five
different values as mentioned above. It can be observed that, there are no obvious differences in the
temperature distributions in the unoccupied zone under different values of Zm. It can be considered
that the airflow in unoccupied zone is mostly constituted by reflux and similar heat transfer has taken
place between the airflow and the LHD as well as the surrounding rock. On the contrary, obvious
differences in the temperature distributions are observed in the occupied zone. Obviously, the smaller
Zm has better cooling performance in the occupied zone from Figure 15 considering that the smaller
Zm can encourage more fresh airflow to involve the cooling process.

 
Figure 15. Airflow temperature distributions in plane A when Zm = 5 m, Zm = 10 m, Zm = 15 m,
Zm = 20 m, and Zm = 25 m.

Figure 16 shows the distribution curves of the airflow temperature at the position of Y = 4.1 m,
Z = 1.7 m along the airway. It can be concluded that the different positions of the forcing duct will
remarkably affect the airflow temperature distributions in the blind heading, especially in the occupied
zone. It can be observed that the airflow temperature fluctuated to various degrees when Zm is set at
five different values at X = 30 m of the airway due to the heat emitted from the LHD. More obvious
fluctuations can be seen at Zm = 5 m, Zm = 10 m, and Zm = 25 m.

Figure 17 depicts the airflow relative humidity distributions in Plane A when Zm was set at five
different values. It can be observed that, the smaller Zm, the higher relative humidity in the occupied
zone. The relative humidity gradually decreases along the length of the airway (from the heading
face to the outlet of the airway). In the case of the same moisture content of the airflow (the moisture
content of the airflow was 13.7 g/m3), the relative humidity decreases with the increasing dry bulb
temperature. If Zm is set to a higher value, the cooling airflow cannot fully involve in the cooling
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process in the occupied Zone due to the blocking effect of the LHD. To sum up, the temperature in
the occupied zone is about 29 ◦C and the relative humidity is about 55% when Zm = 5 m, which is
more comfortable for miners. Hence, Zm = 5 m should be adopted in subsequent analysis. Much care
should be taken that the position of the LHD and the heat generated from the LHD are the important
factors when optimizing the ventilation and cooling system.

Figure 16. Airflow temperature distributions of different Zm along the airway.

Figure 17. Airflow relative humidity distributions in plane A when Zm = 5 m, Zm = 10 m, Zm = 15 m,
Zm = 20 m, and Zm = 25 m.
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4.2. Effect of Heat Emitted from LHD on the Thermal Environment

In most cases, an LHD operates continuously, but uses only full power (100%) while loading
buckets and hauling up a ramp for 15 min per hour, operates at 50% maximum power tramming
horizontally or downhill for 30 min per hour, and idles at 10% maximum power for the remaining
15 min per hour [28]. Investigating the variation of airflow temperature under different heat generation
from a LHD can provide foundation for determining which heat removal/cooling should be applied.
It provides great significance to realize the intelligent underground mining.

Figure 18 shows the temperature distributions in the unoccupied zone and occupied zone when
QL is set at five different values (specifically, 10 kW, 20 kW, 30 kW, 40 kW, and 50 kW) which represent
the heat generation from LHD under different working conditions. Obviously, when the QL increased
from 10 kW to 50 kW, the average air temperature in the occupied zone increased from 30 ◦C to 34 ◦C.
The airflow in the unoccupied zone is mostly constituted by the reflux. The heat transferred between
the airflow and the LHD will result in the reflux temperature increasing to above 37 ◦C. Moreover,
there is a long range and high flow velocity of the forcing system in the ventilation duct outlet that is
frequently employed in the hot blind headings but it still has a limited cooling effect. Therefore, great
efforts should be made to explore better ventilation and cooling schemes.

 
Figure 18. Airflow temperature distributions in Plane B with different QL.

Figure 19 depicts the airflow relative humidity distributions in Plane B when QL is set at five
different values. It can be observed that the raise of QL, can decrease the relative humidity in the
airway. As mentioned above, the more heat generated by the LHD leads to the higher dry bulb
temperature. In the case of the same moisture content of the airflow, the relative humidity decreases
with the increasing dry bulb temperature.
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Figure 19. Airflow relative humidity distributions in Plane B with different QL.

4.3. Effect of Auxiliary Ventilation on Thermal Environment of Airway

Sasmito et al. conducted CFD-based studies on the effect of ventilation airflow velocity. They found
that increasing the forcing airflow velocity from 12 m/s to 20 m/s only reduced average temperature by
0.2 ◦C [12]. Limitations exist in PF to achieve a better cooling effect. However, the overlap systems,
as shown in Figure 1, combine the advantages of the PF and PE, which provides another alternative to
ameliorate adverse thermal environment. Many researchers carried out in situ measurements and
numerical simulation studies on the auxiliary ventilation system from the viewpoint of dust and
methane control [14,17]. However, few studies on the field of thermal environment are available.
Therefore, the current work will employ the overlap systems to investigate the cooling effect.

As shown in Figures 1 and 20, four systems will be analyzed. The first one is PF, which is the
same as the previous study. The second one is PE with an exhausting duct of 800 mm in diameter,
Ze = 5 m and the exhaust airflow velocity is 24 m/s. The exhausting duct is located on the airway floor.
The third one is FFNE. The diameter of the forcing duct and the exhausting duct are the same as PF
and PE, respectively, but Zm = 15 m and Ze = 5 m. To prevent recirculation, the total quantity of air
exhausted must be at least twice the quantity delivered by the force fan. Therefore, the force airflow
velocity was 12 m/s and the exhaust airflow velocity was 24 m/s. The fourth one is NFFE, which is
similar to the FFNE but Zm = 5 m and Ze = 15 m [7].

Figure 21 displays the airflow temperature distributions of the four auxiliary ventilation systems
at the Plane B, respectively. The simulation results show that the cooling performance in the occupied
zone reaches the optimal level when applying NFFE. The airflow temperatures were reduced by
about 3 ◦C compared with that of PF in the occupied zone when adopting the NFFE ventilation
system. The temperature in the unoccupied zone would be increased but fewer miners would
have to work in this region, which would enhance the energy utilization coefficient (EUC) based
on EUC = (tuz − ts)/(toz − ts), where tuz was the average temperature in the unoccupied zone, ts was
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the supply air temperature, and toz was the average temperature in the occupied zone. Thus, it had
conformed to the reasonable distribution of the cold flow [29].

  

(a) PF ventilation system (b) PE ventilation system 

 

(c) FFNE ventilation system (d) NFFE ventilation system 

Figure 20. Geometry model of the PF (a), PE (b), FFNE (c), and NFFE (d) ventilation systems.

Figure 21. Airflow temperature distributions of the four auxiliary ventilation systems.
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Figure 22 shows the relative humidity distributions of the four auxiliary ventilation systems at the
Plane B respectively. The average relative humidity is 56.4%, 62.1%, 42.6%, and 53.5% in the occupied
zone, respectively. It can be concluded that when the overlap systems (FFNE and NFFE) is applied,
the relative humidity of the airflow can be controlled to an optimal level. This is mainly due to the
moist air being continuously migrated by the exhaust duct.

 
Figure 22. Airflow relative humidity distributions of the four auxiliary ventilation systems.

Figure 23 presents the streamlines under the NFFE ventilation system. As can be seen, within
the region of X = 20~30 m, the airflow is mainly subject to the negative pressure engulfment of
the exhausting fan, supplemented by the positive pressure effect of the jet flow by the blowing fan.
The engulfment confluence of the exhausting fan will be enhanced under the joint action of negative and
positive pressure. This region can be defined as the effective engulfment region of the exhausting duct.
As the working face is far from the forcing ventilation duct, the local eddy current can be generated
at the interval of X = 30~35 m. Literature [30] indicates that it is beneficial to ventilation, since the
circulating airflow can absorb a large amount of moisture, thus reducing the airflow temperature and
humidity in the working face.

Figure 24 illustrates the airflow temperature distributions in the plane B under the NFFE ventilation
system and the different heat generations from LHD. Compared with Figure 18, it can be clearly
observed that the NFFE ventilation system can remarkably reduce the temperature in the occupied zone.
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Figure 23. Streamlines of the NFFE ventilation system.

Figure 24. Air temperature distributions in Plane B with different QL under the NFFE ventilation system.

5. Conclusions

This study suggests that, in the presence of ventilation barriers such as LHD, the blocking action
of LHDs will have great influences on the airflow velocity field and temperature field. As a result,
the influence of mechanical equipment like LHDs on the thermal environment should be taken into
account when designing the local ventilation system.
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In this case, the optimal ventilation duct position to achieve the optimal cooling effect is 5 m
after simulating the airflow velocity, dry-bulb temperature, and relative humidity distributions under
different distances between ventilation duct outlet to the mining face. Such results demonstrate that
the optimal ventilation duct position should be explored for airways with different specifications to
achieve the goal of energy conservation and environmental protection.

It can be clearly observed based on the simulation that the airflow temperature is increased with
the increase of QL, indicating that the airflow temperature distribution is closely correlated with the
heat emitted from the mechanical equipment. However, how to further improve the local ventilation
cooling performance needs to be further investigated.

Finally, this study employs the NFFE ventilation pattern for numerical simulation and the results
suggest that such ventilation patterns can remarkably reduce the temperatures in the occupied zone
compared with the traditional ventilation pattern, thus achieving better energy utilization efficiency
and cooling performance.
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Abstract: Inhaled radon status in the laneways of some Chinese stone-coal mines is a cause of concern.
In this study, computational fluid dynamics simulations were employed to investigate three flowrates
of the dilution gas (2.5, 5, and 7.5 m3/s) and radon distributions at realistic breathing levels (1.6,
1.75, and 1.9 m). The results showed that there are obvious jet-flow, backflow, and vortex zones
near the heading face, and a circulation flow at the rear of the laneway. A high radon concentration
area was found to be caused by the mining machinery. As the ventilation rate increased, the radon
concentrations dropped significantly. An airflow of 7.5 m3/s showed the best dilution performance:
The maximum radon concentration decreased to 541.62 Bq/m3, which is within the safe range
recommended by the International Commission on Radiological Protection. Annual effective doses
for the three air flowrates were 8.61, 5.50, and 4.12 mSv.

Keywords: coal mining; radon concentration; ventilation; computational fluid dynamics; occupational
exposure assessment

1. Introduction

222Rn has recently drawn much attention, due to its radioactivity in underground workplaces
which can cause over-exposure in miners [1,2]. 222Rn (radon; Rn) is widely found in underground
rocks as a product of uranium decay and can diffuse from rock pores to the working space during
mining operations. Gaseous radon can become trapped in the lungs once inhaled, where it decays
further and releases ionizing alpha particles. These high-energy particles can seriously damage the
lung tissue and increase the probability of cell mutation leading to cancer [3].

To date, most radon research has focused on uranium mines, which have relatively high radon
concentrations in the working environment. In the Colorado Plateau of the United States, radon
concentrations in uranium mines can reach as high as 2.18 × 106 Bq/m3 [4]. In the cut-and-fill stopes of
a uranium mine in Canada, the radon concentrations varied in the range of 481–2960 Bq/m3 [5]. All of
these sites exceeded the action level (500–1500 Bq/m3) for the workplace environment, as recommended
by the International Commission on Radiological Protection (ICRP) [6]. Al-Zoughool et al. [7] assessed
several studies on the radon exposure of uranium miners in six countries (U.S.A., Australia, Canada,
France, Germany, and Czech Republic): the exposure of radon inhalation ranged from 7.6–595.7
working level months (WLM), which was much higher than the threshold limit of 4 WLM prescribed
by the ICRP [8].
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There have been few studies on radon occupational hazards for coal miners. This is mainly
because the content of radionuclides in coal is low and good ventilation can usually maintain radon
concentrations below the action level [9,10]. In some coal mines in China, however, the uranium
content of the coal seams is relatively high and the mines are ventilation-poor, which leads to the
potential risk of radon accumulation and radiological impacts on miners. Liu et al. [11] measured
radon concentrations in 48 coal mines in twelve major coal-producing provinces in China. The results
showed that there were greater radon concentrations in stone-coal mines without auxiliary ventilation.
The concentrations ranged from 136–4183 Bq/m3, with an average value of 1244 Bq/m3. The typical
value of radon concentrations of stone-coal mines in China was, therefore, suggested to be 1500 Bq/m3,
which is three times the lower limit of the action level (500 Bq/m3). Stone coal is a type of anthracite
with low carbon content, high ash content, low heat value, and which contains large amounts of pyrite,
quartz, and phosphorus nodules [12]. The high uranium content of the mineral nodules and lack
of effective ventilation are the major reasons that radon exceeds the limit in laneways of stone-coal
mines. Occupational exposure of miners also requires attention, due to their long working hours
(2400 h per year) [11].

Computational fluid dynamics (CFD), as a visual low-cost tool, has been widely used to solve
health-related issues in the mining industry. Ren and Wang et al. [13,14] established a dust-removal
model in a mine roadway and explored the impact of ventilation on dust contamination. The results
illustrated that the area of high dust concentration shrank obviously, dropping by 72% when the airflow
rate was increased from 7 m3/s to 13 m3/s. Kurnia et al. [15] designed three ventilation scenarios
to investigate the relationship between airflow behavior and methane dispersion in a mine tunnel.
The best methane mitigation was achieved at the maximum airflow rate. An actual ventilation shaft in
a Chinese uranium mine was modeled by Xie et al. to predict radon radiation effects on surrounding
residents [16]. As the wind speed increased from 0.5 m/s to 2 m/s, radon contamination within a range
of 150 m from the shaft decreased from 600 Bq/m3 to the limit of 100 Bq/m3. At present, auxiliary
ventilation is still the main way to effectively control toxic and harmful pollutants in an underground
workplace. There are three main auxiliary ventilation systems used in coal mine laneways: Forcing
ventilation systems, exhaust ventilation systems, and mixed ventilation systems (a forcing ventilation
system together with an exhaust ventilation system); the forcing ventilation system being the most
commonly used [17–19]. It is, therefore, important to understand airflow behavior in the laneway to
select proper ventilation parameters to maintain radon concentrations at a reasonable level.

In this study, the airflow behavior in a typical laneway was simulated and analyzed by the
OpenFOAM (Open Source Field Operation and Manipulation) CFD software at three ventilation
rates (2.5 m3/s, 5 m3/s, and 7.5 m3/s). Based on the obtained flow field, the scalarTransport equation
was used to investigate the radon distribution at three respirable heights (1.6 m, 1.75 m, and 1.9 m).
The optimal ventilation rate was, then, suggested for radon mitigation in the working area, according
to the maximum radon results obtained from the various models. In addition, taking into account the
working time over one year, the maximum annual effective dose received by miners was assessed.
The study results are helpful for obtaining a better understanding of the complex airflow characteristics
and radon dispersion under auxiliary ventilation and provides reliable guidance and education for the
design of effective radon dilution systems.

2. Mathematical Formulation

2.1. Numerical Model

As the radon concentration data in this paper were derived from the statistical results of a survey
of 48 coal mines in China [11], there are no specific laneway parameters to establish models for CFD
research. For the purpose of this study, a typical laneway geometry and three ventilation parameters
(2.5 m3/s, 5 m3/s, and 7.5 m3/s), as used in the prior research by Shi et al. [20], were adopted to establish
a numerical model for radon dilution performance research. Figure 1 illustrates the geometry of the
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underground laneway model, which includes a ventilation duct, a heading face, and mining machinery.
The length of the laneway is 50 m and the shape of the laneway section is a semicircular arch, where
the upper semicircular radius is 2.75 m and the width and height of the lower rectangle are 5.5 m and
1.05 m, respectively. The body shape of the machinery is roughly 10 × 3.6 × 1.8 m. The ventilation duct,
with a length of 43 m and a diameter of 0.8 m, is suspended on the side of the laneway; its distance
from the ground is 2.5 m and the distance from the wall is 0.2 m. The distance between the outlet of
the duct and the mining face is 7 m.

 

Figure 1. The geometry of underground laneway [20].

Following the construction of the model geometry, the computational domain was meshed.
A structured mesh generally has a higher quality, which is suitable for simple and regular geometric
models, while an unstructured mesh has relatively lower quality and is applied to complex geometric
models. According to the geometric structure of the laneway model, hybrid meshes were selected and
established by ICEM (Integrated Computer Engineering and Manufacturing code for computational
fluid dynamics). The thickness of the outermost boundary layer was 0.005 m, the number of layers
was 6, and the scale factor between adjacent layers was 1.2. A structural mesh was adopted in the
domain behind the mining machinery with a quality exceeding 0.5, while an unstructured mesh was
used in the rest of the domain with quality greater than 0.3; both mesh qualities met the requirements
of the OpenFOAM software for simulation.

2.2. Boundary Conditions

The standard wall function was applied on the walls of the laneway and the mining machinery.
A velocity-type inlet was adopted in the duct outlet to simulate the fresh air inlet of the laneway,
and the ventilation airflow rates were 2.5 m3/s, 5 m3/s, and 7.5 m3/s. A pressure outlet was adopted in
the outlet of the laneway, where the outlet pressure was treated as a standard atmospheric pressure
(101 kpa). The radon source was set to 1500 Bq/m3·s and the diffusion coefficient of radon was set to
1.1 × 10−5 m2/s. The air density, dynamic viscosity, and kinematic viscosity were set as 1.213 kg/m3,
1.811 × 10−5 Pa/s, and 1.503 × 10−5 m2/s, respectively. A turbulence intensity of 5% was applied in all
ventilation scenarios.

2.3. Governing Equations

In the underground coal mine, a large amount of fresh air is forced into the laneway space by the
ventilation duct, which increases the Reynolds number of the airflow in the laneway. The standard k-ε
turbulence model, a common turbulence model, was used in this OpenFOAM simulation. The k-ε
model has been used by many scholars [13,18,21] for ventilation research in coal-mining related fields.
It has been shown that the simulation results of the k-ε model are highly consistent with the field
measured data. The air in the laneway was considered as an incompressible ideal gas and the effects of
heat exchange and humidity on the airflow field were ignored. It is clear that the radon migration under
the auxiliary ventilation in the laneway is very dynamic and will be affected by several ventilation
parameters related to time and the facilities and, so, the steady-state assumption is not strictly valid.
However, the computing costs, including grid quality, computer configuration, and computation
time, especially in large 3D models, make time-dependent computational simulations difficult to
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implement. Moreover, the radiation hazard suffered by miners in the underground laneway is a
long-term accumulation process. The annual radiation dose received by miners is estimated on the
basis of a relatively stable radon concentration, so it is not of much concern to consider the fluctuations
in radon concentration over a short period of time. Many previous studies [22–24] have also used
measured data to justify the steady-state assumption model, and the comparison results showed
that the model results and the measured results were highly consistent. Based on this, simpleFoam,
a stable solver using the SIMPLE (semi-implicit method for pressure-linked equations) algorithm,
was adopted to reach a steady-state airflow field ahead of the mining operation [25]. In the radon
dispersion section, radon was assumed to have a negligible effect on the airflow fields, because its
mass is very small compared with that of air (1 Bq/m3 = 1.75 × 10−19 kg/m3), the radon concentration
of the ventilated air is also not considered. The radon concentration field could, therefore, be obtained
using scalarTransportFoam, which is a solver for passive scalar transport in a given velocity field [26].
Transport equations for mass, momentum, and concentration of species were described, following [27].

The airflow is governed by the continuity and Navier–Stokes equations:

∂ρ

∂t
+ ∇·(ρU) = 0 , (1)

ρ

(
∂U
∂t

+ U·∇U
)
= −∇P + μe∇2U, (2)

where ρ is the air density, kg/m3; U is the air velocity, m/s; P represents the pressure, N/m2; and μe

represents the effective viscosity, N/m2·s, which is the sum of the dynamic and turbulent viscosities.
The radon motion was governed by the scalarTransport equation:

∂C
∂t

+ ∇·(UC) −∇·(D ∗ ∇C) − λC + S = 0, (3)

where C is the radon concentration in the laneway, Bq/m3; D is the Rn diffusion coefficient, m2/s; S is
the radon source item, Bq/m3; and λ is radon decay coefficient, 2.1 × 10−6 s−1.

2.4. Assessment of Occupational Exposure to Inhaled Radon

To evaluate the inhaled radon exposure of miners, three respirable heights were assessed, according
to the range of miner heights. Combining the maximum radon concentration in the working area
and average working time in one year, the maximum annual effective dose of radon inhalation was
assessed using the following equation [28]:

Ee f f = CRnmax ×D f × T × F, (4)

where Ee f f represents the maximum annual effective dose, mSv; CRnmax represents the maximum radon
concentration in the activity area of workers, Bq/m3; D f is the dose conversion factor, 9.0 × 10−6 mSv/h
per Bq/m3; T is the annual number of working hours, h; and F is the equilibrium factor, which was set
to 0.35 for a coal mine [29].

3. Mesh Independence Study

A mesh independence study considers the effect of the number of model cells on the numerical
solution, which is essential in CFD modeling. Mesh refinement can reduce the probability of solution
divergence and ensure that the numerical results approach the exact solution of the governing
equations [30]; however, unnecessarily increasing the number of model cells reduces solution efficiency,
thereby wasting computational resources [31]. To minimize the impact of the mesh on the calculation
accuracy and to select a suitable number of cells to ensure adequate convergence speed, a medium
mesh, with about 2 million cells, and a fine mesh, with about 4 million cells, were built. An airflow field
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with a ventilation rate of 5 m3/s was adopted and the velocity features of three monitoring lines were
taken into account to assess the mesh independence: The monitoring lines 1, 2, and 3 were located on
the horizontal central lines of the laneway, and the distances from the outlet were 10 m, 30 m, and 48 m,
respectively, as shown in Figure 2. The results of the mesh independence study are plotted in Figure 3.

Figure 2. Position of monitoring lines and points.

Figure 3. Airflow velocities at monitoring lines.

The velocity profiles at each position approximately coincided for the two meshes. This indicated
that the medium mesh had little effect on the accuracy of the domain calculation and met the requirement
for mesh independence. Therefore, the medium mesh with 2 million cells, as shown in Figure 4,
was used for subsequent airflow field research and radon dispersion analysis.
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Figure 4. Laneway model using medium mesh.

4. Judging Criteria for Concentration Field Convergence

The criteria for the convergence of the radon concentration field were as follows: (1) To guarantee
the solution was converged, the residual value of the concentration governing equation needed
to reach 1 × 10−8. (2) Three monitoring points were set to observe the concentration change and
the concentration field was considered to reach a steady state when the concentrations at the three
points no longer changed with the iteration. The first monitoring point (10, 2.75, 1.75) was located
near the laneway outlet; the second monitoring point (30, 2.75, 1.75) was located behind the mining
machinery; and the third monitoring point (48, 2.75, 1.3) was located on the side of the machinery.
The radon concentration change at the three points is plotted in Figure 5. As can be seen from Figure 5,
the radon concentrations at the three points remained the same after 1000 iterations and, thus, the radon
concentration field after this time was considered to reach a steady state.

Figure 5. Radon concentration change at the monitoring points.

5. Results and Discussion

5.1. Airflow Characteristics and Distributions at Breathing Levels

An auxiliary ventilation system in an underground mine is usually employed to blow high-speed
air into the workplace through a ventilation duct. The fresh air not only supplies miners with oxygen,
but also removes toxic and harmful gases that are released during the mining process. The airflow
characteristics must, therefore, be well understood before investigating the radon distribution. Figure 6
shows a streamline diagram of the airflow field in the laneway (ventilation rate: 2.5 m3/s).

Previous research [32,33] has demonstrated that auxiliary ventilation in a laneway is a turbulent
jet flow in a finite space: Three zones (the jet-flow, backflow, and vortex zones) form in the laneway.
A similar trend was observed in this study. Figure 6 shows that the high-speed air blown into the
laneway from the ventilation duct forms a distinct jet-flow zone on the duct side. The velocity of
the jet flow decreases gradually as it progresses toward the mining face. When the airflow reaches
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the heading face, the flow direction changes and the air disperses on the heading face, due to the
heading face block. When it reaches the heading face edge, the airflow then changes direction again
and flows back toward the laneway outlet. On the downstream side, the backflow is separated due to
the presence of mining machinery. Most of the backflow moves toward the laneway outlet through the
narrow space on the sides of the mining machinery. A small part of the backflow is blocked by the
equipment and forms a vortex zone in the excavation space. A distinct circulation flow is generated,
due to the combined effects of the separated airflows at the rear of the laneway. The low velocity and
its recirculating nature may greatly weaken the radon removal capacity of the airflow, contributing to
potential radon accumulation in this area. The above phenomena are in agreement with the results of
numerical studies by Wang et al. and Qin et al. [34,35].

Figure 6. Streamline diagram of the airflow field in the laneway.

Referring to previous studies [34,36], 2.5 m3/s, 5 m3/s, and 7.5 m3/s were selected as the airflow
rates from the ventilation duct in the simulation. Different respirable heights were investigated to
understand airflow distributions at these breathing levels. The airflow profiles on the horizontal
cross-sections are shown in Figure 7. Cases 1, 2, and 3 represent the steady-state airflow fields of the
laneway when the ventilation rates of the duct were 2.5 m3/s, 5 m3/s, and 7.5 m3/s, respectively.

Figure 7. Effect of the ventilation rates on the horizontal cross-sectional distribution of airflow fields at
different respirable heights.

For each case, the airflow dispersion patterns were similar at different breathing heights; the areas
with the most intense airflow were mainly located in the space between the machinery and the mining
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face on the return side. This is because the airflow forced into the laneway will first accumulate in
the mining space in front of the machinery, resulting in a sharp increase in airflow velocity. Then,
obstructed by the wall on the duct side and the mining face, the airflow moved to the space on the
non-duct side, and eventually flowed towards the laneway outlet along the wall. However, some slight
changes in the jet-flow zone are worth noting. As can be seen from Figure 7, with an increase of
respirable height, the high-velocity area of the jet flow expanded continuously. The main reason for
this is that the location of the ventilation duct is near the roof, so the loss of airflow velocity near the
duct is small. In the rear of the laneway, a distinct recirculation area was formed due to the presence of
the machinery and the lower velocity of the airflow. With an increase of the ventilation rate, the airflow
distribution changed markedly. A large amount of airflow in the restricted mining space bypassed the
machinery and flowed rapidly to the rear of the laneway. As a result, the airflow rates on both sides of
the laneway were obviously accelerated, the areas influenced by the airflow became longer and wider,
and the recirculation area between both sides was less compressed.

5.2. Distribution of Radon Concentration Field

Figure 8 gives radon concentrations when the ventilation rates were 2.5 m3/s, 5 m3/s, and 7.5 m3/s.
The red contour represents the value of radon concentration equal to or exceeding 500 Bq/m3, which is
the lower limit of the action level (500–1500 Bq/m3) required by the ICRP. It can be seen that the radon
high-concentration areas were mainly located on the non-duct side and the rear of the laneway, and the
whole high-concentration area of radon accounted for about 50% of the laneway space. This is because
the radon gas released from the mining face was diluted by the fresh air, then radon gas was carried by
the airflow to flow downstream. The radon concentration will increase dramatically due to the sharp
reduction of space when flowing through the mining machinery. In addition, as distance increased,
the airflow weakened at the rear of the laneway, which exacerbated the formation of circulation zones
and caused radon gas to build up in those zones.

Figure 8. Radon distribution with concentrations ≥ 500 Bq/m3.

With the increase of the ventilation flow rate, the high-concentration areas of radon in the
laneway had a significant trend of decrease. When the ventilation rate increased to 7.5 m3/s,
the high-concentration areas only accumulated near the mining face, and the radon concentration at
the rear of the laneway was diluted to below 500 Bq/m3. The simulation results demonstrated that
radon dispersion was highly affected by the airflow pattern.

To better understand the radon distribution in the laneway under the auxiliary ventilation,
the radon concentration at different cross-sectional planes were further analyzed.

Figure 9 shows the radon concentration distributions of different respirable heights in horizontal
cross-section planes. In Case 1, the radon concentration was relatively high near the heading face,
due to the existence of circulation. When the ventilation flow rates were increased to 5 m3/s and
7.5 m3/s in Cases 2 and 3, respectively, the radon dilution effect of the airflow was enhanced and
radon was quickly removed by the faster airflow, so the circulation area progressively shrank and the
radon concentration gradually dropped. When the airflow moved to the non-duct side of the laneway,
there was an obvious high radon concentration area between the mining machinery and the non-duct
side, mainly because the mining equipment caused a sharp contraction of the airflow space. With the
airflow rate increased, the movement of the airflow in the narrow space was strengthened and more
radon was carried downstream, which would create a better working environment for the operators.
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When the airstream emerged from the tail of the machinery, the flow velocity dropped significantly
and eventually formed a circulating flow at the rear of the laneway. As discussed above, radon could
not be efficiently removed from the laneway because of the circulation flow and, instead, accumulated
in this area. As the airflow increased, radon was carried downstream more efficiently, rather than
being captured by the flow circulation; this resulted in a significant reduction in radon concentration at
the rear of the laneway.

Figure 9. Horizontal cross-sections of radon concentration distribution at different ventilation rates
and respirable heights.

Figure 10 shows the distribution of radon concentration in vertical cross-sections at different
locations from the heading face. Radon gas released from the heading face was firstly transported
along the non-duct side and then diffused into the entire space behind the mining machinery. Closer
inspection revealed that the high radon concentration area throughout the laneway was mainly located
near the machinery, because of the limited space.

Take the vertical cross-section plane of radon concentration 7 m from the mining face as an
example. When the ventilation rate was 2.5 m3/s, most of the radon gas was blown to the non-duct side
of the laneway, resulting in a radon accumulation in this area. The radon concentration in the respirable
height range (1.6–1.9 m) was around 400–1200 Bq/m3, and a small amount of radon gas was distributed
in the upper space of the machinery. With an increase of air quantity, more radon gas was discharged
from the laneway outlet and the high-concentration area of radon decreased continuously; thus, radon
pollution was effectively controlled. Although the radon concentration in the breathing area was still
relatively high, the range of radon concentration in this area was decreased to about 300–700 Bq/m3

when the airflow rate was 5 m3/s. The ventilation scenario with the flowrate of 7.5 m3/s obtained the
best radon removal performance in this study. It can be seen that the radon concentration distribution
in the cross-section plane was relatively uniform, which indicates that radon gas was removed from
the laneway space in a timely manner by the high-speed airflow. The radon concentration on the entire
section plane had almost dropped below the threshold action level of 500 Bq/m3.
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Figure 10. Vertical cross-sections of radon concentration distribution at different locations from the
heading face.

5.3. Assessment of Occupational Exposure to Radon Inhalation

There are many different types of work in the underground laneway, such as mining machinery
driver, equipment maintainer, electrician, hauler, support worker, and safety supervisor. Most activity
occurs on the non-duct side, due to the existence of the duct on the other side. Compared with other
types of work, the mining machinery driver is the closest to the heading face and is located in the
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narrow space near the machinery on the non-duct side for remotely driving and ensuring that the
mining direction meets the operation requirements. The narrow working space benefits the radon
accumulation, but it also increases the airflow rate for radon migration. Therefore, the working area of
the driver becomes a key area for radon pollution monitoring; the radon dilution performance under
different ventilation rates and annual effective dose assessment for the machinery driver is, hence,
worthy of investigation.

In this study, the driver’s working area—the space between the mining machinery and the
non-duct side—was regarded as the working area of the laneway. As the overall width of the laneway
was 5.5 m and the width of the mining machine was 3.6 m, the width of the driver’s working area was
about 1 m ((5.5 − 3.6)/2 = 0.95 m) which was only just enough for a machinery driver to work properly.
Therefore, the driver’s breathing height was defined as the center of the working area with width
(y = 1/2 = 0.5 m) and height H = 1.6, 1.75, or 1.9 m above the ground. The inhaled radon concentrations
along the non-duct side of laneway at different ventilation rates are shown in Figure 11.

 

 

Figure 11. Cont.
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Figure 11. Inhaled radon concentrations along the non-duct side of laneway at different ventilation rates.

As the distance increased from the heading face, the radon concentration first dropped sharply
in the excavation space, then rose rapidly in the working area, and finally decreased to a relatively
low concentration at the back of the mining machinery. In all cases, the area with the highest radon
concentration was mainly concentrated in the work area. There was a negligible effect of breathing
height on the maximum radon value, but there was a significant influence of airflow field. In Case 1,
the highest radon concentration was 1138.25 Bq/m3. As the ventilation rate increased to 5 m3/s, in Case
2, the radon concentration in the workplace was lower, but not adequately mitigated: The maximum
radon was still as high as 727.79 Bq/m3. Case 3, with a ventilation rate of 7.5 m3/s, offered the best
radon management result: The peak radon concentration was 541.62 Bq/m3, which was almost at the
lower limit of the action level (500–1500 Bq/m3) for a workplace environment, as required by the ICRP.

According to Equation (4), the maximum effective dose for miners is not only related to maximum
concentration in the working place, but also affected by the working hours. The results are shown in
Table 1. The maximum annual effective doses for the three cases were 8.61 mSv, 5.50 mSv, and 4.12 mSv,
respectively, all of which were below the statutory limit of 20 mSv for workers in the working place, as
prescribed by the ICRP [37].

Table 1. Annual effective radon dose to miners.

Ventilation Rate
of the Duct (m3/s)

Maximum Radon
Concentration in the
Workplace (Bq/m3)

Annual Working
Time (h)

Annual Effective
Dose (mSv)

Case 1 2.5 1138.25 2400 8.61
Case 2 5 727.79 2400 5.50
Case 3 7.5 541.62 2400 4.12

5.4. CFD Modeling Limitations

Model validation is a very important part of related CFD studies, guaranteeing the accuracy
of simulation results and the reliability of prediction results. However, as previously mentioned,
this study was based on the statistical data of radon concentrations in the underground laneways of 48
coal mines in China, collected by Liu et al. [11], and so there were no specific laneway parameters to
conduct a numerical model and no field-measured results for model validation. For the purpose of
this research, a typical model simplified from an underground laneway in the Tangshan Donghua Coal
Mine, China [20] and relative ventilation parameters were adopted to study the airflow distribution
and radon migration under auxiliary ventilation. These simulation results could provide education for
better understanding airflow characteristics in the laneway and inform guidelines for prevention and
control of radioactive disasters in stone-coal mines.
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6. Conclusions

In this study, a typical laneway model with forcing ventilation was established to evaluate the
effectiveness of three different ventilation systems on radon concentration. The airflow pattern and
radon concentration distributions were presented for each ventilation system. Results showed that
the airflow fields of the laneway were distributed unevenly. There was an apparent jet-flow area on
the duct side, a backflow area on the non-duct side, and circulation areas in the excavation space
and at the rear of the laneway. With an increase of ventilation rate, the jet-flow and backflow zones
were strengthened and expanded, while the circulation zones were diminished. This phenomenon is
consistent with the results of previous studies.

The airflow pattern in the laneway played a key role in the radon concentration distribution.
When the radon gas was released into the excavation space from the mining face, it was continuously
diluted by the large quantities of fresh airflow. Then, most of the radon gas was carried by the airflow
and moved rapidly toward the outlet of the laneway along the non-duct side. As the distance increased,
the airflow velocity dropped markedly, which resulted in a big circulation area at the rear of the
machinery. Radon gas that flowed with the airflow was also trapped by the circulation, eventually
forming a high radon concentration area.

With an increase of ventilation quantity, the radon concentration in the laneway decreased
significantly. In case 3, with a ventilation rate of 7.5 m3/s, the best radon control performance was
observed: The radon concentrations at respirable heights were reduced below the limit of the action
level for the working place. The annual effective doses received by miners in all three cases were less
than the limit of 20 mSv prescribed by the ICRP.

This study highlights the importance of auxiliary ventilation in effectively controlling the radon
concentration in an underground laneway, which is crucial for the prevention of underground
radioactive hazards. As model validation was not conducted in this study, it is recommended to
compare and verify simulation results with measured data in future research.
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AMASRA coal mine, Turkey. Radiat. Prot. Dosim. 2005, 118, 122–125.

11. Liu, F.D.; Pan, Z.Q.; Liu, S.L.; Chen, L.; Ma, J.Z.; Yang, M.L.; Wang, N.P. The estimation of the number of
underground coal miners and the annual dose to coal miners in China. Health Phys. 2007, 93, 127–132.
[CrossRef]

12. Dai, S.; Zheng, X.; Wang, X.; Finkelman, R.B.; Jiang, Y.; Ren, D.; Yan, X.; Zhou, Y. Stone coal in China: A review.
Int. Geol. Rev. 2018, 60, 736–753. [CrossRef]

13. Wang, Z.; Ren, T. Investigation of airflow and respirable dust flow behaviour above an underground bin.
Powder Technol. 2013, 250, 103–114. [CrossRef]

14. Ren, T.; Wang, Z.; Cooper, G. CFD modelling of ventilation and dust flow behaviour above an underground
bin and the design of an innovative dust mitigation system. Tunn. Undergr. Space Technol. 2014, 41, 241–254.
[CrossRef]

15. Kurnia, J.C.; Sasmito, A.P.; Mujumdar, A.S. CFD simulation of methane dispersion and innovative methane
management in underground mining faces. Appl. Math. Model. 2014, 38, 3467–3484. [CrossRef]

16. Xie, D.; Wang, H.; Kearfott, K.J.; Liu, Z.; Mo, Z. Radon dispersion modeling and dose assessment for uranium
mine ventilation shaft exhausts under neutral atmospheric stability. J. Environ. Radioact. 2014, 129, 57–62.
[CrossRef] [PubMed]

17. Kissell, F.; Wallhagen, R. Some new approaches to improve ventilation of the working face. In Proceedings
of the NCA/BCR Coal Conference, Louisville, KY, USA, 19–21 October 1976.

18. Toraño, J.; Torno, S.; Menendez, M.; Gent, M.; Velasco, J. Models of methane behaviour in auxiliary ventilation
of underground coal mining. Int. J. Coal Geol. 2009, 80, 35–43. [CrossRef]

19. Schultz, M.J.; Beiter, D.A.; Watkins, T.R.; Baran, J.N. Face Ventilation Investigation: Clark Elkorn Coal Company;
Pittsburgh Safety and Health Technology Center Ventilation Division: London, UK, 1993.

20. Shi, G.; Liu, M.; Guo, Z.; Hu, F.; Wang, D. Unsteady simulation for optimal arrangement of dedusting airduct
in coal mine heading face. J. Loss Prev. Process. Ind. 2017, 46, 45–53. [CrossRef]

21. Kurnia, J.C.; Sasmito, A.P.; Mujumdar, A.S. Simulation of a novel intermittent ventilation system for
underground mines. Tunn. Undergr. Space Technol. 2014, 42, 206–215. [CrossRef]

22. Hargreaves, D.M.; Lowndes, I.S. The computational modeling of the ventilation flows within a rapid
development drivage. Tunn. Undergr. Sp. Tech. 2007, 22, 150–160. [CrossRef]

23. Whittles, D.; Lowndes, I.S.; Kingman, S.W.; Yates, C.; Jobling, S. Influence of geotechnical factors on gas flow
experienced in a UK longwall coal mine panel. Int. J. Rock Mech. Min. 2006, 43, 369–387. [CrossRef]

24. Wang, H.; Wang, C.; Wang, D. The influence of forced ventilation airflow on water spray for dust suppression
on heading face in underground coal mine. Powder Technol. 2017, 320, 498–510. [CrossRef]

25. Patankar, S. Numerical Heat Transfer and Fluid Flow; CRC Press: Boca Raton, FL, USA, 1980.
26. Pawlowski, S.; Nayaka, N.; Meireles, M.; Portugal, C.A.M.; Velizarov, S.; Crespo, J.G. CFD modelling of flow

patterns, tortuosity and residence time distribution in monolithic porous columns reconstructed from X-ray
tomography data. Chem. Eng. J. 2018, 340, 757–766. [CrossRef]

27. Chauhan, N.; Chauhan, R.P.; Joshi, M.; Agarwal, T.K.; Sapra, B.K. Measurements and CFD modeling of
indoor thoron distribution. Atmos. Environ. 2015, 105, 7–13. [CrossRef]

28. UNSCEAR; Electro Optical Industries; United Nations Scientific Committee on the Effects of Atomic
Radiation. Sources and Effects Of Ionizing Radiation; UNSCEAR: New York, NY, USA, 2000.

29. Chen, L.; Senlin, L.; Fudong, L.; Chunhong, W.; Yihua, W.; Jizeng, M.; Ziqiang, P. A primary assessment of
occupational exposure to underground coal miners in China. Radiat. Prot. 2008, 28, 129–137.

30. Xu, G.; Edmund, C.J.; Kray, D.L.; Saad, A.R.; Michael, E.K. Remote characterization of ventilation systems
using tracer gas and CFD in an underground mine. Saf. Sci. 2015, 74, 140–149. [CrossRef]

31. Sarkar, J.; Shekhawat, L.K.; Loomba, V.; Rathore, A.S. CFD of mixing of multi-phase flow in a bioreactor
using population balance model. Biotechnol. Prog. 2016, 32, 613–628. [CrossRef] [PubMed]

32. Wang, H.; Shi, S.; Liu, R. Numerical simulation study on ventilation flow field of wall-attached jet in heading
face. J. China Coal Soc. 2004, 4, 011.

268



Processes 2019, 7, 515

33. Jian-Liang, G.; Yan, X.K.-l.W. Numerical experiment of methane distribution in developing roadway. China Saf.
Sci. J. (CSSJ) 2009, 1, 005.

34. Wang, Y.; Lou, G.; Geng, F.; Li, Y.B.; Li, Y.L. Numerical study on dust movement and dust distribution for
hybrid ventilation system in a laneway of coal mine. J. Loss Prev. Process Ind. 2015, 36, 146–157. [CrossRef]

35. Qin, Y.; Jiang, Z.; Zhang, M. Comparison of simulation on dust migration regularity in fully mechanized
workface. Chin. J. Liaoning Tech. Univ. 2014, 33, 289–293.

36. Lu, Y.; Akhtar, S.; Sasmito, A.; Kurnia, J.C. Numerical study of simultaneous methane and coal dust dispersion
in a room and pillar mining face. In Proceedings of the 3rd International Symposium on Mine Safety Science
and Engineering, Montreal, QC, Canada, 13–19 August 2016.

37. Lario, J.; Sánchez-Moral, S.; Cañaveras, J.C.; Cuezva, S.; Soler, V. Radon continuous monitoring in Altamira
Cave (northern Spain) to assess user’s annual effective dose. J. Environ. Radioact. 2005, 80, 161–174. [CrossRef]

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

269





processes

Article

Experimental and Numerical Analysis of
a Sustainable Farming Compartment
with Evaporative Cooling System

M. Sina Mousavi 1, Siamak Mirfendereski 2, Jae Sung Park 2 and Jongwan Eun 1,*

1 Department of Civil and Environmental Engineering, University of Nebraska-Lincoln, Omaha,
NE 68588-0531, USA; sina.mousavi@huskers.unl.edu

2 Department of Mechanical and Materials Engineering, University of Nebraska-Lincoln, Lincoln,
NE 68588-0526, USA; siamak.mir@huskers.unl.edu (S.M.); jaesung.park@unl.edu (J.S.P.)

* Correspondence: jeun2@unl.edu; Tel.: +1-402-554-3544

Received: 4 August 2019; Accepted: 29 October 2019; Published: 6 November 2019
��������	
�������

Abstract: The United Arab Emirates (UAE) relies on groundwater as well as desalinated water
which are very expensive and energy-concentrated. Despite the lack of water resources, only 54%
of wastewater was recycled in the UAE in 2016. In this study, a Sustainable Farming Compartment
(SFC) with an evaporative cooling system is investigated as an alternative to reusing wastewater
and the optimal design is identified experimentally and numerically. First, the applicability of the
SFC was examined to reduce the ambient temperature in the system. A prototype SFC was tested in
the environmentally constrained laboratory and field site considering an extreme climate condition
(with high temperature and humidity) in Abu Dhabi to evaluate the temperature drop and humidity
change of the SFC. The experimental results showed that the temperature of the SFC significantly
decreases by 7–15 ◦C when the initial relative humidity is 50%. For validation, an energy modeling
using dynamic numerical simulations was performed that shows statistically good agreement with
the experimental results. Based on the parametric studies of the system components, the optimal
cooling performance of the system in terms of locations of inlet and outlet, the variation of Reynolds
number was evaluated. The study suggested an optimized design for the SFC with an evaporative
cooling system.

Keywords: heat transport; optimized design; dynamic numerical simulation; evaporative cooling
system; water recycling; temperature; humidity

1. Introduction

Desertification, the process of land degradation leading the land to become desert, is one of
the most significant environmental problems of the Arabian Peninsula region. Despite the national,
regional and international collaboration to combat desertification and to mitigate the damage of
drought, desertification is still one of the major environmental concerns in the area [1,2]. In the United
Arab Emirates (UAE), wind erosion due to prevailing hyper-arid conditions, insufficient vegetation
and the strong wind have contributed to the serious degradation of land and ground soils [3,4].
For instance, the process of desertification can be accelerated as the fertile topsoil is removed by wind
erosion [4,5]. Therefore, it is important to reduce wind erosion for protecting the environment and
mitigating desertification.

The UAE is classified as a hyper-arid climate with less than 120 mm of average annual rainfall [6],
which causes a high dependence on groundwater resources and desalinated water. However, these
resources are very expensive and highly energy-concentrated. Despite the lack of water resource, only
54% of wastewater was recycled in the UAE in 2016 and the remaining 48% was disposed into the sea
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near Abu Dhabi [7]. Moreover, the wastewater will continuously increase by 10% until 2030 because of
the development of the urban area, the growing population and the enhancement of life quality in Abu
Dhabi [8]. The government of Abu Dhabi ambitiously plans to reuse 100% of its wastewater by 2030 to
resolve this situation [7,8]. However, the main challenge associated with recycling treated wastewater
is that a distribution system has not been developed [7]. Nowadays, the treated wastewater is mostly
used for irrigation of public areas such as parks and roadways and for district cooling in residential
areas. However, the amount of recycling is insufficient to meet the amount of production [7]. Therefore,
the development of any other ways to reuse more treated wastewater is warranted to increase the
recycling rate of the water in the region.

Recently, the sustainable agricultural complex referred to as the “Oasis” complex was proposed [8]
as an alternative method to mitigate wind erosion and desertification as well as to increase the recycling
rate. The complex is expected to decrease the temperature inside the structure by using renewable
energy from the evaporative cooling system and solar panels with the treated wastewater providing the
conditions for raising plants. However, the applicability of the components comprising the complex
has not been thoroughly studied and validated.

In this study, we investigated the performance and effectiveness of the Sustainable Farming
Compartments (SFC) as a part of the “Oasis” complex to control the inside temperature in the
climate conditions in the UAE. A prototype of the SFC at half-scale was developed and tested in
an environmentally constrained laboratory and field site considering the climate conditions in Abu
Dhabi. Furthermore, energy modeling via dynamic numerical simulations of the SFC was conducted
to evaluate the heat transfer and stabilization in the SFC and to compare with the experimental results.
The parametric studies of the system components were performed numerically in terms of locations of
inlet and outlet, the variation of Reynolds number. Based on the results, an optimized design for the
SFC was identified.

1.1. Sustainable Farming Compartment (SFC)

The SFC is designed to install exhaust fans in the front and an evaporative cooling pad in the
backside. The pad is wetted by treated wastewater to decrease the interior temperature. The ambient
air in the SFC is cooled by using the heat in the air to evaporate the water from an adjacent surface, as
shown in Figure 1. Selected agricultural plants under lower sunlight in shaded conditions can be raised
in the compartment even during outside hot-dry weather by maintaining a relatively low temperature
inside [9]. Hence, a preliminary investigation of the environmentally controlled laboratory and field
site is necessary to evaluate the feasibility and effectiveness of the SFC when subjected to the actual
climatic conditions in Abu Dhabi.

Temperature cool down 

Figure 1. Concept of Sustainable Farming Compartment (SFC) to decrease the inside temperature
ambient air.
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1.2. Evaporative Cooling System

The SFC contains a direct evaporative cooling system with a proper water supply system and
cooling pad that use treated wastewater to reduce the inside temperature. The design of the evaporative
cooling system intends to decrease the inside temperature by evaporating the water and absorbing the
latent heat. The temperature of dry air can be considerably decreased through the phase change of
water from liquid to vapor (evaporation). This phenomenon will decrease the temperature of the air
using much less energy than refrigeration [10–12]. The cooling potential for evaporative cooling fully
relies on the wet-bulb depression that is the difference between dry-bulb temperature and the wet-bulb
temperature according to the psychrometric chart. In the SFC system, the humidity is important [13,14].
While the direct evaporative cooling system runs, the relative humidity increases because of the
air coming into direct contact with water of the cooling pad and its vaporization. Accordingly, the
temperature in the SFC will not decrease when the humidity theoretically reaches 100% but practically,
the temperature does not drop when the moisture reaches around 85% [15,16]. Therefore, it is crucial
to monitor variations of humidity to analyze the process and compare the results with the chart.

Many studies have been conducted to investigate the performance of evaporative cooling systems.
Ibrahim et al. achieved a drop of 6–8 ◦C dry bulb temperature with a 30% increase in relative
humidity using a direct evaporative cooling system supported by porous ceramics in Nottingham [15].
Lertsatitthanakorn et al. studied the effect of a 1.8 m by 3.6 m direct evaporative cooling pad in a
32-m2 silkworm-rearing house in Maha Sarakham, Thailand. Their results show that 6–13 ◦C dry
bulb temperature decreases with increasing 30–40% relative humidity. Further economic analysis
showed a 2.5 year payback period for this system, indicating its cost-effectiveness [16]. Heidarinejad
et al. provided a two-stage indirect/direct evaporative cooling system experiment in various climate
conditions in Iran. They showed that in regions with high wet bulb temperature, this system can be used
instead of mechanical vapor compressions with one-third of their energy consumption. Their results
also show that the two-stage system has 55% more water consumption than a direct evaporative
cooling system that favors the latter system in arid areas [17]. Recently, Aljubury and Ridha conducted
a two-stage indirect/direct evaporative system using groundwater to study its effect on the greenhouse
in the Iraq desert climate. The results showed 12.1–21.6 ◦C decrease in temperature and increase of
relative humidity from 8% to 62% compared to the ambient condition [18].

2. Materials and Methods

2.1. Prototype SFC

A prototype SFC that is half the scale of the actual structure was constructed with aluminum
frames (40 × 40 mm) manufactured by 80/20 Material Inc. (Columbia City, IN, USA) (Figure 2). The
frame was easily assembled with mechanical bonding alone to provide full stability for the structure.
The dimension of the SFC used was 1.2 m of the front height, 1.8 m of width, 1.5 m of depth and 0.9 m
of the back height. The structural analysis, using SAP 2000, was performed to confirm the structural
stability of the SFC. The bottom was constructed with plywood and the walls were constructed
with Plexiglas panels which have approximately three to five times lower thermal conductivity (=0.2
W·m−1·K−1) in comparison with glass. The materials in the wall and bottom allow limited heat
transport. The roof was covered with the white color-polystyrene insulated sheet (with the thickness =
0.05 m) to reduce direct solar radiation into the compartment. On the upper wall of the front side, five
exhaust fans with 190 cubic feet per minute (CFM) per fan were installed. On the backside, a cardboard
cooling pad (0.1 × 0.45 × 1.8 m3) where the absorption of the latent heat occurs by the evaporating
water, was installed. The pressure in the evaporative cooling system was assumed to be identical
to the atmospheric pressure because the SFC was opened to the atmosphere and the distribution of
the pressure was not considered in the simulation. Four portable sensors with 12-bit resolution were
installed at the center of the compartment. The inside sensor was located at 0.75 m from the front wall,
0.9 m from the side wall and 0.45 m from the bottom plate. The outside roof and the ambient outside
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sensors were near the SFC to monitor the variations in temperature and humidity during the test. The
resolution of the temperature and humidity is 0.5 ◦C and 0.05%, respectively. The accuracy is typically
±0.5 ◦C for temperature and ±2.5% for humidity. The data were collected every sixty seconds. The SFC
was placed near the campus of New York University Abu Dhabi (NYUAD) during the test, which is a
typical weather condition in the UAE.

 

Exhaust fans 
Evaporative cooling pad 

Water supply system 

Insulating sheet (b) (a) 

Figure 2. Photo of prototype experimental setup for SFC: (a) Front view with exhaust fans and (b) Back
view with evaporative cooling pad and water supply system.

For the water supplying system, 30 mm-polyvinyl chloride (PVC) pipes were used to connect
0.12 m3-upper and lower water reservoirs. The valve was installed to control water flow rate during the
test. Tap water was used for the test and refilled the reservoirs adequately. The water was distributed
evenly to the pad from the upper reservoir to fully wet the pad. Since the water was reused in the
system, the temperature was not varied significantly. The water pump was installed in the lower
reservoir to recirculate the water in the system. The pad was initially saturated with 10 L of water.
The flow rate and hydraulic gradient of the water supply system are approximately 5 L/hr and 0.5
m/m, respectively.

The original design of SFC included the solar photo voltaic (PV) panels with adequate insulation
on the roof to enhance the energy efficiency of the SFC in the “Oasis” complex; thus, the prototype
of SFC with polyethylene (PE) polymer insulation was consistent with the original one. However,
the applicability of the solar panels should be carefully investigated in terms of power capacity and
economical cost. Selected agricultural plants might be raised in SFC during hot-dry weather outside by
allowing some sunlight to reach inside and maintaining a relatively low temperature inside. However,
the amount of sunlight entering through the four surfaces needs to be monitored and assessed enough
in terms of growing the plants.

2.2. Dynamic Numerical Simulation of SFC

For dynamic numerical simulations of the SFC system, an in-house numerical code was developed
to evaluate the thermal performance of the SFC and to validate the experimental results. For simulations,
the prototype SFC, which is subjected to actual weather data of the UAE, was modeled. All materials
were identical to those used during the prototype test. The material properties, used as the input
parameters for the simulation, are summarized in Table 1. The physical system upon which the
numerical simulation is based is shown schematically in Figure 3. Boundary conditions at both
sidewalls of the SFC and the roof were at a constant temperature of 53.9 ◦C, which conservatively
equals the highest outside temperature.
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Table 1. Material Properties for Dynamic Numerical Simulation.

Type Material Thermal Conductivity W·m−1·K−1

Frame Aluminum 101.8

Walls
Bottom

Plexiglass
Plywood

0.20
0.16

Roof Plexiglass
Styrene sheet

0.20
0.033

Figure 3. System schematic of the simulation model.

2.2.1. Governing Equations of Mathematical Model

We provide a model capable of predicting the temperature distribution and hydrodynamic
characteristics of fluid inside the SFC prototype.

The model is based on the conservation of mass, momentum and energy. An incompressible fluid
in a two-dimensional (2-D) domain with a trapezoidal geometry with the same size of the experimental
prototype was simulated, as shown in Figure 3. Note that the actual SFC is designed as a plane strain
condition (e.g., a long chain), which is close to the model of the 2-D domain. The geometric dimension
of the model is identical to that of the prototype SFC experiment.

The characteristic length, Lc and velocity scales, Uc were the length of SFC protype chamber in x
direction and the outlet velocity of air at exhaust fan, respectively. With these characteristic scales and
given that a viscous fluid is incompressible with constant properties and the effect of gravity on fluid
flow is negligible, the conservation equations for momentum, mass and energy in the non-dimensional
form were

∂u
∂t

+ u
∂u
∂x

+ v
∂u
∂y

= −∂P
∂x

+
1

Re

(
∂2u
∂x2 +

∂2u
∂y2

)
(1)

∂v
∂t

+ u
∂v
∂x

+ v
∂v
∂y

= −∂P
∂y

+
1

Re

(
∂2v
∂x2 +

∂2v
∂y2
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(2)

∂u
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+
∂v
∂y

= 0 (3)

∂T
∂t

+ u
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where the non-dimensionalized variables including velocity V = (u, v), lengths (x, y), pressure (P), time
(t) and temperature (T) can be derived from their dimensional form by the following equations (the
variables symbol accompanied with prime symbol, for example, T′, T′w, are dimensional).

x =
x′
Lc

; y =
y′
Lc

(5)

u =
u′
Uc

; v =
v′
Uc

; P =
P′
ρU2

c
; T =

T′ − T′in
T′w − T′in

where the Equations (1)–(3) are the Navier-Stokes equations. Here, we define the Reynolds number
and the Prandtl number as Re = UcLc/ν and Pr = ν/α, respectively, where ν is the kinematic viscosity
of the fluid and α is the thermal diffusivity of the fluid. The variation of temperature and humidity
during one operation cycle of the SFC prototype leads to negligible differences in air properties such as
density, viscosity and thermal diffusivity; therefore, the properties of simulating fluid are assumed
to stay constant. The air properties were evaluated at 80% humidity. Nevertheless, the humidity
should be considered because the vapor phase coexists. In this study, it is found that the Reynolds
and Prandtl numbers implicitly take into account the presence of the vapor phase but their resultant
effect on the average temperature is almost negligible. However, it is likely that spatially varying
parameters due to spatial non-uniform humidity would have a significant impact on the results, which
is a subject of future work. For boundary conditions, a no-slip boundary condition was assumed at the
walls in the momentum equation. Constant velocity was assumed at the outlet due to the exhaust fan,
while Neumann inflow condition was applied due to the evaporative cooling system. In the energy
equation, a uniform temperature is assumed at the sidewalls and the roof. The cold air of a uniform
temperature was injected through the evaporative cooling system. The Neumann boundary condition
for the temperature at the outlet is used due to the exhaust fan. No heat flux condition was considered
for the bottom floor.

2.2.2. Numerical Method

The dynamic and thermal behaviors of the fluid inside the simulation domain is analyzed using
the direct numerical simulation (DNS). In the current simulation, a boundary-fitted grid system is
generated for the trapezoidal space and then the governing equations are transformed for a rectangular
computational domain using 2 × 2 Jacobean matrices [19]. A staggered grid system was generated to
solve the two-dimensional governing equations and a second-order explicit finite difference method
(center in space and forward in time) was used for discretization of the equations [20,21]. The continuity
and time-discretized momentum equations are written as follow

∇·Vn+1 = 0 (6)

Vn+1 −Vn

Δt
+ [(V·∇)V]n + ∇Pn+1 =

1
Re
∇2Vn (7)

A fractional-step method or the projection algorithm was employed to compute a velocity
field [22–24]. It is worth noting that, as seen in the original paper for the fractional-step method [22],
this method can be applied to the 2D case as the present study. In this algorithm, the intermediate
velocity (V∗) is introduced such that Vn+1 = V∗ − Δt ∇Pn+1 from which Equations (6) and (7) can be
modified into Equations (8) and (9), where the pressure is now decomposed from the momentum
equation. In this numerical approach, the intermediate velocity (V∗) was calculated explicitly from
the velocity fields at the previous time step (Vn) by Equation (8). With the continuity equation, the
Poisson equation in Equation (9) was solved via Successive Over Relaxed (SOR) method to correct the
intermediate velocity to satisfy the divergence constraint on the velocity field. The energy equation
in Equation (11) was solved using a second-order explicit finite difference method to calculate the
temperature field.
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V∗ −Vn

Δt
+ [(V·∇)V]n =

1
Re
∇2Vn (8)

∇2Pn+1 =
∇·V∗

Δt
(9)

Vn+1 −V∗
Δt

+ ∇Pn+1 = 0 (10)

Tn+1 − Tn

Δt
+ [(V·∇)T]n =

1
RePr

∇2Tn (11)

All computations were performed on 256× 256 mesh and the time step (Δt) was in the order of
10−5 to ensure the numerical stability condition. The mesh convergence was tested and its size is
selected in order for further grid refinement not to lead to significant difference in spatial average
steady-state temperature. The tolerances used in the simulation as stopping criterions were respectively
10−8 and 10−10 for velocity and temperature computations. The simulations stop when the spatial
average of absolute residual error for both velocity and temperature fields fall below the tolerances.
Each simulation performed by in-house numerical code takes approximately 20 central processing unit
(CPU) hours to complete for the range of Reynolds numbers studied in the current research. However,
in cases of studying the systems with high Reynolds numbers and large domains, direct numerical
simulation (DNS) becomes significantly limited. In order to effectively simulate such systems, it is
worth noting that the methods employing the Reynolds-averaged Navier–Stokes equations (RANS)
incorporated with various models such as k-epsilon models [25–27] can be more appreciated.

3. Results

3.1. Variation of Temperature and Humidity in a Controlled Condition

A cubical chamber (0.45× 0.45× 0.9 m) made of polyethylene was prepared as a constrained volume
for a test in an environmentally controlled condition to evaluate an exhaust fan and an evaporative
cooling pad. The relative humidity and room temperature in the laboratory was maintained at 22.0 ◦C
and 60.0%, respectively. In Figure 4, the testing result of the environmentally controlled condition was
shown. The humidity and temperature of the chamber were monitored until stabilized for more than
60 min. At the initial time, the interior temperature and humidity were 22.0 ◦C and 60.0%, respectively,
which were identical with the outside ones. However, the temperature was significantly decreased
by 5 ◦C from 22.0 ◦C to 17.0 ◦C after the test started. The temperature drop was 29.4%. According
to psychometric chart, the temperature decreases by 5.5 ◦C from 22 ◦C to 16.5 ◦C, which reasonably
agreed with the results. On the other hand, the relative humidity was significantly increased from
60.0% up to 95.0% during the test. Typically, the temperature in the chamber decreased with increasing
relative humidity because latent heat as evaporation proceeded in the pad took out the heat, resulting
in the temperature drop. Approximately 4.0 L of water was consumed during the test. The temperature
and relative humidity were stabilized around 15 and 30 min later since the test started.

3.2. Variation of Temperature and Humidity during the Prototype SFC Test

The performance of the prototype SFC with the operation of the evaporation cooling system was
tested outside near the campus of NYUAD more than two weeks from July and August. Summer
in Abu Dhabi is very hot and the outside average temperature reaches approximately 42.5 ◦C [28].
Figure 5 shows the variation of temperature and humidity obtained from the SFC test. The outside
temperature varied from 31.8 ◦C to 53.9 ◦C. The difference between the highest and lowest temperatures
was 22.0 ◦C and the average temperature was 37.9 ◦C. However, the inside temperature of the SFC
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varied from 24.1 ◦C to 54.4 ◦C. The average temperature was 31.2 ◦C and the difference between the
highest and lowest temperatures was 30.2 ◦C.
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Figure 4. Variation of temperature and humidity: (a) Temperature and (b) Humidity.

Figure 5. Temperature and humidity obtained from prototype SFC test for two weeks in July and August.
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The relative humidity in the outside was ranged from 19.6% to 77.6%. The average of the relative
humidity was 50.7% and the standard deviation was 16.2%. On the other hand, the relative humidity in
the inside is ranged from 21.5% to 87.7%. The average of the temperature was 73.2% and the standard
deviation was 17.4%. As the relative humidity (inside and outside) increases, the temperature decreases
in the SFC. Not only the inside temperature but also the outside temperature is correlated with the
humidity. However, the temperature tends to increase with decreasing humidity. The relationship
between the humidity and temperature in the compartment was mostly opposite during the test. The
variations of the outside temperature and the inside humidity were considerably higher than those of
the inside temperature and outside humidity. The temperature in the inside chamber was consistent
under 31.0 ◦C except at the peak time of outside temperature and specifically around noon.

Figure 5 also shows that in the first two days, the temperature inside and outside the compartment
was almost the same. This shows that it takes time for the evaporating coolers to create a shifted
new equilibrium inside the system for temperature and humidity. The same trend occurs for relative
humidity where after the first two days, it increases over 40% inside the compartment and once
again, we can see the decreased temperature is related to increasing relative humidity. After day
3, the inside temperature is lowered compared to the outside temperature and after day four, the
variation trend of inside temperature is stable for the next ten days. Three unexpected temperature
peaks inside the compartment might be due to outside high-temperature peaks and running out of the
water to be supplied to the evaporative cooling system. It seems that the humidity inside SFC was
dramatically dropped when the water was runout during the test. The stabilizing delay on the second
day may be due to the running of water. Additionally, the temperature measurement at the center of
the compartment may not represent the inside temperature entirely. Because of this limitation, the
stabilization of the temperature might not be seen clearly on the second day of the testing.

3.3. Validation of Numerical Simulation

Dynamic numerical simulations for SFC at Reynolds number of 2300 were performed.
The Reynolds number is calculated based on the experimental parameters and prototype SFC geometry.
Figure 6 shows color contours for temperature distribution and arrows for fluid velocity inside the
domain as a function of time from unsteady to steady states. Mixing the cool air coming from the
evaporative cooling system with the inside warm air causes an overall temperature drop in the domain.
The vortical flow patterns were observed near the left top and bottom walls. The similar vortical
patterns can also be seen in temperature contours. These fluid circulations tend to enhance the heat
transfer inside the domain. The white scale bar at t = 4.3 corresponds to 0.1 m/s. Thus, the velocity can
be calculated in the caption of the Figure 6.

Figure 7 shows the time evolution of an area-averaged temperature for the different initial
temperatures (T0). The average temperature becomes constant, leading to a thermally steady-state.
All different initial temperatures are converged to the same average temperature Tave ≈ 037. It is
worth noting that this average temperature corresponds to a temperature drop of approximately
5–10 ◦C, depending on the outside temperature. In other words, in the system with Tave ≈ 0.37 and
wall temperature of 22 ◦C and 33 ◦C with inlet temperature of 10–14 ◦C and 17–23 ◦C, respectively,
a temperature drop is found to be about 6–12 ◦C. This temperature drop is in good agreement with
experimental observations. Thus, the developed numerical model tends to predict the performance of
the SFC reasonably.
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Figure 6. A contour for temperature distribution and a vector field for fluid flow inside the simulation
domain as a function of time at Re = 2300. The case of t = 241 can be regarded as a steady-state.

Figure 7. An area-averaged temperature inside the simulation domain as a function of time at Re = 2300.
The four different initial temperatures (T0) are used, leading to the same steady-state temperature.

3.4. Comparisons of Temperature between Simulation and Experiment

Figure 8 shows the comparative results of the varied temperatures obtained from the dynamic
energy simulation and experimental tests. The temperatures from the experiment and simulation
were measured at the same location, which was the center of the SFC chamber. In the figure, the
symbols show the range of the temperature and the boxes show 25% and 75% of the values. The
average temperature obtained from the dynamic simulation was 26.0 ◦C with 2.6 ◦C standard deviation.
The difference between the average data is 0.40 ◦C for the temperature. The results show statistically
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no difference from the paired T-test (p = 0.087 > 0.050). Thus, the results obtained from the energy
simulation show good agreement with the results of the experimental test.
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Figure 8. Comparisons of temperatures obtained between dynamic numerical simulation and
experimental test.

However, temperature variation in the prototype test can influence plant productivity; thus,
the reliability and stability of the system need to be considered before it can be used for farming.
Additionally, an undesirable situation, such as running out of cooling water, may affect the growth of
the plants.

4. Discussion

4.1. Numerical Parametric Studies on Inlet and Outlet Locations

To optimize the performance of the SFC system, the effect of the evaporative cooling system
and fan locations on the temperature and velocity field is evaluated numerically. Figure 9 shows
the variations of velocity and temperature fields in the different cases as varying the locations of the
evaporative cooling system and fan. Cases A to F shows the effect of the different combinations of
inlet and outlet locations on temperature and velocity fields. The A, B, C cases are different in terms of
outlet location where inlet for A, B, C are located on the middle 0.2. While cases E and F have similar
outlet location of top 0.2, their inlet is located at 0.4–0.6 and 0.2–0.4 units respectively. Case D has the
opposite locations of inlet and outlet compared to case F.

As can be seen in Figure 9, the positions of locations of the evaporative cooling system and
fans significantly influence the velocity and temperature fields. The change in the vorticity flow
pattern observed in the temperature contour seems to be the factor making a difference in the thermal
performance of each case due to the variation in the mixing mechanism and vorticity as the inlet or
outlet is displaced. In other words, one strong vorticity at the lower portion of the domain and one
weaker vorticity at the top right corner effectively contribute to the cooling process of SFC, leading to
an optimum thermal feature among all the cases.

The temporal variation of the spatial average temperature and its steady-state value for all cases
are shown in Figure 10a. As expected, case D has the best cooling performance because of the largest
area of lower temperatures coming from the evaporative cooling system, leading to the lowest average
temperature at the steady-state. Case D provided the best mixing mechanism between the cold inflow
and the hot fluid inside the domain, regarding the geometry of the domain. In this case, two vorticities,
especially the bottom one which is very strong, promote the mixing mechanism. This shows the
advantage of this inlet and outlet arrangement. Figure 10a shows that at each time, the average
temperature in case D is lower than that in other cases except case F for a short period of time (t = 2 to
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t = 20). However, case F has the fastest convergence to steady-state. It seems that the size of vorticity is
correlated with the time required to reach steady-state, as case F has the small twin vorticity (Figure 9).
Figure 10b shows the steady-state temperature of all cases where it clearly shows that case D has the
lowest temperature.

 
Figure 9. A contour for steady-state temperature distribution and a vector field for fluid flow inside
the simulation domain for different combinations of inlet and outlet locations at Re = 2300. Cases A–C:
An inlet location is fixed at the middle, while an outlet location is varied. Cases D–F inlets and outlets
are located at the top or bottom of the domain.

ave 

Figure 10. Spatial average temperature vs. time for different cases (a) and steady-state temperature for
different cases (b).

4.2. Numerical Parametric Studies on Reynolds Number

Lastly, Figure 11 shows the effect of Reynolds number on the temperature contour and fluid
velocity field. Increasing the Reynolds number appears to straighten the vorticity flow, which eventually
leads to a lower steady-state temperature, as shown in Figure 10. In addition, as the Reynolds number
increases, it takes more time to reach steady-state for temperature field, as shown in Figure 12a.
Figure 12b shows the steady-state temperature at different Reynolds numbers. Comparing the system
performance for different arrangements of inlet and outlet gives design preference in this aspect. With
increasing Reynolds number, interplays between viscous and thermal boundary layers might lead to
the enhancement of the thermal performance [29]. As a result, with the current simulation data, we can
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conclude that increasing the fan velocity increases the thermal performance of the system. The velocity
of the fluid at the outlet (fan location) can be the easiest way to control the Reynolds number. Also, the
Reynolds number is a function of the length scale, which means it can be changed by changing the
box size.

Figure 11. A contour for steady-state temperature distribution and a vector field for fluid flow inside
the simulation domain for different Reynolds number.

Figure 12. Spatial average temperature vs. time for different Reynolds numbers (a) and steady-state
temperature for different Reynolds numbers (b).

Based on parametric studies, a design recommendation can be suggested. The locations of inlet and
outlet in the D case would provide a design preference for the SFC system. Also, increasing Reynolds
number (i.e., increasing the fan velocity) would lead to enhancement of the thermal performance of the
system. However, it should be noted that, since there are limits on the fan speed and size, these limits
should be considered to optimize the performance of the system.
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5. Conclusions

In this study, a prototype Sustainable Farming Compartment (SFC) was constructed and tested in
an environmentally controlled laboratory and field site to evaluate the performances of the SFC in Abu
Dhabi. In addition, the optimal design of SFC was identified based on the numerical parametric study.
From the environmental controlled test in the laboratory and the prototype tests at the field site, the
temperature drop achieved in the SFC were 5.0 ◦C (from the average of 22.0 ◦C) and 7.0 ◦C (from the
average of 38 ◦C) respectively, reaching an average temperature of 31.2 ◦C (at the relative humidity of
approximately 50%). Both experimental results coincided with the results from the psychrometric chart.
The dynamic numerical simulations using a fractional-step method were performed. The simulation
results show that with the SFC system there is approximately a 6–12 ◦C temperature drop, which is in
good agreement with prototype experimental observations. The results between the energy simulation
and experiments show statistically no difference (T-test p = 0.087 > 0.05). As the numerical model
exhibits a good prediction for the thermal performance of the system, we performed parametric studies
to evaluate the effects of the locations of a fan (outlet) and evaporative cooling system (inlet) as well
as the Reynolds number. As the Reynolds number increases, it takes more time to reach steady-state
for temperature field. The optimum thermal performance of the system based on the arrangement
of the inlet and outlet is determined. Case D, where the inlet is located at the top of the backside
while the outlet is located at the bottom, has the best cooling performance resulting in the best mixing
mechanism between the cold inflow and the hot fluid inside the domain, regarding the geometry
of the domain. In short, in the SFC with an evaporative cooling system in the climate conditions of
Abu Dhabi, it was possible to decrease the temperature inside the SFC. Future research is required to
validate the large-scale experiment “Oasis” complex and SFC in the field by using treated wastewater.
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