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Abstract: Modern engineering practice requires advanced numerical modeling because, among other
things, it reduces the costs associated with prototyping or predicting the occurrence of potentially
dangerous situations during operation in certain defined conditions. Different methods have so far
been used to implement the real structure into the numerical version. The most popular have been
variations of the finite element method (FEM). The aim of this Special Issue has been to familiarize the
reader with the latest applications of the FEM for the modeling and analysis of diverse mechanical
problems. Authors are encouraged to provide a concise description of the specific application or a
potential application of the Special Issue.

Keywords: finite element method; numerical modeling; mechanical parameters; damage detection

Modern mechatronic systems first appeared about 50 years ago. A mechatronic system
is currently defined as a structure implementing tasks from the area of four subsystems
related to sensors (collect data about the operation of the system), control (a system
processing data collected from sensors and regulating the operation of the executive
system, whose task is to control the device), executive system (regulating the operation
of the actuators) and a linking system (transmitting data between the above-mentioned
subsystems). The design and state analysis of such complex systems is undoubtedly a
demanding challenge for engineers and designers, as it requires the use of expertise from
various engineering areas.

The main problem that engineers encounter is the use of well-known analytical
mathematical methods, which are inadequate for more complex systems and can lead to
erroneous results. For this reason, modern engineering in principle already depends on
numerical modelling. This makes it possible not only to reduce the cost of prototyping
designed mechatronic systems, but also to predict potentially dangerous situations result-
ing from operation. Among the various methods of numerical modelling which can be
used in modern engineering, the most common is the finite element method due to its
universal nature and the relatively simple way of preparing the model. Despite the fact
that the method appeared commercially in the 1950s, its popularity is still increasing and
the mathematical core is constantly being improved. It is used in the modelling of almost
all areas of science and technology. In this book it was possible to gather examples of
the applications of the finite element method in many areas of technology, carried out by
various research centres. One general statement may be derived here—FEM is a viable tool.

In the group of papers devoted to the analysis of complex mechatronic systems, it
is necessary to notice studies from the area of automotive and aerospace industry, in
particular [1–6]. Among papers devoted especially to the analysis of complex mechatronic
systems the following ones can be listed. The first listed [1] presents a methodology
for conducting a study of the behaviour of a disabled driver during a crash by the use
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of FEM. Interesting conclusions have been derived, the reader is encouraged to follow
them. In the [2] a direction for crash model development in Multi Body Systems programs
to consider a varied 3D body space zones stiffness related to the structure of the car
body and the internal car elements instead of modeling the car body as a solid with an
average stiffness has been indicated. Such an approach would provide an alternative
improvement to Finite Element Method (FEM) conventional modeling. Following [3]
presented a methodology of optimising the weight of a bell crank, sourced from a Louis
Christen Road Racing F1 Sidecar by developing a 3D model in ABAQUS (one of leading
worldwide known commercial FEM based software). The model has been verified through
the experimental measurements of dynamic characteristics. After that the model was
used for topology optimisation procedure and then converted back to a 3D model and
then fabricated to produce a physical prototype for design verification and validation by
means of FE analysis and laboratory experiments and then compared with the original part.
The proposed procedure is applicable and effective in topology optimization to obtain a
lightweight (approximately 3% weight saving) and structurally strong design. The authors
of [4] have used FEM for the structural analysis of the front single-sided swing-arm of
a new three-wheel electric motorcycle, recently designed to meet the challenges of the
vehicle electrification era. A dedicated Computer Aided Engineering (CAE) software
has been used for the structural evaluation of different swing-arm designs, through a
series of finite element analysis simulations. A topology optimization procedure has been
also implemented to assist the redesign effort and reduce the weight of the final design.
Simulation results in the worst-case loading conditions, have indicated that the proposed
structure is effective and promising for actual prototyping. A direct comparison of results
for the initial and final swing-arm design revealed that a 23.2% weight reduction has
been achieved. In this article [5] the authors developed a model of all-steel radial tire
that has been expanded to include the non-linear stress–strain relationship for textile cord
and its thermal shrinkage. Variable cord density and cord angle in the cord-rubber bias
tire composite are the major challenges in pneumatic tire modeling. The available FEM
code with implemented user subroutines in MSC, have allowed the description of the tire
specific properties. The distinguishing feature of the developed model from other ones
is the exact determination of the cord angles in a vulcanized tire and the possibility of
simulation with the tire mounting on the rim and with cord thermal shrinkage taken into
account. The model may be an effective tool in bias tire design. Finally in a paper from
aerospace industrial application the paper [6] shows an application of FEM for the analysis
of thin-layer composites used for designed load-bearing structures. Due to proposed
software enabling quick evaluation of such structure a facilitation of the initial concept has
been possible. The proposed procedure used FEM for verification and improvement of the
composite component.

Further examples of the application of FEM for the analysis of complex mechatronic
issues present in modern production engineering industry is the paper [7] describing
the compensation of strain deviation in the machine direction of a web in the roll-to-
roll process for optimal mass-production of flexible devices at low cost. According to the
results of a comparative experiment conducted to confirm the correcting performance of the
optimized roller, the strain deviation in the machine direction decreased by approximately
48% with the proposed roller compared to that of the conventional roller. An industrial
solution of engineering problem has been performed in [8]. The aim of the study presented
here has been to predict properly the influence of high peening coverage on the Almen
intensity and residual comprehensive stress. Therefore a quantitative description of the
peening coverage has been developed. Based on the quantitative description, the finite
element simulation and Almen test have been carried out. The simulation results of arc
height and saturation curve have agreed well with that of the Almen test, by which the
effectiveness of the quantitative description and FE simulation have been proved. The
further study indicated that in shot peening processes, the excessive peening coverage does
not improved Almen intensity and residual compressive stress. Following, an important
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aspect of industrial safety analysis that is of key importance to the mining industry an
interesting FEM application for mechatronic system has been presented by [9] where a
thorough analysis has been performed in order to determine how the tensile strength of
roof rocks influences the extent of the zone with a particularly high risk of spontaneous
coal combustion (endogenous fires) in caving goaves of the long-walls ventilated with the
Y-type system. To achieve this goal, model-based tests have been conducted for a region
of the long-wall mined with caving and ventilated with the Y-type system. The results
obtained indicate that the type of rocks forming the caving affects its permeability and
the extent of the risk zone for spontaneous coal combustion. The effectiveness of these
measures significantly may improve the safety of mining exploitation.

The complex nature of the analysis of issues related to the safety of machinery and
equipment, and in particular the detection and observation of fatigue damage, is the
subject of the following articles [10–12]. In this study, [10], the technique of a digital
holographic microscope and a digital height correlation method has been applied in
combination with finite element analysis using a 2D and 3D model simulating the turbine
blades to ensure their safety against damage. Analysis performed have clarified that the
change in the surface properties under a small load varied according to the presence or
absence of a crack, and elucidated the strain distribution that caused the difference in the
change. The difference in the change in the top surface height distribution of the materials
with and without a crack was directly proportional to the crack length. The authors
here [11] have analysed the effects of impact loading acting on composite panels made
out of epoxy resin as a matrix with carbon fabrics reinforced with aramid. The numerical
calculations have been performed by the use of FEM and each reinforcement layer has been
modeled as an independent part. The performed numerical and microscopy tests allowed
to determine some destruction mechanisms of the panels depending on the geometry of
the striker. Interesting conclusions have been derived regarding the striker shape and
final delamination area properties. Finally in this study [12], a finite element, fully three-
dimensional solid modeling method has been used to study the mechanical response of
a steel-cored aluminum strand with a mid-phase jumper under a bending deformation.
The analysis showed that the swing of the mid-phase jumper in the east–west direction
caused a greater bending moment at the lower area of the mid-phase jumper, which led
to the stress concentration appearing near the outlet of the tension clamp. This explained
why the actual mid-phase jumper breakage occurred at the outlet of the tension clamp.
Although this modeling method has been applied to the stress and deformation analysis of
a mid-phase jumper in this study, it can be used to study the bending deformation of rope
structures with a complex geometry and the main bending deformation. The finite element
modeling method of a mid-phase jumper presented in this paper can be implemented in
any general finite element software.

This book includes also papers from which it is clear that increasing interest in the
scientific community is being shown for problems whose solution requires cooperation of
many scientific disciplines [13,14]. Furthermore, so the problem of active control in certain
structures has been analysed in [13]. Due to the fact that modern technology allows to
design dedicated structures of specific features the authors have performed numerical
research on a beam element built of periodically arranged elementary cells, with active
piezoelectric elements. The control of parameters of this structure enables one for active
damping of vibrations in a specific band in the beam spectrum. For this analysis, the
authors propose numerical models based on the finite element method (FEM) and the
spectral finite element methods defined in the frequency domain (FDSFEM) and the time
domain (TDSFEM). An interesting example of another multidisciplinary application of
FEM has been presented in [14], where an application of FEM analysis for printed circuit
analysis, especially to determine the stress by changing the misalignment to below 30% of
the primary channel width. The motivation for the research is based on commonly known
fact, that printed circuit heat exchangers (PCHEs), which are used for thermal heat storage
and power generation, are often subject to severe pressure and temperature differences
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between primary and secondary channels, which causes mechanical integrity problems.
After the analysis performed it has been concluded that for this particular application the
mechanical integrity of the PCHE with low-pressure molten salt or liquid metal and a
high-pressure steam channel is acceptable in terms of utilization factor.

Mechatronic systems are not only advanced industrial systems, but also less complex
mechanical systems requiring the determination of important parameters resulting from
specific operating conditions. In this group may be placed papers [15–17]. In the study [15]
the authors applied nonuniform-rational-basis-spline (NURBS) curves for the design of
torsion springs, analyzed the displacements of these springs using finite-element analysis,
and verified the design of these springs through experimentation. A method was proposed
for deriving the coordinates of a control point for shifted elements by applying the inverse
method on the basis of data derived through finite-element analysis. In addition, the
relationship between the movement of the control point and stiffness matrix was identified
and formulated by varying the torsion-spring parameters. In this paper, [16], according
to the needs of large-diameter core drilling, a core barrel joint has been designed with
an outer diameter of diameter 135 mm and a trapezoidal thread profile. Subsequently,
a three-dimensional simulation model of the joint has been established. The influence of
the external load, connection state and thread structure on the stress distribution in the
joint has been analyzed through simulations, from which the optimal thread structure
was determined. An example of FEM implementation for the analysis the designed
metrology system may be found here [17]. In this paper, simulations have been performed
to compare the distribution of temperatures developed in the measurement system for
thermal conductivity of solid materials, which operates under a condition of permanent
heat flow. The radial heat leaks, which affect the measurement parameters for an aluminium
bar has also been analysed. The authors used copper bars as reference material. On that
bases the authors implemented a thermal conductivity measurement system for solid
materials limited in its operating intervals to measurements of maximum 300 ◦C for solid
conductive materials.

In spite of the fact that FEM is very popular and most of the commercially available
software allows obtaining reliable results there are occasional situations where the quality
of obtained results is affected by potential numerical errors, therefore it is especially
appreciated that this book contains works that address this issue [18,19]. In the first of
them [18] may be found the algorithm of transition piezoelectric elements for adaptive
analysis of electro-mechanical systems with analysis of numerical effectiveness of the
models and their approximations in the contexts of: ability to remove high stress gradients
between the basic and transition models, and convergence of the numerical solutions for
the model problems of piezoelectrics with and without the proposed transition elements.
In the second [19]—proposed detection algorithms assigned for the hpq-adaptive finite
element analysis of the solid mechanics problems affected by the locking phenomena. The
algorithms have been combined with the M- and hpq-adaptive finite element method,
where M is the element model, h denotes the element size parameter, and p and q stand for
the longitudinal and transverse approximation orders within an element.

In conclusion, the editors would like to thank all the authors whose careful work
and dedication has resulted in so many interesting articles. The editors also hope that
after reading this book, the reader will find answers to the questions in the area of FEM
applications to the analysis of mechatronic systems.
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Abstract: Adapting a car for a disable person involves adding additional equipment to compensate
for the driver’s disability. During this process, the change in the driver’s position and kinematics
and their impact on safety levels during crash is not considered. There is also a lack of studies in
the literature on this problem. This paper describes a methodology for conducting a study of the
behavior of a disabled driver during a crash using the finite element method, based on an explicit time
integration method. A validated car model and a commercial dummy model were used. The results
show that the use of a handle on the steering wheel and a hand control unit causes dangerous lateral
displacements relative to the seat. Amputation of the left leg or right arm causes significant shoulder
rotations, amputation of the left leg causes increased thoracic loads. Amputation or additional
equipment have no significant impact on head injuries.

Keywords: finite element method; numerical simulation; biomechanics; head injury; safety; injury
criteria; disability; driver

1. Introduction

Over a billion people live with some form of disability, which represents 15% of the
world’s population [1]. Between 110–190 million adults have very significant difficulties in
functioning. Rate of disability is increasing. According to [2], approximately 2% of road
accidents in Spain result in moderate, serious or total disability. The authors of [2] point
out that the acquisition of a disability is associated with a reduced ability to work, greater
functional dependence, greater need for assistance, and the need for family support.

Technological and medical developments make it possible to extend and improve
quality of life. A great deal of attention has been paid in recent years to activating older
people and people with disabilities (DP—disabled persons). Researchers from all over the
world carry out research related to different aspects of DPs’ lives, looking, for example,
at how they spend their leisure time [3], how well the infrastructure fits their needs [4–6],
or their preferences when making choices [7]. These people in many cases possess valuable
skills. Understanding the specific requirements of this social group allows the development
of technical solutions that remove barriers that prevent them from active functioning,
socially and professionally. This will enable the public to benefit from these skills.

Among the many factors influencing the professional and social activation of people
with disabilities, aspects related to the mobility of DPs and the adaptation of existing sys-
tems of transportation to the needs of older and disabled people are often mentioned [5,8].
While in large cities, DPs can count on public transport adapted to their needs, in smaller
towns and villages DPs are practically dependent on having individual means of transport
or on third parties to provide them. One possible solution of this problem is the individual
adaptation of a car to the needs of the particular person with disabilities [9]. However,
it should be considered to ensure that any structural changes made do not result in reduced
road safety, other people, and disabled driver.
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Among many causes of road accidents, the human factor is indicated as one of the
main ones [10]. It is difficult to eliminate all the imperfections and limitations of the physical
driver, but thanks to technological developments, the driver has more and more systems to
support his actions. Among these are constantly developed active safety systems. Their use,
combined with appropriate training of drivers to operate them, can significantly reduce
the number of road accidents [11,12].

New solutions for use in the automotive industry must be tested in accordance with
product standards. The most extensive testing applies to new vehicles, as each must pass
very stringent tests before it can be put into road traffic. Of course, cars on the market have
varying levels of safety (depending, among other things, on the number of active driver
assistance systems), but any new car that does not meet the minimum requirements cannot
be put on the road. Another point worth noting is that new cars are designed with the
average consumer in mind, and tests are carried out for the chosen body configuration and
weight of the occupants. Therefore, modification of the vehicle by changing the steering
equipment or adjusting the car for a person with a physique significantly different from
the one assumed during design, requires additional tests [13].

There are now very many methods in use for analysing dangerous situations that
may occur on the road. Experimental research is undoubtedly the most important of these.
Their disadvantage is the very high unit cost of each test and restrictions on carrying
out certain measurements. Therefore, a very popular method of verifying the operation
of technical objects is the numerical analysis [14–18]. Testing in virtual space allows for
evaluating the structure in a short period of time in order to check the compliance with
many standards [19,20], and for predicting the structure’s behaviour in different load
scenarios. The lack of the need to physically build new prototypes and prepare experi-
mental research also allows for significant financial savings. An additional advantage of
computer simulations is the possibility to record more data than in the case of experimental
studies [21].

Many different numerical tools are currently available for analyzing dangerous traffic
situations [22]. One of the fastest are calculations using analytical formulae that take
into account, among other things, the velocity, weight and stiffness of vehicles [23–25].
They allow many scenarios to be analyzed in a very short time and, when supplemented
with a reliable vehicle database, make it possible to assess a real accident. An additional
advantage of analytical methods is the possibility of transferring the loads acting on the
driver to 3D models and further local analysis of his behavior.

Another fast and accurate method based on Reduced Order Dynamic Model [26],
in which discretization of vehicle’s perimeter takes place only in a 2D environment. It re-
duces the number of equation and thus reduce time calculation.

Analytical and 2D models do not allow an accurate analysis of driver behavior. There-
fore, if the aim of the study is to determine e.g., injuries to the driver, methods based on
multibody analyzes [19] or FEM are used [27]. The big disadvantage of these methods
is the long calculation time. To reduce it, it is possible to use different strategies. One of
them is an approach in which a global collision is analyzed using analytical or 2D models
and the results are transferred to 3D models and further analysis of only a selected area.
A second solution is to use multi-stage analyses, in which selected aspects of a hazardous
road event are investigated independently.

2. Materials and Methods

2.1. Numerical Research Strategy

The main objective of this article is to examine the impact of the change in the position
of the driver’s mass, caused by various types of disabilities or the use of specialist equip-
ment, on the driver’s biomechanical parameters. Additional objectives are to show how to
model selected elements of car safety systems and to draw attention to possible changes in
the driver’s biomechanics related to the adaptation of the car to the needs of the disabled.
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This article is a continuation and development of models described in the work [28].
The paper uses a three-stage scheme of numerical tests (Figure 1), in which the first stage is
to carry out an analysis of the frontal impact of the validated full car model [28]. Based on
these analyses, the change of velocity of the vehicle interior, which is used in the third
stage, is determined. The second stage involves subsidence a dummy on the seat while
resting its limbs on the floor, the steering wheel or a special handle mounted on the steering
wheel and the manual gas and brake control unit. The subsidence is a very important
process. It involves the dummy falling under the gravity load on the interior elements of
the vehicle. This deforms the structure of e.g., the seat and causes forces between them,
which are transferred to the third stage. The magnitude of these forces directly affects the
magnitude of the friction forces and thus the behaviour of the dummy during the impact.

 

Figure 1. Numerical research strategy [28].

For numerical simulations carried out using the LS-Dyna system, two approaches to the
realisation of this stage are popular. The former involves positioning the dummy in a roughly
approximate position, positioning the belts and performing dynamic relaxation [18,29]. The ad-
vantage of this approach is its low numerical cost and rather low level of complexity. During
the analysis, additional damping is added, which facilitates and shortens the subsidence
process (oscillations of the manikin’s position are dampened much faster). The dynamic
relaxation is performed immediately before the actual numerical analysis, and the analysis
time after the relaxation is 0.0 s, so there is no need to define appropriate shifts in numerical
procedures defined later. Strains and deformations from dynamic relaxation are transferred
automatically to the target analysis.

The second approach involves carrying out a full analysis of the subsidence process
of the dummy (using an explicit or implicit time integration) [30,31]. In such analysis
the dummy, under the influence of gravity, falls on the interior elements of the vehicle.
The result is a file containing, for the time corresponding (termination time), the state
of deformation, stresses and forces acting between the individual elements. Starting the
collision analysis requires a full restart, which includes the procedure of loading the
state from the end of the subsidence analysis (as an external file with the option stress
initialisation), changing the initial (boundary change, etc.), boundary and inducement
conditions by defining appropriate cards (preparing a new model file).

A simpler and less demanding method in terms of computer power is one that uses
dynamic relaxation. However, it is limited by the problems with the safety belt retractor.
During dynamic relaxation it is performed to a limited extent, which may result in a lack
of adequate belt tension at the beginning of the final crash analysis. Therefore, the authors
decided on an approach involving the performance of a full subsidence analysis using
explicit time integration (stage 2 in Figure 1).
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2.2. Numerical Model Description

In the numerical models developed by the authors, great emphasis has been placed on
considering key elements of safety systems that can influence the behaviour of the driver’s
body during a frontal collision, while at the same time applying simplifications that do not
significantly affect his behaviour. Therefore, on the basis of previously conducted research,
it was decided to model only a section of the vehicle and give it the properties of a rigid
body [28]. Deformable seat, steering wheel handle, airbag and seat belts were modelled
inside the vehicle [28] (Figure 2).

Figure 2. Numerical model used in simulations.

The seat belts were modelled on the basis of previously conducted experimental
research [18,28,29]. Their arrangement was carried out using the seatbelt fitting procedure,
available in the LS-Prepost pre-processor. Belts were modelled as 2D elements (for parts
where their contact with the dummy is important) and as 1D elements for parts near
attachment points (Figure 3). The lower belt is rigidly attached to the vehicle body on
the right-hand side of the driver and to the ear connected to the seat base on the right.
The function of the ear is performed by a special seatbelt slipring numerical element [30,31],
thanks to which the shortening of one 1D element can be transformed into an extension
of the other 1D element. The relation between the displacements of the ends of the two
connected belts (Figure 3) is described using the following equation:

x1 = x2 + Δl1 + Δl2 (1)

Δl1 = (F1·l1)/(A1·E1) (2)

Δl2 = (F2·l2)/(A2·E2) (3)

x1 = x2 + (F1·l1)/(A1· E1) + (F2·l2)/(A2·E2) (4)

F1 = F2 + Ft = F2 + F1·μ = F2/(1 − μ) (5)

where: x1, x2—displacement of the ends of 1D seat belts elements, Δl1, Δl1—elongation
and shortening of connected elements, F1, F2—tensioning force, A1, A2—cross section of
elements, E1, E2—Young modulus of elements, Ft—friction force in slipring, μ—coefficient
of friction.
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Figure 3. Numerical model of seatbelts.

If both belts (bottom and top) are made of the same material, the final formula is
as follows.

x1 = x2 + ((F2/(1 − μ))·l1 + F2·l2)/ (A·E) = x2 + (F2·(l1/(1 − μ) + l2))/(A·E) (6)

Thanks to the use of this type of numerical element, the “shortening” of the lower
belt can be turned into the “lengthening” of the upper belt, i.e., it is possible to implement
the rewinding of the belt through the assembly eye. In the developed numerical models,
the upper belt starts and ends with the slipring elements. In the upper attachment, the belt
changes direction and is connected to the attachment point in the lower part of the vehicle
body, in which the elements representing the pretensioner and retractor are modelled.
When modelling seat belts, the position of the attachment points should not be changed in
relation to the points in the actual car, as this changes the length of the belt, which in turn
affects its global deformation under the influence of force.

In numerical models, the pretensioner has been modelled using the SEATBELT_
RETRACTOR [30,31] type element that generates constant belt tension up to the pull-
out force limit above which the retractor locks. The retractor is also locked when the
pretensioner (SEATBELT_PRETENSIONER [30,31]) is activated, which retracts the belt
until it reaches the user-defined belt tension limit. In these cases, the belt was activated
by an acceleration sensor (SEATBELT_SENSOR) which registers the front acceleration
of the vehicle. When the acceleration of 25.0 m/s2 was exceeded, the sensor activated
the pretensioner. The retractor and the pretensioner operate numerically similarly to the
rewinder, with the difference that the shortening of the belt is not converted into the
lengthening of another belt but is recorded as the retracted length of the belt.

2.3. Analysed Cases

During the research, three main groups of drivers were analysed: without disabilities
(RD-reference driver), with disabilities requiring the use of a special steering wheel handle
(H—group, HB—handle basic) and with a steering wheel handle and a manual gas and
brake control unit (C—group, CB—control unit basic) (Figure 4). The use of specialist
equipment may be required by various disabilities, such as paralysis or lack of a limb.
Therefore, the HB and CB dummies have been modified so that it is possible to perform
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analyses for limbless dummies (Figure 5). The limb amputation, when compared to the
paralysis, from the frontal impact analysis point of view primarily changes the position
of the body’s centre of gravity and reduces the areas of contact between the body and the
vehicle interior. Figures 4 and 5 show the changes in the driver’s mass (dm) and centre of
gravity position for each of the analysed cases in the global coordinate system (dx, dy, dz).

 

Figure 4. First stage of dummy model modifications.

Figure 5. Second stage of dummy model modifications.
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An individual subsidence analysis was conducted for each of the cases studied, pre-
ceded by positioning the dummy in an estimated target position. In each group, the initial
setting was identical, so that only the impact of amputation of a given limb was examined.

3. Results

The results for the first and second stage, which covers the frontal impact of the whole
car and subsidence, are presented in [28]. This study will only present the results for
stage three.

During all analysed cases, characteristic time moments presented in Figure 6 can be
distinguished. The subsidence stage ended at time t = 0.3 s and this is also the beginning of
the analysis of the third stage. After approx. 10 ms, the airbag and belt pretensioner were
activated. At t = 0.316 s the initial airbag opening is visible. After 36.0 ms, the airbag is
close to full inflation, which pushes the upper limbs out of the steering wheel or handles.
After 56.0 ms, the dummy’s head encounters the airbag. At t = 0.380 s, the head reaches
the maximum forward tilt, followed by the driver’s rebound and a rearward movement
to the seat. The contact between the driver’s head and the airbag lasts until the time
t = 0.400 s. At a time of approx. t = 0.432 s, the dummy hits the seat’s backrest. This impact
is asymmetrical to the seat.

 
Figure 6. Characteristic time points of the simulations.

The maximum longitudinal displacement of the conventional centre of gravity of
the dummy (i.e., corresponding to the centre of mass without amputation) is achieved at
different times in each case (Figure 7). It is worth noting that at this moment, depending on
the equipment used, the position of the dummy differs. In the RD case, the forearms and
arms are pushed outwards while keeping the hands within the steering wheel. Knees hit
the elements of the space under the steering wheel. In cases H, the left hand is pushed
completely out of the steering wheel and the right hand hits the lower part of the central
console. In cases C, the right hand strikes higher and in a different position. In cases H and
C, the number of zones of contact between the dummy and the vehicle interior depends on
the disability under consideration.
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Figure 7. Positions of the dummy at the moments corresponding to the maximum longitudinal
displacement.

The type of equipment used significantly affects the lateral displacements of the
driver’s conventional centre of gravity. In the RD case, the maximum displacement was
about 10 mm and, importantly, in the final stage of impact the pelvis almost returned to its
initial position (Figure 8). In the HB and CB cases, there is no return to the initial position
and much greater maximum lateral displacement when the dummy hits the seat (approx.
15.5 mm and 18.0 mm respectively).

 
Figure 8. Lateral displacement of dummy H-point.
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Analysing the H group, it can be seen that at the moment of the maximum longitudinal
displacement of the dummy’s centre of gravity in relation to the seat, the maximum lateral
displacement occurs for HLL (Figure 9). In turn, when the dummy hits the seat’s backrest,
the maximum lateral displacement is for HRH (about 29 mm).

 

Figure 9. Lateral displacement of dummy H-point.

In group C the greatest lateral displacement can be observed for CLL, CRL and CBL
cases (Figure 10).

 

Figure 10. Lateral displacement of dummy H-point.

Lateral movements go with shoulder rotation. When analysing the influence of the
equipment used for DP (Figure 11), there is no significant change. At the initial impact
phase, in all cases, the right shoulder extends forwards more and, after rebounding from
the airbag, the arms start to rotate in the opposite direction.
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Figure 11. Angle of rotation of the shoulders.

Analysing group H, one can see the same type of changes, but with different levels of
them (Figure 12). The highest rotation in the first impact phase is for HB and HRL cases
(about 9◦). In the second phase, for HLL and HRH (above 10◦).

Figure 12. Angle of rotation of the shoulders.

Similarly, for group C (Figure 13). In the first phase, the highest rotation is for CB and
CRL (about 7.5◦) and in the second phase for CLL (over 12◦) and CBL (over 15◦).
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Figure 13. Angle of rotation of the shoulders.

The work also analysed the course of change of forces between the dummy and seat
belts. In cases where the dummy had all the limbs, no significant changes between the
individual runs are visible (Figure 14). The highest peak of strength occurs immediately
before the head of the dummy (and thus part of the chest) contacts the airbag. After that
time, the value drops by about 2 kN and is maintained until the maximum longitudinal
displacement of the dummy in relation to the chair is reached.

Figure 14. Comparison of contact force between the seat belts and the dummy.

A similar character of the course of force between the belts and the dummy can be
observed for analyses from group H (Figure 15). Only in the HLL there is no decrease in
force, it remains at a constant level until the time when the maximum movement of the
longitudinal dummy in relation to the seat is reached.
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Figure 15. Comparison of contact force between the seat belts and the dummy.

In group C (Figure 16), no loss of strength after the dummy starts to contact the airbag
is visible in two cases—CBL and CLL.

 
Figure 16. Comparison of contact force between the seat belts and the dummy.

The use of additional equipment for the DP, in addition to influencing lateral dis-
placement, shoulder rotation and the course of force between the belts and the dummy,
also affects skull injuries expressed as HIC (Head Injury Criterion) (Figure 17). Compared
to RD, HB and CB have at least 6% lower HIC15 and 7% lower HIC36 values.
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Figure 17. Head Injury Criterion (HIC) comparison.

In the H group (Figure 18), different HIC15 and HIC36 values were obtained for
individual cases, but no significant differences were observed. The maximum reaches
respectively 4% and 3%.

 

Figure 18. Head Injury Criterion (HIC) comparison.

In group C (Figure 19) for HIC15 the difference between the maximum and minimum
result is about 4%. For HIC36 the difference increases less than 6%. The smallest value was
obtained for CLL and the largest for CB.
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Figure 19. Head Injury Criterion (HIC) comparison.

4. Discussion

The main objective of the study is to examine the effect of the change in driver’s centre
of gravity due to various disabilities and the change in the points of support of the body
due to the use of additional equipment on the driver’s behaviour during a frontal collision.
Due to the inability to carry out such studies through experimental tests, it was decided
to employ a research methodology based on numerical analyses using the finite element
method, with an explicit integration step. Thanks to FE studies, it was possible, among
other things, to consider (in a virtual environment) the vulnerabilities of the car’s interior
structures, crucial from the point of view of the driver’s behaviour, and of the dummy itself.
A common approach to analyses of this type is to isolate a single phenomenon (with all
the key elements) from the global system and to conduct studies on the influence of single
parameters on the course of this phenomenon [19,21,32–34]. For frontal crash analyses
aimed at assessing the driver’s safety, this is most often a restriction of the numerical
model to the area around the driver and modelling selected safety components such as seat
belts [19,34] or an airbag. In this study the best possible reproduction of real objects and
phenomena was sought, therefore a great deal of emphasis was placed on the use of the
full characteristics of the car body delay during the collision, considering the deformation
of the seat under the influence of the weight of the dummy, the friction between them, and
the representation of the full operation of the seat belt system and the airbag. This was
made possible by dividing the whole frontal impact into three phases—frontal impact of
the car with a rigid barrier, subsidence of the dummy under the influence of gravity and
the numerical analysis of the behaviour of the dummy inside an isolated part of the vehicle.

The authors were not able to carry out a validation test for the developed numerical
models. Instead, the global model is built from smaller numerical models validated in
independent tests [18,29]. In this study, a commercially approved numerical model of the
dummy [35], an approved car model [36] and constitutive models of seat belts were used.

Frontal collisions, both full cars and selected vehicle parts, are very well documented
in the literature. Nevertheless, the authors did not find any studies on the safety of disabled
persons in the literature, so it is difficult to relate the results to other works.

In personal cars, the forces exerted on the body of a non-disabled driver during a
frontal collision are asymmetrical. Excluding the asymmetrical positioning of the steering
wheel in relation to the torso in many cars, asymmetry is mainly caused by the position of
the legs and the operation of the seat belts. In the case of cars with automatic transmission,
the right leg is usually set straight ahead or more inwards on the brake pedal during a
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collision. The left leg rests on a footrest that in many cars is positioned to the left and is
closer to the seat than the fully depressed brake pedal. Seat belts, on the other hand, restrict
the movement of the left arm, which naturally causes the rotation of the driver’s shoulders
visible in Figure 11. This rotation increases until the torso rests on the airbag and the driver
rebounds from it. From now on, the arms start to rotate in the opposite direction. The lower
limbs mentioned previously also play a major role in the first stage of the collision, as the
driver moves longitudinally to the seat and hits the space under the steering wheel with
his knees. This is considered by vehicle designers at the development stage.

The introduction of additional equipment on the steering wheel or the amputation
of the driver’s limb affects the process described above. When analysing the position of
the dummy at the moment of maximum longitudinal displacement relative to the seat
(Figure 7) it can be seen that the use of additional equipment on the steering wheel or
between the seats affects the position of the driver’s body immediately before the collision.
The stiffness of these elements is so low that it does not generate significant movement
resistance for the driver. The limb amputation, however, changes the number of support
points of the driver, both immediately before the collision and during the loss of his kinetic
energy. In addition, if one of the lower limbs is amputated, the latter is automatically
more likely to suffer an injury as it will hit the components under the steering wheel with
more force.

The changes in the position of the centre of gravity, as shown in Figures 4 and 5, clearly
indicate that the sole use of a disabled person’s equipment has a slight effect on the change
in the driver’s centre of gravity. Amputation, in turn, results in a significant reduction in
the weight of the entire driver and thus in a significant shift in the driver’s centre of gravity.
On the one hand, the reduction in the driver’s weight means less kinetic energy to reduce,
on the other hand, a change in body position affects the operation of safety systems.

Figure 8 shows the lateral displacement of the driver’s H-point, which shows that the
use of a steering wheel handle or additional Hand Control Unit results in no return to the
initial position of the driver’s pelvis after a rebound from the airbag. This is particularly
evident at time t = 0.43 s when the driver hits the seat’s backrest. This is a very negative
phenomenon, as it can result in missing the headrest and suffering a serious neck injury.
This effect is even stronger in the case of amputation of any of the limbs (Figures 9 and 10).

However, the use of additional equipment does not have a significant influence on the
rotation of the arms (Figure 11). The amputation, especially of the left leg, both legs or right
hand, does influence the rotation (Figures 12 and 13). In the case of the amputation of the
right hand, the mass that causes the rotation by its inertia decreases significantly and thus
the rotation diminishes. A similar diminished rotation in the initial phase of movement can
be observed in the case of the amputation of the left leg or both legs. This is because the
left leg rests on a footrest that is closer to the seat than the brake pedal pressed to the end.
In the event of a collision, the leg pushes against its entire surface, while the right leg slides
on the brake pedal. Thus, in the case of drivers without disabilities, the left leg increases
the rotation, and in the case of a disabled driver, the lack of the limb reduces the rotation.

Lack of support for the left leg means that the belts and the airbag must carry more
load (Figures 15 and 16), which may result in increased chest injuries. The analyses carried
out showed that the other factors examined did not have a significant impact on the course
of force between the dummy and the belts. The modifications made also had no significant
impact on HICs.

To sum up, the contribution of this paper is to present a three-stage scheme for
conducting numerical analyses of the behaviour of people inside a car during a crash.
The article justifies the importance of each of the stages and the use of the results of each of
them in the analysis of the entire phenomenon. The paper also presents a method of seat
belts modelling aimed at a faithful representation of their actual operation. Describes an
approach using a combination of 2D elements (in area of contact with the driver) and 1D
elements (which enable the operation of the retractor, pretensioner and slipring). A detailed
diagram of the operation of the slipring elements is also presented. Based on the modelling
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performed, the paper presents the original results of analyses of the effect of changes in
the position of the driver’s centre of gravity caused by additional equipment for disabled
people and amputations of the limbs on his behaviour during a frontal collision. Based on
the results, it can be concluded that it is appropriate to carry out research aimed at assessing
the safety of drivers using vehicles adapted to the needs of disabled people. The position of
the driver immediately before the collision and the number of support points of the body
affects his interaction with the safety systems and may affect his injuries.

Further work will be aimed at studying the impact of prostheses on the safety of a
disabled driver.
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Abstract: The analyses performed by the experts are crucial for the settlement of court disputes,
and they have legal consequences for the parties to legal proceedings. The reliability of the simulation
result is crucial. First, in article, an impact simulation was performed with the use of the program
default data. Next, the impact parameters were identified from a crash test, and a simulation was
presented. Due to the difficulties in obtaining the data identified, the experts usually take advantage
of simplifications using only default data provided by the simulation program. This article includes
the original conclusions on specific reasons of simplified collision modeling in Multi Body Systems
(MBS) programs and provides specific directions of development of the V-SIM4 program used in
the study to enhance the models applied. This manuscript indicates a direction for crash model
development in MBS programs to consider a varied 3D body space zones stiffness related to the
structure of the car body and the internal car elements instead of modeling the car body as a solid
with an average stiffness. Such an approach would provide an alternative to Finite Element Method
(FEM) convention modeling.

Keywords: collision modeling; mechanical parameters; contact detection

1. Introduction

One of the crucial problems accompanying the automotive sector development are road accidents
resulting in human and material loss. Such events involve material loss and a loss of life. In 2018,
in Poland, as many as 31,674 road accidents were reported, in which 2862 people were killed and 37,359
were injured. However, in the corresponding period, the total of 436,414 road collisions resulted only
in material loss. The events classified as collisions of vehicles in motion, which accounted for 53.8% of
all the accidents, were found to be most common. As many as 44.3% of all the people were killed in
car crashes, and 58.6% were injured. There were 3104 head-on collisions, resulting in 510 deaths and
4676 people suffering injuries. In Poland, the death rate for every 100 accidents was found to be the
highest in all the European Union member states in 2017 (8.6). The country which came right after
Poland is Greece, with the rate of 6.7, whereas Germany had the lowest rate, at 1.1 [1], which suggests
that Poland faces a serious road traffic safety problem to be urgently addressed.

Next to the human loss, one must also remove the material damage, repair the vehicles damaged
in road accidents and collisions. Usually, only accidents involving material losses of road accidents
and collisions are considered, whereas insurance companies are involved in compensation of both
material and human loss related to the outcomes of accidents delayed in time. As such, they do not
focus only on road accidents but also on road collisions and the subsequent costs of repairs. The costs
of spare parts, painting, and man-hours for the post-accident vehicle repair are calculated from the car
damage analysis.

In Europe, the USA, and Canada one must follow the requirements providing for the impacts of cars
with a rigid barrier. Another study [2] discusses the vehicle superstructure designing method to develop
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the guidelines for the application of bumper beams and impact energy absorbers. The study also covered
the head-on collision with rigid barriers. The low-speed collision requirements by the Insurance Institute
for Highway Safety (IIHS) and Dunner tests, considered in this study, are demonstrated in Figure 1.

 

Figure 1. Requirements for low-speed collisions by the Insurance Institute for Highway Safety (IIHS)
and Dunner tests.

For insurance companies, prior to the payment of damages for the car to be repaired, it is also
very important to determine whether they are liable for damages or not. For that reason, in the process
of insurance claim settlement, insurance companies usually use professional assessments provided by
experts ordered by courts and public prosecutors to establish liability for the consequences of road
accidents. Currently, the assessors use simulation programs to reconstruct road accidents, so manual
calculations are hardly used. Adequate simulation results are of key importance as using incorrect
simulation results leads to inadequate decisions in terms of liability for damages, which also triggers
some legal effects for the parties to a car repair damages court case. The highest calculation accuracy
is provided by programs with finite elements method modeling; the FEM convention, e.g., Abaqus,
and LS-Dyna. Another study [3] uses LS-Dyna program for researching the vehicle structure stiffening
elements during head-on collision. The test involved a Sport Utility Vehicle (SUV), very popular in
China. The vehicle Finite Element (FE) model was initially validated against a full-frontal rigid barrier
impact test by National Crash Analysis Center (NCAC). The study included also a head-on collision
with a rigid barrier. A satisfactory compliance of the test and simulation deformations for each such
collision was found (Figure 2).

 

Figure 2. Deformations of the car in test and simulation.

26



Appl. Sci. 2020, 10, 6212

Other authors [4] report on using LS-Dyna program for the vehicle front protection system
(VFPS). The study has been launched to address the problem of animals crashing into vehicles in
Australia, causing damage to headlights, engine coolant radiators, and engines. The VFPS changes the
vehicle crush characteristics during a head-on collision and affects the airbag activation characteristics.
An inadequate VFPS structure results in a greater vehicle damage, hence resulting in higher repair
costs and potential passenger injuries. Applying the FEM convention modeling program, a structure
eliminating such defects has been developed (Figure 3).

 

Figure 3. Over the bumper type front protection system (FPS) mount and its mating parts.

The FEM convention modeling programs are most commonly used in research facilities. However,
they have not been commonly applied for the reconstruction of road accidents as geometric and
material data must be introduced, which is discussed also by other authors [5,6]. The authors of this
study have performed numerical research in the LS-Dyna environment. The results of that research
was experimentally validated with crash tests using a full-size road infrastructure support structure
dimension. The structure satisfied the Polish PN standard - PN-EN 12767 requirements: “Passive
safety of road infrastructure support structures—Study requirements and methods”. The study has
demonstrated as a good compliance of the simulation with the experiment.

In practice, however, programs for modeling impacts and post-impact movement of vehicles in
multi-body system convention (MBS) are used for analysis of vehicle collisions. They are not so precise
as FEM programs; however, they offer significantly shorter calculation time and easier operation
without the need to enter geometric and material constants. In consequence, modeling with the use of
these programs is simplified. As practice shows, the users of these programs, who are commissioned to
provide the court with assessment of road accidents, are not aware of it and make mistakes accepting
incorrect simulation results as final. Programs for modeling in MBS convention include, for example,
V-SIM, PC Crash, and Virtual Crash. Another study [7] reports on the tests of head-on collision with
a rigid barrier at 13–95 km/h and full overlap, as compared with the experimental results. V-SIM,
however, has not been verified with a full-frontal rigid barrier impact test. In other studies [8,9], contact
parameters and other data were identified from crash tests and used in simulation. The articles present
both the results of computer simulation of a passenger cars crash with a non-deforming barrier and a
pole with V-SIM and the experimental results published by Allgemeiner Deutscher Automobil-Club
and AUTOBILD. The results were received for the same initial conditions, which has facilitated
evaluating the credibility of computer simulation. The V-SIM program can also be applied to verify
damage using the SDC (Static, Dynamic, Characteristic) analysis method to prevent the payments of
undue damages for vehicle repairs. It uses the results of geometrical parameters and the appearance of
damage, as well as the results of a dynamic collation of the collision. A practical application of this
method is described in another study [10], presenting research methods which facilitate an efficient
verification of the vehicle collision to determine whether the crash actually occurred or not. It also
presents an IT tool automating the decision-making process and supporting the expert’s operations,
verifying the impact with the SDC method.
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The application of this program in Poland is common. Since it is so common to use the V-SIM
program for the reconstruction of accidents and for insurance claim settlements, the problem of
reliability of the simulation and the effect of the input data on the simulation results is addressed.

2. Materials and Methods

The V-SIM code is designed for the analysis of the impacts of mechanical vehicles (passenger cars,
trucks, semi-trailer trucks, and semi-trailers and trailers). It also facilitates the analysis of the impact
of vehicles with rigid barriers, such as a wall. The program models the movement of the vehicle,
which is treated as a solid with 10 degrees of freedom, moving as a result of the external forces acting
on it. The model involved the application of two systems of reference. The first is the global one,
which describes the momentary positions of the simulation objects and the position of the movement
environment elements designed, e.g., the terrain barriers. The coordinate axes of the reference system
are marked x, y, z. The axis is oriented opposite to the force of gravity, and the beginning of the
reference system is selected by the program operator. The second system of reference is related to the
simulated vehicle, and its axes are marked x’, y’, z’. In that system, the external forces acting on the
vehicle are determined. Axis x’ in that system is directed according to the movement of the vehicle,
while axis z’ is directed vertically upwards the unladen vehicle, and its direction and sense result from
the orthogonality and clockwise nature of the system. The positioning of the center of the vehicle mass
is determined by radius vector

→
r . (Figure 4).

 

Figure 4. Model of vehicle with co-ordinate systems [11].

Equations of motion for the vehicle in the reference system related to the center of mass of the
vehicle have been provided with the following formulas [11]:

→
F
′
=

( ..→
r
′
+

.→
r
′ × →ω′

)
·m, (1)

→
M
′
= Θc ·

.→
ω
′
+
→
ω
′ ×Θc · →ω′, (2)

where:
→
r —radius vector,
→
ω′—rotational speed of the vehicle in the system connected to the vehicle, and
Θc—tensor of the mass moment of inertia.

For the rotational movement, there has been assumed the tensor of mass moment of inertia with
zero mass moments of inertia, besides the main moments, which has resulted in the system of scalar
equations describing the rotational movement, presented below [11]:
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Θc =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
Ix′ 0 0
0 Iy′ 0
0 0 Iz′

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦, (3)

Ix′ · .
ωx′ = Mx′ − Iz′ ·ωy′ ·ωz′ + Iy′ ·ωy′ ·ωz′ , (4)

Iy′ · .
ωy′ = My′ + Iz′ ·ωx′ ·ωz′ − Ix′ ·ωx′ ·ωz′ , (5)

Iz′ · .
ωz′ = Mz′ − Iy′ ·ωx′ ·ωz′ + Ix′ ·ωx′ ·ωy′ , (6)

where:

Ix′ y′z′—the main moments of inertia of the vehicle,

Mx′ y′z′—components of the moment of external forces acting on the vehicle in the system connected to
the vehicle, and
ωx′ y′z′—components of the rotational speed velocity of the vehicle against the axes selected.

The total force acting on the vehicle is the force of gravity, the forces of aerodynamics resistances,
and the forces brought by the suspension of the vehicle wheels, which has been described with the
following formula [11]:

→
F
′
=
→
F
′
g +

∑→
F
′
i +

→
F
′
ax +

→
F
′
ay. (7)

The gravitational force has been determined by transforming from the global system of reference
according to the following formula [11]:

→
F g =
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0
0

−m · g
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−−−−−→
x→ x′

→
F′g

, (8)

where:

m—mass of the vehicle, and
g—standard acceleration due to gravity.

The forces of aerodynamic resistance are determined irrespective of the frontal and side area of
the vehicle from the speed of the vehicle, while considering wind speed

→
w according to the formulas

provided below [11]:

→
F
′
ax =
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±ρ/2 ·Cx ·Ax ·

( .
rx′ −wx′

)2

0
0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, (9)

→
F
′
ay =
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0

±ρ/2 ·Cy ·Ay ·
(

.
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0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, (10)

where:

ρ—air density,
Cx, y—coefficients of the frontal and side air resistance,
Ax, y—frontal and side areas of the vehicle,
.
rx′y′—linear velocities of the vehicle in the system connected with the vehicle, and
wx, y—component wind speeds in the system connected with vehicle.

The vehicle suspension model also considers the independent vertical movement for each wheel
of the vehicle. From the positioning of the vehicle and the local configuration of the road surface,
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deflection of the suspension Si is determined, whereas the normal force of the response of the suspension
considering the elasticity with progressive characteristics and the damping values is calculated from
the momentary deflection and the velocity of its changes according to the formula [11]:

F′zi

(
Si,

.
Si
)
= max

(
max(C3i · S3

i + C1i · Si + F′0i, 0
)
+

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Dci ·

.
Si

.
Si≥0

Dri ·
.

Si

.
Si≺0

, 0), (11)

where:

F′zi—vertical component of the response of the vehicle suspension,

Si—reduced value of deflection of the vehicle wheel suspension,
C3i—reduced coefficient of progression of stiffness of the vehicle wheel suspension,
C1i—reduced coefficient of stiffness of the vehicle wheel suspension,
F′0i—normal force of the response of the vehicle wheel suspension,

Dci—reduced damping coefficient for the compression of the vehicle wheel suspension, and
Dri—reduced damping coefficient for the stretching of the vehicle wheel suspension.

The program for determining the interaction of the tires with the road surface used a nonlinear
model developed at the Highway Safety Research Institute (HSRI), University of Michigan, by the
Dugoff team and TM-Easy. The forces of the tire reactions are calculated in the system connected with
the tangent point of the tire with the road surface, and the normal force of the tire is assumed as the
normal force of the reaction of the suspension. The normal force of the tire, the rotational speed of the
wheel, and the parameters of the road surface are used to determine the forces of the reaction of the
tire in the other axes of the system. For each wheel of the vehicle, additional degree of freedom has
also been considered, and rotational movement has been considered. The model considers the driving
torque and the movement resistances according to the formula [11]:

Ii · .
ωi = Mni − F′′xi ·Rdi ± (Mhi + Mei + Mti + Mri), (12)

where:

Ii—mass moment of inertia of the vehicle wheels,
.
ωi—rotational speed of the vehicle wheels,
Mni—reduced driving torque of the vehicle wheels,
F′′xi—component of the force of the response of the tire in the system connected with the tangent point
of the vehicle tires with the road surface,
Rdi—rolling radius of the vehicle wheels,
Mhi—break torque of the vehicle wheel brake,
Mei—reduced engine brake torque which occurs on the vehicle wheels,
Mti—road surface rolling resistance torque which occurs on the vehicle wheels, and
Mri—vehicle-wheels own resistances torque.

The model of the brake system of the vehicle considers the corrector of the braking force of the
rear axle for each load of the vehicle, and, optionally, it can consider also the effect of the anti-blocking
system (ABS).

However, the driving torque of the engine is determined from its external characteristics from the
following formula [11]:

Me(ωe) = Mm −
Mm − Nn

ωn

(ωn −ωm)
2 · (ωe −ωm)

2, (13)

where:
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Me—driving torque of the vehicle engine,
ωe—rotational speed of the vehicle engine,
Mm—maximum torque of the vehicle engine,
Nn—maximum power of the vehicle engine,
ωn—speed for the maximum power of the vehicle engine, and
ωm—rotational speed for the maximum torque of the vehicle engine.

The operation of the steering system of the vehicle was analyzed using the kinematic model
following the Ackermann steering principles, considering the susceptibility of the real-life system
and the correction of shearing forces of the reaction of the tires of the wheels of the steered axle.
The program can also model additional tasks for the vehicle and for the driver; the vehicle acceleration
and a turn with the steering wheel, braking with the foundation and secondary brakes, using the clutch
and blocking the wheel, a pressure drop in the tire, and the deformation of suspension.

A force-based model has been developed for an impact with the impact forces developing in a
constant manner while two objects are in contact [12]. The impact of vehicles is detected with a 2D
or 3D model developed for collision detection, depending on the choice of the operator. This choice,
however, should be informed and adequate to the collision analyzed. It mostly applies to the impacts
of vehicles the geometric compatibility of which is inconsistent, which has also been discussed in other
studies [13]. Solving problems of collision modeling is also discussed in Reference [14–16].

An impact force model of the V-SIM program suggests a development of force F in time during
the impact compression, and then its collapsing, according to a certain function in the restitution phase.
Such an approach assumes that all the external and mass forces, provided by the vehicle model and by
the model of a wheel, occur during an impact [17,18]. Detailed methods for a vehicle impact modeling
with a rigid barrier are used in another study and presented below.

Such modeling considers changes of force which appear during an impact and its influence on the
vehicle movement, as well as the occurrence of two impact phases: the first is a compression phase
(when the value of momentary F force increases), whereas the second one is a restitution phase (when
the value of momentary F force decreases), and according to Newton’s hypothesis, the above phases
are associated with restitution coefficient k.

On the basis of the concept of force impulse for the compression and restitution phases, formulas
for both phases are used [19]:

→
Sk =

tk∫
t0

→
F(t)dt, (14)

where:
→
Sk—represents impulse of force for the compression phase,
·t0—represents the compression phase beginning time,
·tk—represents the compression phase end time, and
→
F(t)—represents a momentary force of impact.

→
Sr =

tr∫
tk

→
F(t)dt, (15)

where:
→
Sr—stands for impulse of the restitution phase, and
tr—stands for restitution phase end time.
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The total impulse of the impact force is presented as the sum of force impulses for the phases of
compression and restitution, expressed using the formula [19]:

→
S =

→
Sk +

→
Sr. (16)

In turn, joining the values of both impulses of the force by applying the restitution coefficient is
described by the formula [19]:

Sr = k · Sk. (17)

The applied impact model assumes that, during the impact, the value of temporary impact force F
is proportional to the volume of overlapping contours of the colliding simulation objects (Figure 5a) by
the below formula [19]:

F(t) = c f (t), (18)

where:

c—stands for stiffness coefficient of the impact area [N/m3], and
f (t)—stands for the impact area volume [m3].

After linearization of the course of action of forces that occur during the two earlier indicated
phases, the impact force is presented with a diagram in Figure 5b. Modeling also includes the mean
value of the force in the states of compression and restitution, expressing the coefficient of restitution
by the following formula [19]:

k · Fkmid tk = Fomid · to, (19)

where:

Fkmid—stands for the mean value of force F in the compression phase,
Fomid—stands for the mean value of impact force F in the restitution phase,
to—stands for the restitution phase duration time, and
tk—stands for the compression phase duration time.

  
(a) (b) 

Figure 5. Impact area of vehicles (a,b) impact force F in the compression and restitution phase:
Sk—deformation depth in the compression phase, So—depth of the elastic disappearing deformation in
the restitution phase, and Fm—maximum force value.

For the uniformly variable motion, the deformation depth has been described with the following
formula [19]:

Sx =
a · tx

2
, (20)

where:

Sx—deformation depth, and
a—average deceleration.
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The course of action of impact force F during restitution is written by formula [19]:

F(t) = Fm

(
1− 1

k2

[
1− s(t)

sk

])
. (21)

For k = 0→ F(t) = 0, where:

Fm—stands for maximal value of the impact force, and
sk—stands for depth of deformation at the end of the compression phase.

It has been assumed that having been hit by a vehicle, the wall does not undergo deformation.

Following that approach, the vector of momentary impact force
→
F(t) is on the margin of a non-deforming

barrier, in point C, found in the middle of the barrier length, in the area (Figure 6a), whereas, the position
of this point for the vehicle is defined by radius vector.

Momentary impact force F is represented by the following components: tangent and normal to
the surface of the non-deforming area. In its application point, the direction of normal component is
perpendicular to the surface on the non-deformable area. The unit vector which defines the direction
of this component is marked (Figure 6b)

→
e n1 , and it is defined as follows [19]:

→
Fn1(t) = Fn(t)

→
e n1 , (22)

where:
Fn(t) stands for the normal component value.

  

(a) (b) 

Figure 6. Diagram depicting the calculation method for an impact with a rigid barrier (a) and momentary
force of impact with a rigid barrier (b).

In this model, friction force occurring in the place of impact is represented by tangential component
→
FT(t). Its value must be such that the direction of the speed difference is consistent with the direction of

impact force resultant
→
F1(t). In Figure 6b, the angle between the direction of impact force component

and the speed difference direction is marked as δ. It was also accepted that the value of tangent
component cannot exceed the product of normal component and friction coefficient μ.

The value of tangent component is expressed with the formulas [19]:

FT1 = Fn1 tan δ↔ Fn1 tan δ ≤ Fn1μ, (23)

FT1 = Fn1μ↔ Fn1 tan δ > Fn1μ. (24)

The compression phase finishes when the impact area f (t) ceases to increase and the restitution
phase begins. The value of normal component decreases from the maximal one down to zero, with the
assumption of the above linear change in momentary impact force F to be a function of time and
restitution coefficient k.
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3. Results

A crash test of Mercedes Benz C300 4Matic AWD from 2013, published by National Highway
Traffic Safety Administration [20] was used to identify the impact parameters. The car tested was
involved in a head-on collision with a rigid barrier (overlap 100%) with the speed of 56.3 km/h. The total
mass of the vehicle was 1703 kg, its length: 4.581 m, its width: 1.770 m, its wheel base: 2.760 m, the front
axle: 1.549 m and the rear axle: 1.552 m, the height above the ground: 0.552 m, the moments of inertia:
roll 605 kgm3, pitch: 2700 kgm3, and yaw: 2771 kgm3. The test was recorded from above and from the
right and left sides of the vehicle, as well as from the bottom.

In practice, the experts and assessors have problems obtaining the experimental data to be used in
the simulation calculation of a reconstructed road accident. To acquire the data, a research method
involving measurements of the vehicle body position during an impact from the crash test film has
been proposed. Crash tests are recorded with fast video cameras facilitating the separation of particular
frames (images) of the moving vehicle, even every 1 ms. First, the assessor should, of course, establish
precise technical data of the vehicle involved in the accident. A precise data determination is very
important as, according to the author, it is the assessor’s further task to find a crash test of a vehicle with
structure similar to the one which was involved in the accident. Only then can they go on to separate
all the single images from the video, preferably, every 1 ms. Next, they should adjust the scale of the
vehicle images to its vector styling, which is in scale and depicts details of the car body. A division into
images (frames) can be performed with programs designed for this kind of film processing, whereas
precise scaling is possible with the use of the V-SIM program. For this purpose, a single image needs
to be imported to the program, and the size of a vehicle image needs to be matched with its vector
styling; those stylings, in turn, are imported from external databases. For the purpose of this study,
the styling of the Mercedes available in the AutoView database was used. The vehicle scale tapes can
be applied in crash tests, as well as technical data, including the width, length, and the axle base.

According to the research procedure proposed, after scaling, it is necessary to start the analysis
with the image depicting the moment of contact consistent with simulation time being t = 0 ms.
The results of the image scaling at the moment of contact corresponding to the beginning of simulation
are presented in Figure 7a. Measuring the vehicle body position changes, it is necessary to consider the
vehicle elements which do not undergo deformation in the picture; the analysis accepts the roof edge
near the windscreen. No universal rule can be used here due to different kinds of impacts and different
zones of body deformation. It is more difficult to scale the image of the undercarriage, and one must
focus on a selected well-visible element. The rear part of the engine supporting frame, close to the gear
box, was selected for analysis.

  

(a) (b) 

Figure 7. Scaled image of the vehicle with a coordinate system connected with the vehicle (a) and rigid
area preview on its vector styling projection (b).

In Figure 7b, a rigid area preview is presented on a projection of a vector styling of a Mercedes.
However, in this program, the changes in the vehicle body positions were measured in a system,
the center of which is in the middle of the vehicle mass. Axis x’ of this system is directed in the
forward-facing position of the car, axis y’ runs left clockwise, and axis z’ runs vertically, upward.
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After scaling the images, according to the proposed research procedure, a simulation with default
impact parameters, proposed by the V-SIM program, started. The results are presented in Figure 8a–c.
After the measurements, an impact simulation was performed for the crash test parameters, and the
results are presented in Figure 8d–f.

  

  

Figure 8. Comparison of car projections with recorded images for default data: t = 50 ms (a),
t = 150 ms (b), t = 300 ms (c) and identified data: t = 50 ms (d), t = 150 ms (e), and t = 300 ms (f).

A comparison of the simulation results for the program default data with data identified from the
crash test shows that the positions of vehicles were similar only in the initial phase. In time t = 50 ms,
the stylings of the simulated vehicles are similar, and they overlap with the image of the real vehicle at
the edge of the roof, near the windscreen (Figure 8a–d). However, over time, an error of the vehicle
position develops for the program default data. In time t = 150 ms, the vehicle simulated for default
data is definitely shifted forward in relation to the actual one; the edges of the roof near the windscreen
do not overlap (Figure 8b), whereas, for a vehicle simulated for the data identified, entered into the
program, a consistence of the position with the real vehicle was obtained (Figure 8e). In turn, in the
case of post-impact movement, the simulated vehicle for default data is moved backward in relation to
the real one, after the vehicle rebound from the obstacle, in time t = 300 (Figure 8c), and, for a vehicle
simulated with the data identified, the consistence of its position with the real vehicle was found
(Figure 8f).

It was also observed that during the impact, elements of different stiffness undergo deformation
which affects the compression and restitution phases. The scaled images of the vehicle undercarriage
were used to analyze the deformation of those elements (Figure 9a–f).
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Figure 9. Comparison of the vehicle undercarriage projections with recorded images for default data:
t = 25 ms (a), t = 61 ms (b), t = 300 ms (c), identified data: t = 25 ms (d), t = 61 ms (e), and t = 300 ms (f).

Initially, in the compression phase in time t = 25 ms, while the bumper lining and its cross beam
are being deformed, interferences in the impact reconstruction simulation for default parameters are
acceptable in comparison with the ones received for the data identified, as shown in Figure 9a,d.
The impact consistence for accident reconstruction using the program lasted until time t = 50 ms,
when the engine support frame and the engine had not been crushed yet. Further, in time t = 61 ms,
it can be observed that the wheel suspension, engine supporting frame, and engine are crushed;
however, the deformations do not increase any more, as shown in Figure 9b,e). The vehicle body
stiffening occurred during the impact. The phenomenon is discussed in other studies [21,22], which
shows the effect of the engine chamber elements (engine, drive block) on the stiffness and deformation
of the vehicle body and discusses the simplifications accepted in linear characteristics of the body
deformations during the impact.

The vehicle body zones show a different stiffness, which additionally changes during the impact
due contact with those elements, susceptible to deformation, with a barrier. When, after deformation
of the bumper lining, the rigid barrier hit the engine supporting frame, the stiffness of the vehicle
body increased, which was not precisely reconstructed by the V-SIM program for default parameters.
Therefore, in order to reconstruct the collision, it was necessary to identify the crash test parameters
and to enter them for simulation. The increase in stiffness in the compression phase facilitated reducing
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the error in simulation reconstruction for the compression phase. A change in the restitution coefficient
and the body stiffness increase in the restitution phase were due to the program-modeled stiffness
increase by a crushed engine with its support frame. However, having entered the task to block the
wheels, their braking was reconstructed, which made the vehicle pull back after the impact. A change
in the plane of contact force Δy’ was also entered to ensure a better overlap of the simulated vehicle for
crash test images. To show the differences in the course of the impact simulation for other V-SIM default
data and identify them following the above methods, a crash test was used to develop a video [23].

The research method presented also facilitates determining the value of the coefficient of unitary
body stiffness k following the formula below [24]. In that approach, the measure of the body deformation
is assumed to be its width, depth, and height. For the case considered, the parameters of the body
deformation are presented in Figure 10a,b, whereas, obtained with those parameters, the value of
unitary stiffness coefficient k is 564 243 N/m·m2.

k =
m · v2

w · h ·C2 , (25)

where:

m—gross vehicle mass,
v—velocity of the impact into the barrier, and
w, h, C—width, height, and depth of the vehicle undercarriage deformation.

Table 1 shows default parameters proposed in the V-SIM program and changed according to the
data identified from the Mercedes crash test.

Table 1. Default and identified parameters.

Parameter Default Data Identified Data

Stiffness of the car body for compression phase 764 kN/m3 870 kN/m3

Stiffness of the car body for restitution phase 764 kN/m3 5000 kN/m3

Restitution coefficient 0→ 0.24 0.19

Front axle wheels blocking Non-automatic FR 35 ms FL 35 ms

Displacement of plane of contact force Δy’ 0.000 m −0.002 m

Adhesive friction coefficient 0.9 0.9

Slip friction coefficient 0.8 0.8

Rolling resistance coefficient 0.015 0.015

The stiffness of the car body for compression phase was increased to decrease the depth of the
penetration of the barrier into the car body. Right after the compression phase t = 70 ms, the car impact
speed is already low, so the coefficient of restitution decreased, and stiffness for the restitution phase
increased. During the restitution phase, stiffness is high, and some energy is released. In V-SIM, the car
body stiffness for the phase of compression and restitution is the same, which is a simplification in the
impact model applied. Once the program default parameters were changed into the ones identified in
time t = 70 ms, the same depth deformation of the vehicle simulated in the top and side projections
were also obtained, as compared with the actual car filmed (Figure 10).

The analysis has also demonstrated that for time t = 35 ms the front wheels of the Mercedes
were blocked, which can be clearly seen in the crash test recording, showing the vehicle from the
left and the right side, which is caused by a progressing deformation of the vehicle front, and the
V-SIM program does not reconstruct it for default data. The problem of uncertainty which occurs in
car crash reconstruction, with models of the same physical phenomenon providing different results,
is described in another study [25,26]. In Reference [27], problems related to various types of car impacts
and the impact of road surface condition on the reconstruction of object movement are discussed,
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while, in Reference [28,29], a discussion of problems of autonomous differential lock in a truck during
movement in different terrain conditions is presented.

 

Figure 10. Test and simulation depth of deformations in the final compression phase t = 70 ms,
side view (a) and top view (b).

To illustrate the above differences, time histories of changes: longitudinal component X, transverse
component Y, yaw angle Ψ, and impact force F (Figure 11a–d) are presented, as well. In the simulation
for default data, the maximum displacement of the vehicle body along X axle occurred in time t = 72 ms
and was X = 0.767 m, whereas, for identified data, it was lower, X = 0.721 m and occurred earlier,
in time t = 67 ms (Figure 11a). The differences in the position of simulated vehicles along Y axle were
consistent with time t = 34 ms, after which the differences occurred (Figure 11b).

  
(a) (b) 

  

(c) (d) 

Figure 11. Time histories: longitudinal component X (a), transverse component Y (b), yaw orientation
angle Ψ (c), and impact force F (d) recorded in V-SIM simulations.
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The vehicle simulated for default data rotated faster than indicated in the crash test; hence,
a correction of the plane of contact force Δy’, which is also reflected in the time histories of yaw angle
Ψ (Figure 11c).

In the compression phase, impact force F (Figure 11d) in the simulation for the data identified
reaches the maximal value 696.86 kN in time t = 68 ms, next—298.62 kN, in time t = 71 ms, and further
drops down to zero. In turn, for the program default data, impact force F reaches, in the compression
phase, a lower value 640.88 kN, and the maximum follows in time t = 74 ms, then—144.39 kN in time
t = 75 ms, and decreases down to zero. The differences result from those phenomena related to an
increase in the body stiffness while the engine and the engine supporting frame are being crushed.

4. Conclusions

The impact parameters identification method proposed involves the performance of the procedures:
a test selection, a division of the film into single frames, the measurements and photograph scaling,
the selection of the reference base for the overlap analysis for the test vehicle and the simulated
vehicle, the top and bottom views, and a change in the impact parameters (stiffness in the compression
and restitution phase, the coefficient of restitution, a change in the plane of contact force, and wheel
blocking) for the best image matching. Having received the image overlap from the recorded test and
vector styling of the simulated vehicle in time t of the collision, the impact parameters identified must
be entered into the simulation of the incident reconstructed. The approach in that convention increases
the possibilities of the impact reconstruction by the road accident experts and developing expertise for
courts with no access to test impact forces data.

Further studies should, therefore, be performed towards the development of the crash models in
MBS programs to facilitate considering a varied stiffness of the body zones in its 3D space connected
with the vehicle body structure and its internal elements and not, as it has been the case so far,
of the vehicle body, its solid with the average stiffness. A solution to this problem would provide an
alternative to time-consuming modeling in the FEM convention.

The study shows that the parameters used for simulations in practice should be selected based on
the actual accidents which have been filmed and on crash tests. The study results have demonstrated
that, for the V-SIM default parameters, an accurate reconstruction of the course of the impact was not
possible due to:

• a simplified model of the contact of the vehicle with a rigid barrier and the need to introduce a
change in the contact force application point;

• the program not modeling the elements installed inside the vehicle, resulting in the stiffness
changes during impact;

• inaccurate values of default parameters for a head-on collision with a rigid barrier; and
• not identifying the car body explorer deformations causing wheel blocking and the need for the

operator to enter that task manually.

The expert witnesses applying programs for expertise development should consider the above
modeling simplifications not to assume an inadequate simulation result as it has a negative effect for
insurance companies and court decisions.

The study results also demonstrate that the vehicle impact model in V-SIM should be further
developed to:

• apply the models which consider different stiffness of the car body particular zones or which
divide the car body into separate blocks of different stiffness;

• apply automatic identification of wheel blocking in the function of the body depth deformations;
• introduce a possibility of 2D impact course visualization in the car side view and not, as it has

been so far, the top view; and
• a substantial 3D collision course visualization enhancement.
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To recapitulate, this research developed a methodology of identifying the crash parameters to
be applied for various vehicles and various crash velocities, as well as various kinds of barriers and
crashes. Thus, it is possible to provide the adequate, compliant with the real-life course of the crash,
result of the simulation using the MBS programs, although, they currently use more simple models
of the detection of collision and crash, as compared with the FEM programs. However, by offering a
much shorter time of calculations and a high number of numerical vehicle models in their databases,
they provide an interesting and developmental alternative for the FEM programs. The research
performed also facilitated determining a further development of models in the MBS programs which
should focus on developing the crash models to consider a varied stiffness of the body zones in its 3D
space. Next to the development of the aspects of crash modeling presented in the article, the effects for
practical applications have also been provided for the experts performing vehicle crash simulations,
as well as the guidelines for optimizing the functionality and the calculations precision of the V-SIM
program, in the future to be used by designers when working on the successive versions of that IT tool.
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Abstract: This paper describes a new design method that was developed to achieve an optimal
design method for weight reduction of a bell crank, sourced from a Louis Christen Road Racing F1
Sidecar. The method involved reverse engineering to produce a 3D model of the mechanical part.
The 3D bell crank model was converted to a finite element (FE) model to characterize the eigenvalues
of vibration and responses to excitation using the Lanczos iteration method in Abaqus software.
The bell crank part was also tested using a laser vibrometer to capture its natural frequencies and
corresponding vibration mode shapes. The test results were used to validate the FE model, which was
then analysed through a topology optimization process. The objective function was the weight and
the optimization constraints were the stiffness and the strain energy of the structure. The optimized
design was converted back to a 3D model and then fabricated to produce a physical prototype for
design verification and validation by means of FE analysis and laboratory experiments and then
compared with the original part. Results indicated that weight reduction was achieved while also
increasing the natural frequency by 2%, reducing the maximum principal strain and maximum
von Mises stress by 4% and 16.5%, respectively, for the optimized design when compared with the
original design. The results showed that the proposed method is applicable and effective in topology
optimization to obtain a lightweight (~3% weight saving) and structurally strong design.

Keywords: bell crank; topology optimization; natural frequency; reverse engineering; vibrometer;
design; Abaqus

1. Introduction

A bell crank is a mechanical component that is primarily responsible for translating the motion of
links through an angle. It acts as a link between a spring and a damper component at one end, and a
pushrod/pull rod at the opposing end. The most common limitation associated with vehicle suspension
in racing vehicles is the inability to mount the spring/damper mechanism vertically, compared with
most ordinary cars. As a result, bell cranks are incorporated into the design of racing vehicles to
translate the vertical motion of the wheel into horizontal motion to allow the suspension to be mounted
transversely or longitudinally [1].

However, in racing vehicles, there are limitations on bell cranks that relate to their weight.
When there is a limit in engine power capacity, a reduction in vehicle mass will improve the
performance aspect of a racing vehicle known as a power-to-weight ratio. Hence, engineers are
constantly trying to improve the performance of bell crank by reducing its weight, while maintaining
its structural integrity. To achieve that, engineers have been using the structural topology optimization
method to find an optimal material distribution in a structural design domain considering an objective
function in presence of constraints [2–5].

However, only a limited number of studies in the literature examined topology optimization of
bell cranks [4,6,7]. Fornace [6] used a topology optimization method to assess weight reduction of bell
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cranks for a Formula Society of Automotive Engineers (SAE) vehicle. The author considered reducing
the mass of the rear bell crank component by at least 10% while maintaining the yield strength of
the previous design. The author utilized destructive testing on three specimens under static loads of
445 N to validate their new design. Choudhury et al. [4] used a ‘Fully Stressed Design’ optimization
procedure to achieve the mass and stress optimization of bell crank of Formula SAE vehicle from SRM
University Chennai in India. The procedure allowed them to investigate and analyze the structural
stress distribution of the bell crank in real-time conditions during the damping process and the spring
actuation. The authors managed to produce an optimized computer aided design (CAD) bell crank
model with a 22% and 20% of overall weight and stress reduction, respectively.

When reducing the mass (or volume) of a mechanical component such as bell cranks, engineers
face challenges to maintain structural integrity. The structural integrity relevant to a mechanical
component is its overall stiffness. An element that directly correlates with component stiffness is its
natural frequency. The natural frequency of a certain vibration mode can be controlled in order to
reduce the displacement or deformation of a particular point in the structure [8,9]. Thompson et al. [10]
found that chassis stiffness is directly related to its flexibility when the stiffness of the chassis increases,
the twist vibration decreases and the overall vehicle handling is improved by allowing the suspension
components to control a larger percentage of the vehicle’s kinematics.

No studies in the literature have utilized a non-destructive mode shape analysis to investigate
the dynamic response of the bell crank. The benefit of using mode shape analysis is that it allows
engineers to determine the dynamic stiffness of a structure. By changing the stiffness of the structure,
engineers could minimize the amount of vibration, which is produced by the relative motion or
deformation of the structure under applied loads [11]. In the case of the bell crank, a small relative
motion in the suspension system will provide undesirable feedback to the operator in either lateral,
longitudinal or cyclic loadings [12].

The purpose of this study is to propose a methodology that incorporates a reverse engineering
technique and physical testing for accurately and efficiently assessing topology optimization problems.

2. Theory of Weight Reduction and Stiffness Matrices

2.1. Modelling Approach

In a static structural analysis, for an arbitrary structure that is subjected to external forces and
under the prescribed boundary conditions, the FE matrix equation can be expressed as [13–15]:

[F] = [K]{u} (1)

where [F] the force vector, [K] the stiffness matrix, and {u} the displacement vector [16].
According to Guyan [13], the vector {u} can be partition into boundary degrees of freedom (DOF)

and internal DOF, and they are denoted with subscript of b and i, respectively. Equation (1) is fully
general and is applicable for two-dimensional and three-dimensional problems, with appropriate
boundary conditions. The entire system can be partitioned to [14]:

{
Fi
Fb

}
=

[
kii kib
kbi kbb

]{
ui
ub

}
(2)

Once the global stiffness matrix [K] is assembled, the unknown nodal displacement, {ui} and
unknown reaction forces, [Fb] can be obtained by solving Equation (2). From the first line of equation,
we first solve for {ui}, i.e., ui = k−1

ii (Fi − kibub); subsequently, substitute ui into the second line of
equations, and thus Fb can be solved as Fb = kbiui + kbbub.
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2.2. Topology Optimization: Structural Compliance

Once the nodal displacements and reaction forces are calculated from Equation (2), the topology
optimization is to determine the optimal subset Ω* of material distribution of a given design domain,
Ω. The generalized formulation [16,17] for the compliance of the design domain is given as:

CΩ(xe) = FT
i (xe) ui(xe) − FT

b(xe) ub (3)

where xe is the vector of design variables.
Assuming a structure that is subjected to the prescribed external loads and under appropriate

supports, the design domain is meshed with N finite elements. To achieve a reduction in mass,
the topology optimization statement is expressed as [5,16,18–20]:

Find : ρ =
{
ρ1, ρ2, · · · , ρN

}

Minimize : [F]Tρ
{
uρ

}
, (4)

Subject to :
∫

Ω
ρ(xe)dΩ = Vol(Ω∗) ≤ V

: 0 < ρmin ≤ ρ(xe) ≤ 1

}
(5)

where V is the total initial volume before optimization, and ρmin is the lower bound of artificial material
density, ρ(xe) of each element in the design domain, which can be determined:

(xe) =

{
1 if solid, xe ∈ Ω∗
0 if void, xe � Ω∗ (6)

The displacement vector uρ, which is the function ρ in Equation (4) can be obtained by solving:

[K(ρ(xe))]{u} = [f] (7)

where [K] is a structural global stiffness matrix and is obtained by the assemblage of element stiffness
matrix over the design domain. For a given isotropic material, the stiffness matrix of each element,
which depends on its artificial material density ρ(xe) is given by the following Young’s modulus:

E(xe) = ρ(xe)E (8)

where E is Young’s modulus for the given isotropic material, which assumed to be the same for all
elements. When in equilibrium state, the energy bilinear form (i.e., the internal virtual work done by
the elastic body, within a given design domain Ω) can be expressed as [18,19]:

δW(v, w) =

∫
Ω

E(xe)εij(v)εkl(w)dV (9)

where E(xe) the optimal stiffness tensor that attain the isotropic material properties, V is the given
total material volume, v the internal work at equilibrium state, w an arbitrary virtual displacement,

and with linearized strains εij(v) = 1
2

(
∂ui
∂xj

+
∂uj
∂xi

)
and linearized load as l(v) =

∫
Ω

fδudΩ +
∫

ΓT
tδudS.

The first integral extends over the volume of the body and the second integral extends the surface
of the body.

We know strain energy is stored within an elastic body when the body deformed under the
external forces. The objective function in Equation (4) is to achieve the optimal design via minimize
the structural strain energy, which can be expressed as:

Minimize: C = {u}T[K]u
Subject to: [K(ρ(xe))]{u} = [f]
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2.3. Vibration and Eigenvalue Problems

The eigenvalues of vibration and responses to an excitation mechanism play an important
role in the design process. Likewise, the efficiency and accuracy of the FE analysis that solves the
eigenvalue problem plays a crucial role in the success of present topology optimization of continuum
structures [21]. Consider the linearized equation of motion for a vibration excitation in a discrete
undamped structure [15,22,23], in our case the bell crank, can be expressed in the form:

M
..
q + Kq = F (10)

with M and K the global mass and stiffness matrices of the structure, F is the force vector, and q is the
vector of unknown displacement DOF.

The solution of Equation (10) results in an eigenvalue problem, with � are the eigenvalues and
φN the associated eigenvectors, which can be expressed as [23]:

(
−ω2MMN + KMN

)
φN = 0 (11)

where MMN is the mass matrix, KMN is the stiffness matrix, and M and N are the DOFs. The eigenvalues
of Equation (11) are usually solved using the Lanczos or subspace iteration method.

3. Materials and Methods

3.1. Overview of the Process

The overall design optimization process of the proposed study is summarized in Figure 1.
The process started with a physical bell crank, which went through non-destructive experimental tests
and a reverse engineering process to create an equivalent finite element (FE) model. The experimental
data were used to verify the FE model. The optimization was based on the generalized process
of finding a solution to the objective functions, which were either to be maximized or minimized
material distributions within a design domain [24]. The design domain was subjected to constraints
(e.g., material layout within a given design space (volume constraint) or maximum stress values) to
be satisfied.

 

Figure 1. Flow chart depicting major stages of design optimization approach.
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3.2. Physical Part of Reverse Engineering

The detail drawings and three-dimensional (3D) model for the bell crank were not available.
Therefore, a reverse engineering technique known as 3D scanning was used to create a 3D model of
the bell crank.

A bell cranks sourced from a Road Racing Sidecar and produced by Louis Christen Racing (LCR)
in 1994, was used for the present study. The bell crank is made of anodized aluminum (Figure 2a)
and its surface luster is relatively high, which resulted in a ‘noisy’ scan. Hence, the shiny surface
required a coating that minimized the unwanted scanning noise. A product named ‘PlastiDip’ in
solid Matte White was used to coat the bell crank to achieve a matte finish surface. The coated bell
crank was then placed on the rotating table and scan images were captured with FlexScan (Figure 2b).
All scanned images were merged to create the shape of a 3D part model. In various locations, FlexScan
was unable to duplicate the exact specifications and dimensions of the bell crank. Hence, a clean-up
of the 3D model was necessary (highlighted in yellow (Figure 2c)). The surface of the material was
cleaned using a ‘defeature tool’ within ‘Geomagic’. Holes were filled using the ‘fill-up tool’. Before the
model was converted into an ‘igs’ format, a ‘mesh doctor’ tool was used to remove non-manifold edges,
self-intersections, highly creased edges, spikes and small components. Various modifications of the 3D
model were performed in the CATIA (V5R21) computer-aided design (CAD) program to assure the 3D
model replicated the accurate dimensions and features of the actual bell crank. Figure 2d shows the
revised and final 3D model that was then used for the validation and optimization tasks.

Figure 2. Bell crank scanning process: (a) Actual bell crank; (b) 3D scanning of the bell crank with
FlexScan; (c) initial scanned 3D model; (d) final 3D model.

3.3. Experiment Method

Since only one bell crank part was available, a non-destructive method was adopted. The bell
crank was tested using a laser vibrometer (PSV-400 Scanner, Polytec Inc., Irvine, CA, USA, coupled with
the Polytec scanning program), which uses non-contact laser measurement [25]. The schematic diagram
of the experimental equipment used for vibration testing is shown in Figure 3a. The bell crank was
suspended in the air with strings, which has minimal damping characteristics, through the holes.
The experiment’s approach was aimed at extracting the modes of the frequency of the bell crank
through applied sinusoidal vibration at five different points. The bell crank was excited by a modal
shaker (model 2007E, miniature electrodynamic shaker, Cincinnati, OH, USA) as a sinusoidal force
at predefined locations, indicated in Figure 3b. The tests were repeated five times at each location,
so average eigenvalues for each location could be extracted. A mesh grid (x = 50, y = 20) was created
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over the top face of the bell crank, as this sizing of the grid gave the greatest coverage for the analysis
(Figure 3c). Across the top face of the bell crank, the laser pointer recorded each separate point for a
response. The laser vibrometer captures the natural frequencies and the corresponding vibration mode
shapes of the bell crank in the required frequency band.

 
Figure 3. (a) Vibrometer test setup, (b) Locations for modal shaker attachment, (c) Scanning grid on
top face of bell crank.

3.4. Bell Crank Model Validation

The 3D bell crank model was imported into the simulation program (Abaqus v6.14 [26]) for
running a natural frequency analysis. Model geometry, material properties, element type, boundary
conditions, step-to-request frequency modes, and a detailed description of the modelling are outlined
in the following sub-sections.

3.4.1. Finite Element Mesh and Material Properties

The element size of the bell crank was set at 3 mm, and the 10-node quadratic tetrahedron element
was chosen as the element type.

Figure 4 shows the meshed bell crank, which contains 20,827 elements and 35,803 nodes to the
solid section. The mechanical properties of AW-6082-T6 aluminum alloy were assigned to the bell
crank model [27,28]. The material properties used for the bell crank are as follows: Yield strength,
fy = 310 MPa, density, ρ = 2.7 × 10−9 kg/mm3, Young’s Modulus, E = 70 GPa and Poisson’s ratio,
ν = 0.33.

Figure 4. Tetra-meshed of the 3D bell crank FE model.

3.4.2. Boundary Conditions

Boundary conditions were set up to replicate the best testing scenario previously conducted using
a laser vibrometer. The bell crank was suspended by the string to avoid any external forces impeding

48



Appl. Sci. 2020, 10, 8568

the modal shaker; hence, the corresponding boundary conditions were imposed on the FE model.
The two holes at either end of the FE model were restricted in both linear and rotational X, Y and Z
directions. The eigenvalues of vibration and responses to excitation for the FE bell crank was determine
using Equation (11) through the Lanczos iteration method in Abaqus software. The results obtained
from the vibrometer testing were used for validation of the eigenvalue or natural frequency of the 3D
bell crank FE model.

4. Bell Crank Optimization

4.1. Optimization Problem Statement

The optimization algorithms are based on published work [18,19,29]. Topology optimization for a
continuum structure can be regarded as a material distribution problem, where the target is to find an
optimized material distribution within the design domain, for the minimum compliance (or maximum
global stiffness) according to Equation (3). Since Sti f f ness ∝ 1

Compliance , minimizing the compliance
will maximize the stiffness.

In this study, the bell crank was discretized into finite elements and the Abaqus Topology
Optimization Module (ATOM) was used to search for a minimum compliance design to minimize
strain energy or compliance, based on the boundary conditions and forces being applied to the bell
crank. The bell crank was discretized into finite elements. Assuming a constant Ee for each element,
and using Equations (4) to (7), the discrete form can be expressed as:

Minimize : C = {F}T{u}Subject to [K·E(xe)]{u} = {F}

where E(xe) ∈ Ead, K =
N∑

e=1
Ke(E(xe)), summing e = 1, . . . , N elements. The objective function for this

study was to minimize the overall displacements {u}, and a global measure of displacements is the
strain energy, thereby minimizing the strain energy according to Equation (9).

{F}T represents the forces applied, [K] is the global stiffness matrix, which depends on the stiffness
of the individual elements Ee, whereas Ead is a set of admissible stiffness tensors for design problems.
The entire design optimization process is summarized in Figure 5.

 

Figure 5. The design optimization process.
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Figure 6. Design domains topology optimization (highlighted in red).

4.2. Topology Optimization of the Bell Crank

For the topology optimization analysis, only two design domains of the bell crank were considered
to find an optimized material distribution. The regions were highlighted in red in Figure 6. The regions,
which cannot be affected by the topology optimization, were located at the center bearing and the bolt
holes on either end of the bell crank.

4.3. Boundary Conditions

During the optimization process, the bell crank model was subjected to two different boundary
conditions. The first was applied to restrain all degrees of freedom at the center bearing hole. The second
consists of point loads at four different locations. The loading forces were obtained from the Eibach
Motorsport Catalogue 2014 [30], based on the 100-60-0080 spring, which is featured on the sidecar.
A force value of 5299 N was provided as the block height of the spring and, therefore, will be considered
as the worst-case loading scenario. Due to the pushrod and suspension orientations within the vehicle,
these forces were divided into horizontal and vertical components. A horizontal force of 460 N and a
vertical force of 2609 N were applied as a concentrated force at each reference point location indicated
in Figure 7.

Figure 7. Applied boundary conditions for topology optimization.

5. Results and Discussion

5.1. Experimental Testing Natural Frequency

Values of natural frequency for the bell crank at the five tested locations are presented in Table 1.
Note that an average natural frequency of 5046.75 Hz was obtained for all tested locations.

The value for the stiffness of the bell crank was 417.81 MN/m, which was solved by derivation
of the natural frequency equation. The results obtained in the vibrometer testing were then used for
validation of the 3D bell crank model before the topology optimization process.

Laser vibrometer measuring has high accuracy without causing any damage to the test object.
However, displacements of a freely suspended test object during the acquisition process is a common
source of minor error in the method [25]. However, in the measurement setup for this study, the bell
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crank was constrained by strings through the two side holes to ensure stability and to avoid any
large displacement of the laser focal point during the data acquisition process. Hence, the properly
constrained bell crank has enhanced the repeatability of the test results.

Table 1. Vibrometer Test Results.

Location Mean Peak Frequency (Hz) Standard Deviation

1 5061.25 1.30
2 5036.25 0.98
3 5045.00 1.15
4 5053.75 1.04
5 5037.50 0.64

5.2. Finite Element Model Validation of Natural Frequency

The accuracy of the created FE bell crank model was investigated through a proper process of
validation to minimize any modelling errors, including the element and discretization errors (meshing),
and the input errors from boundary and loading conditions [31]. Table 2 represents the results obtained
from the natural frequency analysis of the FE bell crank model. The mode shapes from the FE model
were analyzed to find the one that best represented a sinusoidal wave as observed in the physical test.
It was found that, during the vibrometer testing, the first natural frequency was found in the fourth
mode shape.

Table 2. Finite element bell crank modal analysis results.

Mode Frequency (Hz)

1 1714.5
2 2560.7
3 2864.2
4 5285.7

A similar mode shape result was found in the FE bell crank model (Figure 8), which displayed a
sinusoidal motion at the fourth mode with a resonant frequency of 5285.7 Hz.

Figure 8. Fourth mode shapes of the physical bell crank and finite element model.

When analyzing both experimental and FE results, the difference in the natural frequency at the
fourth mode of each case is below 5%; hence, the FE bell crank model achieved a satisfactory validation
against the vibrometer experimental test. The validated FE bell crank model was then used for further
topology optimization analysis.

5.3. Topology Optimization

A strain energy design response and a volume constraint were assigned in the optimization
module. To improve the stiffness of the bell crank, the strain energy design response was assigned as
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the “minimizing strain energy”. The stiffness of the structure was determined by its displacement
corresponding to the assigned boundary conditions [32]. The volume constraint was assigned as
it directly related to the overall mass of the bell crank model. In the analysis, a range of volume
constraints, i.e., 95%, 90%, 85%, 80% and 75% of the original volume, was assigned to the FE model to
achieve the optimal design.

Figure 9 shows the progressive removal and grouping of elements from the topology optimization
analysis. At the volume constraint of 95%, the top surface and the two opposing arm locations of
the bell crank (indicated by green contour) demonstrated a potential for element removal. Once the
volume constraint was reduced to 90%, a significant material reduction was observed on the left arm
region. From the 85% to 80% volume constraint results, significant reductions of material on both arm
regions, as well as on the edges at the top of the bell crank, were achieved. The 75% volume constraint
in the topology optimization featured the highest amount of material removal.

 

Figure 9. Topology optimization results with associated volume constraints, side view.

5.4. Design Validation

5.4.1. Geometry Interpretation and FEA

Topology optimization often produces complex contours in the geometry, which may be difficult for
manufacturing and/or machining [8,33]. The results obtained from the iteration process of the topology
optimization were used as guide geometries to determine where material should be withdrawn from
the design domain. The guide geometries were interpreted toward the creation of optimal designs
with suitable shapes and features for both machining and practical purposes. The guide geometries
were exported from Abaqus into CATIA (V5R21), where their shapes and features were traced in the
CAD environment. The optimized CAD design for the volume constraint models, i.e., 95%, 90%, 85%,
80%, and 75%, were then created.

To overcome unrealistic contour issues, the geometry was simplified to produce a practical
optimized part. Sharp edges obtained through the topology optimization iterations were rounded
with fillets, with a minimum radius of 3 mm for ease of machining. Profiles were smoothed out, due to
the checkerboard contours resulting from the removal of elements. An example of the CAD design for
the 80% volume constraint model is shown in Figure 10.

Re-analysis was carried out to assess the efficiency and structural integrity of the optimized bell
crank design. The same ‘static-general’ and frequency-finite element tests were conducted, as examined
on the original model, with identical set-ups of boundary and loading conditions. The maximum von
Mises, stiffness, mass and maximum principal strain for the optimal design produced in the topology
optimization with different volume constraints are shown in Figure 11.
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Figure 10. Revised CAD model for the 80% volume constraint. (Left) Optimization model, (Right) the
CAD design free of irregular and complex shapes.

Figure 11. Summary of the structural integrity of the optimized bell crank CAD design.

The optimization results show that the 90% volume constraint model produced higher values of
stiffness, with a corresponding natural frequency of 5334 Hz. It also featured a 16.5% reduction in
maximum von Mises stress value, a 4.3% reduction in maximum principal strains, and a decrease in
weight by 10 g from the original bell crank. The finite element result indicated that the highest stress
concentration in the optimized model was 199.76 MPa. Based on the part that was machined out of
Al6082-T6, the corresponding yield stress value was 310 MPa, which indicated a safety factor of 1.55
for the optimized bell crank. Hence, through the optimization iteration processes, the 90% volume
constraint model was considered as the optimal design.

It is worth noting that the main technical challenges of converting the optimized FE analysis
topological results in CAD design for further analysis and manufacturing. As highlighted previously by
other investigators [29,33] and the current study, the initial topology optimization results still required
manual process to eliminate holes, shape, irregular and complex edges, for example, see Figure 10.
The topology optimization results were manually reconstructed to smoothen the shape and complex
edges and to fill the missing pores to improve its manufacturability to the final design before the
fabrication commencing.
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5.4.2. Bell Crank Prototype Fabrication

After validating the FEA model, the prototype of the bell crank was fabricated for the next stage of
physical testing and validation. A MU500VII-L 5-Axis Vertical Machining Station (Okuma, Charlotte,
NC, USA) was used to machine the prototype. Due to cost limitations and the availability of the
material, the optimized bell crank was machined out of Al6061 aluminum. The mechanical properties
of Al6082-T6 and Al6061 are very similar, and the density, modulus of elasticity and Poisson’s ratio all
remain the same. The differences were in reductions in yield strength from 260 N/mm2 to 240 N/mm2

and tensile strength from 310 N/mm2 to 260 N/mm2. The changes in yield and tensile strength did not
alter the result of the eigenvalue simulation and, therefore, did not alter the validation result from the
laser vibrometer testing. The machined version of the optimized bell crank is illustrated in Figure 12.

 

Figure 12. Prototype of optimal design and CAD comparison.

5.4.3. Experimental Validation of Prototype

A final validation after manufacturing of the optimized bell crank was carried out using the same
laser vibrometer test. The original part was tested again, as well as the optimized part, to confirm
that the optimization of the bell crank has been successful and the same testing conditions had been
satisfied. Table 3 shows the natural frequency of the original bell crank compared with the optimized
prototype. Overall, the optimized prototype showed an increase in natural frequency of 1.5% compared
with the original bell crank. Since the difference was within the 5% limit, the optimization task and the
machining can be deemed successful.

Table 3. Summary of laser Vibrometer testing of the original bell crank and optimized prototype.

Location
Original Bell Crank,

Frequency (Hz)
Standard Deviation

Optimized Prototype,
Frequency (Hz)

Standard Deviation

Location 1 5055.5 1.45 5126.6 0.70
Location 2 5037.5 0.70 5133.7 1.06
Location 3 5056.9 1.48 5119.1 0.58
Location 4 5087.8 1.15 5127.0 1.40
Location 5 5029.6 1.41 5142.4 1.45

Average 5053.3 5129.8

The final mass of the optimized bell crank design achieved a weight saving of 2.6% (Table 4).
Achieving a reduction in mass of the bell crank not only benefits the overall weight of the sidecar, but also
reduces the unsprung mass of the suspension system and, therefore, improves the spring/damper
unit efficiency [12]. With a careful design interpretation, the optimized design was able to reduce the
density of elements within the design domain, while improving the overall stiffness of the bell crank.

Moreover, the optimized design achieved a higher value of natural frequency and lower von
Mises stress value under the same static load conditions compared with the original part. The resulting
topologically optimized bell crank was mounted in the LCF sidecar as shown in Figure 13.
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Table 4. Comparison of original bell crank and optimized prototype.

Parameters Original Part Prototype % of Change

Natural Frequency (Hz) 5053.3 5129.8 +1.5
Max von Mises (MPa) 239.3 199.8 −16.5

Stiffness (k) (MPa) 452.09 455 +0.6
Mass (kg) 0.416 0.405 −2.6

Max strain (-) 3.04 × 10−3 2.91 × 10−3 −4.3

 

Figure 13. Optimized bell crank in the LCF sidecar.

The modern LCR F1 Sidecar weight is approximately 225 kg, including the engine weight
(approximately 50 to 55 kg for current engine specifications). Considering an approximation of 30%
to 40% for the sidecar’s components (e.g., brake bell, steering, wheel hub and spindle, brake rotor
etc.) and further work using the currently proposed methodology that incorporated the topology
optimization approach, it was deemed possible that a 5 to 10 kg drop in net weight could be achieved.
The methodology described in this paper can be used in mechanical, automotive and aerospace
industries for weight reduction design optimization.

In producing a lightweight product, the present study also contributed to enhancing knowledge
of how reverse engineering and non-destructive testing methods can be used effectively for structural
topology optimization to solve complex designs without compromising performance and integrity.

The emerging of additive manufacturing, especially the 3D printing of metallic materials,
will enable the possibilities to further optimize and manufacture bell crank with lattice structures [34],
and hence, further work could be carried out for topological optimization of complex design, such as
the bell crank and other mechanical components, as miniature lattice structures, which leads to even
higher weight reduction.

6. Conclusions

In this paper, a design optimization methodology is described that incorporated: (1) a non-destructive
measuring technique using a laser vibrometer; (2) a reverse engineering technique for 3D model
construction; and (3) a structural topology optimization. The design optimization methodology was
applied to a sidecar suspension bell crank to minimize its structural weight and then subjected to
constraints including volume, strain energy and von Mises stress.

A 3D bell crank model was created using a reverse engineering technique and the corresponding
FE bell crank model was validated using laser vibrometer test results. The difference between the
experimental and FE results of the natural frequency at the fourth mode was less than 5%, which was
deemed to be valid for further analysis.
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At the beginning of the optimization process, the design domain for material removal was selected.
Using the topology optimization approach, the geometry designs produced by the optimization
algorithm were transformed into CAD models for the smoothing of the geometry to eliminate holes,
irregular shapes and complex edges before fabricating the prototype for further testing. The results
obtained from the design optimization methodology demonstrated its applicability and capability
to produce an optimized bell crank, which increased its overall stiffness and natural frequency,
while reducing its weight by 3%, maximum principal strain by 4.3% and maximum von Mises stress
by 16.5%. This study demonstrated how reverse engineering and non-destructive testing methods
can be used effectively for structural topology optimization to produce a suitable lightweight product.
This is significant contribution to finding solution to complex designs without compromising structural
performance and integrity.

Further work using the current methodology could be implemented in other sidecar components
(e.g., brake bell, steering, wheel hub and spindle, brake rotor etc.), and additive manufacturing using
3D printing of lattice structures could achieve further net weight reduction.
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Abstract: This study focuses on the structural analysis of the front single-sided swingarm of a new
three-wheel electric motorcycle, recently designed to meet the challenges of the vehicle electrification
era. The primary target is to develop a swingarm capable of withstanding the forces applied during
motorcycle’s operation and, at the same time, to be as lightweight as possible. Different scenarios
of force loadings are considered and emphasis is given to braking forces in emergency braking
conditions where higher loads are applied to the front wheels of the vehicle. A dedicated Computer
Aided Engineering (CAE) software is used for the structural evaluation of different swingarm designs,
through a series of finite element analysis simulations. A topology optimization procedure is also
implemented to assist the redesign effort and reduce the weight of the final design. Simulation results
in the worst-case loading conditions, indicate strongly that the proposed structure is effective and
promising for actual prototyping. A direct comparison of results for the initial and final swingarm
design revealed that a 23.2% weight reduction was achieved.

Keywords: swingarm; single-sided; Finite Elements Analysis (FEA); three-wheel motorcycle;
topology optimization

1. Introduction

Motorcycle technology advancements have been evident throughout the years, following or even
exceeding the trends of automotive technologies. Accordingly, electric motorcycles are becoming a
reality and they already have an important market share (over 30% in 2019) [1]. Several technology
breakthroughs have been introduced up to now, providing numerous production vehicles and
stimulating a huge effort towards their research and development by motorcycle manufacturers and
startups. Electric motors, batteries and powertrains, are the key factors mainly researched by the
industry. But electrification of powertrains also enables the redesign of several critical motorcycle parts.

One critical structural part of all motorcycles is the front suspension system that connects the chassis
with the front wheel. Several alternative concepts of front suspension can be found, such as girder
forks, leading link and hub center steering [2], introducing various advantages in motorcycle handling.
The majority of the production motorcycles globally install telescopic forks, as front suspension systems,
even though this entails specific disadvantages [3]. As the choice of the suspension system has major
effects on the performance and handling of the motorcycle, alternative front suspension systems
have been researched and have also been installed on production motorcycles [2,4]. Another issue of
motorcycle design is the use of two or three wheels and specifically the setup of two wheels front and
one rear. These kind of motorcycles can be considered as trikes or motorcycles, depending on the way
they tilt as well as the lateral distance between the front wheels. Trikes are a different vehicle category,
due to different handling and cornering. It is clear that up to now, two-wheel motorcycles dominate
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the market. However, in the last years different three-wheel concept vehicles have been introduced
(Honda Neowing, Tokyo, Japan, Kawasaki J, Tokyo, Japan), production models are already on the road
(Yamaha NIKEN, Shizuoka, Japan), and motorcycle magazine reviews have highlighted the advantages
of two front wheels for handling, braking and safety feeling of the riders [5]. Linked to the above facts,
extensive research on three-wheel motorcycles and their front suspension systems design, is needed
and should be carefully evaluated. On this track, our research team have been focusing on the design
and development of a new three-wheel electric motorcycle [6], with an innovative two-wheel front
system arrangement using a single-sided swingarm for each front wheel and hub center steering.
This motorcycle was developed to meet the challenges of future electric vehicles’ and the development
of the two-wheel front system arrangement was customized for installation on the specific vehicle.
It must be noted, that the replacement of a gasoline engine by an electric powertrain in the same space,
provides additional freedom in chassis design of future electric motorcycles, which makes it easier to
install such an alternative front system. The work presented here is mainly focused on the structural
analysis of the swingarm, which is a critical component of the front system.

Research on three-wheel motorcycles reported in the literature is limited. Related studies are
mainly focused on dynamic modelling and stability analysis of these vehicles [7,8]. Simple and
advanced dynamic models of three-wheel motorcycles are developed and specific modes of operation
(capsize, weave and wobble) are recognized and evaluated compared to two-wheel vehicles through
simulation. Other researchers are focused on the effects of passing over low friction coefficient surfaces,
where the riders of three-wheel vehicles have indicated that one noteworthy characteristic is the
vehicle’s stability when cornering, over a low friction surface, like slippery or wet road. As indicated,
under these conditions the decrease in lateral force on one front tire, passing over the low friction road
surface, is compensated by the other front tire [9].

As mentioned, swingarm structural behavior is the main topic covered in this research. Based on
related literature there are several publications focused on swingarm structural analysis, but they all
explore single-sided [10–14] or double-sided [15–17] rear swingarms. Double-sided swingarms hold
the rear wheel by both sides of its axle, while single-sided ones are a type of swingarm which lies
along only one side of the rear wheel and hold it in one side, allowing it to be mounted like a car wheel.
In all cases, a static analysis is considered, presenting stress and displacements based on different
loading conditions. Focusing on the single-sided swingarms, in [10] the loads applied correspond to
maximum traction and lateral bending forces, comparing an aluminum and Carbon Fiber Reinforced
Plastic (CFRP) version. A multi objective optimization is performed for the redesign of the carbon fiber
version targeting maximum stiffness and minimum weight. Bedeschi [14] presented a similar analysis,
towards weight optimization, considering CFRP material. Smith [11,13] also used a static analysis
based on torsional and vertical loads, trying to achieve higher torsional stiffness and minimum weight.
Considering double-sided swingarms, a relative procedure is followed where structural analysis is
based on braking and cornering [15], torsional loads [16], or extreme loading such as performing a
wheelie [17]. Regarding material use, the majority is focused on aluminum alloys such as 7075-T6 [15],
CFRP [18] and comparisons of aluminum and steel versions [16,17]. Based on the aforementioned
literature, other valuable information was also gathered (Table 1), including: a) weight of swingarms
developed, b) vehicle motor power and c) safety factor. It is evident that rear swingarm’s weight
depends on the motor power used on the motorcycle, as well as if it is single or double-sided. In Table 1,
double- or single-sided swingarms are defined as (D) or (S), respectively. For motor power less than
40 KW, only double-sided can be found and their weight is 2.6–2.7 kg for aluminum and CFRP versions,
respectively. On powertrains ranging between 130 and 185 KW, single-sided swingarms weight is
4.1–4.2 kg for CFRP and 5 kg for aluminum, while double-sided swingarms are 5.3–6.85 kg for different
aluminum versions. The safety factor targeted by most researchers, even though data are limited,
has values close to N = 2.
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Table 1. Rear swingarm specifications in the literature.

Reference
Double (D)/Single

(S) Sided
Material

Weight
(kg)

Safety
Factor

Motor Power
(KW)

Airoldi [10] S Aluminum A356.0T6
CFRP

5
4.1 129.7

Patiil [12] S Steel AISI 1018 9.26 2.07 -
Bedeschi [14] S CFRP 4.2 - 158.1
Smith [11,13] S CFRP 4.3 - -
Hasaan [15] D Aluminum 7075-T6 22.80 1.95 185

Risitano [16] D

Aluminum S2008
Aluminum MS 2008

Aluminum BNG
2008

5.265
6.85
5.65

138

Swathikrishnan [17] D AISI-4340
Aluminum 6061-T6

4.17
2.6

1.53–2.37
2.34–2.39 10

Nigel O’Dea [18] D CFRP 2.7 - 33

Braking and cornering forces are accounted for in most of the literature for rear swingarms.
The magnitude of these forces is related to tire-ground friction and a simplification called “friction
circle or ellipse” can be used to understand the maximum forces available for braking and cornering [2].
It assumes that the maximum tire friction force possible in any direction is a constant, which means
that a tire can support a specific maximum force either for cornering, or braking, or any combination
of steering and braking forces that result to the same maximum resultant force available, which is a
simplification of reality. Other research findings exist, where more accurate tire models for combined
braking and steering force components can be found, such as the Pajecka Magic formula [19] and
BNP-MNC [20]. But according to the above and considering that, in our case, we are exploring the
use of a front swingarm, the maximum loading scenario can be defined under emergency braking
conditions in a longitudinal driving direction.

Basic theory of braking forces calculation can be found in various publications, including related
books [21–23], as well as research focused on evaluation of the effects of braking loads applied on
single-sided swingarms [12]. It must be noted though, that when brake forces are calculated, motorcycle
tires and especially tire coefficient of friction are important as detailed in Section 2.3. Another important
factor, directly linked to braking conditions, is the effect of deceleration. Braking deceleration of
motorcycles is differentiated according to vehicle brake design and driver’s ability to avoid skidding
during braking [21]. Experimental brake tests have been conducted by different research teams
measuring deceleration values, revealing the effect of the driver but also the differences that occur
by using front, rear or both brakes simultaneously [24–26]. This part is exclusively presented in the
following sections of this work, highlighting the importance of deceleration on braking calculations,
in order to adequately define the loads applied on a swingarm.

To the best of our knowledge, there is no other analysis of a front single-sided swingarm in
the relevant literature, as the majority of research is related to rear swingarms. Comparing the
loads applied on a front or rear swingarm, several differences exist, such as: (a) the effect of torque
during acceleration, which is not considered on a front swingarm, (b) motorcycle weight distribution
loads, as also (c) higher braking forces applied on the front wheels. It can be easily understood,
that weight and stiffness of rear swingarms cannot be directly compared to those of a front swingarm.
Hence, the main contribution of this work is to present valuable results and insights, regarding stress
and displacements calculated for the front single-sided swingarm design proposed. To cope with the
forces applied during vehicle operation and at the same time to be lightweight, different designs are
evaluated under different loading scenarios. Since braking conditions correspond to a major factor
of forces applied, this is the worst-case loading scenario considered. For the evaluation procedure,
a dedicated CAE (ANSA, Beta CAE Systems, Thessaloniki, Greece) software is used for a series of finite
element analysis simulations. Based on preliminary results obtained, the redesign of the swingarm is
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discussed, targeting higher structural effectiveness and lower weight. For this purpose, a topology
optimization procedure is carried out to assist and shape the new design. Finally, an evaluation of
different swingarm versions under specific loading conditions is discussed, considering simulation
results of stresses and displacements, which depend on design modifications.

2. Calculation of Forces on a Motorcycle

For the definition of the loadcases used in the simulations, the weight distribution and brake
forces acting on the front swingarm must be calculated. In this section, a brief analysis of the relevant
theory and experimental results found in the literature is presented.

2.1. Weight Distribution

Assuming a simple motorcycle model, the basic loads acting from weight distribution and braking
can be determined as shown in Figure 1, where the motorcycle and the rider are modeled as a single
rigid body. Supposing a flat road and ignoring the contribution from rolling resistance and aerodynamic
forces, the loads on the vehicle’s wheels are then calculated as shown below [21].

Figure 1. Simple motorcycle model of acting forces during braking.

In Figure 1, a represents the distance of front wheel from Center of Gravity (CoG), b is the distance
of rear wheel from CoG and h measures the height of the CoG. Applying the sum of forces with respect
to axes X and Z and sum of torques at the center of gravity, we obtain the following equations:

S f + Sr = md (1)

N f + Nr = mg (2)

Nr b−N f a +
(
Sr + S f

)
h = 0 (3)

where, Sf is the front braking force, Sr is the rear braking force, Nf is the reaction from the ground to the
front wheel, Nr the reaction from the ground to the rear wheel, d represents the deceleration, m the
total mass and m × d the inertial force from the deceleration.

Rewriting the Equations (1)–(3) with respect to Nf and Nr, results in:

N f = mg
b

a + b
+ md

h
a + b

(4)

Nr = mg
a

a + b
−md

h
a + b

(5)

Using the above equations, the weight distribution resulting in the loads acting on the front and
rear wheels can be obtained.
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2.2. Braking Forces and Tire Friction

As found in Equation (1), the total braking force (Stot) is:

Stot = S f + Sr = md (6)

A condition that should be avoided to maintain driver safety during braking is tire skidding,
resulting in a loss of tire grip with the road [21]. Tire traction limit D is based on tire characteristics
and is related to the ratio μ, which is the friction force (or otherwise the normalized braking force),
effected by the braking force S and the vertical load N. In order to maintain road grip during braking,
this ratio should not exceed a maximum available value of D, for the front (Df) and rear (Dr) tire
traction, respectively:

μ f =
S f

N f
< D f (7)

μr =
Sr

Nr
< Dr (8)

As the total brake force (Stot) increases, tire skidding may occur either in the front or in the rear
tire depending on braking force distribution [21]. In order to examine this phenomenon, the ratio of
braking balance (ρ) is introduced, linking the braking force on the rear wheel and the total braking
force:

ρ =
Sr

S f + Sr
=

Sr

Stot
(9)

By using Equations (1)–(3) and (7)–(9), normalized braking force μmay be expressed as a function
of the deceleration d and the braking balance ρ, as follows [21]:

μ f = (1− ρ) (a + b)d
ag + hd

(10)

μr = ρ
(a + b)d
ag− hd

(11)

When ρ = 0 then μr = 0 meaning only the front brakes are applied, while if ρ = 1 just the rear brakes
are applied.

In order to calculate the brake ratio at the verge of skidding, the actual deceleration at this point
must be known [22]. Assuming the tires (front and rear) have the same coefficient of friction, the total
braking force at the point of skidding is calculated by Equation (2):

Fskid =
(
N f + Nr

)
μ = mgμ (12)

By equating (6) with (12), the expression for maximum deceleration is obtained:

Fskid = Stot => d = −μg (13)

The negative sign is an indication that the vehicle is in a state of deceleration.
In general, tire friction data are linked to road conditions (dry, wet, ice), as also on different road

material types (such as asphalt, gravel etc.) [7,9,27]. Nevertheless, motorcycle tires are different than
car tires and have different shapes of contact patch on the road [27,28]. Experimental results focused
on motorcycle tire friction coefficient (μ) calculation, indicate values close to μ = 0.8 [22]. Experimental
and theoretical results for car tires in contact with a road made from tarmac in dry conditions can
be found in [23,27], presenting a range of values 0.7 < μ < 1.0. Research on motorcycle tires can also
be found [22,27], indicating that for a dry road μ = 0.8. Considering all the above information, for
our calculations the reference coefficient of friction used for the front and rear tires is μf = μr = 0.8.
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Therefore, based on Equation (13) and assuming μ = 0.8 as a reference value, the maximum theoretical
deceleration so that no tire skidding occurs is calculated at d = 0.8 g.

2.3. Urgent Braking in Real Conditions

The way motorcycle drivers use brakes in emergency situations affects motorcycle response and
differentiates deceleration magnitude. For this purpose, several experimental tests have been conducted
by different researchers, using professional or ordinary drivers, different sport or sport-touring
motorcycle models and different braking conditions (using front, rear or both brakes) [24,29–36].
Relevant experiments on low-power motorcycles (100–150 cc) were conducted in [26], as well as in
wet road conditions where decelerations are lower [25]. These tests reveal the range of decelerations
achieved in reality (minimum–maximum) and can be compared to theory. A summary of these
results is presented in Table 2 and at the last row the mean value for all minimum and all maximum
decelerations is calculated. In this calculation, we have not accounted for the tests conducted in [26]
due to the low power of motorcycles used in the tests. Also all values included are without the use of
an anti-lock braking system (ABS).

Table 2. Braking deceleration rates in g reported in the literature (dry and wet road).

Deceleration (g)

Reference Front Brake Only Rear Brake Front and Rear Combined

Bartlett [31] 0.88–0.89 0.38–0.46 0.96
Ecker [32] - - 0.51–0.75

Vavryn [33] - - 0.67
Bartlett, Baxter, Robar [34] 0.44–0.76 0.31–0.43 0.59–0.89

Anderson, Baxter, Robar [35] 0.65 0.42 0.71
Dunn, et al. [36] 0.518–0.709 0.345–0.386 0.61–0.71
Ariffin et al. [26] 0.5 0.35 0.48–0.83

Min-Max decelerations 0.44–0.89 0.31–0.46 0.51–0.96
Mean values of min and max 0.62–0.75 0.34–0.42 0.57–0.78

Combined braking (front and rear brake use) is considered as the best way to brake in an emergency
situation and this is represented in the results, where the maximum deceleration achieved is 0.96 g.
Lower values are found for rear brake use (0.46 g), considered as the worst choice. Finally, using only
front brakes results in maximum decelerations up to 0.89 g. It can be seen that the range of decelerations
vary from test to test. For this reason, a mean value of all maximum and all minimum decelerations is
calculated in the last row of Table 2 and is considered as a more adequate magnitude of reference. Based
on that, when only front brakes are applied, the mean value of maximum deceleration is d = 0.75 g.

Comparing this experimental reference value (0.75 g) with the theoretical value of deceleration
(d = 0.8 g) calculated in the previous Section 2.2, we observe that theoretical calculations are 5.8%
higher than the experimental. Due to the small difference, we choose the worst case (theoretical
deceleration value d = 0.8 g), as the reference value used for the maximum braking forces applied in
calculations hereafter.

3. Testbed Vehicle Specifications and Loading Scenarios

The proposed swingarm design is installed on the front suspension system of a three-wheel electric
motorcycle (Daedalus). Using two wheels at front, two identical single-sided swingarms are used to
hold the wheels. The top and side view of this assembly is shown in Figure 2a,b, respectively. In order
to calculate the forces acting on the testbed vehicle, the technical specifications and corresponding
dimensions of CoG related to Figure 1 are presented in Table 3.
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Figure 2. Front swingarm assembly: (a) top view; (b) side view.

Table 3. Testbed vehicle (Daedalus) technical specifications.

Chassis Aluminum

Motor 100 KW-Brushless electric motor
Max motor torque 230 Nm
Max motor RPM 5200 RPM

Dimensions (L ×W × H) 2.1 × 0.8 × 1.2m
CoG Dimensions (a, b, h) 795mm, 804mm, 541mm

Weight 240 kg (excl. Driver)

3.1. Front Swingarm Design and Materials

The initial design of the single-sided swingarm is presented in Figure 3, while the assembly of
related components that are included in the simulation, is shown in Figure 4. As shown, at the back
side the swingarm is connected to the chassis through an axle inserted in the spacers, while on the front
it is connected to the wheel through the swingarm axle. The front axle is attached on the swingarm
with two bearings and its other side is connected to the wheel using a hub center steering system.

Figure 3. Front swingarm initial design.

Figure 4. Front swingarm and related components assembly.
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3.2. Weight Distribution Forces—First Loading Scenario

As explained in Section 2.1, the weight distribution forces on the wheels are determined by the
position of the center of gravity (CoG) and the mass of the motorcycle including the driver, in our case
340 kg. By subtracting the unsprung mass of the wheels (21 kg), the total mass acting on the CoG is
m = 319 kg. Weight distribution on the front and rear wheels is calculated using Equations (4) and
(5), assuming deceleration d = 0, resulting in Nf = 1572.9 N and Nr = 1555.9 N. Force Nf is distributed
equally on the front two wheels, resulting in Nfleft = Nfright = 786.45 N. These forces correspond to the
first loading scenario considered in the simulations.

3.3. Braking Forces—Second Loading Scenario

Using Equation (4) force Nf can be calculated for different deceleration values (d). In addition,
using Equation (10), the coefficient of friction (μf) can be obtained, related to different braking
distribution factors (ρ) and decelerations. The brake force acting on the front wheels (Sf) is then
calculated based on Nf and μf. The same procedure is used to calculate the rear braking force Sr.
The worst-case scenario of forces applied is considered when only the front brake is used (ρ = 0).
Assuming a friction factor μf = 0.8 and a maximum deceleration of d = 0.8g, results in Sfleft = Sfright =

Sf/2 = 1251.75 N on each front wheel. The brake moment (Mbr) generated by Sf, considering the front
tire radius (R = 0.32 m), is Mbr = Sf × R = 400.5 Nm. The vertical load is also found equal to Nfleft =

Nfright = 1210 N. These forces correspond to the second loading scenario considered in the simulations.
Using Equation (13), the maximum deceleration that can be achieved in order to avoid tire skidding
would be d = 0.8 g, assuming μ = 0.8.

4. Modelling and Simulation

Finite elements modelling requires specific steps, depending on the pre-processor used, in order
to prepare a CAD part for Finite Elements Analysis (FEA) simulation. This includes modelling of
forces, constraints, connections of parts in the assembly, material specification and mesh generation.
All these steps are detailed in the following paragraphs. A dedicated CAE software (ANSA, Beta CAE
Systems, Thessaloniki, Greece) is used for this purpose [37], providing adequate results.

4.1. Geometry Mesh and Materials

The ANSA pre-processor is used for the development of the geometry mesh and volume elements
are used for higher results accuracy (Figure 5). The mesh of the swingarm has 97,259 volume elements,
from which 87,475 are Tetras and 9784 are Pyramids elements. The total mesh of all the components
included in the swingarm assembly has 116,818 volume elements (Figure 6).

Figure 5. Mesh of the initial swingarm design.
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Figure 6. Mesh of components assembly for the swingarm design.

The modelling of material properties used for the preliminary simulations can be found in
Table 4, where the required properties used by the pre-processor are: (a) Elastic modulus, (b) Poisson
ratio, (c) Shear modulus, (d) Density and (e) Yield strength. The materials initially considered are:
(a) aluminum 7075-T6 for the swingarm and the suspension link, (b) stainless steel AISI-304 for the
swingarm axle and the bearings, (c) steel AISI-130 for the suspension, all modelled as isotropic materials.
Suspension has been simplified to a steel round beam (shown with a line in Figure 6) in order to reduce
mesh elements number and is assumed to be a rigid component.

Table 4. Materials properties used in preliminary simulations.

Aluminum 7075-T6 Stainless Steel AISI 304 Steel AISI 4130

Elastic modulus, E(GPa) 71.7 200 205
Poisson ratio, v 0.33 0.29 0.29

Shear modulus, G(GPa) 26.9 86 80
Density, ρ (×103 kg/m3) 2.81 8 7.85

Yield strength (MPa) 503 215 435

4.2. Connections and Contacts

The connection of different components in the assembly is defined using bolts, related to suspension
and suspension link, or contact functions for spacers and bearings. Figure 7a presents bolts connections
placement and Figure 7b depicts the contact connections as modelled on the assembly.

Figure 7. Connections modeled: (a) with bolts; (b) with contacts.
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4.3. Forces and Constraints

Constraints are modelled as shown in Figure 8a, placed as fixtures on the rear part of the swingarm
connected to the chassis. Suspension movement is also fixed using a constraint on the suspension
link. The forces are applied considering the calculated values of the vertical force Nf (first loading
scenario) and a clockwise moment Mbr (used with Nf for second loading scenario) placed on the end of
the swingarm axle (Figure 8b).

Figure 8. Finite element analysis model: (a) constraints; (b) loads.

The assumption that suspension is rigid and that no tire modelling is considered, is a simplification
used to reduce computational time under the static analysis presented here. Stress and displacements
calculated in this way are expected to be higher than in the case when the suspension was operating
normally and tires could also compensate part of the loads. These assumptions help us on evaluating
different swingarm designs, which is the main target here, but in order to obtain more precise results
and achieve higher weight reduction, these modelling procedures should be applied.

4.4. Topology Optimization

A general optimization problem is identified firstly as a problem of finding the optimal topology
and then as a problem of finding the optimal shape or finding the optimal cross sections [38].
Topology optimization is a mathematical process that aims to find the optimal distribution of the
material of a construction, while satisfying its support conditions and loads. It is implemented by
combining finite elements for analysis and mathematical programming techniques for solving [38,39].
ANSA’s SOL200 was used to conduct topology optimization simulations in the present work [37].
The first important parameter defined is the design area, corresponding to the area of the part where
the problem of topology optimization will be solved, while areas not included in the solution are
called non-design areas [38]. In our case, the design area is the swingarm excluding the rear brackets
connected to the chassis. The second parameter is the definition of the objective function and constraints.
The objective function for this application corresponds to the minimization of the weighted deformation
energy (min compliance). Using this objective function, the residual mass percentage and the static
loading scenario are taken as constraints. The first restriction refers to the percentage of mass removed
from the original mass of the swingarm.

5. Results

The linear static analysis of the front swingarm is based on the previously mentioned modelling
of forces, materials, connections and constraints and the solver calculates the stresses (Von Misses) and
the displacements. Two loading scenarios are conducted and discussed related to the forces applied.
The first scenario includes the weight distribution of the forces (weight) resembling a vertical bending
scenario, while the second investigates the effect of maximum braking forces. For the representation
of the results, META post-processor was used. The first part of results shows the initial swingarm
design under the two loading scenarios (Sections 5.1 and 5.2). In Section 5.3, details of the redesign
process towards the final swingarm design are presented, based on topology optimization results and
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alternative designs evaluation. Finally, in Section 5.4 simulation results of the final swingarm design
are shown and a detailed comparison to the initial design is discussed.

5.1. Initial Swingarm Design—First Loading Scenario

In this part, the force applied is Nf = 786.45 N, which corresponds to weight distribution on the
front wheel (Section 3.2). Stress results and related displacements for the swingarm are shown in
Figure 9.

Figure 9. Stress (a) and displacement (b) results in 1st loading scenario.

A normal stress distribution is observed on the swingarm, where a maximum stress of 23.78 MPa
occurs on one of the constrained points that connects it to the chassis. This result has a low magnitude
that needs no further evaluation. The displacement results show a maximum value of 0.32 mm for
the swingarm.

5.2. Initial Swingarm Design—Second Loading Scenario

Considering the case of braking, the forces applied are calculated in Section 3.3. As mentioned,
the highest braking forces occur at deceleration of d = 0.8 g when using only the front brakes.
According to this, the forces applied in the simulation are Nf = 1210 N and Mbr = 400.5 Nm. The results
of stresses and displacements obtained are presented in Figure 10.

Figure 10. Stress (a) and displacement (b) results in 2nd loading scenario.

The maximum stress is 98.6 MPa placed on the right rear bracket, far lower than the material
yield stress (503 MPa), corresponding to a safety factor N = 5.1. This yields that excess of material
should be removed. Another important observation is that on the rest of the part stresses distribution
are less than 60 MPa, while displacement results show a maximum value of 1.27 mm. According to
these insights, certain modifications can be made on swingarm design in order to reduce weight.
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Additionally, a change of material could be recommended in order to cut down raw material and
production costs.

5.3. Final Swingarm Design

Considering the forces applied on the different loading scenarios, we mostly depend on results
obtained for the worst-case scenario which is under emergency braking conditions. A swingarm
redesign and material replacement is decided, targeting lower weight and production cost. It is clear
that stress and displacements will be raised, but the objective is a safety factor close to N = 2 and at the
same time to keep displacements as low as possible. A topology optimization procedure was used at
first, so as to assist on redesign of the swingarm and obtain valuable results regarding specific areas of
material removal (Figure 11). Modelling and simulation were conducted based on parameters referred
in Section 4.4. The finite element model was solved using the second (worst) loadcase scenario for
various topology optimization parameters and the new form obtained was again validated (solved) in
a static analysis. In this way it was possible to fine tune certain parameters such as the percentage of
mass removed from the swingarm, which was finally set to 40% reduction compared to the original
mass. It must be noted that we also experimented with higher reduction percentages, but the results
indicated: a) even more complex swingarm forms, which were difficult to manufacture with our
production capabilities (CNC machining) and b) similar stresses and displacements. For these reasons,
the specific percentage of mass reduction (40%) was chosen. As seen in Figure 11, material was mostly
removed on the front part of the swingarm as well as in the middle, indicating that hollow parts
should exist at these points. Most of the features of the form obtained through this procedure were
incorporated in the new design.

Figure 11. Topology optimization results for the swingarm.

Various designs were considered and evaluated and two new alternatives are shown in Figure 12a,b.
Their analysis was based on loads of the first loading scenario and the material used was aluminum
7075-T6. The results obtained are presented in Figure 12c,d, respectively.

70



Appl. Sci. 2020, 10, 6063

Figure 12. Different swingarm versions and results: (a) 1st alternative swingarm design;
(b) 2nd alternative swingarm design; (c) results of stresses and displacements for 1st alternative
swingarm; (d) results of stresses and displacements for 2nd alternative swingarm.

The first alternative design showed a weight reduction of 13% (4.94 kg), while the second
alternative provided even higher weight reduction of 18.5% (4.62 kg). Considering the results of
analysis, the first one presented higher maximum stress (37.2 MPa—first, 25.63 MPa—second) while
both had almost the same displacements (0.38 mm—first, 0.37 mm—second). It is evident that the
second design alternative was the type of design we should focus on for the final version. The final
form was slightly changed, mostly affected by our production capabilities, where CNC machining
manufacturing was chosen. According to the redesign procedure followed, the final swingarm design
is presented in Figure 13.

Figure 13. The final redesigned single-sided front swingarm.
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As mentioned, low stress distribution and a high safety factor of the initial design gave us the
flexibility to choose a new aluminum alloy (5083-H116) for the swingarm, targeting lower production
cost. The modelling of the isotropic material properties used for the new swingarm assembly can be
found in Table 5. Four different materials are used: (a) Aluminum 5083-H116 (swingarm and link),
(b) Stainless steel 304 (suspension), (c) Stainless steel SS-A4-80 (swingarm axle), (d) Steel AISI4130
(bearings). The required properties used by the pre-processor are: (a) Elastic modulus, (b) Poisson ratio,
(c) Shear modulus, (d) Density and (e) Yield strength.

Table 5. Materials properties used in the final modelling.

Aluminum
5083-H116

Stainless Steel
AISI 304

Steel
AISI 4130

Stainless Steel
A4-80

Elastic modulus, E(GPa) 71 200 205 193
Poisson ratio, v 0.33 0.29 0.29 0.29

Shear modulus, G(GPa) 26.4 86 80 86
Density, ρ (×103 kg/m3) 2.66 8 7.85 8

Yield strength (MPa) 228 215 435 600

5.4. Final Swingarm Design Results

An identical modelling process is followed for the new materials applied, as in the initial design.
Only the worst-case scenario (second loading scenario) is used for the evaluation and comparison to
the initial version. The forces applied are again Nf = 1210 N and Mbr = 400.5 Nm and the results of
stresses and displacements are presented in Figure 14.

Figure 14. Stress (a) and displacement (b) results in 2nd loading scenario for the final swingarm design.

The maximum stress calculated on the swingarm has a magnitude of 117.2 MPa, resulting in a
safety factor N = 1.95 (yield strength is 228 MPa). As expected, maximum stress is once more observed
on one of the constrained points that connects the swingarm to the chassis, as was the case in the
simulation results of the first design. It must be also noted that stress distribution on the rest of the
swingarm is below 70 MPa. The maximum displacement results in a value of 1.59 mm. Even though
there are no comparative results for front swingarms on the literature, these displacements under heavy
braking conditions are evaluated as acceptable. That means that no driving or handling problems
would be noticed by the driver in braking conditions. A comparison of results from the simulations
conducted for the initial and final swingarm design, can be found in Table 6, including maximum
stresses, displacements, weight and safety factor.
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Table 6. Results comparison of the initial and final swingarm design.

Max Stress (MPa) Max Displacement (mm) Weight (kg) Safety Factor

Initial swingarm
design

98.6 1.27 5.67 5.10

Final swingarm
design

117.2 1.59 4.35 1.95

Difference +19% +25% −23.2%

As shown, the maximum stresses are 19% higher in the final design, as also displacements are
raised by 25%. These results were expected but at the same time do not raise any concerns, since they
are lower than the material yield strength. Safety factor is reduced, which is normal for this kind
of structure and ensures structural rigidity safety levels. The main target was of course to lower
weight, which is accomplished, considering that a 23.2% reduction was achieved. Finally, the change
of materials decided had minimum overall effects on our results, but on the other hand will help the
most on reducing production costs.

The development procedure presented and decisions taken towards the final design, were based
on finite element analysis simulations that were modeled based on our knowledge and experience.
Due to the lack of relevant research on front single-sided swingarms, no real comparison can be made
to similar research or tests in order to validate our results. One engineering parameter found from rear
swingarm analysis (as referred to in Table 2 and used for validation in our case), is the safety factor.
In rear swingarms it ranges from 1.53 to 2.39 with a mean value of 1.95, which is an important parameter
that we successfully met on our new design. The next step would be to set up an experimental testing
procedure on a custom test rig, which would provide additional strain and displacement data for the
validation and tuning of our finite element model. We should also mention that since the suspension
and tire effects are not considered in our model, the results of stresses and displacements are higher,
providing additional certainty that we can further reduce the weight. According to the above, we are
confident that the proposed design will provide the needed safety during driving and braking.

6. Discussion

The work presented is focused on the design and development of a front single-sided swingarm
used on a new three-wheel electric motorcycle. To the best of our knowledge there is no literature for
front single-sided swingarm analysis, since most of the research found is related to rear swingarms.
Comparing a front and a rear swingarm, loading conditions are differentiated. One difference is the
effect of loads from the motor through the chain on a rear swingarm and on the other hand higher
braking forces applied on the front wheel of a motorcycle.

The main targets set for the development of this part, are structural safety and low weight.
A dedicated CAE software was used for the modelling of loads, constraints and materials applied,
in order to evaluate a front swingarm design through series of finite element analysis simulations.
Results of stresses and displacements were calculated and presented. A review of braking conditions
was also presented, in order to identify the braking forces applied and investigate their effects on
the structural strength of the part under consideration. In the simulations conducted, two loading
scenarios were performed. The first scenario included weight distribution forces, while the second
scenario investigated the effect of braking forces, considered as the worst-case scenario. At first, an
initial swingarm design was evaluated. In the worst-case scenario, the maximum stress calculated
was 98.6 MPa, far lower than the yield stress (503 MPa), corresponding to a safety factor of N = 5.1.
Displacement results showed a maximum value of 1.27 mm on this design. A swingarm redesign
and material replacement was decided, targeting lower weight and production cost. A topology
optimization procedure was used, so as to assist the redesign of the swingarm and obtain valuable
results regarding specific areas of material removal. The final form was also affected considering our
production capabilities, targeting manufacturing with CNC machining. In the final swingarm design,
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exactly the same modelling process was followed and only the worst-case scenario (second loading
scenario—braking) was used in the simulations. A direct comparison of results for the initial and final
swingarm design revealed that, the maximum stresses are 19% higher in the final design (117.2 MPa),
as well as displacements were raised by 25% (1.59 mm). Safety factor was reduced to N = 1.95, which is
normal for these type of structures (as related to rear swingarm literature) and ensures structural
rigidity. The main target was of course to lower weight, which is accomplished since a 23.2% reduction
was achieved, resulting in a weight of 4.35 kg.

The main contribution of this work was to present valuable results and insights, based on finite
element analysis simulations, revealing stress and displacements that are calculated for various
versions of a new front single-sided swingarm design. The results presented indicate strongly that the
proposed structure is effective and promising for actual prototyping. For a future work, the modelling
of suspension and tires could be applied, in order to obtain more refined results and target further
weight optimization.
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Abstract: This paper presents a method for modeling of pneumatic bias tire axisymmetric deformation.
A previously developed model of all-steel radial tire was expanded to include the non-linear
stress–strain relationship for textile cord and its thermal shrinkage. Variable cord density and cord
angle in the cord-rubber bias tire composite are the major challenges in pneumatic tire modeling.
The variabilities result from the tire formation process, and they were taken into account in the
model. Mechanical properties of the composite were described using a technique of orthotropic
reinforcement overlaying onto isotropic rubber elements, treated as a hyperelastic incompressible
material. Due to large displacements, the non-linear problem was solved using total Lagrangian
formulation. The model uses MSC.Marc code with implemented user subroutines, allowing for the
description of the tire specific properties. The efficiency of the model was verified in the simulation of
mounting and inflation of an actual bias truck tire. The shrinkage negligence effect on cord forces
and on displacements was examined. A method of investigating the influence of variation of cord
angle in green body plies on tire apparent lateral stiffness was proposed. The created model is stabile,
ensuring convergent solutions even with large deformations. Inflated tire sizes predicted by the
model are consistent with the actual tire sizes. The distinguishing feature of the developed model
from other ones is the exact determination of the cord angles in a vulcanized tire and the possibility
of simulation with the tire mounting on the rim and with cord thermal shrinkage taken into account.
The model may be an effective tool in bias tire design.

Keywords: bias tire; textile cord; shrinkage; rubber; inflation analysis; finite element modeling

1. Introduction

Nowadays, the vast majority of vehicles are equipped with radial tires, but they have not pushed
bias tires out of the market. The latter are used mainly in all-terrain vehicles as well as agricultural and
heavy-duty machines. Often, these are tires of large sizes. They are still utilized since they provide
several benefits, including high sidewall resistance to mechanical damage, good performance on
uneven ground surfaces, silent-running operation, good tread, self-cleaning properties, single-phase
tire building connected with a simple design, and prices lower than radial tires. High demand for bias
tires for vehicles is present in countries with a high percentage of unpaved roads [1]. The majority
of leading tire producers design and manufacture bias tires (Goodyear: bias ply tire, Continental:
crossply tire).

It must be noted that many experienced bias tire designers are leaving their occupation and
retiring, and their successors need tools to aid their design work. Thus, actions aimed at improving the
already existing tools and creating new tools facilitating bias tire design are well-founded.

Tire designing is an extremely difficult and complex task, arising from the fact that a pneumatic tire
is a complex, heterogeneous, and anisotropic structure made of rubber, rubberized cord fabric (cord),
and wire. The most important tire load-bearing members are bead wires made of wire coils, ensuring
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contact connection between the tire and the wheel rim, and body ply made of one or several cord
layers, whose ends (edges) are fixed in beads through wrapping around bead wires. In a non-inflated
state, a tire is quite a flaccid/flexible structure, and when inflated, it stiffens and may carry external
loads. Thus, pneumatic tire mechanics is fully non-linear, i.e., physically, geometrically, and with
respect to boundary conditions. Deformation analysis of tire and strength of its elements is always a
major computational challenge.

The subject of pneumatic tire deformation modeling was discussed as early as the 1950s. Back
then, Hofferberth [2] and Biderman [3] proposed a mathematical description of a tire’s netting model
in which rubber influence on tire deformation is disregarded. Even the simplest task of determining an
inflated tire inner profile with the use of a simple netting model cannot be solved with an analytical
approach. Differential equation describing this profile features no solution in elementary functions
set [4]. Thus, in the past, in the tire designing process, there was the need to use atlases containing
profiles for tires being in equilibrium [5]. Due to high labor consumption and the low accuracy of such
actions, along with an increase in the availability of electronic digital machines, various algorithms were
created to support this process with computers. In [6], based on the tire netting model, an automation
method of determining bias and radial tire profiles was presented, and the entire set of computational
tools, verified in the industry and successfully used in tire designing process, was described in [7].

Nowadays, calculation software based on the tire netting model is used in tire industry only for
the initial tire profile design. Exact and reliable tire design verification is conducted with the use of
the pneumatic tire finite element model. Since Dunn and Zorowski [8], being some of the pioneers,
applied the finite element method (FEM) for pneumatic bias aircraft tire deformation modeling, many
tire models were worked out based on this method. The complexity of the problem of aircraft tire
deformation modeling is well presented in the paper [9]. Due to the radial tire application universality,
many publications describing tire computational models dwell upon radial constructions, and papers
on bias tires are scarce, e.g., [10–14].

In the paper [15], proprietary FEM software is presented for the analysis of pneumatic tire
axisymmetric models aimed at supporting the design of all-steel radial tires. Many subroutines of
this software have been included in the commercial MSC.Marc software (Ver. 2001, MSC.Software
Corporation, Santa Ana, CA, USA, 2001) [16] as user subroutines. Robust solver and effective
contact procedures, available in MSC.Marc, together with user subroutines created the possibility of
advanced analyses of tire deformation. A technique based on overlaying finite elements characterizing
reinforcement (cords) onto elements representing rubber [17], which ensured very stable numerical
solutions, was utilized in the modeling [14,18].

This model was developed so that specific characteristics of textile cord used in bias tire building
could be taken into account, i.e., non-linearity of the stress–strain relationship and thermal shrinkage.
Such a model was used for the axisymmetric analysis of bias truck tire deformation caused by
inflation pressure.

In the paper, specific characteristics of a cord-rubber tire composite resulting from the tire
formation process are highlighted. The influence of thermal cord shrinkage onto the alteration of tire
configuration when removed from the vulcanization mold was taken into account, and mounting on the
rim was simulated. Friction contact between tire beads and wheel rim was considered. Profiles of a tire
mounted on the rim and inflated as well as forces in body ply cords were determined. Displacements
of two tire characteristic points and cord forces in the first body ply were compared with and without
the effect of shrinkage. The possibility of analyzing the influence of cord angle in body plies arranged
on the tire building drum onto the tire apparent lateral stiffness was presented.

2. Description of Bias Tire Model

For analysis of pneumatic bias tire mounting on the rim and its inflation, the axisymmetric finite
element model was employed. The analysis was based on the tire meridional cross-section with a
plane containing the tire axis of revolution, also referred to as the tire profile (Figure 1).
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Figure 1. Meridional bias truck tire profile. a—crown, b—shoulder, c—sidewall, d—bead; 1—3 × ± θ
doubled body plies, 2—flipper strips, 3—chafer, 4—bead wires, 5—bead fillers, 6—sidewall, 7—tread.

The tire profile is subject to discretization with axisymmetric finite elements. Each finite element
node has two degrees of freedom—axial x and radial y displacement—but in each Gaussian point
of the element, in the coordinate system x, y, ϕ (ϕ—angular coordinate, measured around the tire
rotation axis), there are three normal stresses and one shear stress. When analyzing tire deformation,
large displacements occur, thus a non-linear mechanics problem was considered with total Lagrangian
formulation [19]. Therefore, for description of deformation and stresses, the energetically conjugate
Green-Lagrange strain tensor and the second Piola-Kirchhoff stress tensor were used. Their components
are invariant against the rigid body motion. As an initial configuration, a tire profile in vulcanization
mold was assumed immediately following the end of the vulcanization process, as, in this condition,
the tire geometry is uniquely determined.

The cord-rubber composite used in pneumatic tire building is a specific one owing to two
main reasons.

1. The rubber ply, reinforced with cords, is characterized by a high degree of anisotropy.
The composite matrix, i.e., rubber, is a hyperelastic material, and the cord has high tensile
stiffness. By assuming the quotient of initial, tangent Young moduli for cord and rubber as
composite anisotropy indicators, it amounts to ca. 640 for a nylon-rubber combination and ca.
6000 for a steel-rubber combination. For typical composites with a rigid matrix, this indicator
amounts to 20–70 (glass/graphite-epoxy resin).

2. In the tire forming stages, bead wires are moved towards the tire symmetry plane, and the body
ply takes toroidal shape. As a result, the cord density and the cord angle (with exception of radial
tire body ply) with the toroid parallel lines in a tire profile location become the function of the
location distance to the tire rotation axis (Figure 2).

In the layer arranged on the tire building drum, the cord density epdm0 (ends per decimeter) and
the cord angles θ0 to drum surface meridians are constant. As a result of “lifting” of the layer from the
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building drum to the profile in the mold, the values of these two parameters vary along the profile of
the cord ply. The lowest cord density epdm is in the tire crown area, and the highest is in the vicinity of
bead wire. Similar variability can be observed for the cord angle θ in the layer of formed tire (Figure 3).

 

Figure 2. Changes in cords angle and density in a ply during tire forming stages: a—initial on the tire
building drum, b—intermediate, c—final (θ2 < θ1 < θ0).

 

Figure 3. Cord parameter variations along body ply in a bias tire; 1—cord ends per decimeter (epdm),
2—cord angle θ.

Equations for effective material constants of cord-rubber composite ply, considered as transversely
isotropic, two-dimensional continuums, can be found in the literature, e.g., in [20]. However, due to the
first characteristic feature given for such a composite, using material constants defined this way in the
tire computational model results in lack of convergence of the solution that is searched for. Thus, in tire
analysis, overlaying reinforcement elements onto rubber elements is commonly used. The elements
have the same nodes and occupy the same geometrical space, but the materials have distinctly described
stress–strain relationships. As in the paper [17], here, the determination of reinforcement material
constants was adopted from the Halpin-Tsai equations, with the assumption of a very small value of
Young modulus for rubber. The rubber elements were assigned the characteristics of a hyperelastic and
incompressible neo-Hookean material. It was assumed that bead wire material is isotropic and linear
elastic with high elasticity limit. The reinforcement area was discretized with quadrilateral, four-noded
axisymmetric elements, and the rubber area was discretized with incompressible Herrmann elements
with the same number of corner nodes. The latter had the fifth node with one degree of freedom,
defining the hydrostatic pressure mean value.

The textile cord used for bias tire building is usually made of a polyamide (nylon). It is compliant
in tension, and the curve of tensile stress–strain is non-linear (Figure 4, curve 1). The example graph
shows mean strain values obtained experimentally for five samples of polyamide body ply cord with
a measurement base length of 500 mm. Taking into account the non-linear characteristic of textile
cord, the computational model accounted for the variability of its stiffness modulus in function of
strain (Figure 4, curve 2). This curve was obtained by differentiation of the analytical form of curve 1.
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The initial value of the stiffness modulus used in textile cord bias tire was 2232 MPa. Then, with the
increase in strain, it dropped to 1272 MPa, and later it increased monotonically to almost 3565 MPa
with a strain of 7.5%.

 

Figure 4. Tensile stress–strain for polyamide 1400dtex/3 cord; 1—tensile test, 2—tangential
stiffness modulus.

Due to the negative coefficient of textile cord thermal expansion, when a tire is taken out of a mold,
the cord is subject to shrinkage, and the tire changes its shape [21]. Therefore, before the mounting
simulation, and with the use of a user subroutine, stress induced by cord shrinkage was applied,
and a tire profile was obtained, which was shrunk compared with the form in the vulcanization
mold. Once the tire was mounted on the rim in the simulation process, the tire loading was applied
incrementally in the form of internal follower pressure, and subsequent system equilibriums were
iteratively determined.

A major issue in bias tire computational model creation is caused by variable cord density and
variable cord angle in a ply. The literature describes the use of reverse engineering methods to
determine those parameters that are based on actual tire scanning [22–25]. Although this method
requires laborious measurements, in the case of lack or inaccessibility of data for raw plies set on
the tire building drum, it is the only way to obtain such parameters. For this paper, a more effective
method of determining composite parameters in a vulcanized tire was used based on the reference to
known and constant values of these parameters in ply set on the tire building drum (Table 1) and with
the use of the so-called pantographing rule [2]. The cord-rubber ply stiffness matrix was then arranged
with global coordinates x, y, ϕ, in which the FEM equation system was created and resolved. For this
purpose, adequate transformations of the stiffness matrix were performed for the ply described in the
system of its principal axes of orthotropy [26]. The calculations were executed with user subroutine
coupled to the code of MSC.Marc. Similarly, to determine the forces in ply cords with the use of the user
subroutine, the cord-rubber composite strain was calculated in the direction of the reinforcement cords.

Table 1. Geometric and mechanical properties of bias tire reinforcement.

Reinforcement t A epdm0 θ0 r0 E Nr

(mm) (mm2) (1/dm) (rad) (mm) (GPa) (N)

5th and 6th body ply 1.5 0.51 94 ±1.03 338.2 ± t/2 2.232 299
3rd and 4th body ply 1.5 0.51 94 ±1.03 335.2 ± t/2 2.232 299
1st and 2nd body ply 1.5 0.51 94 ±1.03 332.2 ± t/2 2.232 299

Flipper strip 0.8 0.22 90 0.785 269.9 1.488 135
Chafer strip 0.9 0.30 40 0.698 269.9 0.992 90
Bead wire N/A 110 N/A 0 N/A 206 134,000

t—layer thickness; A—cross-sectional area of the cord; epdm0—number of cords per 1 dm (in the green layer laid on
the tire building drum); θ0—cord angle orientation with respect to the parallel line of the drum; r0—radius of the
green layer on the drum; E—initial Young modulus of the cord/bead wire; Nr—cord/bead wire breaking force.
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3. Results and Discussion

The described tire computational model was used to simulate the process of mounting on the rim
and of inflating an actual 11.00-20 bias truck tire with nominal internal pressure of pn = 725 kPa. The tire
load-bearing members were: double bead wires, six nylon body plies (1400dtex/3), and reinforcement
strips of bead fillers. In the area of beads that came into contact with rims, there were reinforcement
plies known as chafers. All tire plies were made of textile cord. The ends of the first two body plies
were fixed with the innermost bead wire, while the next two were held by the outer bead wire, and the
ends of the two remaining ones—the outermost—reached the bead nose (Figure 1). Due to a large
number of thin body plies, neighboring plies with angles of ± θwere connected in the model, thus one
finite element had the thickness of two joined plies. Effective material parameters for plies connected
in such a way were calculated with a user subroutine. There were seven types of rubber compounds
in the tire (cord layers rubber, tread, undertread, sidewall, bead filler, bead strip, protective strip).
Their mechanical properties were described with a neo-Hookean material model, and the material
constants necessary for calculations were determined based on tensile tests of adequate samples, as
described in [18]. The C10 parameter of the neo-Hookean material determined for these subsequent
rubbers had the values (MPa) of 0.63, 0.603, 0.72, 0.484, 2.12, 1.23 and 1.83, respectively.

A starting point for tire deformation analysis was the discretized area of tire profile in a mold,
right after the vulcanization process (Figure 5, item 1). The axial displacements of the nodes located in
the tire profile plane of symmetry were blocked, whereas contact was defined between the outermost
bead nodes and the rim. The mesh created for half the tire profile consisted of 600 finite elements and
421 nodes. All axisymmetric, isoparametric arbitrary quadrilateral elements used bilinear interpolation
functions. The mesh consisted of 372 Herrmann elements with the properties of incompressible
rubber materials, 208 orthotropic elements, and 20 isotropic elements. The orthotropic elements
were overlaid on incompressible elements to model the properties of cord-rubber composite. Due to
discretization error, the finite element mesh affected the accuracy of the obtained calculation results.
In this case, the basic mesh was tested by generating a more dense one and comparing the results
obtained using both meshes. Dense mesh was obtained by subdividing each element of the basic mesh
into four elements. The results of the comparison were as follows: 4.0% and 2.3% for radial and axial
displacement of points located at the tire crown and on the sidewall, respectively, and 3.2% for the
maximum value of the cord tensile force. In each case, the values obtained for the basic mesh were
smaller than for the dense one. The basic mesh was considered sufficient for the analyses carried
out here.

When the rubber was being vulcanized, the tire polyamide cord was heated and showed a
tendency to shrink, which was restrained in this state by a diaphragm pressing the tire to mold walls.
Tensile forces were generated in cords. When the vulcanization process was finished and the tire was
removed from the mold, the cords were able to shorten owing to the compliance of the surrounding
rubber. The tire radically changed its shape (Figure 5, item 2), especially within its crown area, which
moved radially towards tire rotation axis. It was assumed that, in the tire, the shrinkage of polyamide
cords amounted to 5%. The shrunk tire profile was determined by applying self-equilibrated initial
stresses in cords equivalent with this shrinkage. The calculation of cord shrinkage stress and its
transformation from principal axes of orthotropy for cord-rubber ply into an x, y, ϕ coordinate system
was performed with the user subroutine.

The stage of mounting the tire on the rim was carried out in ten increments through concurrent
displacement of the rim in the axial and the radial directions against the position, which was consistent
with the actual rim dimensions of 8.0–20 assumed for this tire. At this stage, small values of internal
pressure were also applied (0.001pn per increment) to provide for the correct setting of the bead on the
rim. A non-deformable rim exerted contact forces on the bead. Forces tangential to the contact surface
were calculated according to the Coulomb’s law of friction. The rubber–steel friction coefficient was
assumed at 0.6. The profile of a tire mounted on the rim is presented in Figure 5, item 3.
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Figure 5. Bias truck tire; 1—profile in mold and finite element mesh, 2—outside the mold (shrunk),
3—profile after mounting on rim, 4—inflated up to pn; 5—rim.

The simulation of tire inflation was divided into stages: (1) ten pressure increments, 0.01pn each,
when there was considerable tire profile alteration resulting from the “lifting” of a shrunk tire; (2) nine
increments, 0.01pn each, when the tire had already reached an adequate initial stiffness. The inflated
tire profile is shown in Figure 5, item 4, together with the displacement of internal profile C and S
characteristic points, i.e., the tire crown point and sidewall point. The shown profiles indicate the
occurrence of large displacements in a tire subject to internal pressure. Axial displacement of the point
located on sidewall was of the order of its thickness.

Displacements of the said C and S points but referenced to the tire profile in the mold amounted
to 4 mm and 13 mm, respectively. The external diameter of the inflated tire and its width, as obtained
from the model, amounted to 1080 mm and 286 mm, respectively. The diameter value was consistent
with the catalog requirements for this tire, and the width difference was −1.7%. This shows that
the tire profile in the mold was designed correctly, and the model correctly predicted the overall
dimensions of the actual tire. It must be noted that this tire—once manufactured in a series—was
correctly designed and fulfilled all requirements stipulated in the European Tyre and Rim Technical
Organisation (ETRTO) documents.

In the case of tire inflation analysis and neglecting cord shrinkage, quite a mild fluctuation in body
ply cord forces from the tire crown to the bead wire area was observed, which was consistent with the
results obtained on the tire netting model (cf. [27] (p. 84, Figure 71a)). When considering the stresses
generated by cord shrinkage, considerable variations in cord forces were observed. In particular,
in the tire crown, there was almost a 60% increase in force value in the first and the second ply cords.
It should be assumed that a certain influence on this increase was contributed by the first groove in
the tire tread. The highest values of forces were obtained for innermost plies (first and second) cords,
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as this was where the internal pressure was applied, and these values decreased for plies located more
outwards in the tire, which was consistent with the principles of deformable body mechanics.

Figure 6 presents the chart of body ply cord forces in the function of arc coordinate measured
along the profile from the tire crown towards the beads.

 

Figure 6. Cord tensile forces in all body plies and in two inner body plies with shrinkage neglected.

Although the impact of thermal shrinkage on the maximum force values in body ply cords was
high, the final displacements of inner tire profile control points (C and S) were less dependent on
whether the shrinkage was or was not taken into account (Figure 7). The differences were 15% and
3.5%, respectively. It must be stressed that the control point S was located at the sidewall and, as a
result of tire inflation, it moved axially towards the symmetry plane. Finally, the tire width mounted
on the rim and inflated was lower than its width in the vulcanization mold.

The stable finite element tire model makes it possible to obtain many usable results. Figure 8a
presents a map of equivalent Cauchy stresses occurring only in purely rubber elements. The highest
values of these stresses could be observed in the vertical bead–rim contact area. Large values also
existed in the bead in the flipper strip ends zone and may have caused accelerated fatigue degradation
of the material. In turn, the distribution of the maximum principal strain within the tire profile area
(Figure 8b) can be important information in assessing the risk of tire components separation. Large
deviations of the vectors from the course of layers indicated the occurrence of high values of shear
strains and therefore the existence of high shear stresses in these zones of inflated tire.

For lateral tire stiffness analysis, a three-dimensional model should be created. Elaboration of such
a model is quite a challenge both in terms of the modeling and the required intensity of calculations [26].
Thus, a method of determining apparent lateral stiffness with the use of an axisymmetric tire model
was proposed. For this purpose, the deformable flat surface was moved towards the model along the y
axis. The contact of this plane with the inflated tire tread produced radial displacement of tread nodes
towards the tire rotation axis (Figure 9). Due to the axisymmetry of the tire model, the tire deformation
was consistent with the result obtained by placing a tire in a cylinder of decreasing diameter. When
the cylinder radius was reduced by an assumed value of 25 mm, it was displaced axially by 30 mm
(Figure 9, item 4), and the resultant friction forces generated in tread nodes with the tread remaining
with contact with the cylinder were being written. The graph for these forces for a few cord angle
values θ0 in the function of tire tread axial displacement are presented in Figure 10, items 1–4. On this
basis, the tire apparent lateral stiffness was determined as a derivative of the force with respect to tread
axial displacement (Figure 10, items 1’–4’). The apparent lateral stiffness of the analyzed tire indicated
the greatest sensitivity to angle θ0 variations for small tread axial displacement (up to 5 mm). By
defining the correlation between the tire apparent lateral stiffness and the actual stiffness (e.g., obtained
from measurements), it was possible to predict tire lateral stiffness based on an axisymmetric model,
i.e., with low costs.
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Figure 7. Displacement variation of C and S points located on inner profile of vulcanized tire in mold
versus relative inflation pressure; 1—vC, 2—uS, and 3—vC, 4—uS for shrinkage neglected.

 

Figure 8. Inflated tire; (a) map of equivalent Cauchy stress in rubber, (b) distribution of the maximum
principal strain in rubber.
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Figure 9. Procedure for determining of tire apparent lateral stiffness: 1—initial profile of inflated tire;
2—contacting plane at the initial position; 3—deformed profile; 4—contacting plane final position.

 
Figure 10. Crown contact friction force and tire apparent lateral stiffness (numbers with ‘) for some
cord angles on drum q0 (rad); 1—1.1, 2—1.06, 3—1.03, 4—1.00.

4. Conclusions

The cord-rubber tire composite plies, as opposed to typical composite materials, have specific
characteristics resulting from the method of tire forming. Variable cord density and its angle must be
taken into account in tire computational models. This causes a great difficulty in deformation analysis
of such objects, as it requires a correct description of variations in these parameters along the tire profile
and creating user subroutines, which execute the description within the computer code.

The textile cord, which is the most commonly used in the construction of pneumatic bias tires,
features non-linear stress–strain characteristics. Thus, in the analysis of a tire, it is necessary to use
tangential modulus varying together with the deformation. Moreover, due to the negative thermal
expansion coefficient of such a cord, a tire removed from a vulcanization mold changes its shape under
the influence of cord shrinkage forces. It is necessary to take the thermal shrinkage into account, as
this has a considerable influence on force values in body ply cord when the tire is inflated. The low
influence of the shrinkage on the final axial displacement of a point located on tire sidewall and a 15%
influence on the displacement of the point placed at crown were observed.

The finite element model makes it possible to predict many tire parameters and greatly extends
the possibilities of the classic netting model, taking into account not only the cord plies but also the
rubber. Moreover, due to the consideration for the contact between the tire beads and the rim, it is
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possible to perform a realistic simulation of tire mounting on the rim. The model credibility may be
evidenced by the fact that, in the case of an actual bias tire simulation, the overall sizes of an inflated
tire obtained with the use of the model were practically consistent with the sizes on an actual tire.

The model enables, for example, determination of such a vulcanization mold shape, thus the
ready tire after inflating attains the required sizes. The selection of mold shape is made in a virtual
space at the design stage and thus at the stage of low costs. This does not require, as was the case with
the previously utilized trial and error method, a time-consuming mold preparation to manufacture
prototype tires. From the tire designer’s point of view, the model provides considerable support
in the difficult design work, making it possible to obtain valuable results, e.g., inflated tire profile,
forces in tire load-bearing members and, thus, an evaluation of its strength. It may serve as a virtual
prototyping tool.

The presented method for determination of tire apparent lateral stiffness may be used in a
comparative analysis of different variants of the same tire model but with various design parameters
(e.g., number of plies, epdm, cord angle, etc.).

It was shown that, when textile cord specific characteristics were taken into account in the
previously created radial tire model, the modified and extended model was effective in bias tire
deformation analysis.
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Abstract: In the aerospace industry, thin-layer composites are increasingly used for load-bearing
structures. When designing such composite structures, particular attention must be paid to the
development of an appropriate geometric form of the structure to increase the structure’s load
capacity and reduce the possibility of a loss of stability and harmful aeroelastic phenomena. For
this reason, the use of knowledge-based engineering support methods is complicated. Software
was developed to propose and quickly evaluate a thin-layer load-bearing structure using generative
modeling methods to facilitate development of the initial concept of an aerospace load-bearing
structure. Finite Element Method (FEM) analysis verifies and improves such structures. The most
important contributions of the paper are a methodology for automating the design of ultralight and
highly flexible aircraft structures with the use of generative modelling, proposing and verifying the
form of generative models for selected fragments of the structure, especially wings, and integration of
the use of generative models for iterative improvement of structures using low- and middle-fidelity
methods of numerical verification.

Keywords: HALE UAV; generative modelling; thin-layer composite structure

1. Introduction

Composite materials are increasingly used in ultralight aerospace designs. Composite
load-bearing structures allow design and manufacture unmanned aerial vehicles (UAVs)
that weigh no more than a dozen kilograms and have wingspans exceeding 20 m. The
strength of the composite materials is no longer a noticeable barrier. High-strength com-
posite materials that significantly reduce weight are already widely available. However,
other problems have not been solved so far. One of the most important is related to the
loss of stability [1,2], which is the primary criterion for shaping such design structure.
Among the other problems are the use of technologies to produce large-size structures
from materials with thicknesses much less than 1 mm, and the challenge of designing
large-size structures with extremely thin walls [3]. Forming a highly flexible structure,
especially in aviation operating conditions—i.e., significant changes in geometry under
varying load conditions—and aeroelastic phenomena associated with the operation of such
an arrangement are issues that must be considered [4]. Structural shaping to meet the
abovementioned requirements is becoming a fundamental issue. It is essential to analyze
the spectrum of possible solutions at the concept and preliminary design stages in such
conditions [5–9].

Time-consuming analyses and geometric modelling of structures make this process
ineffective. Therefore, in such a particular case, using highly flexible thin-walled aircraft
designs, knowledge-based engineering methods, and specific generative modelling was
proposed [10,11]. This should allow the rapid generation of solutions and automate the
support structure’s modelling process based on simplified design criteria.

Appl. Sci. 2021, 11, 2645. https://doi.org/10.3390/app11062645 https://www.mdpi.com/journal/applsci

89



Appl. Sci. 2021, 11, 2645

The generative model’s operation is combined with a set of simplified verification
methods based on Finite Element Method (FEM) used for a simplified structure model
based on integrated load states. This method allows one to quickly evaluate individual
solutions and choose a solution for further optimization analysis, which is carried out in
the following design stages [10,11].

To solve the problem mentioned in the introduction, the authors propose a design
methodology based on the use of the generative modelling technique, and the principles of
forming highly flexible aircraft structures and thin-film composites with special attention
focused on the FEM validation of the preliminary geometry [12,13].

The background of these issues is presented in Section 2 (state of the art) and the
methodology proposed by the authors is described in Section 3—developed methodology.
For the methodology verification, the example of a HALE UAV built by the authors was
used, and verification details are presented in Section 4—use case. The article ends with
conclusions and an assessment of the effectiveness of the methodology used.

2. State of the Art

In the design processes, strictly defined or even standardized activities are used,
including the design of repeatable parts of the structure. A common practice is to make
extensive use of these opportunities through Design Reuse (DR). Computer Aided Design
(CAD) techniques make use of specific model solutions (CAD models) along with the
principles of determining their features, which make the design process much easier [14].

The idea of using DR in the CAD systems environment gives rise to new possibilities,
from simple parameterization to complex Generative Models (GMs). These methods can
be applied to small parts, elements, and entire components, and products [10]. Such
automation of constructing a geometric model in the CAD environment is also called
Geometry-Based Design Automation (GBDA). It is not the only form of automation of
the design process. Still, it stands out due to the widespread use of CAD systems in the
engineering, automotive, aviation industries, etc. In individual CAD systems, tool-based
forms of geometric modelling are quite different. These range from programming and
scripting techniques, through extensive construction of various template complexity levels
(high-level CAD templates), allowing for the integration of multiple forms of knowledge
into the geometric model.

Automation itself accelerates the design process at some stage—e.g., it allows for faster
generation of geometry and leads to the designer being able to study a much larger space
of possible solutions simultaneously [1]. Such automation opens the way to integrating
geometric modelling into optimization processes and, with complex multidisciplinary
problems, to Multidisciplinary Design Optimization (MDO). However, it should be re-
membered that there is no definite methodology for the automation of design processes.
It is also impossible to answer which of these works can be automated and with what
techniques. This applies to the application of knowledge-based engineering methods. The
proposed solutions are good practices rather than principles [15].

In a multidisciplinary approach, the geometric model plays a strategic role. So, it is
possible to implement the MDO approach [16]:

(a) without considering the geometric model (Figure 1);
(b) with a geometric model implemented for visualization of results (Figure 2);
(c) with a simplified geometric model in the form of the parametric grid used for opti-

mization analyses (Figure 2);
(d) with a detailed geometric model used in the optimization loop (Figure 2).

In both approaches, a and b, neither the geometric model nor the data that are used
in the optimization process are saved in the form of a geometric model. There is no
need to make such a model for the calculations themselves, which significantly speeds
up the optimization loop time and reduces the labor and computational demand. The
aforementioned approaches are used when such a model, by definition, is not needed
in methods that use mathematical models of phenomena or semiempirical or statistical
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methods. If the model is built based on the geometric data used for the calculations, it is
used by experts for visualization and comparative purposes only, which helps to interpret
the results.

 
Figure 1. Multidisciplinary Design Optimization (MDO) framework without geometric model in
the loop.

 
Figure 2. MDO framework with geometric model in the loop.

In the second group of the optimization approaches (c, d), we deal with a geometric
model in the calculation process. The geometry used for calculations is taken from the
model, or the geometry data used in the calculations are visualized through the visualiza-
tion interface. Typically, these methods are used when some form of geometric structure
model is required—e.g., the finite element method (FEM) or Vortex Lattice Method (VLM)
or any calculation method using geometry input [11]. Depending on the calculation method
and the form of the model used, the form of the model itself may be simplified or integrated
into a complex CAD model. In both the first and second forms, generative models can be
used to assist in the generation of geometry.

Especially for the latter and multidisciplinary problems, the optimization computation
models can differ significantly from each other. Two types of Simultaneous Analysis
and Design (SAND) and Nested Analysis and Design (NAND) models stand out from
the several different possible configurations of multidisciplinary computation. With a
SAND configuration, the disciplinary optimizer simultaneously determines the value
of both design and state variables at a disciplinary level. In contrast, in the case of a
NAND framework, the optimizer only determines the design variables, with state variables
needing to be calculated at each iteration [17].
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Automation of the design process in aviation applications and the application to the
supporting structures of flying objects are the subject of intensive research. This is not only
because of:

(1) The need to organize the design process, increase its efficiency and record, and inte-
grate knowledge and experience resources from other sources and previous projects.

(2) Integration of these automation procedures in more extensive structural improve-
ment and optimization procedures considering structural analysis—Computational
Structural Mechanics (CSM). In terms of this approach, there are three main areas of
application of the above type of analysis. The most characteristic examples include
the consideration of topology optimization, the use of composite materials, and the
definition of the structural layout.

(3) Integration of load-bearing structure automation procedures in more extensive meth-
ods for improving and optimizing structures also considers other fields [6]. In terms
of this approach, such relationships are most often investigated in aeroelastic analysis,
aircraft performance, and costs or market demands.

Such integrated approaches are also called MDO (multidisciplinary design optimiza-
tion) [7,16,18], Model-Based Design (MBD) [8,19], Model-Based Optimization (MBO) [20].

Usually, CSM methods are used as high-fidelity models in the detailed design phase
and sometimes also as medium-fidelity models in the preliminary design stage on the
simplified geometry. Although, in the conceptual design phase there is often a need
to obtain alternative concepts load-bearing structures. On the other hand, relying on
simplified geometry encounters a severe problem precisely because of the large amount
of work involved in generating alternative concepts of support structures, which often
exceed the time required for numerical analyses and their interpretation. Such a bottleneck
is usually eliminated using methods of automating the process of generating a geometric
model. It is necessary to use a model with a high degree of detail, considering the aspect of
manufacturing technology, design dependencies, the engineering correctness of the model,
and structural consistency. Generative modeling yields good results [10].

Generative modelling (GM) is one of the most popular knowledge-based engineering
techniques used in the design field [8,15,21]. The main idea behind GM is to elaborate the
CAD model, which will automatically, or at least semiautomatically, generate the model’s
geometry based on the design requirements and integrated knowledge [9,15,22]. The
general schema of GM functioning is presented in Figure 3.

 

Figure 3. The general schema of the GM functioning [10,15,22].

The essential advantage of using the GM, which is one of knowledge-based engineer-
ing (KBE) methods of design automation, is the possibility to reduce the time a designer
spends on some routine design tasks and put more effort into creative parts of the project, as
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presented in Figure 4 [15,22,23]. Thanks to this, it is possible to develop a new approach to
some problems, which may be better and more efficient than those currently used. On the
other side of the coin, development of the GM is time-consuming and usually requires the
assistance of an expert in the field [15,21]. Moreover, the number of knowledge engineers
who are essential during knowledge acquisition and structuralizing is limited [15,19,23].
However, the effort put into the GM development may bring more benefits in the long-term
perspective, especially in the number of projects that can be realized in a shorter time and
with less effort, as presented in Figure 4 [9,15,23].

 

Figure 4. Benefits of the knowledge-based engineering (KBE) approach [10]. Copyright 2007 Elsevier.

3. Developed Methodology

The principal authors’ purpose is to simplify the conceptual stage of the aircraft
design as much as possible by using generative modelling techniques combined with FEM
analysis. The result of these actions is the systematic approach presented in Figure 5 in a
simple schema. Because the design process based on the GMs is slightly different from the
traditional design method, the authors tried to adapt the generation procedure to specific
requirements of the FEM validation.

 

Figure 5. The general schema of the developed methodology.
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At different stages of the project development, different approaches to defining mate-
rial data were used. In the initial stages, the isotropic material model was used, and in the
next stages the anisotropic model was used for composite materials. The latter was based
on general manufacturer data in the initial stages and then the tests performed on samples
with a given structure.

3.1. CAD Model Development

As we can see in the schema in Figure 5, the first stage of the process was the generation
of the load-bearing structure’s primary geometry. In this process, the series of the GMs
were in use. Each component, such as a spar, a rib or a stringer, was designed individually
with its own set of parameters.

The only common thing that connects all components is the geometrical input in
the form of airfoil curves for the next sections of the wing. In the proposed approach,
each section of a wing is designed independently, and as a section, we mean a part of a
wing which contains the same type of an airfoil profile. Using the shared geometrical data
makes any change in the geometrical input forces automatically rebuild all related elements
without user attention.

The same approach was used in the stage of further development of the models. If the
FEM validation results were satisfying, the user could add additional features related to
the manufacturing method or specific requirements of the used material or technology.

In the presented approach, the GMs for additional features use existing geometry,
from the previous stage of the design process, as the geometrical input. That creates a
hierarchical feedback loop that forces automatically rebuilding all related elements—i.e.,
change of the airfoil causes revamp of the spar. Changes in the spar make changes in the
spar features. The sequence of changes in this hierarchy is shown in Figure 6.

Figure 6. The hierarchical order of automatic rebuilding.

In the GM elaboration process it is essential to decompose the design object into smaller
and simpler objects to generate. The authors prepared a series of hierarchical diagrams
where all features were extracted and described by parameters, required geometrical inputs,
rules, etc. In Figure 7, the main idea of the decomposition process is presented.
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Figure 7. The idea of the decomposition process.

For all stages of model development, the numerical validation procedure was the
same. The basic idea of the numerical validation process is presented in Figure 8. The
proposed methodology is based on three standard stages: (1) preprocessing, where we
worked with a CAD model to obtain the numerical representation of the validated model;
(2) computation, which in our case consists of three stages: frequencies analysis, structural
analysis, and buckling analysis; (3) postprocessing, where a user can decide if the model
fulfils all required assumption or need some changes and to be revalidated based on
the results.

Figure 8. The methodology of the Finite Element Method (FEM) validation.
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At different stages of the project development, a different approach was used to define
material data. In the conceptual design, a very simplified approach is usually used—the
material is defined as isotropic for analytical calculations and the calculations are to indicate
the expected shape and cross-sections of the supporting structures. If FEM verification
calculations are carried out at this stage, then simplified models and material data are also
defined in this way. Material data were selected depending on the intended target material
and many different options were explored. In preliminary design for composite elements,
the preliminary internal structure of the reinforcement was selected and the material data
were determined based on the general material data for the reinforcement class. Only in
the next stages, and in particular during the production of the prototype, were samples
made to fully identify the material data of the given composite structures; only such data
give accurate results. Each subsequent stage of approximation brings the results closer to
those expected in reality.

3.2. Numerical Model Preparation

The basis of Finite Element Analysis(FEA) analysis is the CAD model, and depending
on the design stage, the model has different levels of detail. So, it was necessary to elaborate
a process after which the input geometry for analysis will mostly be the same. This issue
forced the authors to add additional steps that proceed with the central part of the study.

To unify the input geometry, the authors decided that the CAD model must be ade-
quately prepared in the preprocessing stage. This preparation includes:

• geometry simplification;
• removing all unnecessary chamfers and filets as well as holes that will be smaller than

the mesh size;
• removing all unrelated components such as fasteners, additional equipment, etc.

After the simplification process, the model must be divided into segments that cor-
respond to the composite structure. An example of the simplification and segmentation
process is shown in Figure 9.

 

Figure 9. An example of the simplification and segmentation process. On the left is the model before the process, and the
right is the model after the process.

In the segmentation process, each composite structure acquires a unique color code,
which allows to quickly interpret the model material structure and define the material
properties in the future steps of the analysis. The final phase of the geometry preparation is
the extraction of the mid-surface for each component. This process provides the consistency
geometry input for the loads and constraints definition in the later stages.

In general, composite structures can be calculated using a few different approaches. In
the basic strategy, the layer modelling technique is used, that using 2D or 3D finite elements,
is dominant. In the presented method, the authors decided to use only 2D shell elements.
This decision is since in thin-layer composites, the thickness is the smallest dimension, and
the ratio to the other dimensions is quite large.

The next step in the numerical model preparation process is a simplification of contact
areas, especially where ribs or other elements are joined to outer structures. In case for
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a perpendicular connection, the authors reduced the connection to a single component
which contains layers of both base laminate and rib laminate. An example of the contact
area simplification is presented in Figure 10.

Figure 10. Example of connection reduction.

In case of a parallel connection, simple nods joining is enough and there is no need to
create a new component, as in the case of perpendicular connections. After this stage, the
discrete model was ready to apply loads and constraints.

3.3. Loads and Constraints Definition

Additionally, to unify the load application process, all forces and momentums were
applied to the center of mass, laying on the cord line. Additionally, to discretize the
continuous load, the authors decided to use loads in selected points—mostly the joints
where ribs connect with a spar. The idea behind the load application is presented in
Figure 11. The values of such distributed loads are calculated from the aerodynamic forces
and mass loads, based on different flight scenarios.

Figure 11. Loads and reactions in the wing section.

3.4. Computation

After the definition of the numerical model, the analysis can be computed. In the
authors’ approach, computation was realized in three stages. In the first stage, the first 50
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natural frequencies were calculated. Knowledge about these frequencies is vital during
the aeroelastic validation of the project. In this stage, the model was computed for both no
constraints and with constraints applied.

In the second stage of the computation process, the standard structural analysis was
performed. Based on the results of this stage, it was possible to evaluate the overall
designed structure and detect areas where some problems were expected.

The last computation stage was devoted to performing buckling analysis. This type of
research allows the verification of the stiffness of components and finds some potentially
problematic elements.

Based on these results, the user can decide if the project needs to be redesign, what
require only some parameters values change, thanks to the generative modelling, or to
approve the project for the next stage of the designing/manufacturing process.

In the next part of the paper, the authors present how the presented methodology can
be used in the use case of unique aircraft design.

4. Use Case

In this part of the paper, the authors present how the developed methodology can
be applied in the real case—TWIN STRATOS UAV. TWIN STRATOS is part of the UAV
family and was developed as part of the LEADER project implemented by an international
consortium consisting of SkyTech eLab LLC, Silesian University of Technology, Universities
of Warsaw, and Norwegian Research Center. The section presents a short description of
the TWIN STRATOS UAV and further steps that have been made during the design and
validation process.

The TWIN STRATOS project is a stratospheric unmanned aerial vehicle (UAV) family
project designed for high atmospheric and stratospheric measurements of air pollution.
The form of designed UAV family member is shown in Figure 12. The wingspan is 24 m
with a 30 kg total payload. Thanks to the use of an electrical drive system and photovoltaic
panels, the flight duration, in theory, is unlimited.

 

Figure 12. Visualization of the STRATOS unmanned aerial vehicle (UAV).
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4.1. Strain, Stresses and Buckling Analysis
4.1.1. CAD Model Elaboration

Based on the project assumption, in the first step, the geometry of the UAV was
designed. In this process, some load-bearing elements, i.e., spars, ribs, stinger, were
intended as part of the generative model. To make this possible, the authors prepared
a series of generative models for individual component types. Each model contained
geometrical information about different designed elements’ shape types, control rules,
parameters, etc. As a main geometrical input, airfoil curve was used. This geometrical
input was used because it is relatively easy to extract this type of curve along the wing. In
the case of a fuselage as the geometrical input, a cross-section profile was used. Using the
generative modelling technique allows quick changes to be made in the basic load-bearing
structure if it is necessary, which makes the whole process of conceptual design much more
comfortable and faster in comparison to the traditional design process. The prepared CAD
model for numerical validation is presented in Figure 13.

Figure 13. The CAD model prepared for the FEA analysis.
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4.1.2. Numerical Model Preparation

After geometry development, the phase of the numerical validation of the project
must be performed. As presented in the previous section, the delivered CAD geometry
must be processed to be usable for the study. In Figure 14, general and detailed images
presenting the TWIN STRATOS after the simplification and discretization process are
shown. As can be seen, different components have different colors that correspond to the
other composite structure, and which are related to the different material and structural
properties. All preparation was related to the numerical model, the computation process,
and the postprocessing of the results was conducted in Altair HyperWorks software.

 

 

 

Figure 14. The simplified and discrete model of the STRATOS.
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4.1.3. Material Properties

In Table 1, material properties that were used in the study definition are presented.
For following approach for the calculations, general material data based on manufacturers’
data were adopted.

Table 1. Anisotropic material properties used in the study definition.

Property Carbon Fiber Composite Honeycomb Expanded Core

Elastic modulus, MPa
Ecx 110,000 1700
Ecy 8500 1700
Ecz - 576

Shear modulus, MPa
Gcxy 4000 110
Gcyz - 646
Gcxz - 2500

Allowable compressive stress, MPa Xc 900 -
Yc 170 -

Allowable tensile stress, MPa
Xt 1500 -
Yt 58 -

Allowable shear stress, MPa S 80 -

Density kg/m3 1700 915

4.1.4. Loads and Constraints Definition

Preliminary calculations of loads were made due to the similarity with the use of
software supporting glider analysis. Unfortunately, the analysis did not allow modelling
the case of a double-hulled aircraft due to the different nature of the application. The
better weight distribution of the two-hull system ensures that the actual loads will be lower.
Load calculations were made for successive heights, flight speeds, angles of attack and
flight conditions. In the final stage, a load envelope was developed for the subsequent
sections of the wing. The envelope covered the maximum loads recorded in each section,
although in adjacent sections they occurred in other flight conditions. In most cases, the
maximum loads occur in flight at maximum flight altitudes with high speeds and gusts.
Such an envelope was used in the preliminary strength calculations. At the next stages, the
calculations were made based on proprietary software, considering the weight distribution
system of the two-hull aircraft, and then using the XFLR5 system.

According to the presented method of load application, the authors applied properly
calculated loads as well as constraints. An example of applied restraints added to fuselage
mounting rings is presented in Figure 15.

4.1.5. Obtained Results

The prepared model was used to perform the computation procedure. In the first
step, natural frequencies were calculated for both no constraints and with constraints. An
example of the commutated natural frequency is shown in Figure 16. In the process, the
first 50 frequencies were calculated for further aeroelastic analysis.

In the second step, standard structural analysis was performed. In this case, two
analyses were conducted, the first one for the positive loads’ envelope, and the second
for the negative loads’ envelope. As a result of this stage of the study, we obtained
colored stress and displacement maps. Examples of the obtained results are presented in
Figures 17 and 18.
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Figure 15. An example of applied restraints.

Figure 16. The first calculated natural frequency.

 

Figure 17. Global stress plot.
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Figure 18. Global displacement plot.

The last part of the computation process is buckling analysis used for stiffens and
stability evaluation. An example of the result of this analysis is presented in Figure 19.

 

Figure 19. Example of stability lose in the central part of the UAV.

Based on the performed computations, it was possible to avoid some potential issues in
the design. For example, the buckling analysis showed the area that needed to be revamped,
because it is possible that in this area the UAV may lose stability and cause a crash. To
address this issue, the authors, using generative modelling for honeycomb structures,
changed the thickness to find out the proper value to fulfil the project’s assumptions. In
this case, the authors used the generative model as a tool to making models of the structure
with different thickness. In the tests, the thickness of the filling layer of the sandwich
structure was increased without changing the form of the filling. The study was intended
to increase the viewer on the loss of stability in compressed structures. Finally, it finds out
that in particularly endangered places 10 mm structure is an optimal value. The summary
of the most important obtained results is presented in Table 2.

Table 2. Summary of the use case results.

Parameter Value Unit

Max von Mises stress 1.197 × 103 MPa
Max displacement 4.118 × 103 mm

1st mode 2.1984 Hz
10th mode 11.817 Hz
50th mode 47.078 Hz
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4.2. Aeroelastic Analysis with Flutter Verification

The mid-fidelity tool ASWING was used to model aircraft aeroelasticity [24,25]
ASWING couples interconnected nonlinear (specifically, Bernoulli–Euler) beam models
with a general extended lifting line approach. The ASWING software enables the calcula-
tion of aircraft deflections, axial strains and shear stresses, aircraft aerodynamic properties,
and aircraft stability derivatives and eigenvalues based on input data, including geometric,
structural, and aerodynamic parameters airfoil sections along the aircraft wing and other
surfaces. During analysis, aircraft stability derivatives and eigenvalues were used because
the different outputs were identified using other methods. The model used as the input
to ASWING was calculated to form the parametric CAD model (Figure 20); material data
assumed for analysis and load distribution were identified using XFLR5 [26]. The data
were integrated into excel file and subsequently transferred to a proper format which was
used as the input to ASWING (Figure 21).

Figure 20. Geometric model used for ASWING analysis.

Figure 21. Data processing sequence for aeroelastic analysis using ASWING.

The flutter speed and actual flutter frequency are indicated by one of the eigenvalues
crossing over from left to right of the imaginary axis. Flight-dynamic instabilities (e.g.,
spiral mode) will also have eigenvalues on the right side of the imaginary axis, but these
will typically be at a near-zero frequency and will have completely different eigenmodes.

The results of the initial analyses indicated the risk of flutter at a speed of 20 m/s,
(Figure 22), which is a speed exceeding the operating speed. A sensitivity analysis was
performed during the flutter analysis. The influence of the position of the wing mass was
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investigated. The first simplified analysis assumed that the solar panels are positioned
proportionally to the wing area. The model was then refined by adding mass points
symbolizing solar panels at a distance of 0.4 of the wing chord from the leading edge. In the
last iteration of calculations, the influence of shifting the mass of solar panels by 80 (mm)
towards the leading edge was investigated. Sensitivity analysis showed the possibility of
turning the critical flutter velocity in these cases to 25 and 35 m/s, respectively.

Figure 22. Eigenvalues of TWIN STRATOS UAV.

4.3. Comparative Analysis of Morphic Control

During the study, the main problem that should be solved is the considered design’s
aerodynamic performance. The airplane structure was reconstructed in XFLR5 software, as
shown in Figure 23. The tests were similar to the aeroelasticity analyses (Figure 21) and
carried out for various configurations of control systems [27].

The main aircraft wing was divided into several sections with differing chords and
dihedrals. Different versions of roll control elements were taken into account. The following
analysis compared three control options—classical with ailerons, tail control, wingtip twist
morphing (Figure 24).

Figure 24 shows the distribution of the lifting force coefficient (Cl) in the given wing
section as a function of the main wingspan and the tail wingspan measured from the
symmetry plane for the roll operation for different angle of attack (ACA) (0◦; 5,5◦; 10◦).

The computational simulation results confirmed the legitimacy of applying innovative
solutions, both integrated in the tail and morphic wingtips. In both cases, the new control
configurations became even 10% more efficient in the entire range of attack angles [27].
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Figure 23. TWIN STRATOS UAV model in XFLR5 software.

 

 

 
Figure 24. TWIN STRATOS UAV comparative analysis of roll operation for different steering
arrangements. From above: ailerons, tail compliant trailing edge, wingtip twist morphing.
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5. Conclusions

The design process is iterative, and the number of approximations in the case of a
complex UAV object can be significant. Nowadays, CAD systems are commonly used to
model the geometric form. In each of these approximations, it is necessary to generate
a new geometric model, which is laborious and may lead to errors and inconsistencies.
Automating the generation of a geometric model in the CAD system using generative
modelling can significantly accelerate this process. Such generative models can be used
both in the case of iterative improvement of the structure by designers and the application
of optimization algorithms. The article describes improving a very unusual HALE UAV
structure, where subsequent analyses are usually preceded by a labor-intensive rebuilding
of the geometric model. Such an operation can be supported by using a generative model
in the form of structured modules that enable structural modifications which are not
understood in most low-fidelity verification methods of a parametric mesh but are in a
multielement engineering model in the CAD system. The proposed solution does not
eliminate the methods and models mentioned above—it perfectly complements them,
as it allows for remodeling of a complex engineering structure and several engineering
verifications that go far beyond general verification methods. In this way, the FEM analysis
is performed not only on the general support structure but also on a highly verified design,
including technological, assembly and general engineering relations.

The most important contributions of the paper are:

• A methodology for automating the design of ultralight and highly flexible aircraft
structures with the use of generative modeling.

• Proposing and verifying the form of generative models for selected fragments of the
structure, especially wings.

• Integration of the use of generative models for iterative improvement of structures
using low- and middle-fidelity methods of numerical verification.

In future works, it is necessary to improve the design processes with the use of gener-
ative modelling, and in particular for further automation and integration with numerical
verification methods and tools. Work will be carried out to extend the range of generative
models to include less typical design solutions. Depending on needs, the generative models
developed as part of the research will also be transferred to other CAD tools. Improvements
of the design procedures for unusual classes of flying objects, such as HALE UAVs, are
also required.
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Abstract: In this work, we investigated the compensation of strain deviation in the machine direction
of a web in the roll-to-roll process. As flexible devices have become popular, many researchers have
begun to study roll-to-roll processes for the mass-production of flexible devices at low cost. In the
continuous roll-to-roll process, an electronic circuit pattern is printed on the web while the web is
transferring. Due to tension and Poisson’s ratio, a non-uniform strain distribution can occur in the
web. This strain distribution occurs mainly at the center of the web and causes a register error in the
machine direction. In this work, we designed a roller to minimize the strain deviation. The design of
the compensation roller was optimized using the design of experiments (DOE) methodology and
analysis of variance (ANOVA), and the compensation performance was verified through experiments
and simulations. According to the results of a comparative experiment conducted to confirm the
correcting performance of the optimized roller, the strain deviation in the machine direction decreased
by approximately 48% with the proposed roller compared to that of the conventional roller.

Keywords: web deformation; strain deviation; design of experiment; roll-to-roll process

1. Introduction

Flexible devices are part of the next generation of mobile technology and include foldable displays,
wearable devices, and implant sensors. Their core component is a flexible printed circuit board (FPCB).
To popularize flexible devices, FPCBs must be inexpensively and efficiently produced. However,
conventional circuit board production methods (e.g., lithography and etching processes) cannot meet
these requirements. Since the roll-to-roll process is suitable for the low-cost mass production of flexible
substrates, researchers have attempted to develop the process for manufacturing flexible devices.

In the roll-to-roll process, electronic circuit patterns are printed onto flexible substrates which
are transferred between unwinding and rewinding rollers. These flexible substrates are composed
of a polymer film, which is called a “web”. In the actual process, the two unwinding and rewinding
rollers, along with many additional rollers, generate the electronic circuit patterns. The electronic
circuit patterns are printed on the web, inspected, and packaged. The space between any two rollers
in the process is called the “span”. The direction along the transfer is “machine direction (MD)”.
The direction perpendicular to MD is “cross direction (CD)”.

If the web has an uneven strain distribution in the span between these rollers, defects may form.
In a given span, the two rollers at both ends exert tension on the web, generating a strain distribution
in the web. To construct the electronic circuit pattern, multilayer printing is performed with several
spans. A register error is a relative positional error between the patterns of the previous and next spans.
A register error occurs if the strain generated on the web in each span is uneven. Further, an uneven
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strain can cause pattern errors because there is a contraction difference between the two patterns in the
center. Therefore, this non-uniform strain distribution causes a register error in the machine direction
(MD) and cross direction (CD) of the web [1]. If the strain deviation in the MD is reduced and the
distribution becomes more uniform, this error is reduced.

Existing processes using rollers include rolling processes for metalworking and the rotary press
printing process. In the rolling process, metal materials are reshaped to obtain a product. Thus,
researchers have focused on plastic rather than elastic deformation [2,3]. In the rotary printing process,
characters or images are printed on a paper substrate. Researchers have attempted to minimize the
register error to improve print quality; however, micro-scale printing precision is not required [4–6].

The electronic circuit pattern created in the roll-to-roll process is finely detailed; therefore,
micro-scale printing precision is important for multilayer printing. A register error due to a shape
error or misalignment of the pattern creates defects in the electronic circuit. Thus, a great deal of
research has focused on reducing register errors in order to manufacture high-performance electronic
components. Hu, L. et al. measured the register error using a high-resolution microscope camera
and studied motion-base calibration using the micro-movement of the print head [7]. Jung, H. et al.
conducted and compensated for the register error by controlling the span length and tension using an
active motion-based roller between the upstream and downstream printing rollers [8]. Kang, H. et al.
compensated for the register error using the phase shift of the upstream roller and continuously
compensating the register error of the downstream roller through PID control [9]. Chang, J. et al.
reduced the register error by locally releasing tension on the web locally through a successive chucking
system, clamping unit, and guide roller descending [10]. Kim, C. et al. reduced the strain on the web
by controlling the tension using a dancer roller to reduce the web shrinkage that occurs during the
drying process [11]. Lee, J. et al. used a register control algorithm to reduce the tension error [12].
Kim, S. et al. analyzed the deformation of the substrate in the ink transfer process using computational
fluid dynamics (CFD) [13]. However, there are few studies that proactively correct the uneven strain
distribution during the roller design stage prior to using a separate actuator or controlling the system.
In the roll-to-roll process, the electronic circuit is printed on an arbitrary printing line in the CD.
Therefore, the non-uniformity of the strain in the printing line is more important than the absolute value
of the strain in the web. The strain is concentrated in the center of the CD and decreases toward both
sides [14]. In addition, the strain deviation in the web is proportional to the web width and inversely
proportional to the distance in the MD from the line where the roller and web touch. To reduce the
register error, the strain deviation must not exceed a certain level within a single span; if the strain
variation is great, the effective printing area is reduced, which limits productivity. In addition, the strain
generated by tension during the process is recovered when the tension is disengaged after the process.
This elastic change can also result in pattern error. If the strain distribution is uneven, the pattern is
misaligned, resulting in an MD register error and poor print quality.

In this study, we investigated the strain distribution in the flexible web in the roll-to-roll process.
We sought to equalize the strain distribution in the MD on the printing line in the CD. To maintain high
print quality and productivity, we proposed a new roller design that compensates the non-uniformity
of the strain. Moreover, we developed a finite element (FE) model of a single-span roller and web and
evaluated the compensation performance of the roller. To maximize the compensation, we optimized
the design parameters of the roller using the design of experiments (DOE) methodology and analysis
of variance (ANOVA).

To minimize the strain deviation in the MD, we constructed the compensation roller with a convex
roller core. The convex core was wrapped in a flexible material (rubber skin) such that the roller and
web were always in contact. The outer diameter of the roller with the core and rubber is uniform.
This roller configuration changes the contact stiffness along the CD on the web when the rollers and
the web touch to compensate for the strain deviation.

To optimize the compensation performance, we varied the thickness gradient of the rubber skin
surrounding the roller, the total diameter of the roller, and the material properties of the rubber

112



Appl. Sci. 2020, 10, 7564

skin. The thickness gradient is the thinnest minus the thickest diameters of the core. Additionally,
we considered interactions between the design parameters. From this analysis, we found that the
strain of the web was most uniform in the roller with a barrel-type core with a thickness gradient of
approximately 8 mm. This roller compensated the uneven strain distribution by approximately 48%
with respect to the conventional roller.

2. Strain of Web in Roll-to-Roll Process

The finite element analysis was used to analyze the strain distribution of the web in the roll-to-roll
process. Through this analysis, it was confirmed that the MD strain deviation exists under uniform
tension conditions. Additionally, the MD strain deviation with respect to the web width and the
location of the printing line was analyzed. A series of experiments were conducted to verify the FEA
results, and the MD strain deviation similar to the FEA results was measured. Therefore, we used the
FE model to compensate the MD strain deviation.

2.1. Strain Analysis Model of Web

ANSYS Workbench R18.0 was used to conduct an FE analysis on the web strain caused by tension
for a conventional roller in the roll-to-roll process. To analyze the strain of the web when tension is
applied to a single span, the FE model consisted of a roller and a web. A schematic of the FE model is
shown in Figure 1. The diameter and length of the roller were 60 and 350 mm, respectively, and the
roller was composed of aluminum. The web was composed of a polyethylene terephthalate (PET) film
with a width of 160 mm, a span length of 200 mm, and a thickness of 0.2 mm. The mechanical properties
used in the analysis are shown in Table 1. PET films are viscoelastic materials; however, we considered
them to be linear elastic materials because of the low strain in this case study. The element size of
the web is 5 mm and the web was modeled as a uniform hexahedron mesh; the number of elements
was 3324 and the number of nodes was 19,289. The element size and shape were predetermined after
checking the FE model’s convergency. In addition, boundary conditions such as the load, degrees of
freedom, and friction conditions were set in the FE model. The tension (10 MPa) was applied at the
load end along the transport direction of the web. At the fixed end of the web, which touched the
roller, all degrees of freedom except the width direction of the web were constrained. The degree of
freedom in the width direction of the web allowed for deformation due to Poisson’s ratio. Moreover,
the contact between the web and roller resulted in friction with a friction coefficient of 0.2.

Figure 1. Schematic of finite element (FE) model: Red lines are fixed in the machine direction (MD);
the blue line represents the target printing line.
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Table 1. Mechanical properties in the finite element analysis (FEA).

Young’s Modulus Mass Density Poisson’s Ratio

E (GPa) ρ (kg/m3) -

Roll (aluminum) 71 2,770 0.33
Web (PET) 3.5 1,320 0.34

In the actual process, the transfer of the web is a dynamic process. In this study, however,
we modeled the process with a constant transfer speed and under static conditions for simplicity.
If the strain deviation is compensated under static conditions, it will also be compensated in the
dynamic state.

2.2. Web Strain FEA Results: Conventional Roller

We used the FE model to analyze the strain distribution along the position of printing line or
across the width of the web under uniform tension conditions. Figure 2 shows the relationship between
the position along the printing line and strain deviation in the MD with respect to the distance from
the contact line of the web (width of 160 mm) and roller when a tensile force of 10 MPa is applied to
the web.

Figure 2. MD strain distribution along the printing line with respect to the change in distance between
roller and line.

At a distance of 50 mm from the roller in the MD, the strain exhibited the most uneven distribution,
while the most uniform strain was observed for a distance of 200 mm. The shorter the distance between
the roller and the web in the MD, the greater the variation in strain distribution. Moreover, Figure 3
shows the deviation of the MD strain which occurs with changes in the web width for a distance
50 mm from the roller in the MD. When the film width was 160 mm, the strain deviation was minimal.
The strain deviation increased as the web width increased. This strain deviation may cause a register
error in the MD owing to the change in the tension in each span. In addition, when the tension is
removed after the process, the elastic strain becomes zero and the positioning precision of the pattern
is adversely affected. Therefore, we sought to design a roller to improve the precision of the printing
pattern and to minimize the register error by compensating for the strain deviation in the MD.
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Figure 3. MD strain distribution along the printing line with respect to the web width.

2.3. Verification of FE Model for Analyzing Web Strain Deviation

Before using the FE model to design the roller, we verified the model. Figure 4 shows a schematic of
the arrangement of the rollers and web of the experimental equipment. In general, the web is transferred
by an unwinding roller and a rewinding roller. In a single span, one side uses a nip to simulate the
fixed end, and the other side uses a dancer roller to simulate the load end. The tension acting on the
web was measured with load cells (TS-100, Bongshin Loadcell Inc., Osan-si, Korea) at both ends of the
dancer roll. The strain measurement was calculated from the relative displacement of reference marks
on the web when tension was applied to the web, as shown in Figure 5. The mark displacement was
measured with a vision camera (MV-BX30A, Crevis Inc., Yongin-si, Korea, pixel size = 4.65 μm).

To measure the relative displacement of the web, 18 marks were used—nine marks near the fixed
end and nine marks near the load end. Each set of nine marks is aligned along the CD, parallel to each
other. The marks were fabricated by using a CO2 laser on the web. The marks were approximately
1 × 1 mm2 and cross-shaped.

Figure 6 shows the relative displacement from the marks at the fixed end to the marks at the load
end; the experimental results are similar to the results of the FEA. However, even if the transfer of
the web was stopped during the experiment, displacement due to the inertia of the roller occurred;
thus, it was impossible to stop it at the same position every time. Additionally, because the dancer
roller used a hydraulic drive to add tension, it was difficult to compare quantitatively because there
is a tension error for each test case. The experimental results were not symmetrical about the center
because the position of the reference mark was not symmetrical.

Figure 4. Schematic of equipment for web strain measurement.
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Figure 5. Schematic of the web strain measurement method (top view) with a conventional roller.

Figure 6. Strain measurement results along the cross direction (CD) of conventional roller.

Based on the results in Figure 6, we confirmed that the strain deviation occurred in the MD under
uniform tension conditions; the strain in the MD was larger near the center of the CD and decreased
toward both ends. Since non-idealities exist in reality, there are some errors; however, the FEA and
the experiment largely agree. Thus, we used the FE model to design the compensation roller for
minimizing the strain deviation in the MD.

3. Roller Design Optimization for Minimizing Strain Deviation

The compensation roller has a barrel-shaped core and is wrapped with an elastic rubber. This roller
was named “barrel roller”. In order to maximize the corrective performance of the barrel roller,
we optimized the roller using DOE and ANOVA. After applying the optimized design factors to the
FEA, we confirmed that the strain deviation was reduced.

3.1. Roller for Compensating Strain Deviation

According to the FEA and experimental results, the strain in the MD of the web was high in the
center of the CD when a uniform tension was applied to the conventional roller. The strain deviation
in the MD can be compensated by adjusting the contact stiffness between the roller and the film. If the
contact stiffness decreases toward the roller end, the relatively low strain increases; thus, the strain
deviation in the web is compensated.
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To test this concept with an actual roller, a roller with a convex core was chosen and the roller was
wrapped in an elastic material (rubber skin). Hence, the core is rigid and the skin is flexible. As shown
in Figure 7, the contact stiffness between the web and roller is greatest in the center and decreases
toward each side. The total diameter of the core and skin assembly is constant to prevent wrinkling of
the web. Since the core of the roller is convex, the roller was named a “barrel roller”.

We then used the FE model to optimize the design of the roller shown in Figure 7, focusing on
the strain distribution in the MD 50 mm from the contact line. The goal of the optimization was to
minimize the difference between the maximum and the minimum of the strain distribution in the MD
along the CD.

Figure 7. Compensation rollers for minimizing the non-uniform strain.

3.2. Design Factors and Their Interaction

The design of experiments (DOE) is a method of efficiently planning an experiment to obtain the
maximum information while minimizing the number of experiments required [15]. DOE is used to
analyze the factors that affect the output of the system. To minimize the MD strain deviation of the
web under uniform tension conditions, design optimization was conducted based on DOE. Design
factors were selected and the sensitivity analysis was performed according to the level change of
design factors.

We varied the thickness gradient of the skin (A), the diameter of the entire roller including the
core and skin (B), and the elasticity modulus (Young’s modulus, C) of the skin. Considering the process
with actual rollers, the minimum thickness of the skin was set to 3 mm.

Next, we investigated possible interactions between the selected design factors (i.e., whether one
factor depends on another factor). Table 2 lists the initial values of the design factors used to study the
interactions with a two-way factorial design. One of the three selected design factors was fixed, and
the deviation of the strain in the MD of the web was analyzed as the other two factors were varied.

Table 2. Design factors and initial levels of each factor.

Sort Factor
Level

1 2 3

Control factor
A (mm) Thickness gradient of skin 3 6 9
B (mm) Outer diameter of roller 40 60 80
C (MPa) Young’s modulus of skin 2.85 7.85 12.85

The results are shown in Figure 8. The graph shows that the curves representing the relationship
between the thickness gradient of the skin (A) and the diameter of the entire roller (B) and the
relationship between the diameter of the roller (B) and Young’s modulus (C) of the skin intersect.
However, the curves representing the relationship between the thickness deviation (A) of the skin and
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Young’s modulus (C) of the skin do not intersect. Hence, factor B is affected by the levels of factors A
and C; these factors interact.

Figure 8. Interaction analysis for the two-way factorial design.

3.3. Design of Experiments (DOE) Considering Interactions

Since we confirmed that interactions between design factors occur, our DOE analysis considered
these interactions. Table 3 presents an orthogonal array for the case in which the interactions between
the design factors are considered. Factors A, B, and C are in columns 1, 2, and 5, and their interactions
are indicated by AB, BC, and AC, respectively. In the DOE-based FEA, only columns 1, 2, and 5 with
factors A, B, and C were considered. Then, in the process of selecting the optimum condition, the factors
of the remaining columns were considered. The ABC factor, which is a higher-order interaction, was
not considered and was pooled in the error term. Subsequently, a sensitivity analysis was conducted
to determine whether changes in design factor values affected the strain deviation in the MD.

Table 3. Orthogonal array for interaction analysis.

No.

Factor
A B AB AB C AC AC BC ABC ABC BC ABC ABC

Column
1 2 3 4 5 6 7 8 9 10 11 12 13

1 1 1 1 1 1 1 1 1 1 1 1 1 1
2 1 1 1 1 2 2 2 2 2 2 2 2 2
3 1 1 1 1 3 3 3 3 3 3 3 3 3
4 1 2 2 2 1 1 1 2 2 2 3 3 3
5 1 2 2 2 2 2 2 3 3 3 1 1 1
6 1 2 2 2 3 3 3 1 1 1 2 2 2
7 1 3 3 3 1 1 1 3 3 3 2 2 2
8 1 3 3 3 2 2 2 1 1 1 3 3 3
9 1 3 3 3 3 3 3 2 2 2 1 1 1

10 2 1 2 3 1 2 3 1 2 3 1 2 3
11 2 1 2 3 2 3 1 2 3 1 2 3 1
12 2 1 2 3 3 1 2 3 1 2 3 1 2
13 2 2 3 1 1 2 3 2 3 1 3 1 2
14 2 2 3 1 2 3 1 3 1 2 1 2 3
15 2 2 3 1 3 1 2 1 2 3 2 3 1
16 2 3 1 2 1 2 3 3 1 2 2 3 1
17 2 3 1 2 2 3 1 1 2 3 3 1 2
18 2 3 1 2 3 1 2 2 3 1 1 2 3
19 3 1 3 2 1 3 2 1 3 2 1 3 2
20 3 1 3 2 2 1 3 2 1 3 2 1 3
21 3 1 3 2 3 2 1 3 2 1 3 2 1
22 3 2 1 3 1 3 2 2 1 3 3 2 1
23 3 2 1 3 2 1 3 3 2 1 1 3 2
24 3 2 1 3 3 2 1 1 3 2 2 1 3
25 3 3 2 1 1 3 2 3 2 1 2 1 3
26 3 3 2 1 2 1 3 1 3 2 3 2 1
27 3 3 2 1 3 2 1 2 1 3 1 3 2
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The initial factor levels in the sensitivity analysis were the factor levels in Table 2, and the
results are shown in Figure 9. The objective function to minimize the strain deviation of MD was
selected so that the difference between the maximum and minimum values of the strain distribution
was to be the smallest. The same was applied to the DOE-based FEA and verification experiments.
Accordingly, the strain deviation in the MD was minimal when the thickness gradient (A) of the skin
was approximately 6 mm and the total diameter (B) of the roller was 40–60 mm. The lower the Young’s
modulus (C) of the rubber, the greater the reduction of the MD strain deviation.

Figure 9. Sensitivity analysis considering interactions based on factor levels in Table 2.

Thus, the range of factor A was further sub-divided from 6 to 9 mm and the range of factor B
was set to 40–60 mm for the FEA. The levels of the modified factors are shown in Table 4, and Table 3
shows the orthogonal array. Moreover, Figure 10 shows the results of the sensitivity analysis based on
the modified factor levels in Table 4. For a skin thickness gradient (A) of 6 mm, roller diameter (B)
of 60 mm, and low Young’s modulus (C) of the skin, the strain deviation in the MD was minimized.
In addition, each design factor influenced the reduction of the strain deviation in the MD.

Table 4. Modified factor levels for determining the global minimum.

A (mm) B (mm) C (MPa)

Level 1 6 40 2.85
Level 2 7 50 7.85
Level 3 8 60 12.85

Figure 10. Sensitivity analysis considering interactions based on factor levels in Table 4.

Subsequently, we performed a quantitative analysis of variance (ANOVA) to select the optimal
design. The ANOVA represents the variation in the characteristic values obtained as a result of the
DOE as the total sum of squares [15]. This value is expressed as the total sum of squares for each factor,
and the remainder is interpreted as an error variation. The variance of each factor is then compared
to the variance of the error to determine how much influence each factor has on the characteristic
values. The larger the F value in the analysis of variance, the greater the effect on the objective function.
Table 5 shows the results of the ANOVA including the interactions between the factors; SS is the sum
of squares, DF is the degrees of freedom, MS is the mean square, E is the error term, and T is the total
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sum of squares of the characteristic values obtained as a result of the DOE method. The F value was
calculated by dividing the mean square value of each factor by the mean square value of the error (E).

Table 5. ANOVA results derived after performing FEA by applying the orthogonal array in Table 3 and
the modified factor levels in Table 4.

Factor SS DF MS F

A 8.13 × 10−10 2 4.07 × 10−10 44.68
B 2.01 × 10−10 2 1.00 × 10−10 11.02
C 2.70 × 10−9 2 1.35 × 10−9 148.51

AB 2.07 × 10−9 4 5.18 × 10−10 56.94
AC 4.72 × 10−12 4 1.18 × 10−12 0.13
BC 1.91 × 10−9 4 4.78 × 10−10 52.57
E 7.28 × 10−11 8 9.10 × 10−12 −
T 7.78 × 10−9 26 − −

According to Table 5, the F value of the A × C factor was 0.13, which was less than the error value.
Thus, the interaction between A and C had a small effect on the reduction of the strain deviation in the
MD. The interaction between A and C was pooled in the error term in Table 6. Based on the results in
Table 6, the modulus of elasticity of the skin had the greatest effect and the total diameter of the roller
had the least effect.

Table 6. ANOVA results after pooling the A × C factor with an F value less than 1 into the error term.

Factor SS DF MS F

A 8.13 × 10−10 2 4.07 × 10−10 39.55
B 2.01 × 10−10 2 1.00 × 10−10 9.75
C 2.70 × 10−9 2 1.35 × 10−9 131.45

AB 2.07 × 10−9 4 5.18 × 10−10 50.40
BC 1.91 × 10−9 4 4.78 × 10−10 46.53
E 7.28 × 10−11 12 1.03 × 10−11 -
T 7.78 × 10−9 26 - -

3.4. Determination of Optimized Design

According to Table 6, the factor with the greatest influence on the reduction of the strain deviation
in the MD was the elastic modulus of the skin (C); the total diameter of the roller (B) had the least
effect. However, because these factors interact, the interaction must be considered when determining
the optimal shape. Table 7 shows the results of the MD strain deviation for the factor levels in Table 4.
The combinations with the least strain deviation in the MD are the A1B1 and B3C1 combinations.
The results in Table 7 alone cannot be used to select the value of factor B because of the interaction.
However, according to Table 6, factor C had the greatest influence on the strain deviation in the MD.
Therefore, the B3C1 combination was chosen first. The level of factor B was fixed at B3, and the
level of A was determined. Among the combinations including B3, A3B3 produced the smallest MD
strain deviation.

Table 7. Two-way factorial table based on levels in Table 4.

A1 A2 A3 C1 C2 C3

B1 0.0096 0.0110 0.0214 0.0154 0.0122 0.0144
B2 0.0142 0.0165 0.0154 0.0106 0.0152 0.0202
B3 0.0141 0.0134 0.0127 0.0069 0.0133 0.0200

Finally, the A3B3C1 combination was selected as the optimal design and applied to the FE model
to confirm the corrective effects on the strain deviation in the MD. Figure 11 compares the strain
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deviations in the MD of the conventional and barrel rollers. The total deformation of the web is shown
in Figure 12. The proposed design is effective according to these results.

Figure 11. Comparison of strain distribution in the cross direction: Conventional versus optimized
barrel roller.

Figure 12. Comparison of total deformation results: Conventional versus optimized barrel roller.

4. Experiment

By manufacturing the optimized barrel roller, we were able to verify its compensation performance.
For a span length of 200 mm, the average deviation was 8.54 μm for the conventional roller and 4.42 μm
for the optimized barrel roller. This represents a compensation of approximately 48%. Under the same
conditions as in the experiment, FEA produces a compensation performance of 85%.

4.1. Experiment for Verifying the Performance of Barrel Roller

We conducted an experiment to evaluate the compensation performance of the optimized barrel
roller. The optimized barrel roller was a barrel-shaped A3B3C1 combination; the thickness gradient of
the skin was 8 mm, the total diameter of the roller was 60 mm, and the elastic modulus of the shell was
2.85 MPa (Figure 13).
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Figure 13. Optimized barrel roller fabricated with final design parameters.

To evaluate the performance of the barrel roller, we conducted a comparative experiment by
replacing the fixed-end roller with the barrel roller, as shown in Figure 14. The load-end roller was
a conventional roller. Reference marks were also placed by a laser; the relative displacement of the
laser marks was measured with a vision camera, and the strain was calculated. In this experiment,
we used 28 marks—14 marks are close to the optimized barrel roller (fixed end) and 14 marks near
the conventional roller (load end). The web used in the experiment was a PET film (Mitsubishi Inc.
O321E188) with a width of 160 mm and a thickness of 188 μm. The experimental apparatus is shown
in Figure 15.

Figure 14. Schematic of web strain measurement (top view) with a barrel roller.

Figure 15. Experimental setup for strain measurement: linear motion (LM) guide and four vision cameras.

Tension in the film was engaged with dancer rollers and measured with load cells at both ends of
the roller at the load end. In the FEA, the load condition was assumed to be 10 MPa; however, in the
experiment, the maximum tension was limited to 5 MPa due to the load limit of the dancer roller.
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Since we assumed that the deformation of the web and skin occurred only within the elastic region,
a linear relationship between the strain and tension was assumed.

The vision cameras were positioned 50 and 150 mm away from the central axis of the roller and the
web was transferred. When a reference mark entered the field of view of the vision camera, the transfer
of the web was stopped and the position of the mark was measured. To measure the strain, a pair of
reference marks at 100 mm intervals in the MD was pictured on the web under a load of approximately
3 MPa, and all reference positions were measured first. In the next step, the tension was increased to
5 MPa, and the positions of the marks were determined to calculate the strain. The procedure was
repeated three times; marks #6 to #9 could not be measured due to mechanical interference between
the vision cameras.

The experimental measurements of the strain deviation in the MD are shown in Figure 16 and
Table 8. Figure 16 shows the relative displacements in the MD under tension condition at each reference
mark. Table 8 compares the deviation in the relative displacements in the MD of each experiment.
The mean deviations for the conventional and barrel rollers were 8.54 and 4.42 μm, respectively; thus,
the deviation of barrel roller was 48% lower.

Figure 16. Comparison between relative displacements of conventional and optimized barrel rollers.
The laser pattern number is an index in Figure 14. The spacing between the laser pattern numbers is
10 mm.

Table 8. Deviation of relative displacement in each experiment: Conventional versus optimized
barrel roller.

Test No. Deviation (μm) Mean of Deviation (μm)

Conventional
roller

1 10.31
8.542 7.14

3 8.18

Barrel
roller

1 5.38
4.422 3.79

3 4.09
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4.2. Comparison of Experimental and FEA Results

In the DOE-based FEA, the tension was 10 MPa. However, the experiment was conducted
under 5 MPa of tension due to the maximum load limitation of the dancer roller. In addition,
reference markings for measuring the MD strain deviation were already engraved under a tension of 3
MPa. This is because the web is transferred to the patterning section. Therefore, in the verification
experiment, the reference position of each mark was measured under 3 MPa of tension, and the strain
was calculated by measuring the position of the mark after increasing the tension to 5 MPa. To compare
the MD strain deviations of the experiments and FEA under the same conditions, an FE model with a
tension of 5 MPa was constructed. In the 200 mm span, the printing lines were set at distances of 50
and 150 mm from the contact point of the roller and the web. The mechanical properties used in this
FEA are shown in Table 9. Figure 17 shows the FEA results of the strain distribution in the MD for
these conditions.

Table 9. Mechanical properties applied to FEA to simulate the MD strain deviation of the web under
the same tension conditions as the experiment.

Young’s Modulus Mass Density Poisson’s Ratio

E (GPa) ρ (kg/m3) -

Roll (aluminum) 71 2,770 0.33
Silicon rubber (skin) 0.00285 1,200 0.5

Web (PET) 3.5 1,320 0.34

Figure 17. Comparison of FEA between the existing roller and barrel roller derived by calculating the
MD strain distribution under 3 MPa of tension and then changing the tension to 5 MPa.

The strain deviations of the conventional and optimized barrel rollers were 0.00357% and 0.0005%,
respectively. For the FEA model, the relative displacements were 7.14 and 1 μm, respectively. Based on
these results, the compensation performance was approximately 85%.

There are a few explanations for the mismatch between the results of the experiment and the FEA.
The reference marks were not placed exactly 50 mm from the central axis of the roller in the actual
experiment. Additionally, uniform tension could not be applied with the dancer roller. Moreover,
the reference marks may not have been symmetrically arranged around the center of the CD of the web,
the laser mark array and the central axis of the rollers were misaligned, and the properties applied in
the FEA were not perfectly accurate.
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5. Conclusions

In this study, we analyzed the non-uniform strain distribution in a web in the roll-to-roll process.
In addition, to mitigate the uneven strain distribution, we designed an optimized roller. According
to the experimental results, strain uniformity is improved by approximately 48% with the proposed
design compared to the conventional roller.

If the strain distribution in the transported web is non-uniform, a register error may occur in
the machine direction (MD or transfer direction) of the web, reducing the shape accuracy or position
precision of the print pattern. The distribution of the strain generated in a web being transferred under
uniform tension is symmetrical along the width direction (CD) of the web with respect to the centerline
of the web in the MD. Around this centerline, the strain is high and decreases toward both sides of the
web. This deviation decreases as the web moves away from the roller and increases with the increasing
web width. Improving this uniformity is important for productivity and precision.

In this study, we designed a novel roller to minimize the strain deviation in the MD. This roller
consists of a rigid core and an elastic outer skin. The core is barrel-shaped and covered with the
elastic skin. The assembly is a cylinder with a constant diameter. This configuration reduces the strain
deviation by changing the contact stiffness between the web and the roller.

First, we used an FE model composed of a roller and web to simulate the strain due to tension in
an actual process; based on this model, we optimized the roller design. For this purpose, we varied
the thickness gradient of the skin, the total diameter of the roller, and the physical properties of the
skin. Using DOE and ANOVA, we optimized the design to minimize the MD strain distribution at
the printing line 50 mm from the roller central axis. The total diameter of the roller interacts with
the thickness gradient; in addition, the mechanical properties of the skin interact with the diameter.
The barrel roller with a thickness gradient of 8 mm, a roller diameter of 60 mm, and an elastic modulus
of 2.85 MPa minimizes the strain distribution.

To compare the strain distributions of the conventional and optimized barrel rollers in the MD,
we conducted a verification experiment. The rollers optimized with the FEA and DOE were employed,
and the experiment was repeated three times for tensions of 3–5 MPa. The conventional and barrel
rollers produce deviations of 8.54 and 4.42 μm, respectively. Thus, the compensation performance is
improved by 48% by the barrel roller.

Our experiments had certain limitations; the center area could not be measured due to the
mechanical interference between the vision cameras. This should be fixed with a jig in the future.

Despite the experimental limitations, the strain distribution is more uniform with the optimized
than with the conventional roller. This is expected to improve the printing precision of fine patterns and
to mitigate register errors in the multilayer printing process. The results of this study can promote the
introduction of the roll-to-roll process into the industrial fabrication processes of FPCBs and displays.
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Abstract: The effectiveness of shot peening is mainly determined by the peening coverage. The
peening coverage is required to be 100% for current technical standards of shot peening. With
the increase of material strength, higher peening coverage is required in shot peening process.
However, the influence of high peening coverage on Almen intensity and residual compressive stress
is unclear, the difficulty mainly lies in the lack of quantitative description of peening coverage in
finite element analysis. To analyze the influence of high peening coverage on Almen intensity and
residual compressive stress, firstly an approximate quantitative description of peening coverage
based on dent size, the distance of shots and shot numbers is proposed in this study. Based on this
quantitative description of peening coverage, the arc height and residual stress of the Almen test are
simulated with the finite element method. The simulation results of arc height and saturation curve
agree well with that of the Almen test, by which the effectiveness of the quantitative description and
FE simulation are proved. The further study indicates that in shot peening processes, the excessive
peening coverage doesn’t improve Almen intensity and residual compressive stress.

Keywords: shot peening; quantitative description of peening coverage; high peening coverage;
Almen intensity; residual compressive stress

1. Introduction

Shot peening is a mechanical surface treatment that induces a surface layer of residual compressive
stress (RCS). In the shot peening process, the surface of metal parts such as gears, springs, or turbine
blades is sprayed by numerous small round metal balls and RCS is generated on the surface. RCS
embedded in the surface plays a role in preventing the occurrence of cracks so that the fatigue strength
of the pinched parts is improved [1–4].

Engineers in charge of shot peening usually to conduct the Almen test before shot peening is
carried out [5]. In this test, a thin strip (dimensions of 76.2 mm × 18.9 mm with three commercially
available thicknesses: 0.79, 1.29, and 2.39 mm) is peened with the same peening conditions as the
actual parts of a given time period. The thin strip is called the “Almen strip” in the test. The Almen
strip then bents since RCS induced by the peening leads the Almen strip to deflect from the peening
direction [6]. The ejection of the balls is called impact, the balls are called shots. The maximum value of
deflection of the Almen strip is called the arc height. In the Almen test, with the impact time increasing,
the peening coverage increases and the arc height saturates. The value of the arc height at saturation of
Almen strip is referred to as “Almen intensity”.

In shot peening process, it is difficult to test the RCS. Therefore, Almen intensity has been used as
the standard for shot peening, which determines the shot peening parameters. Guechichi et.al. [7]
established a framework for predictive modeling of shot velocity. They found a relationship between
Almen intensity and shot velocity. The effects of Almen intensity on microstructure and residual stress
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were investigated experimentally [8,9]. Ahmed et.al. [10] investigated the influence of the shot peening
parameters on the hardness, residual stresses, and surface roughness. Jebahi et.al. [11] proposed a
comprehensive methodology to simulate a real shot peening process with minimal computation effort.
Atig et.al. [12] proposed a probabilistic methodology to evaluate the variability of the induced residual
stress and Almen intensity of the shot peening parameters. Based beam bending principles, Divid
et al. [13] quantify the relationship between the several parameters affecting measured Almen intensity.
Cao et al. [14] proposed an analytic model to study the correlation of the Almen intensity with RCS,
and compared the model-predictions with the measurements as a function of impact velocity, but
a new problem was raised in assessing and interpreting the Almen intensity scale. Guagliano [15]
performed a 3D finite element (FE) analysis to relate the Almen intensity with the terms of shot velocity,
but didn’t present a relation between the Almen intensity and RCS. Bhuvaraghan et al. [16] improved
FEM-based approach that simulates the actual process of Almen strip peening by employing randomly
located shots impacting on a part of Almen strip and the inclusion of strain-rate dependent target
material properties. Bhuvaraghan et al. [17] used the discrete element method in combination with the
finite element method to obtain reasonably accurate predictions of the residual stresses and plastic
strains. Hu et. al. [18] examined the influences of the dimension and shape on the residual stress with
3D random impact FE model. In general, there have not been deeper studies about the influence of
peening coverage on Almen intensity and RCS recently due to a lack of quantitative description of
peening coverage.

During the strip test or general shot peening test, numerous shots are arbitrarily bumped onto the
Almen strip or specimen surface in a random sequence and random locations [19–21]. Therefore, the
peening coverage is difficult to define in FE simulation of shot peening. Miao et al. [22] proposed a 3-D
finite element model that consists of some identical shots impacting randomly an aluminum target at
normal or oblique incidence angles. The random coordinate of each shot that satisfied 100% peening
coverage was generated from a MATLAB program combined with ANSYS program Design Language.
However, Miao et al.’s model, the minimum distance between all the existing shots was set to be 0.75
mm, which is arbitrary. The radius of all shots was 0.5 mm and the maximum number of shots used
for simulation was 96. Hence, Miao et al.’s model might apply to a unit cell-based 3-D finite element
analysis where an impact region to be discretized into a fine mesh is very small, e.g. 2 mm × 2 mm × 1
mm. Majzoobi et. al. [23] and Klemenz et. al. [24] extended Kubler et. al.’s [25] work by developing a
process map for random impact locations generation ensuring that no two shots occupies the same
space mathematically, and applied it to simulate the Almen strip response under random multiple
impacts. A slice of the Almen strip subjected to random multiple impacts was modeled. The radius
of the shot used as 0.1778 mm. However, the deflected profile of the Almen strip computed using
the FE model with random impact locations was not compared with the measured profile. Mylonas
and Labeas [26] proposed a methodology that minimizes a total number of shots, and hence makes it
possible practically to simulate the multiple shot impacts, which have statistics characteristics. They
showed that predetermined shot patterns (locations and sequence of the multiple shots) on a reference
area of 1 mm2 could predict RCS distribution, surface roughness, and cold work by comparing the
model-predictions with measurements. The previously mentioned methods demonstrate that the FE
model based on randomly located impacts showed a new possibility to achieve a realistic model of shot
peening. The relation of impact locations and sequence of shots has been investigated in these studies,
which establishes the foundation for a quantitative description of peening coverage in this paper.

In all, the influence of high peening coverage on Almen intensity and RCS has not been studied
in detail. The reason is that, in finite element analysis, it is difficult to describe the peening coverage
quantitatively. In this study, the boundary conditions of the FE simulation of the Almen test were set
up accord to reference [27]. By the definition of peening, peening coverage is the ratio of the area of
the dents to the zone of the peening, a quantitative description of the peening coverage is proposed.
The size of the peening zone is determined by the distance between two shots. After determining the
size of the dent, the high peening coverage can be achieved by increasing the number of shots. This
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quantitative description peening coverages used to the simulation results of arc height and saturation
curves are in accord with the Almen test results well. Therefore, the effectiveness of this quantitative
description and FE simulation is proved. To analyze the influence of peening coverage on Almen
intensity and residual compressive stress, further study is carried out. Through the discussion of the
FE simulation and Almen test results, some new conclusions are obtained.

2. A Quantitative Description of the Peening Coverage

In this section, the peening coverage is described quantitatively by analyzing the effect of the
distance between shots, dent size, and the number of shots on the peening coverage. Generally
speaking, peening coverage is defined as the percentage of a surface area indented. For shot peening,
the peening coverage is determined by three factors, (a) dent diameter, (b) the number of dents in each
unit area of the peening surface, and (c) the time of peening. In this study, ‘cycle’ is used to describe
the time of peening for FE simulation.

Before the peening coverage is described quantitatively, some assumptions should be put forward
about locations and sequence of shots impact. Firstly, the locations and sequence of the multiple shots
impacting is not generated randomly. Secondly, peening coverage depends on both dent size and the
number of dents generated on Almen strip surface in the unit area, rather than the impact sequence.
Thirdly, the locations of the multiple shots are defined in the same position and the shots impact one
by one.

With assumptions above, the process of shots impacting is analyzed. Figure 1 shows the Schematic
of dent size on Almen strip surface in 1-cycle, the second, fourth and fifth row of shots is omitted in
Figure 1 for convenience. In Figure 1a, the shot balls are adjacent to each other in the row and impact
Almen strip surface at the same time. The width of the shadow is defined as the size of each dent (Ds),
and the distance between the center of the shots is defined as Cd. Figure 1b–d shows the process of
dent expansion. In Figure 1d, peening coverage reaches 100%. This impact pattern, from the first to
the sixth row of shots, is called one ‘impact cycle’. The overlap of the dents is inevitable in the peening
process, however, with the reasonable distance between shots, there is little overlap when full peening
coverage is reached. Therefore, higher peening coverage could be got by the repetition of this cycle.

 

(a) (b) 

 
(c) (d) 

Figure 1. Schematic of dent size on the surface of Almen strip in 1-cycle (100% peening coverage). (a)
the first row impacts the Almen strip surface, (b) the dent position of the first-row impact, (c) the dent
position of the third-row impact, (d) the dent position of the 1-cycle.

With the analysis above, a quantitative description of peening coverage is proposed, and the
peening coverage is computed by Equation (1).

Ro =
Ds ·Nl −Cd

Nl
× 1

Ds
× 100%, (1)

129



Appl. Sci. 2020, 10, 105

Nl = a · Cd
Ds

, (2)

where Ro is the peening coverage, Ds is dent size, Cd is the distance between the centers of shots; and Nl
defined in Equation (2) characterizes the number of dents between the centers of the shot. As shown in
Equation (2), the number of dents Nl is determined by Cd, Ds, and the coefficient of proportionality (a).
The coefficient of proportionality can be determined by the overlapping dents of the shot impacts [28].
The dent size is related to the size of the ball and the impact velocity. The horizontal distance between
the centers of shots (Cd) is twice the radius of the shots. The effectiveness of the quantitative description
of peening coverage will be proved in Section 3.

3. Comparison of Finite Element Simulation of Almen Test and Almen Test

Based on the quantitative description of peening coverage (Equation (1)), the finite element
simulation of the Almen test is carried out. Meanwhile, the Almen test is also carried out. By
comparing the results of the finite element simulation and Almen test, the effectiveness of the
quantitative description of peening coverage and the FE simulation are proved.

3.1. FE Simulation of Almen Test

The commercial finite element program, ABAQUS®, which is suitable for analyzing the non-linear
elastic-plastic deformation of metals subjected to multi-collision shot peening is introduced in this
section [29]. The explicit time integration scheme is employed to solve the equation of motion for the
shot-strip system. The element type used for the Almen strip is CPE4R (plane strain element). The
shot bolls are treated as rigid bodies as their hardness is much greater than that of the strip.

3.1.1. Boundary Conditions

Figure 2 shows the initial mesh configuration and boundary conditions of the Almen strip when
the modified strip holder [27] is employed, with which the boundary conditions can be greatly
simplified. Traction free boundary condition is given to the surface of the Almen strip where shot balls
are impacted, so is the opposite side of the Almen strip. U1 and U2 denote the displacement toward
x-direction and y-direction, respectively. UR1, UR2, and UR3 stand for the rotation of the Almen strip
on its x-direction and y-direction, and z-direction.
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Figure 2. (a) Boundary condition of the Almen strip when a modified Almen strip holder is used; (b)
Enlarged meshes at a part.

Enlarged meshes at a part are shown in Figure 2b. Since elastic-plastic deformation during shot
peening remains in the thin layer of the Almen strip where shots are bombarding, the dense mesh is
assigned in the thin layer zone and the coarse mesh is made in the middle zone of the Almen strip.
Transition mesh is built between two zones.

During shot peening to avoid the stresses in the Almen strip oscillating around a mean value, the
coefficient of material damping ξ = 0.5 is chosen [30]. The friction force of the relative motion of the
shots and Almen strip surface is assumed to obey Coulomb’s law. Meo and Frija [31,32] reported that
the effect of the Coulomb friction coefficient on the residual stress and plastic strain is insignificant if it
is in the range of 0.1–0.5. Coulomb friction coefficient μ = 0.2 is used in this study. The temperature
variation raised by impacting is neglected.

3.1.2. Material Model

In the previous studies [16,33–35], strain rate dependency of the Almen strip on the deformation
behavior was assumed negligible even though high strain rates were engaged in the Almen strip
during shot peening. However, the strain rate will have effects on the deformation profile, i.e. arc
height, of the Almen strip. Hence constitutive equation which relates stress and strain to the current
conditions of strain rate is necessary to describe the deformation behavior of the Almen strip under
shot peening. In this study, the Johnson-Cook model is used for high strain rate deformation.

σ =
[
A + B(ε)n

]⎡⎢⎢⎢⎢⎢⎣1 + C ln

⎛⎜⎜⎜⎜⎜⎝
.
ε
.
ε0

⎞⎟⎟⎟⎟⎟⎠
⎤⎥⎥⎥⎥⎥⎦
[
1−

( T − T0

Tm − T

)m]
(3)

A, B, C, m and n are material constants to be determined from deformation tests.
.
ε0 and T0 are

reference values of strain rate and temperature, respectively.
.
ε and T is the strain rate and temperature,

respectively. Tm is the melting temperature of the material.
The material parameters of the Johnson-Cook model used in this study were taken from the

literature [16]. Figure 3 shows the strain rate dependent flow stress behavior of the Almen strip used
in FE simulation.
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Figure 3. Variation of yield strength with strain rate.

3.1.3. Mesh Size

In finite element simulation of shot peening, the most challenging aspect is the evaluation of mesh
size. In general, much finer elements have been preferred in the impacting area and coarser elements
made in the area far from the impacting region. Since the size of the smallest element in explicit FE
simulation determines run time, we cannot reduce thoughtlessly the element size. There are several
studies [36–38] that assess the mesh size in FE simulation of the multiple impacts in terms of dimple
(dent or indentation) diameter. The deformation of the mesh caused by the impact of shots is shown in
Figure 4. The legend is the equivalent plastic strain (PEEQ) around the deformation area.

 
Figure 4. Schematic of dimple (dent or indentation) diameter on the Almen strip by a single shot.

Zimmerman et al. [35] chose an element size equal to 1/15th of dimple diameter produced by a
single shot impact. The dimple diameter indicates the magnitude of the concave surface due to the
single shot impact. Klemenza et al. [24] selected the size of elements that equals 1/10th of dimple
diameter. In the Bagherifard et al.’s [37] works, to predict the generation of a nanostructure surface
layer of material, the element size in the impact zone was selected to be 1/20th of dimple diameter.
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In this study, where 2-D multiple impacts simulation is performed, the size of elements in the
impact zone is chosen to be 0.02 mm, which is about 1/6th of dimple diameter.

3.1.4. Impact Sequence and Position

With the quantitative description of peening coverage, the impact sequence and position of shots
for FE simulation could be determined. Figure 5 shows the schematic of the impact sequence and
position in 1 impact cycle. The impact cycle is repeated to simulate 6 layers impacting irregularly on
the Almen strip surface. In each layer, the distance between the two shots is 0.6 mm. To study the
influence of high peening coverage on Almen intensity and RCS, higher peening coverage could be
got by increasing the number of impact cycles. In the Almen strip test, impact velocity is 25, 30, and
35 m/s, respectively, dent size is 0.125, 0.14, and 0.16 mm in FE simulation.

Figure 5. The impact sequence and position for 100% peening coverage at 1-cycle.

3.2. Almen Test

An air-compression type shot peening equipment is developed for this research. A cut wire
round shot S230 (Diameter = 0.6 mm) is used for the shot materials in the Almen test. Mass flow
rates of shots are approximately 2.5 kg/min. This equipment can propel shots with sizes up to 1/16
inch in diameter. The desired impact velocities are obtained by adjusting the air pressure and impact
distance. A high-speed camera (Motion Xtra HG-LE, Redlake (USA)) is employed to measure the
impact velocity (Figure 6). A number of frames used for measuring the impact velocity are 10,000 fps.
When air pressure is 0.3, 0.5, 0.7 MPa, the impact velocity measured is 25, 30, and 35 m/s respectively.
The distance from the nozzle to the surface of the Almen strip is 100 mm and the impact angle is 90◦,
which is typical for shot peening tests.
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(a) 

 
(b) 

Figure 6. Impact velocity is calculated by measuring the distance a shot traveled. (a) A high-speed
camera is employed to measure the impact velocity, (b) measure the distance between the two balls to
get the impact velocity.

SAE 1070 type-A Almen strip has been used [39]. The dimensions of the Almen strips are 76.2
(±0.38 mm) in length, 18.9mm (±0.064 mm) in width and 1.3 mm (±0.025 mm) in thickness. The
material propert is listed of SAE 1070 steel in Table 1.

Table 1. Mechanical properties of SAE 1070 steel.

Property Value

Density 7800 kg/m3

Poisson’s Ratio 0.29
Young’s Modulus 205 GPa

Yield Strength 1268 MPa
Ultimate Strength 1422 MPa

Elongation 8.2%

In Almen test, the peening coverage of the Almen test is obtained by observation. Before peening,
a penning area of the Almen strip surface is coated. After peening, the peened surfaces are observed
with 10× to 30×magnification to verify the required level of peening coverage. Viewing the coating
surfaces to determine the area of tracer removal, the all tracer of the Almen strip surface is removed
at 5 s when the peening coverage reaches 100%. As the impact time is 10 s, the peening coverage is
considered as 200%.

3.3. Comparison of Results of FE Simulation and Almen Test

The effectiveness of the quantitative description of peening coverage and the FE simulation is
proved by comparing the Almen strip’s deflection profile of the Almen test and FE simulation.

In the Almen test and FE simulation, the impact velocities are both 25, 30, and 35 m/s. In the
Almen test, peening coverage reaches 100% when the impact time is 5 s, while in the FE simulation,
the peening coverage is also 100%. The Almen strip deflection in the Almen test and FE simulation is
shown in Figure 7.
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(a) 

(b) 

(c) 

Figure 7. Variations of the Almen strip deflection profile at different impact velocities. (a) with impact
velocity 25 m/s, (b) with impact velocity of 30 m/s, (c) with impact velocity of 35 m/s.

In Figure 7, The red dot points mark the data of the Almen test, while the blue line represents the
result of the FE simulation. The simulation results agree well with that of the Almen test. Only small
deviation arises near the center of the Almen strip, which may be due to the measurement error of the
Almen test. The accuracy of arc height is very high at the center of the Almen strip.

The arc height (maximum value of the deflection) of the Almen strip is measured in the Almen
test with different impact velocity of 25, 30, and 35 m/s, and the same impact velocity is used in the FE
simulation, respectively. In Almen test the impact time is 5,10,20 and 40 s, the corresponding peening
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coverage is 100%, 200%, 400%, 800% respectively. The saturation curve of arc height in the Almen test
and FE simulation is shown in Figure 8.

 

 

 

Figure 8. Variations of the saturation curves of the arc height at different impact velocities.

In Figure 8, the red dot points mark the arc height in the Almen test, while the blue line represents
the arc height in the FE simulation. With the increase of peening coverage, the arc height both increases
and then gradually saturate in Almen test and FE simulation. At the impact velocity of 30 m/s, the
results of the arc height of the Almen test agree with that of FE simulation best, while at the impact
velocity of 25 and 35 m/s, the simulation results basically agree with the Almen test results.
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In all, with different conditions, the results of the Almen test and FE simulation are in good
agreement, which indicates that the quantitative description of peening coverage and the FE simulation
is effective.

4. Analysis of the Influence of High Peening Coverage on Almen Intensity and RCS

4.1. Influence of High Peening Coverage on Almen Intensity

In this section, the influence of the high peening coverage on the Almen intensity with three
different dent sizes is studied.

The peening coverage increases from 200% to 800%. The dent size of three cases is 0.125, 0.14,
and 0.16 mm. With three dent sizes, the variation of the Almen intensity with the peening coverage is
shown in Figure 9, respectively. Figure 9a shown the variation of the Almen intensity at 0.125mm of
dent size. Figure 9b,c shows the dent size at 0.14 and 0.16mm, respectively.

 
(a) 

 

(b) 

Figure 9. Cont.
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(c) 

Figure 9. Variations of the Almen intensity with various peening coverage at different dent size. (a)
0.125mm, (b) 0.14mm, (c) 0.16mm.

From Figure 9, firstly, with dent size of 0.125, 0.14, and 0.16 mm, the FE simulation results agree
well with that of the Almen test. Secondly, with dent size of 0.125, 0.14, and 0.16 mm, the Almen
intensity all increases firstly and then decreases as the peening coverage increases, there is a maximum
value of Almen intensity. In other words, it’s not that the higher the peening coverage, the higher the
Almen intensity, which is an important reference for the shot peening process in industry. The reason
for the decrease of the Almen intensity with the peening coverage increasing might be the residual
stress relaxation of the Almen strip surface.

4.2. Influence of High Peening Coverage on RCS

In this section, as the RCS at different depth is difficult to obtain in the Almen test, the distribution
of residual compressive stress (RCS) at different depth with the increase of peening coverage is analyzed
in FE simulation. Negative value of the RCS represents compression.

The peening coverage is 100%, 200%, 400% and 800%. The dent size of three cases is 0.125, 0.14,
and 0.16 mm. With three dent sizes, the distribution of the RCS at different depth is shown in Figure 10
respectively. Figure 10a shown distribution of the RCS at 0.125mm of dent size. Figure 10b,c shows the
dent size at 0.14 and 0.16mm, respectively.

(a) 

Figure 10. Cont.
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(b) 

(c) 

Figure 10. Residual compressive stress profiles for different impact velocity and peening coverage. (a)
0.125 mm, (b) 0.14 mm, (c) 0.16 mm.

From Figure 10, firstly, with dent size of 0.125, 0.14, and 0.16 mm, the absolute value of RCS firstly
increases and then decreases with the depth increasing, there is a maximum absolute value of RCS
around the depth of 0.02 mm. Secondly, with dent size of 0.125, 0.14, and 0.16 mm, at certain depth,
the absolute value of RCS does not always increase with the peening coverage increasing.

With dent size of 0.125, 0.14, and 0.16 mm, a more detailed analysis of peening coverage and RCS
is shown in Figure 11. Surface RCS is the RCS of the Almen strip surface, while the maximum RCS
is the minimum value of RCS at different depth as the value of RCS is negative. Figure 11a shows
the relation of the surface RCS and the peening coverage, while Figure 11b shows the relation of the
maximum RCS and the peening coverage.
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(a) 

 

(b) 

Figure 11. Residual compressive stress variation of different peening coverage. (a) surface residual
compressive stress, (b) Maximum residual compressive stress.

From Figure 11, firstly, with dent size of 0.125, 0.14, and 0.16 mm, the absolute value of surface
RCS and maximum RCS all increase firstly and then decrease as the peening coverage increases, there
is a maximum absolute value of surface RCS and maximum RCS. Secondly, with certain peening
coverage, the absolute value of surface RCS and maximum RCS increases as dent size increases.

5. Conclusions

To determine the influence of high peening coverage on Almen intensity and RCS, a quantitative
description of the peening coverage has been developed in this paper firstly. Based on the quantitative
description, the finite element simulation of the Almen test and Almen test are carried out. The
following conclusions can be drawn:

1. With the same peening coverage, arc height of FE simulation and Almen test agrees well, which
indicates that the quantitative description of peening coverage and the FE simulation is effective.

2. With dent size of 0.125, 0.14, and 0.16 mm, the Almen intensity all increases firstly and then
decreases with the peening coverage increasing, there is a maximum value of Almen intensity,
which is very important for shot peening process.

3. With dent size of 0.125, 0.14, and 0.16 mm, there is a maximum absolute value of surface RCS and
maximum RCS with the peening coverage increasing. With certain peening coverage, the surface
RCS and maximum RCS increases as dent size increases.

Before this study, it is difficult to predicate the influence of high peening coverage on the Almen
intensity and RCS well. This study can supply an effective method to solve this problem.
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Abstract: During the ventilation of longwalls in hard coal mines, part of the air stream migrates to the
goaves with caving. These goaves constitute a space (void) filled with rocks following coal extraction.
In the case where these goaves contain coal susceptible to spontaneous combustion, the flow of such
an air stream through the goaves may lead to the formation of favourable conditions for coal oxidation,
self-heating and spontaneous combustion. Such an area is referred to as the zone with a particularly
high risk of spontaneous coal combustion (endogenous fires). The location and extent of this zone
depend on many factors, with one of the most important being the permeability of the goaves which
determines the tensile strength of the roof rocks forming the caving. This strength determines the
propensity of these rocks to transform into the state of caving and the degree of tightness of the
cave-in rubble (treated as a porous medium). The purpose of the present paper is to determine
how the tensile strength of roof rocks influences the extent of the zone with a particularly high risk
of spontaneous coal combustion (endogenous fires) in caving goaves of the longwalls ventilated
with the Y-type system. To achieve this goal, model-based tests were conducted for a region of the
longwall mined with caving and ventilated with the Y-type system. Critical air speed and oxygen
concentration values in the caving goaves of this longwall were determined for the actual conditions
of exploitation. These parameters define the risk zone of spontaneous coal combustion. The tests
also helped to determine the extent of this zone, depending on the strength of the rocks forming the
caving. The results obtained unequivocally indicate that the type of rocks forming the caving affects
its permeability and the extent of the risk zone for spontaneous coal combustion. At the same time,
the distribution of this zone is substantially different than in the case of other ventilation systems.
The results obtained are of real practical significance for preventive measures to reduce fire risks.
The effectiveness of these measures significantly improves the safety of mining exploitation.

Keywords: numerical modeling; finite volumne method; underground coal mine; endogenous fires;
spontaneous combustion; longwall; ventilation system

1. Introduction

There are various types of rocks forming the hard coal seams in Poland. They include claystones,
coal shales, mudstones, sandstones and, where the ongoing exploitation is divided into layers, also
hard coal. All of these rocks have different strength properties [1,2].

So far, the strength properties of the rocks surrounding mine headings have been considered
primarily in terms of their impact on the capacity to maintain the stability of mine headings [3–5].
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When coal is exploited with caving, the analysis also encompasses their capacity to transform into
the state of caving and to maintain the roof in a longwall heading (classification by Salustowicz [6]).
The strength properties of these rocks were, therefore, mainly examined in terms of rock mass mechanics.

From the perspective of ensuring safe exploitation in longwalls, the impact of the strength of roof
rocks should be considered not only in terms of maintaining the stability of the mine headings, but also
in terms of the occurrence of ventilation hazards, and—more precisely—the risk of spontaneous coal
combustion (endogenous fires) in the caving goaves of longwalls.

Spontaneous combustion of coal is a phenomenon that commonly occurs in hard coal mines [7–11].
It results from the self-ignition of coal following its self-heating in a mine heading or its immediate
surrounding, e.g., in the goaves with caving.

Goaves with caving are a space formed after coal extraction, filled with rock rubble from the
collapse of roof rocks hanging over the exploited seam. The degree to which this space is filled once
the coal has been extracted depends on a number of factors. However, the most important of these is
the type of roof rocks forming the goaves [12–14].

The parameter that is critical for the propensity of these rocks to transform into the state of caving
is their tensile strength [15]. It determines the filling (tightness) degree of the cave-in rubble, and hence
its porosity and permeability. Strong and solid roof rocks separating from the rock mass fill goaves
with caving to a lesser extent than weak and brittle rocks. Therefore, goaves with caving filled with
roof rocks of low tensile strength provide better filling of the space created after the mined coal (due to
their lower permeability).

However, regardless of the type of rocks forming the goaves with caving, such goaves always
include void spaces not filled with any rock material. These spaces, representing open contacts between
chaotically arranged blocks of fractured roof rocks, form a particular type of a porous medium which
allows for the flow of gases, including the air migrating from the longwalls.

The flow of air through goaves with caving results from its migration from the area of the longwall
to which a stream of ventilation air is supplied. This stream is supplied to longwalls for their ventilation.
There are several longwall ventilation systems, with the most common being the U-type ventilation
system from the borders and the Y-type ventilation system [16] (Figure 1). Analysing both of these
systems, it is possible to see a clear difference in the flow of air through the exploited headings.

Figure 1. Diagram of the U-type (a) and Y-type ventilation systems (b).

The choice of a longwall ventilation system depends on a number of factors. The ventilation system
must ensure proper chemical composition and temperature of the atmosphere [17–19]. One of the
most important is the level of natural hazards, including gas-related risks, which occur in the region of
active exploitation. In practice, there is no system that would be beneficial in the event of simultaneous
occurrence of the self-combustion risk and the methane risk for the longwall under exploitation.

A system advantageous in the case of spontaneous combustion risk is less suitable for areas
with methane hazard and vice versa. In longwalls with a high methane hazard which is typical of
mines, it is increasingly common to use Y-type ventilation systems with air discharge along the goaves.
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However, this system is characterised by a significantly higher migration of air to the goaves with
caving compared to the U-type ventilation system. This offers more favourable conditions for the
self-heating of coal left in the goaves, which, in turn, may cause an endogenous fire to arise.

The research conducted by Szlązak [20] revealed that the total migration of air to the goaves
with caving depending on the type of roof rocks filling the goaves with caving may, in extreme cases,
amount to as much as approximately 40% (for rocks with the highest value of tensile strength).

The air stream migrating to the goaves with caving poses a risk for a low-temperature process
of coal oxidation to be initiated, which may lead to spontaneous combustion of the coal left in the
goaves. The prerequisites for this process to be initiated, besides the presence of coal, include the
flow of air with a specific speed and appropriate oxygen concentration. When these conditions are
met, it is possible for the reaction of low-temperature coal oxidation to be initiated, during which
heat is produced and then accumulated by the coal, thereby causing its temperature to rise. If these
conditions continue for a specific period of time (the incubation time), spontaneous combustion of coal,
i.e., an endogenous fire, may occur.

The most essential factor affecting the process of heat accumulation is the speed of the air stream
flowing through the goaves with caving in the longwall. This speed depends on the type of roof rocks
forming the caving (since they influence their sealing degree) as well as on the volumetric flow rate of
the air supplied to the longwall. However, the issue of how the volumetric flow rate of the air supplied
to the longwall impacts the risk of endogenous fires has been discussed in several publications [21–24].

Nevertheless, no conclusive range has been determined for the air speed flowing through the
goaves that would contribute to the initiation and maintenance of the coal oxidation process.

In the paper by Cheng et al., this value was assumed to range from 0.004 to 0.0016 m/s [21].
Chumak et al. [22], on the other hand, assumed that the critical speed value ranges from 0.015 to
0.0017 m/s, whereas Szlązak reported that this value is between 0.015 and 0.0015 m/s [23]. On the
other hand, Wang et al. [24] indicated that this value ranges from 0.001 to 0.02 m/s. The speed ranges
indicated are quite extensive. Therefore, the present paper assumes that this speed ranges from 0.02 m/s
to 0.0015 m/s.

In the case of the oxygen concentration in the air flowing through goaves with caving, it has been
demonstrated that the lower limit for self-combustion of coal is 8%. The results of the tests carried out
by Buchwald [25] indicate that no spontaneous combustion of coal occurs below this value due to the
insufficient concentration of oxygen.

Coal oxidation in the goaves with caving may occur only in the area of the goaves which meets both
of the above conditions, namely the presence of crushed coal susceptible to spontaneous combustion
and the air flowing through the goaves at a specific speed and with a specific oxygen concentration.
This area could be termed as the zone with a particularly high risk of endogenous fires. In this
zone, the physical and chemical parameters of the air reach values conducive to the initiation of the
oxidation process.

This was used as the basis for formulating the risk criterion for spontaneous coal combustion
(endogenous fire) in the goaves with caving, which includes:

• the presence of fragmented coal left in the goaves with caving.
• the speed of the air flowing through the goaves with caving must range from 0.0015 to 0.02 m/s.
• the level of oxygen concentration in the air flowing through the goaves with caving should be

higher than 8%.

Works involving determination of the distribution of physical and chemical parameters of the air
flowing through the goaves with caving have already been published. However, they only concerned
the determination of speed distributions and oxygen concentrations in the goaves of longwalls
ventilated with the U-type system [26–35]. These papers failed to take into account the type of roof
rocks forming the goaves with caving, which affect their permeability, and hence the possibility of air
to migrate inside the goaves, and the distributions of parameters.
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One of the first papers dedicated to a three-dimensional analysis of air flow through the goaves of
a longwall with caving was by T. Ren and R. Balusu [24]. In this paper, a spatial model was used to
present the results of numerical tests concerning the distribution of oxygen concentration in the goaves
of a longwall with caving after inertisation. The subsequent works of the same authors [27,28] also
present the distribution of oxygen concentration in the goaves with caving. However, the determination
of this distribution served as an introduction to numerical tests related to various methods for supplying
an inert gas both into longwall headings and through the holes drilled from the surface.

On the other hand, Esterhuizen and Karacan [29], using their own model for determining the
permeability of goaves with caving, carried out numerical research and determined the speed of the air
flowing through the goaves. They concluded that this speed reaches the highest value at the borderline
of the goaves (at the starting line of the longwall and behind the longwall lining).

For their own model-based tests, Yuan and Smith [30,31] used the permeability model of the goaves
with caving, created by Esterhuizen and Karacan [29]. These tests were related to the self-heating
of coal left in the goaves with caving and to the determination of the temperature in those goaves.
The tests were based on chemical reactions during which heat is released into the atmosphere upon
contact of coal with oxygen. This served as the basis for determining the dependency between the
oxidation rate and temperature, and oxygen concentration.

Another work which attempted to examine the flow of air through a three-dimensional model of
goaves with caving was the one by Dai et al. [32]. It presented the distributions of the air speed in
the goaves of a longwall with caving ventilated by means of the U-type system at two different flow
heights, namely 1.5 m and 3.0 m from the floor of the exploited seam. In this work, the dangerous
speed value of the air flowing through the goaves with caving, conducive to the self-heating of coal,
was assumed to be equal to 0.004 m/s.

Tests on the flow of air through goaves with caving of a longwall, using a three-dimensional
model, were also carried out by Xie et al., who presented the results of such tests in the paper [30].
They built a numerical model reflecting a real-world longwall and goaves with caving. The tests they
conducted helped them to determine the distribution of air speed in the goaves with caving and the
distribution of air pressure.

On the other hand, Shi et al., in the paper [34], presented the results of model-based tests on the
distribution of oxygen concentrations in the goaves of a longwall with caving. They conducted these
tests on a three-dimensional model which made it possible to determine the distribution of oxygen
concentration in the goaves with the values from 8% to 18%. This concentration poses a risk that the
oxidation process of the coal left in the goaves with caving could be initiated.

On the other hand, Brodny and Tutak [35] determined the impact of the volumetric flow rate of
the air stream supplied to the longwall on the speed of the air filtrating through goaves and on the
concentration of oxygen in this air.

Analysing the papers published to date, it is possible to conclude that none of them has determined
how the type of the roof rocks forming the goaves with caving impact the formation of the zone with
a particularly high risk of spontaneous coal combustion. This zone has also not been considered in
terms of the Y-type ventilation system.

Therefore, the Authors conducted model-based tests whose purpose was to determine the impact
of the type of roof rocks forming the goaves with caving on the formation of the zone with a particularly
high risk of spontaneous combustion of the coal left in the goaves of longwalls ventilated with the
Y-type system.

It is practically impossible to determine the zone with a particularly high risk of spontaneous coal
combustion in real-world conditions because this zone is formed in an inaccessible area of the goaves.
The attempts to measure the ventilation parameters in the goaves made to date have been unsuccessful
in the majority of cases. For this reason, this zone was demarcated using model-based tests, which
are successfully used for variant analyses of the processes related to ventilation of underground mine
headings, as well as for analyses of emergency states occurring in these headings [36–38].
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The tests were conducted for the actual layout of headings in one of the longwalls of a hard coal
mine. The tests were based on the geometry of this longwall and the ventilation parameters registered
during its exploitation. The tests (boreholes in the roof) also helped to define the strength parameters
of the roof rocks forming the caving.

The main purpose of the works performed was to develop a methodology of model-based tests
for spatial analysis of the ventilation phenomenon related to the identification of the area in the goaves
with caving, where it is possible for spontaneous coal combustion, i.e., an endogenous fire, to occur.

In order to specify the impact of the type of roof rocks forming the goaves with caving on the
location and extent of the zone with a particularly high risk of spontaneous coal combustion in
the goaves, additional analyses were also conducted for five different tensile strengths of the rocks.
The analysis was based on the geometry and ventilation parameters of the longwall in question. A total
of six variants were considered for the tensile strength of roof rocks, and the dependency between
this strength and the zone with a particularly high risk of spontaneous coal combustion in the goaves
were determined.

2. Materials and Methods

2.1. The Porosity and Permeability of Goaves with Caving

One of the most important properties of roof rocks determining their ability to transform into
caving is the tensile strength. This strength is the natural ability of the rock mass to resist stratification
and caving of the roof rocks into the space (void) left after the mined coal as a result of vertical
forces [39,40].

The value of the tensile strength of the roof rocks is determined by means of a down-hole
penetrometer or the direct method—by stretching the sections of the vertical core of the borehole in
the direction of the longitudinal axis of the borehole, and then it is determined from the following
relationship:

Rrri = 0.8
F
d2 (1)

where Rrri is tensile strength of the rocks (Pa), F is the applied axial load (N) and d is core diameter (m2).
This value depends on the type of roof rocks forming the caving. The maximum value of the

tensile strength of rocks in Polish mines amounts to approximately 8 MPa [1,2]. In practice, however,
such value is rare. Table 1 presents the types of roof rocks and the values of their tensile strength,
as well as the characteristics of the roofs formed by these rocks.

Table 1. The types of roof rocks and the values of their tensile strength (own study based on [1,2]).

Tensile Strength of Roof Rock, Rrrs, MPa Description of Roof Example of Rock

0–0.5 Roof falling immediately after unveiling clay and sandy slates, coals

0.5–1.5 Falling roof (clay and sandy slates) and weakly
self-supporting (coal) clay and sandy slates, coals

1.5–3.0 Cracked roof, partially self-supporting and
bearing, easily passing into a caving state shales, sandy shale, coals

3.0–4.5 Self-supporting roof, it goes automatically into
a caving state without sagging into goaves coarse-grained sandstones

4.5–6.0 Supporting roof, without roof falls, hardly
passing into caving state, sagging into goaves sandstones (medium)

� 6.0 Strongly compacted roof, very difficult for
passing into caving state sandstones (hard)

After such calculation of the tensile strength of roof rocks, it is possible to determine the
permeability coefficient of goaves with caving, using the following equation [41]:

k(x) =
μg

r0 + ax2 for 0 ≤ x ≤ 2/3 · l (2)
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as well as the equation:

k(x) =
μg

r0 + a
(

4
3 l− x

)2 for 2/3 · l ≤ x ≤ l (3)

where k(x) is permeability (m2), μg is the coefficient of dynamic viscosity of air (Nsm−2), l the total
length of the longitudinal longwalls (m), r0 we determine from dependence r0 =

μ
k0

and a we determine
from dependence a = 6 · 109Rrrs

−1.74.
The value of the permeability coefficient of caving goaves k0 behind the front of the longwall is

determined from the following equation [41]:

k0 =
μg

6
· 10−10Rrrs

1,44 (4)

The porosity of goaves varies on the basis of “O-zone theory” [42]. The porosity distribution
along the strike direction in the middle of the working face goaves is determined from the following
equation [41]:

nx = 0.2e−0.0223x + 0.1 (5)

where nx is the porosity distribution along the middle line of working face of longwall in goaves (%); x
is the x position of the goaves (m).

The porosity of goaves in dip distribution can be determined from the following equation [43]:

ny = e−0.015y + 1 for 0 < y <
L
2

(6)

ny = e−0.015(L−y) + 1 for
L
2
< y < L (7)

where ny is the porosity distribution along dip direction (%), y is the y position of the goaves (m); L is
the length of the working face of longwall (m).

2.2. Methods

The objective of the tests conducted was to determine the impact of the type of roof rocks forming
the goaves with caving on the extent of the zone with a particularly high risk of spontaneous combustion
of coal in the goaves of a longwall ventilated with the Y-type system.

The analyses were conducted for a spatial model representing a real-world longwall along with
longwall headings and goaves with caving, making use of Computational Fluid Dynamics (CFD).
The Authors’ experiences and the results obtained by other researchers indicate that this method may
be used successfully for such analyses of the phenomena related with the flow of gases and the transfer
of mass and heat [44].

The analyses were carried out by means of the ANSYS Fluent 18.2 commercial software.
This software uses the finite volume method (FVM) for discretisation of the geometric model.
The methodology for conducting tests by means of this programme involves development of a
geometric model, a discrete model and a mathematical model of the phenomenon in question, as well
as adoption of boundary conditions, performance of calculations and analysis of the results obtained.
The most important stages of the methodology for the tests conducted are briefly discussed in the
subsequent chapters of the article.

In the case at hand, this methodology is also supplemented with tests in real-world (actual)
conditions. This is because the results of these tests serve as the basis for developing a geometric model
for the region under analysis and for adopting the boundary conditions. The process of analysing the
results of model-based tests also involves their verification with reference to real-world conditions.
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2.2.1. Mathematical Models

The flow of air stream through the longwall and the longwall headings is deemed to be of a
turbulent nature, while the flow of air stream through the goaves with caving of a laminar nature.

The mathematical mapping of a model of a longwall region and the goaves with caving takes
the form of a set of equations which describe the aforementioned types of flows. These equations
describe the flow of the mixture of air and mining gases released from the rock mass and generated as
a result of the ongoing mining operations. Examining the three-dimensional flow of the air stream
through region under analysis, encompassing the flow through the longwall, longwall headings and
goaves with caving, one must consider the analytical models describing a turbulent and laminar
flow towards the component parts of the Cartesian x, y and z coordinate system, in the particular
calculation domains of the model. Modelling the flow of a multi-component mixture also requires
solving additional equations for the transportation of the mixture components.

Basic Flow Equations

The flow of the air stream mixture is described by means of constitutive equations, which
include the equations of mass, momentum and energy conservation and species transport equation.
Conservation equations for mass, momentum, and species can be expressed as [45]:

∂ρ

∂t
+ ∇·ρv = 0 (8)

∂
∂t
(ρv) + ∇·ρvv = −∇p·∇τ+ ρg (9)

∂
∂t

(
pcpT

)
+ ∇·

(
ρcpvT

)
= ∇·

(
ke f f +

cpμt

Prt

)
∇T (10)

∂
∂t
(ρ
i) + ∇·(ρ
iU) = ∇·

(
ρDi,e f f +

μt

Sct

)
∇
i (11)

where: ρ is the gas density (kg/m3), v is the gas velocity (m/s), p is pressure (Pa), τ is the viscous stress
tensor (Pa), g is gravity acceleration (m·s−2), cp is the specific heat of the gas, keff is the effective gas
thermal conductivity, T is the temperature (K), ωi is the mass fraction of species i (N2, O2 and CH4),
μt is turbulent viscosity (Pa·s), Di,eff is the effective diffusivity of species i (m2/s), Sct is the turbulent
Schmidt number (0.7) and Prt is the turbulent Prandtl number.

Turbulence Model

The stream of the air and methane mixture flowing through the longwall and longwall headings,
as well as through the initial section of the goaves with caving, is of a turbulent nature.

The analyses related to the flow of gas mixtures, including air, use the Reynolds number as the
criterion specifying the type of flow, whose critical value makes it possible to determine the critical
state of the flow separating the area of static laminar flow from the turbulent flow.

Therefore, by taking a time average of the Navier–Stokes equations, the Reynolds-averaged
Navier–Stokes (RANS) equations have the following form [46]:

∂ρ

∂t
+
∂(ρvi)

∂xi
= 0 (12)

∂(ρvi)

∂t
+
∂
(
ρvivj

)
∂xj

= − ∂
∂xi

+
∂
∂xj

[
μ

(
∂vi
∂xj

+
∂vj

∂xi
− 2

3
δi j
∂vl
∂ul

)]
+
∂
∂xj

(
−ρv′i v

′
j

)
(13)

As can be seen from Equation (11), a new variable, the Reynolds stress ρv′i v
′
j is introduced to the

equations and it must be solved to achieve the closure of the equations. Two approaches are adopted
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to calculate the Reynolds stress, i.e., the Reynolds stress models (RSM) and the Boussinesq hypothesis.
The Reynolds stresses are related to the mean velocity gradients in the Boussinesq hypothesis [46]:

− ρv′i v
′
j = μt

(
∂vi
∂xj

+
∂vj

∂xi

)
− 2

3

(
ρk + μt

∂v
∂xk

)
δi j (14)

In the turbulence model k − ε, in the standard variation, the basic Navier–Stokes equation has
been transformed into the Reynolds averaged equation. This equation includes an additional term in
the form of the Reynolds stress tensor. Due to this term, the set of equations is not closed. To close
the set of equations, it is necessary to introduce additional differential equations, which include the
equation of kinetic turbulent energy and the equation of kinetic turbulent energy dissipation in the
following form [46]:

ρ
∂k
∂t

+
∂
∂xi

(ρkvi) =
∂
∂xj

[(μ+
μt

σk
)
∂k
∂xj

)] + Gk + Gb − ρε−YM + Sk (15)

ρ
∂ε
∂t

+
∂
∂xi

(ρεvi) =
∂
∂xj

[(μ+
μt

σε
)
∂ε
∂xj

)] + C1ε
ε
k
(Gk + C3εGb) −C2ερ

ε2

k
+ Sε (16)

where: C1ε, C2ερ, C3ε are constans, σk, σε are turbulent Prandtl numbers for k and ε, Gb is the generation
of turbulence kinetic energy due to buoyancy, Gk is the generation of turbulence kinetic energy due to
the mean velocity gradients, YM is contribution of the fluctuating dilatation in compressible turbulence
to the overall dissipation rate, Sk, Sε are user-defined source terms.

In the Ansys Fluent software, the porous medium (the goaves with caving) is represented as a fluid
characterised by two additional parameters. These parameters include porosity and the permeability
coefficient. In order for the tests to take into account the porous medium through which the flow occurs,
it is required to consider the source term Si in the equation of momentum preservation. The additional
source term assumes the following form [46]:

Si = −
⎛⎜⎜⎜⎜⎜⎜⎝

3∑
j=1

Kijμui +
3∑

j=1

Cij
1
2
ρv2

i

⎞⎟⎟⎟⎟⎟⎟⎠ (17)

where Si is the pressure loss items defined by Darcy’s law and C2 is the inertial resistance factor.

2.3. Problem Statement and Boundary Conditions

The basis stage of the tests conducted was to develop a numerical model for the real-world (actual)
region of the longwall under analysis. This area covers the goaves with caving, the longwall and the
longwall headings. The actual tensile strength of the roof rocks forming the caving in this longwall
amounted to 3.06 MPa. Additionally, tests were also conducted for the following strength values of
these rocks: 2, 4, 5, 6 and 7 MPa.

The geometric parameters of the entire region under analysis were taken into consideration during
the development of the model. The geometric model of the longwall under analysis, ventilated with
the Y-type system along with the equivalence conditions adopted, is presented in Figure 2.
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Figure 2. The geometric model with the assumed equivalence conditions for the longwall under
analysis ventilated with the Y-type system.

The geometric model of the longwall area investigated takes into account the following:

• a section of the longwall gallery with a length of 20.0 m and a cross sectional area of A = 15.0 m2.
• a tailgate maintained along the goaves with caving, with a length 525.0 m.
• a longwall with a height of 3.0 m and a length of 220.0 m, and an inclination of 0◦.
• a section of goaves with caving with a length 500.0 m (constituting 2/3 of the longwall panel length).

In order to examine the air flow through the caving goaves of longwalls, it was also necessary to
determine the vertical extent of this flow. Generally, it is assumed that the zone of air flow through the
goaves with caving is equal to three to four times the thickness of the exploited seam (layer) [36].

The height of this flow is determined by the extent of the full caving and is equal to three times
the thickness of the exploited layer. Taking into consideration the fact that the air also flows in the
space (void) of the mined longwall, we obtain a flow zone measuring four times the thickness of the
seam. On the other hand, taking into account the settlement of the basic roof by a value of 0.5 ÷ 0.6 of
the seam thickness, it was assumed that the height of the air flow in the goaves amounts to 3.5 times
the thickness of the exploited seam (layer).

Such geometrical models were subjected to the process of discretization. The selection of the right
size of the numerical mesh elements was preceded by an analysis of its sensitivity to the calculation
results obtained. Based on the analysis, it was concluded that, for model-based tests of air flow through
goaves with caving, one may adopt a structural numerical mesh with the size of cubic elements equal
to 0.05 m × 0.05 m × 0.05 m for a longwall and longwall headings, as well as a structural numerical
mesh consisting of cuboidal elements (type of mesh: hexahedron) measuring 0.025 m × 0.025 m ×
0.025 m for goaves with caving. Smaller elements significantly extend the time of calculations, without
making any changes in the results obtained.

The “inlet” and “outlet” boundary conditions were defined in longwall galleries. The “inlet”
boundary condition was set in the distance of 20.0 m from the longwall, in the maingate as well as in
the tailgate. It was assumed that the length of longwall galleries amounting to 20.0 m would allow for
full development of the speed profile for the air stream supplied to the longwall.

The volumetric flow rate of the air supplied to the longwall under analysis was equal to
14,250 m3/min. The volumetric flow rate of the air supplied through the tailgate amounted to
410 m3/min.

The “outlet” boundary condition (pressure-outlet) was defined in the tailgate (this reflects the
actual condition in the longwall region).

For longwall-related interactions of the flow, standard functions and zero values were adopted for
the flow speed in “wall-type” conditions (longwalls treated as the sidewalls of headings), whose surface
roughness corresponded to the height of 0.1 m, and their temperature (treated as the temperature
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of the surrounding rock mass) amounted to 40 ◦C. The temperature of the air stream at the inlet to
the headings was 23 ◦C. The oxygen concentration in the air stream at the inlet to the headings was
assumed to be equal to 20.8% (the value registered by automatic gasometry sensors, oxygen metres).

The analysed systems of headings took into consideration the flow of methane in the goaves with
caving, which was equal to 8 m3/min (according to actual measurements).

The computational domain consisted of two parts, with one mapping the longwall and longwall
headings and the other the goaves with caving. In the domain reflecting the goaves with caving,
a definition was provided for a change in the permeability coefficient of the goaves with caving as a
function of distance from the longwall front, by means of the created user definition function (UDF).

The geometrical models failed to incorporate the machinery and devices forming the equipment
of longwall headings.

The simplifications adopted in the models developed, in relation to the real-world (actual) objects,
arise out of their sizes and constitute a certain compromise between calculation precision and the time
of finding a solution.

The ANSYS Fluent 18.2 software was employed for all numerical simulations. The pressure–velocity
coupling and scheme-coupled algorithm, the second-order upwind discretization method and the algebraic
multigrid method were used to solve the equation.

Such models, along with the adopted conditions of uniqueness, were subjected to
numerical analysis.

The each calculation required approximately 1500–1800 iterations, with a convergence tolerance
of 10−6 for all variables (as per the “Fluent Theory Guide” support documentation).

3. Results and Discussion

The analyses conducted helped to determine a series of physical and chemical parameters of the
air stream and methane flowing through the region under investigation.

In order to illustrate the processes related to this flow, Figure 3 shows the trajectories of the mixture
of air and methane flowing through the caving goaves of the longwall ventilated with the Y-type
system with the air being discharged along the goaves. A preliminary analysis of the distribution
obtained was enough to demonstrate its great difference from the distributions concerning, for instance,
the U-type ventilation system.

Figure 3. The trajectories of the mixture of air and methane flowing through the goaves with caving for
Y-type ventilation system (a) and U-type ventilation system (b).

Figures 4–15 present the results of the analysis for the goaves with caving formed by roof rocks
whose tensile strength is equal to 3.06 MPa (as is the case in a real-world system).
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Figures 4–6 present, respectively, the distributions of the air speed and the dangerous speed due
to the risk of endogenous fires, as well as the oxygen concentration levels in the goaves with caving at
a distance of 0.5 m from the floor of the exploited seam.

Figure 4. The distribution of the air speed flowing through the goaves with caving at a distance of
0.5 m from the floor of the exploited seam.

Figure 5. The distribution of the air speed within the range from 0.02 m/s to 0.0015 m/s flowing through
the goaves with caving at a distance of 0.5 m from the floor of the exploited seam.

Figure 6. The distribution of oxygen concentration in the air flowing through the goaves with caving at
a distance of 0.5 m from the floor of the exploited seam.
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Figures 7–9 present, respectively, the distributions of the air speed and the dangerous speed due
to the risk of endogenous fires, as well as the oxygen concentration levels in the goaves with caving at
a distance of 2.0 m from the floor of the exploited seam.

Figure 7. The distribution of the air speed flowing through the goaves with caving at a distance of
2.0 m from the floor of the exploited seam.

Figure 8. The distribution of the air speed within the range from 0.02 m/s to 0.0015 m/s flowing through
the goaves with caving at a distance of 2.0 m from the floor of the exploited seam.

Figure 9. The distribution of oxygen concentration in the air flowing through the goaves with caving at
a distance of 2.0 m from the floor of the exploited seam.
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Figures 10–12 present, respectively, the distributions of the air speed and the dangerous speed due
to the risk of endogenous fires, as well as the oxygen concentration levels in the goaves with caving at
a distance of 7.0 m from the floor of the exploited seam.

Figure 10. The distribution of the air speed flowing through the goaves with caving at a distance of
7.0 m from the floor of the exploited seam.

Figure 11. The distribution of the air speed within the range from 0.02 m/s to 0.0015 m/s flowing
through the goaves with caving at a distance of 7.0 m from the floor of the exploited seam.

Figure 12. The distribution of oxygen concentration in the air flowing through the goaves with caving
at a distance of 7.0 m from the floor of the exploited seam.
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Figures 13–15 present, respectively, the distributions of the air speed and the dangerous speed due
to the risk of endogenous fires, as well as the oxygen concentration levels in the goaves with caving at
a distance of 10.5 m from the floor of the exploited seam.

Figure 13. The distribution of the air speed flowing through the goaves with caving at a distance of
10.5 m from the floor of the exploited seam.

Figure 14. The distribution of the air speed within the range from 0.02 m/s to 0.0015 m/s flowing
through the goaves with caving at a distance of 10.5 m from the floor of the exploited seam.

Figure 15. The distribution of oxygen concentration in the air flowing through the goaves with caving
at a distance of 10.5 m from the floor of the exploited seam.
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Based the results obtained, it may be concluded that the air speed value decreases along with
an increase in the distance from the floor of the exploited seam. The air flowing through the goaves
with caving reaches the highest speed value, irrespective of the flow height in the goaves, behind the
caving line from the inlet side to the longwall, as well as along the tailgate maintained at the goaves.
The highest speed value occurs at the flow height of 2.0 m from the floor of the exploited seam in the
bottom corner of the longwall, and amounts to 0.36 m/s. The distribution of oxygen concentration for
this ventilation system is also different than in the case of the U-type system [47]. It is clearly visible
that the air stream moving along with tailgate leads to an increase in this concentration along this route.

Figure 16 presents the distribution of air speed values in the goaves with caving as a function of
distance from the longwall front for the actual values of the tensile strength of roof rocks amounting to
3.06 MPa. Red horizontal lines were used to mark the range of dangerous speed values due to the risk
of endogenous fires in these goaves.

Figure 16. The distribution of air speed values in the goaves with caving as a function of distance from
the longwall front for the actual values of the tensile strength of roof rocks amounting to 3.06 MPa.

Based on the determined speed characteristics, it can be concluded that the air speed in goaves
with caving decreases along with the increasing distance from the longwall front.

At a distance of up to 96.0 m from the caving line into the depths of the goaves, the speed of the
flowing air reaches the critical value due to the risk of endogenous fires, i.e., the value from 0.0015 m/s
to 0.02 m/s. After exceeding the distance of 96.0 m from the longwall front, the speed of the air flowing
through goaves with caving reaches a value lower than 0.0015 m/s.

Figure 17 presents the distribution of oxygen concentration in the air flowing through the goaves
with caving as a function of distance from the longwall front.
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Figure 17. The distribution of oxygen concentration in the goaves with caving as a function of distance
from the longwall front for the actual values of the tensile strength of roof rocks amounting to 3.06 MPa.

Based on the determined speed characteristics, it can be concluded that the concentration of
oxygen in goaves with caving decreases along with the increasing distance from the longwall front.

At a distance of up to 335.0 m from the caving line inside the goaves, the oxygen concentration
in the air flowing through the goaves with caving falls within the critical range due to the risk of
endogenous fires, i.e., reaches a value higher than or equal to 8%.

The speed characteristics determined for the air flowing through the goaves with caving and for
the oxygen concentration in this air served as the basis for demarcating the zone with a particularly
high risk of spontaneous coal combustion (in which both of these conditions are met) (Figure 18).

Figure 18. The zone with a particularly high risk of endogenous fires in the goaves formed by rocks
with tensile strength equal to 3.06 MPa.

Based on the tests and the results obtained, it was concluded that the zone with a particularly
high risk of spontaneous combustion, for the longwall ventilated with the Y-type system, is formed
immediately behind the longwall front, and reaches 100.0 m inside the goaves.
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Therefore, it can be assumed that the goaves with caving formed by roof rocks whose tensile
strength amounts to 3.06 MPa have no cooling zone in which the air (behind the powered roof support
along the entire length of the longwall) reaches a flow value higher than 0.02 m/s. This value was
exceeded only in the upper and bottom corner of the longwall at the flow height of up to 8.0 m from
the floor of the exploited seam.

Behind the zone with a particularly high risk of spontaneous combustion, at a distance of more
than 100.0 m from the longwall front to approximately 345.0 m, there forms a zone with insufficient
air speed, yet with sufficient oxygen concentration in the air, in terms of the risk of spontaneous
coal combustion.

In order to determine the impact of the strength of the rocks forming the caving on the extent
of the zone with a particularly high risk of spontaneous combustion for longwalls ventilated with
the Y-type system with the air being discharged along the goaves and supplied along the tailgate,
additional tests were conducted for different values of this strength (2, 4, 5, 6 and 7 MPa).

Figures 19–30 present the results of the analysis for the goaves with caving formed by roof rocks
whose tensile strength is equal to 3.06 MPa (as is the case in a real-world system).

Figures 19–21 present, respectively, the distributions of the air speed and the dangerous speed due
to the risk of endogenous fires, as well as the oxygen concentration levels in the goaves with caving at
a distance of 0.5 m from the floor of the exploited seam.

Figure 19. The distribution of the air speed flowing through the goaves with caving at a distance of
0.5 m from the floor of the exploited seam.

Figure 20. The distribution of the air speed within the range from 0.02 m/s to 0.0015 m/s flowing
through the goaves with caving at a distance of 0.5 m from the floor of the exploited seam.
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Figure 21. The distribution of oxygen concentration in the air flowing through the goaves with caving
at a distance of 0.5 m from the floor of the exploited seam.

Figure 22. The distribution of the air speed flowing through the goaves with caving at a distance of
2.0 m from the floor of the exploited seam.

Figure 23. The distribution of the air speed within the range from 0.02 m/s to 0.0015 m/s flowing
through the goaves with caving at a distance of 2.0 m from the floor of the exploited seam.
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Figure 24. The distribution of oxygen concentration in the air flowing through the goaves with caving
at a distance of 2.0 m from the floor of the exploited seam.

Figure 25. The distribution of the air speed flowing through the goaves with caving at a distance of
7.0 m from the floor of the exploited seam.

Figure 26. The distribution of the air speed within the range from 0.02 m/s to 0.0015 m/s flowing
through the goaves with caving at a distance of 7.0 m from the floor of the exploited seam.
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Figure 27. The distribution of oxygen concentration in the air flowing through the goaves with caving
at a distance of 7.0 m from the floor of the exploited seam.

Figure 28. The distribution of the air speed flowing through the goaves with caving at a distance of
10.5 m from the floor of the exploited seam.

Figure 29. The distribution of the air speed within the range from 0.02 m/s to 0.0015 m/s flowing
through the goaves with caving at a distance of 10.5 m from the floor of the exploited seam.

162



Appl. Sci. 2019, 9, 5315

Figure 30. The distribution of oxygen concentration in the air flowing through the goaves with caving
at a distance of 10.5 m from the floor of the exploited seam.

Figure 31 presents the distribution of air speed values in the goaves with caving as a function of
distance from the longwall front for the actual values of the tensile strength of roof rocks amounting to
6.0 MPa. Red horizontal lines were used to mark the range of dangerous speed values due to the risk
of endogenous fires in these goaves.

Figure 31. The distribution of air speed values in the goaves with caving as a function of distance from
the longwall front for the actual values of the tensile strength of roof rocks amounting to 6.0 MPa.

Based the results obtained, it may be concluded that the air speed value decreases along with an
increase in the distance from the floor of the exploited seam.

At a distance of 25.0 m behind the longwall front to 160.0 m inside the goaves, the speed of the
flowing air reaches the critical value due to the spontaneous combustion risk, i.e., the value from
0.0015 m/s to 0.02 m/s. After exceeding the distance of 160.0 m from the longwall front, the speed of
the air flowing through goaves with caving reaches a value lower than 0.0015 m/s.

Figure 32 presents the distribution of oxygen concentration in the air flowing through the goaves
with caving as a function of distance from the longwall front.
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Figure 32. The distribution of oxygen concentration in the goaves with caving as a function of distance
from the longwall front for the actual values of the tensile strength of roof rocks amounting to 6.0 MPa.

Based on the determined speed characteristics, it can be concluded that the concentration of
oxygen in goaves with caving decreases along with the increasing distance from the longwall front.

At a distance of up to 440.0 m from the caving line inside the goaves, the oxygen concentration
in the air flowing through the goaves with caving falls within the critical range due to the risk of
endogenous fires, i.e., reaches a value higher than or equal to 8%.

The speed characteristics determined for the air flowing through the goaves with caving and for
the oxygen concentration in this air served as the basis for demarcating the zone with a particularly
high risk of spontaneous coal combustion (in which both of these conditions are met) (Figure 33).

Figure 33. The zone with a particularly high risk of endogenous fires in the goaves formed by rocks
with tensile strength equal to 6.0 MPa.

Based on the tests and the results obtained, it was concluded that the zone with a particularly
high risk of spontaneous combustion is formed immediately behind the longwall front, and reaches
160.0 m inside the goaves.
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In the goaves with caving formed by roof rocks whose tensile strength amounts to 6.0 MPa,
the cooling zone in which this air (behind the powered roof support along the entire length of the
longwall) reaches a flow value higher than 0.02 m/s occurs at a distance of up to 25.0 m from the
longwall front.

Behind the zone of a particularly high risk of spontaneous combustion, at a distance of over
160.0 m from the longwall front to approximately 460.0 m, there forms a zone with insufficient air
speed, yet with sufficient oxygen concentration in the air (due to the risk of spontaneous combustion).

The tests conducted made it possible to demarcate the zone with a particularly high risk of
spontaneous combustion in the goaves with caving formed by rocks whose tensile strength was equal
to 2, 3.06, 4, 5, 6 and 7 MPa. Table 2 summarises the extents of these zones for the actual conditions of
the longwall in question as well as for the additional ones obtained from the analyses conducted.

Table 2. The zone with a particularly high risk of spontaneous combustion in the goaves with caving
formed by rocks whose tensile strength was equal to 2, 3.06, 4, 5, 6 and 7 MPa.

Tensile Strength of
Roof Rock, Rrrs, MPa

Critical Air
Velocity Zone, m

Critical Oxygen
Concentration Zone, m

The Zone with a Particularly High
Risk of Spontaneous Combustion, m

2.00 0–70.0 m 0–260.0 m 0–70.0 m
3.06 0–96.0 m 0–335.0 m 0–96.0 m
4.00 8.0–115.0 m 0–370.0 m 8.0–115.0 m
5.00 18.0–138.0 m 0–427.0 m 18.0–138.0 m
6.00 28.0–160.0 m 0–440.0 m 28.0–160.0 m
7.00 37.0–184.0 m 0–460.0 m 37.0–184.0 m

The results obtained unambiguously indicate that the type of roof rocks (defined by their tensile
strength) has a significant impact on the value of the air speed flowing through the goaves with caving,
and on the value of oxygen concentration in this air. The more resistant the rocks, the greater the extent
of the zones in which the air speed and oxygen concentration reach critical values due to the risk of
spontaneous coal combustion.

The greater extent of the zone with a particularly high risk of endogenous fires in the caving
goaves of the longwall ventilated with the Y-type system (compared, for example, to the U-type system)
arises out of the necessity to maintain a tailgate along the goaves, through which the air can flow.
Part of the ventilation air stream flowing through this tailgate migrates to the goaves through the
sidewalls, thereby increasing the extent of this zone in the goaves.

4. Conclusions

Spontaneous combustion of coal is a highly dangerous phenomenon that occurs during mining
exploitation. It leads to major economic losses for mining enterprises and poses a threat to the working
crew. The products of coal combustion are also highly damaging to the natural environment. This is
because they penetrate into the mining atmosphere along with the ventilation stream, and then to the
surface into the natural environment through the ventilation system. As a result, it is necessary to
undertake various steps to reduce the risk of these phenomena in mines.

The method developed and presented in the paper for determining the zone with a particularly
high risk of spontaneous coal combustion, in this case for longwalls ventilated with the Y-type system,
serves this purpose. The determination of such a zone may serve as the basis for taking effective
preventive measures. They involve choosing the exploitation speed, isolating this zone, introducing
inert gases, sealing the goaves, etc. For these measures to be effective, it is necessary to identify the
sites (areas) where spontaneous coal combustion may occur.

It must also be stressed that mining exploitation also generates other hazards that determine,
for example, the application of different ventilation systems. Generally speaking, the Y-type ventilation
system under analysis is highly favourable in the case of methane threats, and slightly less favourable
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for the threat related to spontaneous coal combustion. Therefore, the tests conducted are of a particular
significance in the process of limiting this threat.

The method developed, thanks to the application of advanced spatial models and the use of
actual measurement data from the analysed region, allows for early identification of areas in which
spontaneous coal combustion may occur.

The results obtained clearly indicate that the demarcated risk zones of spontaneous coal combustion
are significantly higher for this ventilation system than for the U-type system.

The comprehensive analysis also indicates that the type of roof rocks forming the caving has a
significant impact on the size and location of the zone with a particularly high risk of spontaneous
coal combustion. The different tensile strength of these rocks leads to changes in the porosity and
permeability of the caving, which in turn has a significant impact on the ventilation parameters of the
air flowing through the caving. No such tests have been conducted so far, and the results obtained
indicate the significant changes in the location and extent of the risk zone along with the changing
values of this strength.

The results obtained also enhance knowledge about the ventilation of underground exploitation
regions and should become an important source of information for the ventilation service teams in
mines. In particular this concerns the essential differences in this process for the U-type and Y-type
ventilation systems, as unequivocally indicated by the results obtained.

These results also demonstrate the great impact exerted on the ventilation process in mine
headings by the goaves with caving, which—due to their porosity—must be taken into consideration
in this process.

The methodology developed and presented in the paper is of a universal nature and may be
successfully applied to multivariate analyses of the spontaneous combustion hazard, as well as on the
mining landfill sites.

The authors hope that the results obtained and the methodology developed will find broader
application for the support of preventive measures in terms of limiting the risk of spontaneous
coal combustion.
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11. Dudzińska, A.; Cygankiewicz, J. Analysis of adsorption tests of gases emitted in the coal self-heating process.
Fuel Process. Technol. 2015, 137, 109–116. [CrossRef]

12. Rezaei, M. Long-term stability analysis of goaf area in longwall mining using minimum potential energy
theory. J. Min. Environ. 2018, 9, 169–182.

13. Majdi, A.; Hassani, F.P.; Yousef Nasiri, M. Prediction of the height of destressed zone above the mined panel
roof in longwall coal mining. J. Min. Environ. 2012, 9, 62–72. [CrossRef]

14. Palchik, V. Formation of fractured zones in overburden due to longwall mining. J. Environ. Geol. 2003, 44,
28–38. [CrossRef]

15. Kłeczek, Z. Geomechanika Górnicza; Śląskie Wydawnictwo Techniczne: Katowice, Poland, 1994.
16. Tutak, M. Analysis of ventilation methods for mining longwalls in Polish hard coal mines. In Mining-Prospects,

Threats. Air Conditioning, Aerological Hazards; Plewa, F., Badura, H.P.A., Eds.; NOVA: Gliwice, Poland, 2014.
17. Khattri, S.K.; Log, T.; Kraaijeveld, A. Tunnel Fire Dynamics as a Function of Longitudinal Ventilation Air

Oxygen Content. Sustainability 2019, 11, 203. [CrossRef]
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Abstract: Turbine blades for thermal power plants are exposed to severe environments, making it
necessary to ensure safety against damage, such as crack formation. A previous method detected
internal cracks by applying a small load to a target member. Changes in the surface properties of
the material were detected before and after the load using a digital holographic microscope and a
digital height correlation method. In this study, this technique was applied in combination with finite
element analysis using a 2D and 3D model simulating the turbine blades. Analysis clarified that the
change in the surface properties under a small load varied according to the presence or absence of a
crack, and elucidated the strain distribution that caused the difference in the change. In addition,
analyses of the 2D model considering the material anisotropy and thermal barrier coating were
conducted. The difference in the change in the surface properties and strain distribution according to
the presence or absence of cracks was elucidated. The difference in the change in the top surface height
distribution of the materials with and without a crack was directly proportional to the crack length.
As the value was large with respect to the vertical resolution of 0.2 nm of the digital holographic
microscope, the change could be detected by the microscope.

Keywords: nondestructive inspection; crack detection; low loading; surface profile; turbine blade;
finite element analysis

1. Introduction

Thermal power generation using gas turbines is expected to expand in the long term as a clean and
economical power generation method. Gas turbines are a type of internal combustion engine. They
are thermal engines that obtain power from the combustion of gases by expanding high-temperature
gas obtained by burning petroleum, natural gas, or other fuels to rotate the turbine. At present, the
improvement in the thermal efficiency of various high-temperature equipment in power plants is
required to further improve performance. In order to achieve high efficiency, it is essential to increase
the temperature of the combustion gas and the turbine inlet temperature. It is therefore necessary to
design the turbine blades for high temperatures. A cooling passage can be formed inside the turbine
blade, which is then cooled by passing a cooling medium, such as air or steam, through this cooling
passage, thereby ensuring the sufficient heat resistance of the blade. This technology contributes
the most to such requirements for high temperature resistance. A typical blade cooling structure
is the pin fin cooling system [1,2]. This system performs convection cooling, impingement cooling,
and film cooling inside the moving blade, and enables the cooling air to flow out of the blade. In
addition, the mainstream method of lowering the surface temperature of the turbine blade is applied
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in thermal barrier coatings (TBCs), which not only lowers the surface temperature but also improves
thermal fatigue characteristics. Therefore, ceramics are coated on the gas turbine surface using the
electron-beam physical vapor deposition (EB-PVD) method proposed by Bose et al. [3]. However,
there are concerns about damage and deterioration due to an increase in the thermal load applied to
the TBC, and the improvement of durability is an issue. Therefore, in recent years, in addition to TBC,
transpiration cooling of the turbine has been considered as an effective method for improving the
durability of the turbine blades by using a porous material to form them. Arai [4] developed a porous
ceramic coating (P-TBC) through which cooling air could pass. P-TBC has a thermal conductivity as
low as 50% of a conventional TBC, and it has been shown that its adhesion strength is almost the same.

During the operation of the power plant, the turbine blades are subjected to high centrifugal loads
due to the rotation of the rotor, flexural loads due to the working fluid, and vibration loads. These
occur under the severe condition of a high temperature, hence cracks may develop in the cooling
passage. Because of this reason, power plants regularly conduct non-destructive inspections, such as
ultrasonic inspection tests and radiation transmission tests based on Japanese industrial standards [5]
to detect turbine defects. Additionally, the cooling structure is checked, and the remaining life of the
turbine is determined. Yoshioka et al. [6] proposed a prediction technique based on metallographic
image analysis and a life assessment technique using damage trend analysis. These were based on
statistical parameters of information from regular inspections of gas turbines where surface damage
and material deterioration were prominent. In order to extend the inspection interval and increase the
operation rate by accurately diagnosing the remaining life of the turbine, it is necessary to improve the
precision of the inspection method to detect cracks generated in turbine blades in power plants.

To meet this requirement, one of the authors has proposed a new flaw detection method using
digital holographic microscopy (DHM). This method can quickly obtain a nanometer-order height
distribution over a wide area of 1 mm2 on the material surface and in an atmospheric environment [7–9].
Digital holographic microscopes can acquire 3D images of a sample surface in real time with a high
resolution by using holograms. The vertical resolution of these is excellent at 0.2 nm, and the fine
behavior of the material surface can be captured. In this method, a small load is applied to the target
member, and the internal defect is detected based on the displacement of the member surface before and
after the application of the load. This can be realized by combining DHM and digital height correlation
method (DHCM), which identifies the same region before and after deformation, by referring to
the patterns of the ultra-fine irregularities on the material surface. In this study, finite element (FE)
analysis was performed on the new method using a model simulating a turbine blade to investigate
the possibility of detecting cracks. Two-dimensional models were used to investigate the possibility
of detecting cracks in cases where anisotropic materials or coating-treated materials are used for the
turbine blade. A 3D model was used to investigate the possibility of detecting cracks by each trace line
with DHM. Sections 2 and 3 describe the FE analysis conditions and analysis results, respectively.

2. Finite Element Analysis

FE analysis was performed using three types of 2D models and a 3D model for the turbine blade.
The nonlinear FE program ADINA 9.3.4 (ADINA R&D, Inc., Watertown, MA, USA) was used for the
FE analysis.

Figure 1 shows the form and dimensions of the 2D analysis model. Figure 1a shows Model 2D and
Model 2D-Anisotropy, and Figure 1b shows Model 2D-TBC. Table 1 shows the material properties of
the four models. As shown in Table 1, the material properties of Model 2D and Model 2D-Anisotropy
are different. These were determined based on the material properties of the Ni-based superalloy
NCF625 (isotropic material) and a Ni-based directionally solidified (DS) alloy (anisotropic material),
respectively. As these Ni-based superalloys have excellent high-temperature strength, they are widely
used as materials for gas turbine blades [10–12]. The Ni-based DS alloy is a material with a controlled
crystal orientation and grain growth direction (hence anisotropic [12]), and has high strength at high
temperatures. Therefore, in order to investigate the effect of anisotropy on the deformation behavior of

170



Appl. Sci. 2020, 10, 4883

the turbine blade, analysis was performed using Model 2D-Anisotropy. For Model 2D-TBC, the authors
considered a heat-resistant coating (bond coat layer and top coat layer). The material properties of
the bond coat and top coat were determined with reference to the ceramic coating [13]. The materials
of the bond coat and the top coat were CoNiCrAlY alloy and yttria-stabilized zirconia, respectively.
In this study, we focused on the materials that may be used in the actual turbine blade. A plane
strain condition was used for the 2D models. The actual turbine blade is large in the depth direction.
Therefore, the plane strain condition can be more suitable than the plane stress condition. Figure 2
shows the form and dimensions of the 3D analysis model. The material properties of the 3D model
were determined based on the Ni-based superalloy NCF625 (isotropic material). The load values in the
case of the 2D and 3D models are 1916 N. The load range is determined by the following conditions.
The lower limit of the load should provide a large enough displacement difference for DHM to be
distinguishable, and the higher limit of the load should limit the elastic deformation regime. If a
several millimeter-sized crack can be detected in the actual turbine blade, the crack detection method
can be practically useful. Based on the ideal, the size and depth of the crack were determined.

Table 1. Material properties of the four types of models.

Model Young’s Modulus, E [GPa] Poisson’s Ratio, ν

Model 2D 207 0.3
Model 2D-Anisotropy Ex = 125.5, Ez = 168.7, Gxy = 133.9, Gzy = 64.5 νxz = 0.333, νzx = 0.447

Model 2D-Thermal barrier coating
(TBC) 207 (base material), 200 (bond coat), 40 (top coat) 0.3 (base material), 0.3 (bond coat),

0.3 (top coat)
Model 3D 207 0.3

 
(a) (b) 

Figure 1. Shape and dimensions of the two-dimensional models: (a) Model 2D and Model
2D-Anisotropy; (b) Model 2D-Thermal barrier coating (TBC).

Figure 2. Shape and dimensions of the three-dimensional model.

Figure 3 shows the elements of Model 2D and Model 3D. Table 2 shows the number of nodes and
number of elements in each model. In order to determine the element size, FE analysis was performed
with a simple shape before analyzing the actual model, and the analysis values of the stress distribution
near the crack were compared with theoretical values. To conduct the FE analysis calculation with
high accuracy and efficiency, two types of elements were used for the models. A square eight-node
element was used to model the element near the crack tip, and square four-node elements were used
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for other areas. The weight of the beam was not considered in the analysis because we focused on
the difference of the deformation before and after the loading. There is no contact element in the FE
analysis. In the FE analysis of all models, there is no contact on the crack surfaces because the crack
opens due to the load. In the crack detection method, a load is applied to the actual turbine blade to
open the presumed crack. By loading in such direction, the deformation can become larger and the
crack detection can become easier.

 
 

(a) (b) 

Figure 3. Mesh of the finite element (FE) models: (a) Model 2D, a = 0.5 mm; (b) Model 3D, a = 0.5 mm.

Table 2. Total number of nodes and elements of models.

Model Crack Size, a (mm) Total Number of Nodes Total Number of Elements

Model 2D
0.5 8044 6479
1.0 7600 6403
1.5 8043 6479

Model 2D-Anisotropy
0.5 8044 6479
1.0 8057 6491
1.5 7683 6359

Model 2D-TBC
0.5 20,181 14,559
1.0 20,195 14,571
1.5 20,181 14,559

Model 3D
0.5 318,023 189,422
1.0 158,950 151,767
1.5 318,118 189,891

3. Results and Discussion

3.1. Two-Dimensional Models

3.1.1. Model 2D

Figure 4 shows the z-direction displacement of the surface of Model 2D. Macroscopically, no
difference is observed between the four types of test specimens. Therefore, in order to reveal the
influence of the existence and size of the crack on displacement in the z-direction, the difference in the
z-direction displacement of the models with and without a crack is shown, as illustrated by Figure 5.
In addition, it is found that the difference increases as the crack grows. Furthermore, it is found that
there is a sharp change in the inclination near the position where x = 247.5 mm, where the crack is
introduced. These height distribution differences are in the order of several microns to several tens of
microns, which are sufficiently large with respect to the vertical DHM resolution of 0.2 nm. Therefore,
it may be possible to detect cracks by ascertaining this change by DHM.
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Figure 4. The z-displacement of the upper surface of Model 2D. The z-displacement implies the change
in the z-direction due to loading.

Figure 5. The difference in the z-displacement between the models with and without a crack.

The effects of internal cracks on the difference in the change of the top surface height are discussed
based on the results of stress and strain analysis. First, regarding the stress around the crack, it is
required to determine the dominant stress among the normal stress (σx), which causes Mode I type
deformation, and the shear stress (τxz), which leads to Mode II type deformation. Figure 6 shows the
distribution of each stress above the cooling passage for each crack length. As shown in Figure 6a,
when there is no crack, it can be observed that the proportion comprising the part with large tensile
stress in the x-direction is higher than the stress in the z-direction and shear stress. As shown in
Figure 6b–d, due to the introduction of the crack, the region where the tensile stress in the x-direction
is 150 MPa or more is found to extend over a broad range compared to the tensile stress and shear
stress in the z-direction in the vicinity of the crack tip. The ratio of σx/τxz at the same location near
the crack tip in the same model, which roughly corresponds to the ratio of KI/KII, is approximately
2.3–2.4. KI and KII are the stress intensity factors for Model I and Mode II, respectively. From this,
Mode I deformation is considered to have a greater effect than Mode II deformation. Additionally,
as the crack length increases, the region in which each stress value is large expands. Subsequently,
to clarify the influence of stress on the top surface height, Figure 7 shows the strain distribution in
the z-direction above the cooling passage at each crack length. It is found that the strain distribution
changes significantly around the crack in all the models. Additionally, in the range x = 240–245 mm
and 250–255 mm, the compressive strain in the z-direction is found to increase as the crack length
increases. This is considered to be the cause of the increase in the difference in change with the increase
in the crack length. However, tensile strain in the z-direction is confirmed at the upper part of the
crack tip at x = 247.5 mm in Figure 7. This is considered to be the cause of the inclination changing
sharply in Figure 5. Additionally, as the crack length increases, the tensile strain at the tip of the crack
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spreads over a wider region. As described above, the stress distribution and strain distribution of the
material under a low load is considered to change depending on the existence and size of the crack in
the material. The existence and size of the crack change the cross-section. The cross-section change
produces the macroscopic change in strain distribution. Moreover, the crack opens due to loading
and the crack opening produces the microscopic change in strain distribution near the crack tip. The
changes in macroscopic and microscopic strain distributions lead to the z-displacement change, which
is expressed as the difference in the top surface height of the materials with and without a crack.

   
(i) Stress x (ii) Stress y (iii) Shear stress xz  

(a) a = 0 mm (No crack) 

   
(i) Stress x (ii) Stress y (iii) Shear stress xz  

(b) a = 0.5 mm 

   
(i) Stress x (ii) Stress y (iii) Shear stress xz  

(c) a = 1.0 mm 

   
(i) Stress x (ii) Stress y (iii) Shear stress xz  

(d) a = 1.5 mm 

Figure 6. The stress σx, σy, and shear stress τxz distribution above the cooling passage of Model 2D,
a = 0, 0.5, 1.0, 1.5 mm. (a) a = 0 mm (No crack); (b) a = 0.5 mm; (c) a = 1.0 mm; (d) a = 1.5 mm.
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Figure 7. The strain distribution (εz) of Model 2D, a = 0, 0.5, 1.0, 1.5 mm.

3.1.2. Model 2D-Anisotropy

Figure 8 shows the difference in the z-direction displacement of Model 2D-Anisotropy with and
without a crack. The observed behavior is the same as that of Model 2D. Therefore, it is considered
that cracks can be detected by using the difference in the top surface height of the materials with and
without a crack, even in anisotropic materials. In addition, the displacement of Model 2D-Anisotropy is
found to be slightly larger than that of Model 2D. This is because, as shown in Figure 9, the compressive
strain in the z-direction is larger than that of Model 2D, shown in Figure 7. This may be because the
Young’s modulus of Model 2D-Anisotropy is less than that of Model 2D.

Figure 8. The difference in the z-displacement between the models with and without a crack of
Model 2D-Anisotropy.
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Figure 9. The strain distribution (εz) of Model 2D-Anisotropy, a = 0, 0.5, 1.0, 1.5 mm.

3.1.3. Model 2D-TBC

Figure 10 shows the difference in the z-direction displacement of Model-TBC with and without a
crack. The observed behavior is the same as that of Model 2D and Model 2D-Anisotropy. Therefore,
it is considered that cracks can be detected by using the difference in the top surface height of the
materials with and without a crack, even in materials with a heat coating. In addition, the displacement
of Model 2D-TBC is found to be slightly less than that of Model 2D. Figure 11 shows the z-direction
strain distribution of Model 2D-TBC. It is found that the part where the compressive strain in the
z-direction is large is slightly smaller compared to Figure 7. This may be because the applied load was
the same as the other models, and the applied stress was reduced by the thickness of the coating.

Figure 10. The difference in the z-displacement between the models with and without a crack of
Model 2D-TBC.
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Figure 11. The strain distribution (εz) of Model 2D-TBC, a = 0, 0.5, 1.0, 1.5 mm.

3.2. Three-Dimensional Model

Figure 12 shows the z-direction displacement for trace line 1 of Model 3D. Macroscopically, no
difference is observed between the four types of test specimens, the same as for Model 2D. Therefore, in
order to reveal the influence of the existence and size of the crack on the z-direction displacement, the
difference in the z-direction displacement of a model with and without a crack is shown in Figure 13. It
is found that the difference increases as the crack grows. The difference in the z-direction displacement
differs from that of the 2D model. In the 3D model, the height rises once at around x = 200 mm, and then
decreases. The minimum height is at x = 247.5 mm, which is the location of the crack. Subsequently,
it decreases gradually. These height distribution differences are in the order of several nanometers
to several tens of nanometers, which are large with respect to the vertical DHM resolution of 0.2 nm.
Therefore, it may be possible to detect cracks by ascertaining this change through DHM. The effects of
internal cracks on the difference in the change of the top surface height are discussed based on the
results of stress and strain analysis. First, similar to the 2D Model, regarding the stress around the
crack, it is required to determine the dominant stress among the normal stress (σx), which causes Mode
I type deformation, and the shear stress (τxz), which leads to Mode II type deformation. Figure 14
shows the distribution of each stress above the cooling passage for the model with no crack and the
models with cracks. The top surface of the model is trace line 1. As shown in Figure 14a, when there
is no crack, it can be observed that the proportion comprising the part with a large tensile stress in
the x-direction is higher than the stress in the y- and z-directions and the shear stress. As shown in
Figure 14b, due to the introduction of the crack, the region where the tensile stress in the x-direction is
40 MPa or more, is found to extend more widely compared to the tensile stress in the y- and z-directions
and shear stress in the vicinity of the crack tip. From this, the Mode I deformation is considered to have
a greater effect than the Mode II deformation. Next, to clarify the influence of stress on the top surface
height, Figure 15 shows the strain distribution in the z-direction above the cooling passage for the
model with no crack and the model with a crack. The top surface of the model is trace line 1. The strain
distribution in the range x = 230–265 mm is shown. It is found that the strain distribution changes
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significantly around the crack in the range x = 245–250 mm. Furthermore, at the upper part of the
crack tip at x = 247.5 mm in Figure 15, tensile strain in the z-direction is confirmed. In addition, in the
range x = 240–245 mm and 250–255 mm, the part with a large compressive strain, which is lower than
−0.0001050, in the z-direction of the model with a crack is found to be slightly broader than that in the
model without a crack. This is considered to be the reason for the descent in the range x = 240–245 mm
and 250–255 mm and the inclination changing sharply in Figure 13.

Figure 12. The z-displacement of the surface of Model 3D along trace line 1. The z-displacement implies
the change in z-direction due to loading.

Figure 13. The difference in the z-displacement between the models with and without a crack of Model
3D along trace line 1.

    
(i) Stress x (ii) Stress y (iii) Stress z (iv) Shear stress xz  

(a) a = 0 mm (No crack) 

    
(i) Stress x (ii) Stress y (iii) Stress z (iv) Shear stress xz  

(b) a = 1.5 mm 

Figure 14. The stress σx, σy, σz, and shear stress τxz distribution above the cooling passage of Model
3D, a = 0, 1.5 mm. (a) a = 0 mm (No crack); (b) a = 1.5 mm.
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Figure 15. The strain distribution (εz) of Model 3D, a = 0, 1.5 mm.

In addition, the results of trace lines 2 and 3 are shown with the purpose of investigating whether
crack detection was possible in the case where a crack generated in the turbine blade was traced in
parallel, and in the case where a portion slightly away from the crack was traced in parallel with
the crack. Figure 16 shows the z-direction displacement for trace line 2 of Model 3D. The largest
displacement in the z-direction in the negative direction exists at x = 75 mm where the crack exists.
There is no striking difference in the macro displacement depending on the presence or absence of
the crack. Accordingly, Figure 17 shows the difference in displacement in the z-direction between the
models with and without a crack. It can be observed that the displacement in the minus direction
is large due to the presence of the crack, especially when x is approximately 75 mm in the model
with a crack. As the change is in the order of tens of nm, it is considered that the change can be
detected by DHM. Figure 18 shows the z-direction displacement for trace line 3 of Model 3D. Similar
to the results of trace line 2 shown in Figure 16, the displacement in the z-direction is the largest in
the negative direction at x = 75 mm where the crack exists. There is no remarkable difference in the
macro displacement according to the presence or absence of a crack. Accordingly, Figure 19 shows the
difference in displacement in the z-direction between the models with and without a crack. Due to
the crack, the displacement in the negative direction is large at the ends, but the displacement in the
positive direction is large at the center. This corresponds to the raised part shown in Figure 13. As the
change is in the order of tens of nm, it is considered that the change can be detected by DHM.

Figure 16. The z-displacement of the surface of Model 3D along trace line 2. The z-displacement implies
the change in z-direction due to loading.
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Figure 17. The difference in the z-displacement between the models with and without a crack of Model
3D along trace line 2.

Figure 18. The z-displacement of the surface of Model 3D along trace line 3. The z-displacement implies
the change in z-direction due to loading.

Figure 19. The difference in the z-displacement between the models with and without a crack of Model
3D along trace line 3.

As described above, the results of trace lines 1, 2, and 3 indicate that in all cases, i.e., when the
trace is perpendicular, parallel to the crack, and slightly away from and parallel to the crack, the
difference in displacement in the z-direction varies from nanometers to tens of nanometers according
to the presence or absence of a crack of several millimeters. This suggests that DHM can be used to
detect cracks in turbine blades.

4. Conclusions

In this study, we conducted FE analysis using 2D and 3D models that simulated turbine blades for
the cases where an internal crack detection method using a digital holographic microscope and digital
height correlation method were applied to turbine blades. The results acquired are shown below.

180



Appl. Sci. 2020, 10, 4883

(1) Analysis of the 2D model clarified that the change in the surface properties under a small load
differs according to the presence or absence of a crack, and elucidated the strain distribution that
caused the difference in the change. In addition, analyses of the 2D models, taking into account
the anisotropy of the material and the heat-resistant coating, were conducted. The difference in
the change in the surface properties and strain distribution, according to the presence or absence
of cracks in these models, was elucidated.

(2) Analysis of the 3D model clarified that the change in the surface properties under a small load
differs according to the presence or absence of a crack, and elucidated the strain distribution that
caused the difference in the change. In addition, it was found that the longer the crack, the greater
the difference in the change in the top surface height distribution compared to the case without a
crack. For a crack of approximately several millimeters, the difference in the change in the top
surface height distribution is approximately several nanometers to several tens of nanometers,
even if the measurement point is at a distance from the crack. As the value is large with respect to
the DHM vertical resolution of 0.2 nm, it is clarified that the change can be detected by DHM.
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Abstract: The paper presents results obtained by experimental and numerical research focusing on the
influence of the strikers’ geometry at the images of the destruction created in hybrid composite panels
after applying impact load. In the research, the authors used four strikers with different geometry.
The geometries were designed to keep the same weight for each of them. The composite panels
used in the experiment were reinforced with aramid and carbon fabrics. An epoxy resin was used
as a matrix. The experiments were carried with an impact kinetic energy of 23.5 J. The performed
microscopy tests allowed for determination of destruction mechanisms of the panels depending on
the geometry of the striker. The numerical calculations were performed using the finite element
method. Each reinforcement layer of the composite was modeled as a different part. The bonded
connection between the reinforcement layers was modeled using bilateral constraints. That approach
enabled engineers to observe the delamination process during the impact. The results obtained from
experimental and numerical investigations were compared. The authors present the impact of the
striker geometry on damage formed in a composite panel. Formed damage was discussed. On the basis
of the results from numerical research, energy absorption of the composite during impact depending
on the striker geometry was discussed. It was noted that the size of the delamination area depends
on the striker geometry. It was also noted that the diameter of the delamination area is related to the
amount of damage in the reinforcing layers.

Keywords: hybrid composite; damage; aramid fiber; carbon fiber; finite element method; delamination

1. Introduction

Energy absorbing panels are installed wherever there is a risk of damage to important machine
components, human life, or health risk. Nowadays, energy-absorbing covers are used in many fields,
such as energy, automotive, rail, aviation, mining, and maritime industries [1–3]. The most demanding
branch of industry in which we deal with energy-absorbing shields is the military industry [4]. In the
case of the military application, energy absorbing panels depending on this purpose must meet the
relevant requirements set out in the standards [5,6]. Depending on the application, the designed covers
must meet a number of different requirements. The important criterion is of course the degree of energy
absorption. However, an increasingly important aspect of the newly designed solutions is to minimize
their weight [7,8]. Therefore, the demand for solutions using composite materials is growing [9].
Polymer composites in addition to high strength are also characterized by a low weight and high
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value of specific strength [4,10]. Depending on the application, composite shields can be subjected to
the impacts of stones, hail, birds, bullets, or explosive debris. Therefore, resistance to impact loads
perpendicular to the plane of laminate reinforcement layers is particularly important. Composite
energy absorbing panels in the military application are used in various types of solutions. They are
used both in personal protective equipment in the form of bulletproof vests or helmets [11–13], as well
as in special purpose vehicles [9,12,14,15]. In the case of combining a polymer composite material with
a ceramic material [7,11], the ceramic layer is responsible for defragmenting the striker and changing
its trajectory, as a result of which a large part of the impact energy is absorbed. The layer made of fiber
composite is designed to capture the remains of the striker, the defragmented ceramic layer, and the
striker’s inhibition. In the case where a multilayer panel with fiber reinforcement is used individually,
it must stop the striker and absorb all of the impact energy. Impact loads cause exceeding the strength
of the polymer matrix in the form of shear and bending. A delamination process is initiated between
successive layers of reinforcing fabrics [16]. This is also a disadvantage of fibrous composites, consisting
of the loss of connection between adjacent layers of reinforcing material, which leads to decreasing of
the composite strength. During the continuous operation of composite products, this is particularly
important because, in combination with fatigue strength [17], it leads to a significant weakening of the
material. Delamination in the multilayered composites could be located using, for example, the wave
propagation method [18,19]. The material susceptibility for delamination depends on many factors.
Some of them could be mentioned, for example, the material used as an reinforcement, its properties,
or bond quality between the fiber and the matrix [20]. Material delamination occurs because the energy
threshold initiating this process is much lower than the energy threshold causing destruction of the
composite reinforcement fibers [21]. In other words, delamination occurs because the strength of the
matrix material is much less than the strength of the reinforcing material. Therefore, the largest part of
the impact energy is absorbed as a result of fiber destruction [16,22].

The process of destroying the energy absorbing panel made of laminate can be divided into two
phases. In the first phase, a high-speed striker hits the panel, causing fiber shear and matrix cracking.
Primary yarns carry the highest loads. Secondary yarns are much less stressed. In the second phase,
as the successive penetration of reinforcement layers progresses, the smaller and smaller energy of
the striker is distributed over an ever larger surface, and finally it becomes insufficient to break the
fibers in subsequent reinforcing layers [13,16]. The remains of the impact energy initiates the matrix
delamination process. The reinforcement fibers in deeper layers are stretched under the influence of
the impact energy concentration [12,16,23]. The microscopic image of damage in the composite with
the hybrid reinforcement that was used in the conducted research is shown in Figure 1. The presented
sample was hit by the hemispherical striker. The jagged fragments of the fibers at the side opposite to
the impact side are the result of the cutting process. In Figure 1, it can be seen that the aramid fibers are
deformed, broken, and sheared as a result of the striker impact. Around the impact area, accumulation
of the damaged reinforcing layers could also be observed. The carbon fibers located between the
aramid fibers owing to the high Young’s modulus were deformed elastically and rebounded the striker.

The total energy at impact is the sum of the remaining kinetic energy of the striker and the energy
absorbed by the composite panel. The total energy during impact could be divided at the energy of the
moving striker, energy absorbed by shear plugging, energy absorbed by deformation of secondary
yarns, energy absorbed by tensile failure of primary yarns, energy absorbed by delamination, energy
absorbed by matrix cracking, and energy absorbed by friction [22].

Considering energy absorption, the most commonly used reinforced material is aramid fibers [16].
These fibers can absorb a large amount of the impact energy before their breaking. Furthermore,
aramid fibers are more elastic than, for example, carbon fibers [24]. They are characterized by high
rigidity and orientation, and they are connected to each other by strong, dense hydrogen bonds [25].
They have a good strength to density ratio (specific strength). Strength expressed in this way for
Kevlar® fibers is greater; that is, five times greater than steel [16]. The tensile curves of aramid fibers,
similar to glass and graphite fibers, are approximately linear to break. Aramid fibers have a density

184



Appl. Sci. 2020, 10, 288

43% lower than that of glass fibers. Because of that, aramid fibers are particularly attractive for the
production of many composites [25]. Energy-absorbing panels built using aramid fibers provide
excellent protection against pistol bullets, revolver bullets, or fragmenting debris. Aramid fibers are
one of the most important materials used for the production of energy absorbing panels [16]. However,
in the application of energy absorbing panels, stiffness is also very important and should be enough
high to prevent too much deformation after impact. To minimize that deformation employment of
carbon fibers between aramid fibers, reinforcement layers could be a solution. However, carbon fibers
have some disadvantages. The first of them is the brittle damage [26] after impact, which can be
dangerous for nearby people. It is worth mentioning that the brittle damage in some cases can be
desirable, especially during modelling of the separation process [27–30]. In this case, the process
should be designed in such a way that the equivalent stress should exceed the allowable stress that
appears in the direct cutting zone. Otherwise, the material being removed would not be separated.
The proper combination of different reinforcing materials allows the composite to take advantage of
each of the applied fibers [16,31,32]. Undoubted advantages of the carbon fiber reinforced polymer
composites are their low density, good static and fatigue strength, high modulus of elasticity, resistance
to abrasion, and corrosion resistance [25]. Because they consist almost exclusively of graphite, they are
non-melting and chemically resistant. The heat resistance of carbon fibers is unique and outperforms
any known materials in this respect, except graphite. The high values of Young’s modulus mean that
this fiber is often used in hybrid composites to increase the stiffness of the structure [1,20].

 

Figure 1. Microscopic image of damage formed in a multilayered composite with hybrid reinforcement
after impact of the hemispherical striker.

Naik et al. [33] showed that the proper configuration of reinforcing layers in a glass–carbon epoxy
composite could increase post-impact compressive force. It was also shown that the damage area
in a hybrid composites depends on the reinforcing material configuration. Studies presented in [34]
also show that the hybridization in glass–carbon epoxy composites provide greatly enhanced damage
tolerance of these structures. The experimental results show that the hybrid composites can absorb
more energy in the impact event compared with non-hybrid composites [35]. Aramid fibers are often
used in the case of the personal protective equipment, such as helmets. In order to increase the amount
of information about the examined object, experimental and numerical research is carried out [36–38].
In another paper [39], the impact resistance of composite panels reinforced with aramid fibers and the
matrix made from various thermoplastic materials were compared. The authors of [40] compared the
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puncture resistance of the composites reinforced by 2D and 3D aramid fabrics. A further paper [41]
presents the analysis of puncture resistance of aramid laminates on styrene–butadiene–styrene and
epoxy resin matrix. The authors of [42] present the influence of the introduction of nanoclay into the
resin on the increase of the maximum impact load of aramid fiber composite. Owing to the popularity
of aramid fibers, research on composites with hybrid reinforcement (where aramid fibers were one of
the used reinforcing materials) was also conducted. Research focused on a hybrid composite with
reinforcement made of aramid and basalt fibers [43] shows that the use of both types of reinforcing
materials in the proper configuration can increase the composite energy absorption during impact.
The comparison of the hybrid composites with reinforced made of aramid and carbon fibers, based
on the DI parameter (defined as the ratio between the damage propagation energy and the damage
initiation energy), presented in the work of [35], showed that the highest value of this parameter was
achieved for the composite in which reinforcing layers made of aramid fibers were used alternately with
carbon fiber reinforcement layers. It was also noticed that the adjacent aramid fibers can also play a role
in bridging the broken carbon fibers, which could improve the toughness of hybrid composites [35].
Studies on hybrid reinforcement made of aramid and carbon fibers in a sandwich structure [44] showed
that the use of hybrid reinforcement increases the energy absorption of the composite during low
speed impact. The authors of [44] obtained the highest values of absorbed energy in the case of a
combination of three reinforcing layers of carbon fibers for one reinforcing layer of aramid fibers,
and vice versa. However, the reduction of compressive strength after the impact was much smaller in
the case where three reinforcing layers of aramid fibers for one reinforcing layer of carbon fibers was
used. The damage area formed in the composite and its impact energy absorption during low velocity
impact depend on the striker geometry [45]. Experimental and numerical research [45,46] showed
that the influence of the striker geometry was changed with the impact velocity and the thickness of
the composite.

The authors of that paper decided to assesses the influence of the striker geometry on the damage
formed in the epoxy composite with hybrid reinforcement (made from aramid and carbon fabrics)
after low velocity impact. Differences in the formed damage depending on the striker geometry
were described. The authors of the present work decided to perform experimental and numerical
research. The numerical calculations were performed in order to increase the amount of information
about damage caused in the composite panel after impact of the strikers with different geometry;
in particular, information about delamination between reinforcing layers. In Section 2, the authors
present materials used as a reinforcement and as a matrix. The producing method of the composite and
the adopted research methodology are also presented. The results of experimental research, which was
carried out using four strikers with different geometries, are presented and discussed on the basis
of microscopic images. In Section 3, the authors describe the process of preparation of the physical
model. A methodology of modeling of the multilayered composite is presented. The damages caused
in the composite plate as well as the phenomenon of delamination were presented and discussed.
The authors present the values of the rebounded strikers’ kinetic energy and the relationship between
the amount of damage in the reinforcing layers and the occurring diameter of the delamination area.
The experimental and numerical results were compared. The differences in obtained results were
discussed. Composite panel wear was considered in the local response.

2. Experimental Research

2.1. Methodology

During the experiment, hybrid composite panels reinforced with aramid and carbon fabrics were
used. Aramid twill weave fabric used in the experiment with weight of 300 g/m2 was made from
Twaron 2200 fibers. The second material used as a reinforcement was carbon twill weave fabric with a
weight of 200 g/m2. It was made from Pyrofil TR30 S fibers. Mechanical properties of used fibers [47,48]
are shown in Table 1.
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Table 1. Mechanical properties of used reinforcing fibers.

Parameter Unit Twaron 2200 Pyrofil TR30 S

Elongation at break [%] % 2.9 1.8
Tensile strength [MPa] MPa 2930 4120

Tensile modulus GPa 102 235

Hybrid panels consisted of 14 layers of reinforcing fabrics. They were arranged in the following
combination: four layers of aramid fabric, one layer of carbon fabric, four layers of aramid fabric,
one layer of carbon fabric, and four layers of aramid fabric. Epoxy resin LG285 was used as a matrix.
The dedicated by manufacturer HG285 curing agent was mixed with resin with a 100:40 weight ratio.
The epoxy matrix’s properties declared by the manufacturer [49] are shown in Table 2.

Table 2. Properties of epoxy resin LG285 with HG285 curing agent.

Parameter Unit Value

Flexural modulus MPa 2700–3300
Tensile strength MPa 75–85

Compressive strength MPa 130–150
Elongation at break % 5–6.5

Hardness in Shore D scale - 85

The composite panels were manufactured by the hand-laminating method with vacuum support
(−68 kPa of vacuum pressure). On the basis of the literature [6,16], four striker geometries were
developed. Geometries of those strikers are shown in Figure A1. The adopted geometries allow the
strikers to maintain a constant mass and to simulate the impact of various splinters. The required
repeatability of the strikers’ impact kinetic energy can be achieved because of this. This repeatability is
important because the researchers’ main goal is to determine the destruction images depending on the
geometry of the strikers. They could be compared only when the impact energy was the same. Steel
strikers with a mass of 49 g are shown in Figure 2.

 
Figure 2. Strikers used in experiment: A—ogival striker, B—blunt striker, C—hemispherical striker,
D—conical striker.

The tests were realized using a hybrid electromagnetic launcher with a pneumatic support [26,50].
Initial air pressure value in an air tank and air valves were set up using a control panel. The test stand
is shown in Figure 3.
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Figure 3. Test stand used in experiment.

The striker velocity was measured using an optical gate connected to the oscilloscope. When the
striker breaks the optical beam, the voltage spike could be observed on the oscilloscope. The next
voltage spike is observed when the striker ends, breaking the optical beam. The experiments were
carried out with 23.5 J of impact kinetic energy. This energy refers to sub ballistic velocities of the
impact—such as collisions with fast moving elements [16]. The samples were glued to the 10 mm
polyethylene base plate and hit three times by each striker. The polyethylene plate was exchanged
with each composite sample. There is no deformation and destruction in the polyethylene plates
after impact.

2.2. Results

The impact striker geometry assessment on the composite panels’ destruction was made on the
basis of microscopic tests. The tests allowed the authors of this article to measure the diameter of the
panel damages after impact. Because of the plastic character of aramid fiber destruction, the damages
in the panel reflected the striker geometry, and the depth of the penetration could be calculated based
on the cavity diameter and the geometry of the used striker. The results are shown in Table 3.

Table 3. Average experimental results, depending on striker geometry.

Striker Geometry
Average Striker
Velocity [m/s]

Average Kinetic
Energy [J]

Average Cavity
Diameter [mm]

Average Depth of
Penetration [mm]

Conical 30.99 23.5 5.9 5.1
Hemispherical 30.98 23.5 6.2 1.5

Blunt 30.92 23.4 7.0 0.1
Ogival 31.05 23.6 4.7 4.5

The microscope images of the damage in composite panels presented in Figure 4 show the
significant influence of the striker geometry. During the same impact, the same values of impact kinetic
energy and destruction level in composite panels were limited from the matrix cracking in the blunt
striker case to the almost complete penetration in the conical striker case. For the blunt striker, fibers
absorbed almost all impact energy—there was no fiber damage. The cracked matrix is only one visible
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sign after impact in this case. That fact proved the high resistance of fiber reinforced composites on the
impact of blunt elements. Cross sections of the samples after impact of the strikers are presented in
Figure A2.

(a) (b) 

(c) (d) 

Figure 4. Selected samples after impact of the striker: (a) conical, (b) hemispherical, (c) blunt, (d) ogival.

The destruction caused by a hemispherical striker was characterized by a high amount of compressed
fibers. Around a newly created cavity, the characteristic bulge was formed. Fibers that were initially
in the first layer of the impact area (in the center of panel) were then ripped out from the matrix.
The broken and compressed fibers in this formed cavity were also visible. However, their amount was
low, which proved that only fibers from the first layers were damaged, and fibers in the next layers were
in good shape. There were no carbon fibers in the cavity, which suggests that the panel penetration is
limited to the first four layers of the reinforced material. This was also confirmed by the calculated
depth of penetration. It was circa 1.5 mm, which corresponds to the thickness of approximately of
three layers of used aramid fabric. The cross section of the sample (Figure A2) also confirms that the
penetration of the composite stops before the reinforcing layer made from carbon fibers was damaged.

The destruction caused by an ogival striker suggests much more sensitivity of the hybrid composite
to the impact of such elements. The penetration depth was much higher compared with the penetration
depth in the case of a hemispherical striker. The analysis of the microscopic images shows a lot of broken
fibers in the created cavity. The broken fibers were visible as sticking out parts of the reinforcing fabric
directed towards to the cavity. These fibers were also compressed at the boundary of the cavity. Like in
the previous case, the first layer damage around the impact zone was also visible. The penetration
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depth in this case was 4.5 mm, which corresponds to the depth of the second reinforcing layer made
from carbon fibers. At the bottom of the created cavity, there were no carbon fibers, which suggests
that the second carbon reinforced layer was not penetrated. The cross section of the formed damage
presented in Figure A2 also confirms that the second reinforcing layer made from the carbon fibers was
not damaged.

The conical striker caused the largest destruction in the tested material. In this case, both the
cavity diameter and its penetration depth were the largest. The destruction mechanism was the same
as in the case of the ogival striker. Inside the formed cavity, it was possible to observe the parts of
broken fibers. In the case of this striker, fibers’ deformation was also visible at the first layer around the
impact area. This fact suggests that the conical geometry of the striker caused pushing fibers sideways
of the creating cavity. The considered striker did not have enough energy to break fibers, so it stuck
between them and pushed them sideways. The weave and weight of an applied reinforced fabric could
have a critical meaning in strength aspect. As mentioned, fibers in the first layers were deformed,
which confirm this fact. This also explained why damage caused by a conical and an ogival striker was
largest compared with that of other strikers used.

3. Numerical Research

3.1. Preparation of Numerical Model

The numerical research was carried out using the finite element method and commercially available
LS-PrePost/LS-Dyna (LSTC, Livermore, CA, USA) software. The multilayered composite could be
modeled in a few scales. The modeling scale is related to the homogenization of the composite strength
properties. In the case of modeling the composite as a one part, homogenization of the mechanical
properties should be performed for the whole composite. Modeling in this scale makes it impossible to
observe some processes occurring inside the composite material, for example, delamination, which,
as mentioned in the introduction, is an energy absorbing process. A different approach is to model
the composite with respect to the division on the reinforcing layers. In this approach, the strength
properties should be homogenized in the level of the reinforced layer (used reinforcing fabric and
the matrix). This modelling scale allows observing the delamination between the reinforcing layers.
There is also the possibility to observe the movement between the adjacent reinforcing layers and
the consideration of the friction between them. Woven composites could also be modeled with
respect to the reinforcing fiber geometry. The mechanical properties of the fiber and the matrix are
defined individually. Observation of the delamination process is also possible. Moreover, modelling
in that scale allows to observe the deformation of each fiber and the friction between the fibers.
If the modeling scale is more accurate, the physical model takes into account more energy absorbing
phenomena. Therefore, the choice of the modeling scale and level of homogenization of strength
properties has an impact on the obtained result. The selection of the modeling scale is related to use of
the simplifications. Each simplification will be associated with the omission of some energy absorbing
phenomenon. However, it should be remembered that, if the physical model is more advanced,
the computational cost will be greater. Modeling of the composite with respect to the division on
the reinforcing layers (homogenization of the strength properties in the reinforcing layer level) gives
satisfactory results, which are in accordance with experimental research [51]. It was decided to model
the composite material in a macro scale. It means that each reinforced layer was modeled as an
individual part. This approach is widely used [51–54] in the case of impact analysis. A flat surface with
dimensions of 50 × 100 mm (height ×width) was created, and then it was discretized into the finite
elements. The surface was divided into Belytschko–Tsay type shell elements with “hourglass” control
based on stiffness. A total of 5000 Belytschko–Tsay shell elements were created in this way. It was
assumed that the thickness of each layer, regardless of the reinforced material, was 0.5 mm, which
allowed the physical model to achieve the overall thickness of the composite used in the experiment
(7 mm). On the basis of this assumption, 13 subsequent surfaces were created, spaced 0.5 mm from
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the previous layer along the axis perpendicular to the surface of the layers. The composite model
created in this way consists of 70,000 shell elements. As a composite material model, the MAT58
*MAT_LAMINATED_COMPOSITE_FABRIC [55] was used. This model requires the definition of
homogeneous strength properties of the used materials. Taking into account the destruction of the
physical model, the finite elements are controlled by the ERODS parameter. The ERODS parameter
is calculated based on the deformation in defined fiber directions in the reinforced plane and on the
shear deformation. In this material, model stress increases nonlinearly until the maximum strength
is reached (XT). When the maximum strength is reached, the stress is reduced by the SLIMx factor
and held until material reaches the strain specified by the ERODS parameter. When strain reaches the
value defined as an ERODS, the finite element is deleted [56]. The typical stress–strain curve for the
selected MAT58 composite material model is shown in Figure 5.

 
Figure 5. Typical stress—strain curve for the selected MAT58 composite material model.

On the basis of the research [56], ERODS = 0.4 was adopted. Because the values of SLIMx
coefficients do not have their physical interpretation [57], their value was adopted in accordance
with the recommendations [55]. The impact of individual factor values on the convergence with an
experimental solution is presented, among others, in the work of [56]. The used material properties of
epoxy composites with carbon and aramid reinforcement (in two directions) are shown in Table 4.

Table 4. Mechanical properties of epoxy composites reinforced by carbon and aramid fibers [58].

Material Properties Epoxy Resin/Carbon Fiber Epoxy Resin/Aramid Fiber

Young’s modulus E1 = E2 [MPa] 70,000 30,000
Shear modulus G12 [MPa] 5000 5000

Tensile strength XT = YT [MPa] 600 480
Compressive strength XC = YC [MPa] 570 190

Shear strength S [MPa] 90 50
Tensile strain εXT = εYT [%] 0.85 1.6

Compressive strain εXC = εYC [%] 0.8 0.6
Shear strain εS [%] 1.8 1

Density [g/cm3] 1.6 1.4
Poisson’s Ratio 0.1 0.2

The delamination is an important energy absorption mechanism in the case of low velocity
impact [51]. In case of the modeling approach used in research, the connection between successive layers
of reinforcing material can be modeled in several ways [52,59–61]. Modeling of the bonding connection
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between adjacent reinforcing layers could be realized using cohesive elements [54,62]. This approach
involves inserting additional cohesive elements between elements of adjacent reinforcing layers. In the
initial phase, these elements may have zero thickness. The behavior of the cohesive elements can be
described, for example, using a bilinear curve. These curves describe the dependence between the
cohesive element stresses from its deformation [54,59,60,62]. If the cohesive element is not damaged,
its stiffness is constant. However, if an element is damaged, its stiffness decreases as deformation
increases [62]. The use of cohesive elements requires high computational costs [52]. A broader
description of this type of connection has been described, among others, in the literature [54,59,60,62].
The second approach of modeling the bonding connection between the adjacent reinforcing layers is
the use of the bilateral constraints (tiebreak contact type). This contact allows for the simplification
of crack propagation based on the cohesive element [51]. After reaching normal and shear stresses,
damage is a linear function of the distance between points that were initially in contact. After reaching
the defined critical crack opening, the bonding connection is broken and further contact behaves like
unilateral constraints. This approach does not require the use of additional elements and, shown in the
work of [51], this bonding connection modelling method give results in accordance with experimental
research. In the conducted research, it was decided to use the bilateral constraint contact with strength
criterion (*AUTOMATIC_SURFACE_TO_SURFACE_TIEBREAK [63]). This contact type behaves like a
bonded connection before the strength criterion is exceeded. After exceeding the strength criterion,
this contact behaves like a unilateral constraint contact without a bonded connection. There are several
possibilities to define the bonded connection using the selected contact type. In the case of shell
elements, the definition OPTION = 8 is most commonly used [59]. This option requires to define
the critical normal and shear stresses in a bonding connection. The critical normal stress assumed
in the physical model equals Sn = 75 MPa [49] and the critical shear stress equals Ss = 44 MPa [59],
respectively. The friction coefficient between reinforced layers was defined as 0.18 [52,64,65].

Additionally, one more part created in the presented model was a polyethylene base plate, to
which the tested samples were glued. The plate was discretized using eight node solid elements with
one integration point. The edge length of each element was 1 mm. The base plate model consisted of
50,000 solid elements. It was decided to choose the linear elastic material model (*MAT_ELASTIC [55]).
The applied mechanical properties of polyethylene [66] are shown in Table 5. The contact between
the last layer of the composite and the polyethylene base plate was modeled using the unilateral
constraint contact (*AUTOMATIC_SURFACA_TO_SURFACE). The value of 0.29 was adopted as a
friction coefficient [66].

Table 5. Mechanical properties of polyethylene.

Young’s Modulus [MPa] Poisson’s Ratio Density [g/cm3]

701 0.4 0.946

During the experiment, four different types of strikers were used (Figure 2). Their geometries
were made in CAD software (Autodesk Inventor Professional 2019), and then they were imported
and discretized using eight nodal solid elements. These elements were given mechanical properties
corresponding to the steel and treated as non-deformable using the *MAT_RIGID [55] material model.
The strikers were placed opposite to the first layer of the laminate. An initial velocity of the striker
V0 = 31 m/s was set. The boundary condition assigned to the model blocked all degrees of freedom
(translational and rotational) for all nodes of a polyethylene base plate at the side opposite to the side
of contact with the composite. The contact between the non-deformable striker and the composite
layers was defined as *AUTOMATIC_SURFACE_TO_SURFACE (unilateral constraint). The values
of static and dynamic friction coefficients between the striker and the reinforcing layers were set as
0.18 [52,64,65]. The schematic diagram of the created model is shown in Figure 6a. The prepared model
is shown in Figure 6b.
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(a) (b) 

Figure 6. Numerical research: (a) schematic diagram, (b) physical model.

3.2. Numerical Results

Damage caused by the strikers with various geometries at different instances of the simulation
(up to reach the maximum depth of the penetration) is shown in Figures A3–A6. Each reinforcing layer
is marked by a different color. The cross sections of damaged areas owing to the impact of various
strikers are shown in Figure 7. The direction of the impact is marked using a white arrow.

(a) (b)

(c) (d)

Figure 7. Cross sections of damaged areas caused by (a) conical striker, (b) hemispherical striker,
(c) blunt striker, and (d) ogival striker.

193



Appl. Sci. 2020, 10, 288

The numerical results have shown that the largest damages (Figure 7a) occurred when a conical striker
was used. The smallest damage occurred in the case of a blunt striker (Figure 7c), which corresponds
to the experimental results. The area of damage for each striker geometry is different. The damage
caused by impact of the striker with a conical end (Figure 7a) is characterized by the formation of a
narrowing taper. In each subsequent damaged layer, the number of degraded elements decreased to
form a characteristic cone. These damages are the largest among the analyzed cases. The sharp end of
the conical striker penetrating successive layers of material caused rapid damage to the individual
elements in subsequent reinforcing layers, which contributed to the weakening of the entire structure.

The damage caused by the hemispherical striker (Figure 7b) was less extensive compared with
the damage caused by the conical striker. The resulting damage does not form a characteristic cone.
The largest damages were observed in the first four layers of reinforcement. The elements that were
not deleted are arranged in a chaotic manner. It can be observed that the elements in the second layer
of reinforcement in the impact area are not completely destroyed, which can be interpreted as the
fiber compression inside the formed crater (as mentioned in the chapter about experimental research).
The other two damaged layers (5 and 6) were minimally damaged—individual elements were deleted.
The blunt striker did not cause any visible damage in the reinforcement material (Figure 7c). The ogival
striker caused the most damage (Figure 7d) in the first two layers of the material. Penetration of
subsequent layers was characterized by the removal of the same number of finite elements until the
striker energy was too low to damage the next layer. The last of the damaged layers degraded in the
form of individual elements.

The colored map of Tresca stress presented in Figure 8 showed that the primary yarns (at the
direction defined as a fiber direction—X and Y axis) carried the largest load. The secondary yarns
were much less loaded. This conclusion was confirmed in the work of [16]. In addition to the analysis
of destruction, which was performed based on the Figure 7c, the value of Tresca stresses shown in
Figure 8 suggests that the matrix could be damaged. As shown in Table 2, the tensile strength of the
matrix is 75–85 MPa. Tresca stress at the edge of impacting striker (on the first layer of reinforcement)
was much higher (92.5–110 MPa). This analysis suggests that the matrix could be damaged, as in the
case of the experimental research (matrix cracking). The average diameter of this area was 7.5 mm.

 

Figure 8. Colored map of Tresca equivalent stress on the first layer of reinforcement in case of blunt
striker impact.
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Table 6 shows the diameters of the cavities and depth of the penetration of the damages created
by the impact of strikers with different geometries. The measurement of cavity diameters was done
between the nodes of the elements at the first layer, which were not deleted after impact. The biggest
damage in the first layer of reinforcing material was observed for the case in which the conical striker
hits the composite. The second largest diameter of the damaged area was observed for the case in
which a hemispherical striker was used. The diameter of the damaged area in this case was slightly
larger than in the case of the impact of the ogival striker. The depth of penetration was based on the
number of damaged reinforced layers—0.5 mm of damage for each damaged layer.

Table 6. Numerical results, depending on striker geometry.

Striker Geometry Cavity Diameter [mm] Depth of Penetration [mm]

Conical 8 6
Hemispherical 6 2

Blunt 7.5 0.07
Ogival 5.5 4

The largest depth of penetration was observed for the case in which the composite panel was hit by
a conical striker. As a result of its impact, 12 layers of reinforcing material were damaged. The impact
with an ogival striker resulted in damage to eight layers of reinforcing material. In the case of a
hemispherical striker, six layers of reinforcing material were damaged. However, these damages were
different. The damage created did not resemble a cone geometry. As it was mentioned, the individual
elements were deleted from 5 and 6 damaged layer (damage area was smaller than used striker).
Due to that, this two layers were not considered in depth of penetration calculation. For the impact
on the composite material with a blunt striker, no damage was observed in the reinforcing material,
but small deformation was observed.

The graph representing kinetic energy of the striker depending on its geometry is shown in
Figure 9. The fastest braking of the striker occurred with a blunted one. This striker was rebounded
from the composite panel, obtaining the kinetic energy of about 16 J. This testified that a small amount
of energy was absorbed by the composite panel. The hemispherical striker was rebounded from the
panel, obtaining a value of the kinetic energy of about 8.5 J. The braking of the striker before it was
rebounded proceeded with the same intensity as in the case of a blunt striker, despite the damage
caused in the reinforcing layers. A smaller value of the rebounded kinetic energy of the striker is
associated with a greater amount of energy absorbed by the composite. Conical and ogival strikers had
the lowest kinetic energy after rebounded (approximately 2 J). Despite the differences in the strikers’
braking intensity, they were stopped at the same time and had similar kinetic energy after being
rebounded. The curve depicting the kinetic energy value of the ogival striker has a distinctive area of
braking corresponding to the level of material penetration. The first change in the angle of inclination
of this curve at the time t ≈ 0.1 ms is associated with the first damage to the material. Another angle
change in the time t ≈ 0.2 ms is associated with the end of damaging of the reinforcement layers.
In the next phase, material was deformed without damaging and striker was inhibited and rebounded.
Braking of the conical striker was the gentlest, which was probably because of the fact that its pointed
end easily damaged the elements in the subsequent layers of the composite. It is interesting that the
conical and ogival strikers, despite large differences in the damage caused, were characterized by the
same value of the kinetic energy after rebound.
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Figure 9. Kinetic energy of strikers during impact depending on their geometry.

3.3. Comparison of Experimental and Numerical Research

The results of the conducted experimental and numerical research were compared based on the
diameters and depth of penetration of cavities formed after impact of the strikers. Figure 10 shows the
comparison of the diameters of the cavities formed after the impact.

 

Figure 10. Comparison of cavity diameter formed after impact.

The damage caused by the blunt striker in the experiment (Figure 4c) is limited to the matrix
cracking. The diameter of the resulted crack corresponds to the diameter of the edge of the impacting
striker. The resulting damage did not damage the reinforcing layer in any way. Performing numerical
research in the selected scale makes it impossible to capture phenomena like matrix cracking, but proper
analysis of the stress map could bring valuable conclusions. As discussed in the numerical research
results, the obtained Tresca stress value suggests that the matrix was damaged, as in the case of the
experimental research. The measured diameter of damaged area was almost the same as in the case of
the experimental research. Another discrepancy between the experimental and numerical research is in
the case of hitting the composite by the conical striker. During the experimental research, the pointed
tip of the cone stuck between the individual fibers, pushing them sideways. Fibers pushed sideways
constituted resistance for the striker, and tightened on it, thus reducing damage caused in subsequent
layers. In the case of numerical research, individual fibers were not considered. Each reinforcing
layer was modeled as a single part with directionally assigned properties. The indicated directions
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corresponded to the directions of the fibers in the used reinforcing fabric, however, the modeling of the
reinforcement in this way makes it impossible to imitate the mechanism of deformation of individual
fibers. Finite elements hit directly by the tip of the cone were quickly removed. When an element was
removed, it stopped absorbing the energy, so material did not resist as much energy as in the case of
the experiment. This fact could have an effect for the larger amount of destruction in the case of the
numerical research. The same remark applies to the discrepancy between the results obtained for the
ogival striker.

Figure 11 shows the comparison of the depths of penetration obtained as a result of the provided
experimental and numerical research. For conical and hemispherical strikers, the depths of penetration
obtained as a result of numerical research were larger than in the experimental research. In the case of
the experimental research, depths were determined indirectly based on the diameter of the formed
cavity and the striker geometry. This method could be subject to a large error, resulting from the lack of
information about the damaged fibers under the visible layer of damaged reinforcement. Additionally,
in the case of the numerical research, elements removed during calculations do not constitute any
resistance for the strikers’ movement at a later stage. In real conditions, the damaged fibers were still in
the forming cavity, clamping on the striker, or accumulating in front of its forehead, thus affecting the
formation of further damage. Figure 12 shows the percentage variation between the results obtained
from the experimental and numerical research.

 

Figure 11. Comparison of depth of penetration after impact.

 
Figure 12. Percentage variation between the results obtained from experimental and numerical research.
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3.4. Delamination

As mentioned in the Introduction, in the case of multilayer composite materials, the energy
is absorbed not only as a result of the destruction of reinforcing fibers, but also as a result of the
destruction of connections between successive reinforcing layers (delamination). The inclusion of this
process in numerical simulations has an effect on the obtained results. Figures 13–15 show maps of the
delamination areas between selected layers as an effect of the striker’s impact. The areas marked in red
(for which the parameter value was 1) were the areas where the bonded connection between layers
was broken (delamination occurs).

(a) (b) 

(c) (d) 

Figure 13. Colored maps of delamination areas after impact of the conical striker between layers: (a) 1
and 2, (b) 5 and 6, (c) 7 and 8, (d) 13 and 14.

The areas of material delamination resulting from impact by a conical striker indicate an increase
of the diameter of delamination area in layers with a smaller amount of destruction in the reinforcing
material. In the area of the first reinforcing layers, where the damage in the material is the biggest,
the delamination covered a narrow area around the damage (Figure 13a). The delamination area
increases with successive layers of reinforcing material, which is accompanied by a reduction in the
number of deleted elements in reinforcing layers. In the case of the layers that were not damaged, as a
result of the striker impact, the diameter of the area where delamination occurred was slightly increased.

In the case of the composite hit by an ogival striker, the delamination area occurring between the
first and second reinforcement layer (Figure 14a) was smaller than in the case of the conical striker.
The delamination area increased with each next reinforcing layer, until reaching a diameter of 14 mm
between layer 13 and 14 of the reinforcing material. Concentration of the delamination was observed
in places located in the axis of impact of the striker. As in the case of the conical striker, if more
damage in reinforced layer was observed, then the less delamination occurs between this and next
reinforcing layer.
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(a) (b) 

(c) (d) 

Figure 14. Colored maps of delamination areas after impact of the ogival striker between layers: (a) 1
and 2, (b) 5 and 6, (c) 7 and 8, (d) 13 and 14.

(a) (b) 

(c) (d) 

Figure 15. Colored maps of delamination areas after impact of the blunt striker between layers: (a) 1
and 2, (b) 2 and 3, (c) 9 and 10, (d) 13 and 14.
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The colored maps presented in Figure 15 indicate that, in the composite material that was hit by a
blunted striker, the internal structure was damaged—delamination between the reinforcement layers.
The diameter of the delamination area is almost the same over the entire thickness of the composite.

The detection of areas in which the material structure is damaged, like a delamination, is particularly
important because this damage changes the behavior of the entire composite material and affects its
mechanical properties. In the case of the practical application of multilayered composite materials,
the lack of detection of such material damage can lead to dangerous situations in which there may
be a serious failure, loss of load capacity, or reduction of the strength of elements working under
high pressure, which can directly lead to the health and life threat of people working near such
elements. The delamination is particularly difficult to detect because they are usually not visible and
their detection requires specialized tests. An interesting solution for monitoring such damage is the
triboelectric sensor. These sensors do not require external power supply and they are mounted directly
on the composite material. The results presented in the work of [67] showed it can be observed that
the voltage outputs of the sensor are proportional to the extension of the damage in the composite.
The triboelectric sensor can be used to predict the damage state of the composite plates and the size of
the delamination caused by impacts of the strikers [67].

Figure 16 showed the diameters of the measured delamination areas between first and second
reinforced layers, as well as the thirteenth and fourteenth. It is characteristic for all analyzed cases
that the delamination areas increase with each subsequent reinforced layer. It is also worth noting
the relationship between diameter of delamination area and the damage in the reinforced layer. If the
damaged area was bigger, than the delamination area was smaller. The impact with the conical striker
caused the largest damage in the reinforcing layers, but the delamination area was the smallest among
the analyzed cases. The impact with the blunt striker caused the smallest damage in the reinforcing
layers, but the delamination area was the biggest among the analyzed cases.

 
Figure 16. Diameters of delamination areas between reinforcement layers 1 and 2 and 13 and 14.

4. Discussion

The blunt striker did not cause any visible damage in the reinforcing layers, however, the area of
delamination was largest between analyzed cases. As mentioned, the delamination process absorbs
part of the impact energy. The main part of the energy difference between the initial kinetic energy
of blunt striker and the kinetic energy after its rebound is connected with the energy absorbing
delamination process. Including the phenomenon of delamination in numerical studies allows the
scientist to estimating the extent of the structure damage. It should be remembered that not every
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damage that was caused is immediately visible, as was the case of a panel impacted by the blunt
striker. The reinforcing material was not damaged, however, the composite structure was damaged,
which affects its strength. The same fact applies to cases in which other strikers were used. As shown
by numerical research, the real areas of damage were much larger than that estimated on the diameter
of the cavities formed after impact in experimental research. Experimental research presented in
another paper [68] confirms that the delamination area grows with each next reinforcing layer from the
impact point. The shape of the delamination areas was also similar to the shape that could be observed
in experimental research [22]. It is worth to noting that delamination areas can be reduced by adding,
for example, nanofibers. Research presented in another paper [62] showed that the incorporation
of polycaprolactone nanofibers reduces the delaminated area by about 27% in glass fiber reinforced
polymer composites. Research presented in another paper [62] also confirms that the epoxy glass
composites reinforced with polycaprolactone nano fibers are less susceptible to impact damage than
the same composites without polycaprolactone nano fibers.

The comparison of rebounded energy value in the case of conical and ogival strikers with damages
caused by those strikers in composites suggests that the energy was absorbed in different ways,
depending on the strikers’ geometry. Rebounded energy was the same, but damaged was different.
In the case of the conical striker, damage in reinforced layers was bigger. In the case of the ogival
striker, the delamination areas was bigger, which suggests that the delamination absorbed a higher
part of the impact energy than in the case of the conical striker, which causes the smallest damage in
the reinforcement layers.

In the case of the composite made from glass fibers and polyester resin [69], it was noted that the
largest areas of damage were obtained when the conical and hemispherical strikers were used. In the
conducted research, the largest diameter of damage in the first reinforcing layer was also noted for
these two strikers. In the case of the research presented in a further paper [69], the composite material
absorbed different amounts of the impact energy depending on the striker geometry. The amount
of absorbed energy in descending order was as follows: conical striker, ogival striker, hemispherical
striker, and blunt striker. The same results were obtained for carbon epoxy composite (impact energy
up to 6 J) in another paper [70]. In the conducted numerical research, the same order was observed
(Figure 9). Carbon fiber reinforced composite in the case of the blunt striker impact (50 J of the impact
energy) absorb almost the same amount of impact energy as in the case of the conical striker [45].
In the conducted research, the hybrid composite absorbs different amounts of impact energy in the
case of those strikers. In the case of the conical striker, the composite absorbs a few times more impact
energy than in the case of the blunt striker. In the case of the analyzed composites, the plastic behavior
of aramid fibers causing the damage caused by the strikers with different geometries is much more
diverse than in the case of, for example, the composite made from carbon fibers, the damage of which
is brittle [69,70].

The conducted experimental and numerical research indicates that the process of energy absorption
in composite panels is complex. In the case of the experimental research, energy was absorbed by all
factors listed in the introduction. Owing to the adopted modeling scale, the impact energy in the case
of numerical research could not be absorbed by friction between the fibers (inside the reinforcing layer).
The energy was absorbed by the friction between the striker and the reinforcing layers and by the
friction between the adjacent reinforcing layers. The numerical results present that the delamination
absorbed some of the impact energy, which is best seen in the case of the blunt striker. The presented
Tresca equivalent stress (Figure 8) indicates that the primary yarns were subjected to the highest
stress; however, in the adopted modeling scale, it is difficult to clearly divide the energy absorbed
by the reinforcing layer into the energy absorbed by the destruction of primary yarns, deformation
of secondary yarns, and shear plugging. The difference between energy absorption in the case of
experimental research and absorption in the numerical research (which results from the adopted
modeling scale) obviously has an impact on the result. The lack of consideration of some energy
absorbing phenomena increases the damage in the composite panel.
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It was stated that carrying out numerical research simultaneously with experimental research
can significantly affect the quality of the obtained conclusions. Appropriate model preparation and
consideration of physical phenomena occurring in the analyzed material can provide a lot of important
information. The calibration of the numerical model and its verification based on the performed
experimental research is also important. If the model is considered as a satisfactory, it can be used
to observe phenomena that are hard or even impossible to observe during the experiment. In the
conducted research, such a phenomenon was delamination areas between reinforcing layers. In the
case of multilayered composites, it is very important to use the right modeling scale, because observing
some phenomena on the model prepared in the wrong scale is not possible. During the interpretation
of the numerical research results, the simplifications used should be taken into account, particularly
simplifications resulting from the used modeling scale. A compromise between which phenomena can
be observed and the time of calculations should be found. Preparing an increasingly detailed model,
one should take into account that the calculation time may increase several times.

5. Conclusions

On the basis of research, it was found the strikers’ geometry has a significant effect on the damaged
microscopic images. The greatest damage was observed for the conical striker (the panel was almost
pierced). During the impact, those strikers stuck between the fibers, and pushed them sideways. In the
case of such a material penetration mechanism, stretching of the fibers absorbs a smaller part of the
impact energy. The fibers in this case are pushed sideways and pressed on the margin of the formed
cavity. In the case of a hemispherical striker, much lower damage was observed. The damage caused
by this striker was characterized by a large amount of crushed fibers, compressed inside the formed
cavity. It is worth noting that the depth of penetration in the case of this type of striker was much
smaller than in the case of strikers with the cone-like geometry. The smallest damage was observed for
a blunt striker (matrix cracking only). In the analyzed case, there were no damages in the reinforcing
layers, but only, as numerical research showed, the integrity of the bonded connection between the
reinforcing layers was broken (delamination). The numerical investigations presented that the largest
diameters of the delamination areas occur on the side opposite to the impact side. The measurements
of the diameters of delamination areas in subsequent layers indicate that these delamination areas
form a cone with a base located on the side opposite to the impact side. It was also noticed that the
larger delamination areas between the reinforcing layers were between layers where there was smaller
damage in the reinforcement. As could be observed in the experimental research, the penetration level
in the case of two strikers stops at the depth corresponding to the place when carbon reinforcement
layers have been used, which could testify that the use of hybrid structures with carbon and aramid
fibers could increase the stiffness of the panels and increase the puncture resistance of the composite.
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Appendix A

Strikers used in experimental research were manufactured from S235JR steel rod by machining.
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(a) (b) 

(c) (d) 

Figure A1. Geometries of developed strikers: (a) ogival, (b) blunt, (c) hemispherical, (d) conical.

Appendix B

Microscopic images of damage in the composite panels with the hybrid reinforcement are shown
in Figure A2. The jagged fragments of the fibers at the side opposite to the impact side are the result of
the cutting process.

(a) (b) 

(c) (d) 

Figure A2. Cross sections of the damage formed in the composite panels after impact of the striker:
(a) conical, (b) hemispherical, (c) blunt, (d) ogival.
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Appendix C

(a) (b)

(c) (d)

Figure A3. Damage caused by the conical striker at different instances of the simulation: (a) time = 0.1 ms,
(b) time = 0.2 ms, (c) time = 0.3 ms, (d) time = 0.35 ms.

(a) (b)

(c) (d)

Figure A4. Damage caused by the hemispherical striker at different instances of the simulation:
(a) time = 0.05 ms, (b) time = 0.1 ms, (c) time = 0.15 ms, (d) time = 0.2 ms.
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(a) (b)

(c) (d)

Figure A5. Damage caused by the blunt striker at different instances of the simulation: (a) time = 0.05 ms,
(b) time = 0.1 ms, (c) time = 0.12 ms, (d) time = 0.15 ms.

(a) (b)

(c) (d)

Figure A6. Damage caused by the ogival striker at different instances of the simulation: (a) time = 0.1 ms,
(b) time = 0.2 ms, (c) time = 0.3 ms, (d) time = 0.35 ms.
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Abstract: In this study, a finite element, fully three-dimensional solid modeling method was used to
study the mechanical response of a steel-cored aluminum strand (ACSR) with a mid-phase jumper
under wind load. A whole model (simplifying an ACSR into a solid cylinder) and a local model
(modeling according to the actual structure of an ACSR) of the mid-phase jumper were established.
First, the movement of the mid-phase jumper of the tension tower under wind load was studied
based on the whole finite element model, and the equivalent Young’s modulus of the whole model
was adjusted based on the local model. The results of the whole model were then imported into the
local model and the stress distribution of each strand of the ACSR was analyzed in detail to provide
guidance for the treatment measures. Therefore, the whole model and the local model complemented
each other, which could reduce the number of model operations and ensure the accuracy of the results.
Through the follow-up test to verify the results of the finite element simulation and the comparison
of the simulation and fatigue test results, the causes of the broken strand of the ACSR were discussed.
Although this modeling method was applied to the stress and deformation analysis of a mid-phase
jumper in this study, it can be used to study the bending deformation of rope structures with a
complex geometry and the main bending deformation. In addition, the effect of the friction coefficient
on the bending of the mid-phase jumper was studied.

Keywords: finite element modeling; aluminum conductor steel-reinforced cable; bend deformation;
stress; friction coefficient; wind loads; fatigue fracture

1. Introduction

Fatigue of the wires in an overhead conductor occurs within the couplings that restrict the
conductor vibration from incurring a vortex-induced oscillation [1–3]. At present, most of the overhead
conductors are made of steel-cored aluminum strands (ACSRs), and ACSR is widely used in power
delivery systems around the world [4,5]. An aeolian vibration is one of the causes of a fretting fatigue
failure of a conductor. Such failures invariably occur in suspension clamps, dampers, and spacers [6,7].

The northwest part of China has several areas with a strong wind, which significantly impacts the
operation of transmission and transformation lines. According to statistics, from July 2015 to September
2016, 750 kV ultra-high voltage (UHV) transmission lines undertaking the task of power transmission
from the west to the east in a strong wind areas suffered three strand breaks of the mid-phase jumper
in succession, resulting in significant economic losses. Therefore, it is very important to study the
stress and deformation distribution of the mid-phase jumper in terms of the movement under strong
winds to provide guidance for the treatment measures.

Appl. Sci. 2020, 10, 644; doi:10.3390/app10020644 www.mdpi.com/journal/applsci209
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Rizzo et al. [8] described a method based on outlier analysis and the wavelet transform for
structural damage detection based on guided ultrasonic waves. Furthermore, this method was applied
to the detection of notch-like defects in a seven-wire strand by using built-in magnetostrictive devices
for ultrasound transduction. Castellano et al. [9] presented an innovative non-destructive experimental
technique based on ultrasonic waves for a quantitative determination of the damage level in structural
components. Neslušan et al. [10] presented a systematic study using a magnetic non-destructive
evaluation of corrosion attack in rope wires via Barkhausen noise emission. Because of the complexity
of the scene, it is difficult to detect the damage of a six-splitting mid-phase jumper directly. Through the
establishment of the finite element model six-splitting of a mid-phase jumper, the damage under wind
load can be calculated. This paper presents an effective finite element modeling method for a large
steel-cored aluminum strand when a main bending deformation occurs.

Because of the interaction between strands, multi-layer strands have a variable bending stiffness.
With the bending of the strands, they begin to gradually slide with respect to each other, resulting in
a decrease in the bending stiffness. However, the structural model of the conductor studied here is
larger and has a spatial bending form. Therefore, it is extremely difficult to establish a finite element
model of a mid-phase jumper with equal proportions.

Some scholars have proposed different modeling methods to study the mechanical response of
steel strands during a bending deformation. Raoof and Hobbs [11] idealized a strand as a series of
concentric orthotropic cylinders, each of which is associated with a specific layer and its corresponding
mechanical properties. The bending process of the wire was also considered. In addition, Lanteigne [12]
studied the mechanical behavior of cables under an arbitrary combination of tension, torsion, and
bending. The force model of the cables is universal.

Leclair and Costello [13] applied the love crank balance equation to each conductor and deduced
a mechanical conductor model that can predict the stress of single twisted strands under axial, bending,
and torsion loads. Hong et al. [14] established a mechanical model of the conductor bending behavior
under tension, although the model was significantly simplified. For example, the contact between
adjacent cables of the same layer is neglected in the established model, and the contact line is used
instead of the contact point of the superimposed layer. In addition, the cross-section of the twisted
strand after bending is still planar.

Judge et al. [15] used LS-DYNA to establish a full three-dimensional, elastic–plastic finite element
model of multi-layer helical cables under a quasi-static axial load. The model uses three-dimensional
solid elements to discretize each strand and simulates the contact types between all strands. The model
also uses the law of non-linear hardening to explain the plastic deformation. Zhang et al. [16] succeeded
in analyzing the flexural stiffness of the strands using a solid three-dimensional finite element model,
although their research was limited to single-pitch, single-layer cables. To summarize, the method
of full three-dimensional solid modeling considers the contact between wires, among other factors,
which results in a large number of computations, and thus the length of a fully three-dimensional solid
element finite element model is usually very short. To reduce the computational complexity of the
model, some scholars have used a beam element instead of solid element to establish a finite element
model of a strand. Zhou et al. [17] used a beam element to model a single-layer conductor and managed
the contact interaction between the lines using a coupling equation between the corresponding nodes,
and thus the slip between the lines was not considered. The model was applied to the analysis of
strands under bending loads, which is still limited to single-layer strands with a small deflection.
Beleznai et al. [18] also modeled a conductor. Each line contact was simulated using a spring element.
The stiffness of the spring element was based on the Hertzian contact theory. Although the correctness
of this method has been proved, its application was still limited to single or double layers with a
small displacement. Lalonde et al. [19,20] proposed a finite element modeling method for multi-layer
steel strands under multi-axial loads. This method utilizes a beam element and a three-dimensional
line contact, which greatly reduce the computational complexity of the model under the premise of
ensuring a high level of accuracy.
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In this study, a finite element, fully three-dimensional solid modeling method was used to study
the mechanical response of a steel-cored aluminum strand with a mid-phase jumper under a bending
deformation. A whole model (simplifying an ACSR into a solid cylinder) and a local model (modeling
according to the actual structure of an ACSR) of the mid-phase jumper were established. First, the
movement of the mid-phase jumper of the tension tower under wind load was studied based on the
whole finite element model, and the equivalent Young’s modulus of the whole model was adjusted
based on the local model. The results of the whole model were then imported into the local model, and
the stress distribution of each strand of the ACSR was analyzed in detail under a bending deformation
to provide guidance for the treatment measures. Therefore, the whole model and the local model
complemented each other, which could reduce the number of model operations and ensure the accuracy
of the results. The feasibility of this method was verified through a comparison with the results of
subsequent experiments. Although this modeling method was applied to the stress and deformation
analysis of a mid-phase jumper in this study, it can be used to study the bending deformation of rope
structures with a complex geometry and the main bending deformation. The finite element modeling
method of a mid-phase jumper presented in this paper can be implemented in any general finite
element software. Abaqus (2018, Dassault Systemes Simulia Corp, Johnston, RI, USA) was also used in
this study.

2. Finite Element Modeling Approach

2.1. Spatial Structure and Motion Form of the Mid-Phase Jumper

Figure 1a shows the location of a mid-phase jumper on a tension tower and Figure 1b shows the
lateral view of a mid-phase jumper on a tension tower. Because of the tension at both ends of the tower,
large-span wires are subjected to a significant amount of tension. However, for a mid-phase jumper,
owing to its different spatial structure, the force differs from that of a large-span wire. As shown in
Figure 1a, b, the lower end of the mid-phase jumper is fixed by a tension clamp and the upper end
is suspended by an insulator string, which shows a spatial tortuous distribution. Compared with a
large-span wire, the initial tension applied to the mid-phase jumper is very small, and thus the initial
tension applied to the mid-phase jumper can be neglected. Figure 1c shows an image of the motion
of the lower end of a mid-phase jumper near a fixed position under level-7 wind. It is seen that the
mid-phase jumper oscillates along the A-B direction under a strong wind, and its range of motion
is slightly larger than the diameter of the six-splitting spacer (650 mm). In addition, the oscillation
frequency is 5–8 times per minute. As shown in Figure 1d, the broken position of the mid-phase jumper
is at the outlet of the tension clamp. The common motion forms of an overhead conductor under wind
load are breeze vibration, subspan vibration, galloping, etc. [21–23]. The frequency of aeolian vibration
is generally 3–150 Hz, and the amplitude is 0.01–1d (d is the diameter of the conductor), which occurs
when the wind speed is small. The frequency of galloping is 0.08–3 Hz, and the amplitude is much
larger than that of aeolian vibration, which often occurs on the iced conductor with a high wind speed.
Subspan oscillation refers to the vibration of a conductor between adjacent spacer bars under wind
load. The amplitude of subspan oscillation is generally 5–10 mm and the frequency of oscillation is
1–2 Hz. To sum up, the movement form of the mid-phase jumper is different from the breeze vibration,
the subspan vibration, and the galloping, which is a large-scale cyclic swing under a strong wind.
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Figure 1. (a) Position of a mid-phase jumper on a tension tower, (b) lateral view of a mid-phase jumper
on a tension tower, (c) movement of a mid-phase jumper near a tensile clamp, and (d) position of
broken strands on the site of a mid-phase jumper.

2.2. Establishment of the Whole Model

Figure 2a shows the structure of the mid-phase jumper and the related data size (mm). It is seen
that the mid-phase jumper includes a six-splitting, steel-cored aluminum strand and a six-splitting
spacer. Figure 2b shows a side view of a mid-phase jumper on a tension tower. Figure 2c shows the
solid model of the mid-phase jumper imported into Abaqus, which simplified the steel-core aluminum
wire into a solid rod and was established in SolidWorks. (2016, Dassault Systemes Simulia Corp,
Johnston, RI, USA) Because the lower end of the mid-phase jumper was rigidly connected through a
tension clamp, all degrees of freedom of the lower end of the mid-phase jumper were fixed. As shown
with the A arrows, the fixed ends of the lower of the mid-phase jumper were the outlet position of
the tension clamp. In the actual structure of the mid-phase jumper, the top of the insulator string
was fixed on the tension tower. According to the assembly of the insulator string and the mid-phase
jumper, the maximum displacement of the middle section of the mid-phase jumper deviating from the
east–west direction was limited to 30 mm, and other displacement degrees of freedom and all rotational
degrees of freedom were limited, as shown with the B arrows. Because of the large deformation of the
mid-phase jumper under a strong wind, geometric nonlinearity was opened during the analysis step of
Abaqus. The quadratic tetrahedron stress element (C3D10) with a high accuracy was used in the whole
model. The number of elements and nodes were approximately 3.5 × 105 and 6.6 × 105, respectively.
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Figure 2. (a) Structural diagram of a mid-phase jumper, (b) side view of a mid-phase jumper on a
tower, and (c) finite element model of a mid-phase jumper in Abaqus.

2.3. Establishment of Local Model

As shown in Figure 1d, the actual fracture position of the mid-phase jumper is the outlet position
of the tension clamp. In order to accurately analyze the stress distribution of the actual fracture position,
a local model was established. The local model established in this study consisted of four helical layers
wound around a straight cylinder at the center. In addition, adjacent spiral layers were wound in the
opposite directions to reduce the internal torque caused by the winding. The formula for calculating
the radius of each helical layer is shown in Equation (1). The formula for calculating the helix angle is
shown in Equation (2). In Equations (1) and (2), Ri, di, dcore, mi, and ai indicate the layer radius (mm),
wire diameter (mm), diameter of the central steel wire (mm), pitch diameter ratio, and helical angles of
the helical layers, respectively.

Ri =
dcore

2
+

di
2
+

k=i−1∑
k=1

dk (1)

ai = arctan(
mi

π
) (2)

Table 1 shows the mechanical properties of the materials and modeling parameters of the local
finite element model. Figure 3a shows the sectional diagram of the local finite element model. As shown
in Figure 3b, a section of all strands was fixed at one end of the local model. The fixed end was
located at the outlet of the tension clamp. By setting the motion coupling constraints in Abaqus, the
other end was coupled with the central point, all six degrees of freedom of the constrained area were
selected to be coupled with the coupling points, and the constrained end face then became a rigid
plane. There was no relative displacement between the nodes in the constrained area, only a rigid
motion with the selected coupling point. In this case, the displacement boundary condition (Ya) could
be applied to the coupling point.
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Table 1. Mechanical properties of materials and modeling parameters of the local finite element model.

Line Strand of
Position

Number
of Strands

E (GPa)
Yield Strength

(MPa)
Poisson

Ratio
Winding
Angle (◦)

Pitch
Ratio

Diameter
(mm)

Outermost layer 24 69 275 0.30 74.0 11 3.07
Layer 3 18 69 275 0.30 75.3 12 3.07
Layer 2 12 69 275 0.30 76.4 13 3.07
Layer 1 6 207 68 0.28 81.5 21 3.07
Central steel wire 1 207 68 0.28 0 — 3.07

 

Figure 3. (a) Sectional diagram of the local finite element model, (b) 3-D local finite element model,
and (c) the whole microsegment finite element model.

The hexahedral incompatible element (C3D8I) was used in the local model. The number of
elements and nodes were approximately 1.3 × 105 and 1.8 × 105, respectively. The default contact
behavior in the Abaqus/Standard was the “hard contact.” The surface contact was set between each
strand. Although numerous contact algorithms can be used to establish contact pairs, the contact is
extremely complex owing to the large number of surface-to-surface contacts involved. Therefore, the
contact algorithm was set as the augmented Lagrange algorithm, which improved the convergence
efficiency of the model operation under the premise of ensuring the accuracy. The default value of the
contact stiffness was adopted, and the expansion coefficient of the contact stiffness was 1.

Although Utting and Jones [24] explored the friction effect between steel wires, they were not
specified regarding the friction coefficient. Judge et al. [15] and Lalonde et al. [19] applied a friction
coefficient μ of 0.115 to all contact points. The present simulation used the same coefficient value.
When the mid-phase jumper sways significantly under wind load, the main deformation of the
mid-phase jumper is bending. Therefore, the bending stiffness of the whole model was made the same
as that of the local model by adjusting the Young’s modulus parameters, and the adjusted Young’s
modulus was then input into the whole model for the calculations. Finally, the motion behavior of the
whole model under wind load was obtained. The adjustment process of the Young’s modulus of the
whole model is described in detail in Section 3.

2.4. Application of Wind Load on the Whole Model

A mid-phase jumper oscillates under wind load. According to Bernoulli’s equation, the wind
load on the conductor is as shown in Equation (3):

P =
γ

2g
v2 sinθ. (3)

In Equation (3), P, γ, g, v, and θ indicate the wind load (N), the air density (kg/m3), acceleration of
gravity (m/s2), wind speed (m/s), and angle between the wind direction and conductor axis, respectively.
For a large-span conductor, an aerodynamic coefficient and a nonuniformity coefficient were introduced.
According to Equation (3), the main factors influencing the wind load on the conductor are the wind
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speed and angle θ between the wind direction and conductor. When θ is 90◦, the formula for calculating
the wind load is shown in Equation (4):

Pf = af ·Ka ·Af · vf
2

1600
, (4)

In Equation (4), af indicates the asymmetrical coefficient of the wind pressure. When the wind
speed is less than 20 m/s, af is taken to be 1, and when the wind speed is between 20 and 30 m/s, it is
taken to be 0.85. In addition, Ka indicates the aerodynamic coefficient and is taken to be 1, Af represents
the projected area of the conductor in the direction of the wind load, and vf indicates the speed
(m/s). Finally, Pf indicates the wind load (N). The amplitude change of the wind load applied on the
mid-phase jumper is shown in Equation (5):

Amp= sin(
π
2

t) (5)

In Equation (5), Amp indicates the amplitude of wind load applied, and t indicates the time (s).
The wind load is converted from the kinetic energy of the wind, and the kinetic energy consumption
of the wind perpendicular to the conductor is the largest; therefore, the wind speed component
perpendicular to the strand determines the actual wind load, and that parallel to the conductor has
little effect. Table 2 shows the applied wind speed level to the whole model, the corresponding wind
speed, and the magnitude of the applied wind load when θ was 90◦. Westerly winds dominate the
northwest part of China throughout the year. In this study, the mechanical response of the mid-phase
jumper to a westerly wind was mainly considered. As shown in Figure 4, the wind load was applied
to the whole model, and the arrow in the figure represents the wind load and wind direction.

Table 2. Magnitude of wind load applied to the surface of the conductor corresponding to different
wind speeds.

Wind Speed Level Wind Speed (m/s) Wind Load (MPa)

1 1.0 2.39 × 10−7

2 2.0 1.49 × 10−6

3 3.5 4.83 × 10−6

4 5.5 1.01 × 10−5

5 8.0 2.15 × 10−5

6 11.0 2.41 × 10−5

7 14.0 3.90 × 10−5

Figure 4. Wind load applied to the whole model.

215



Appl. Sci. 2020, 10, 644

2.5. Model Solution

The whole model used the Newton–Raphson algorithm to solve non-linear problems with a large
displacement. The local model used the Newton–Raphson method to solve the contact and material
nonlinearity problems. All simulations conducted in this study were implemented on a 2.3 GHz,
24-core CPU and a computer with 64 GB of memory.

3. Matching Adjustment of Whole Model and Local Model

On the one hand, in order to accurately simulate the deformation of a six-splitting mid-phase
jumper under wind load, it is necessary to adjust the equivalent Young’s modulus of the whole model
to make it have the same bending resistance as the local model. On the other hand, in order to more
accurately simulate the stress of each strand of a conductor at the outlet of the tension clamp, it is
necessary to ensure the accuracy of the deformation of the whole model introduced into the local
model, that is, to ensure that the whole model has the same bending resistance as the local model.
Therefore, it is very important for the accuracy of the simulation results to adjust the Young’s modulus
of the whole model and obtain the equivalent Young’s modulus of the whole model based on the
local model.

The Young’s modulus of the whole model is really the key of this paper, which was determined
using the following method. In order to determine the Young’s modulus of the whole model, as shown
in Figure 3c, the whole microsegment model with a length of 120 mm was established, which was
consistent with the cross section of the whole model (27.63 mm). By adjusting the Young’s modulus of the
whole microsegment model, the whole microsegment model and the local model had the same bending
stiffness, and then the adjusted Young’s modulus was input into the whole model such that the whole
model had the same bending stiffness as the local model. A hexahedral incompatible element (C3D8I)
was used in the whole microsegment model. The number of elements and nodes were approximately
2.4 × 104 and 2.6 × 104, respectively. One end of the whole microsegment model was completely fixed,
while the other end was coupled with the central point, and the displacement boundary condition (Ya)
was applied to the coupling point. The boundary conditions of the microsegment whole model were
in good agreement with those of the local model.

The Ya of the coupling point and the force (F) needed to achieve the Ya were obtained by changing
Ya. As shown in Figure 5a, for the local model, the relationship of F − Ya was approximately linear.
By continuously adjusting the Young’s modulus of the whole microsegment model, the relationship of
F − Ya under different Young’s moduli can be obtained, and the relationship of F−Ya was approximately
linear. As shown in Figure 5a, when the Young’s modulus of the whole microsegment model was
6.25 GPa, the F − Ya lines of the whole microsegment model and the local model almost coincided.
Therefore, when the Young’s modulus of the whole microsegment model was 6.25 GPa, the whole
microsegment model and the local model had a similar bending stiffness. Then, 6.25 GPa was input
into the whole model, which had the same bending stiffness as the local model.

As shown in Figure 5b, for the same Ya, the difference in F between the whole microsegment model
and the local model was defined as ΔF. Based on an F corresponding to a Ya of the local model, the ratio
of ΔF to F corresponding to Ya of this model was the error when applying this method. As shown in
Figure 5b, Ya had a larger error of 0–0.25 mm and a smaller error of 0.25–0.6 mm. According to the
simulation results in the fourth section, Ya corresponding to a strong wind was between 0.25–0.60;
therefore, this study mainly considered the part of Ya between 0.25 and 0.60 mm. The absolute error of
this part was less than 10%, which is within a reasonable range.
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Figure 5. (a) F — Ya of the whole microsegment model and the local model, and (b) the error of the
whole model.

4. Results and Discussion

Figure 6a shows a displacement nephogram of the whole model under a westerly, level-6 wind.
Figure 6b shows the displacement nephogram of the whole model with a length of 1000 mm at the
outlet of the tension clamp. The middle section of the mid-phase jumper swung back and forth along
the east–west direction. The swing of the mid-phase jumper in this direction caused a greater bending
moment at the lower area of the mid-phase jumper.

It was assumed that the deflection of the conductor with the maximum displacement at the lower
area of the whole model under wind load was Yb at 89 mm away from the outlet of the tension clamp.
When Yb corresponding to different wind loads was imported into the local model, the maximum
equivalent stress (σa) corresponding to the outlet position of the tension clamp of the local model under
different wind loads could be obtained. As shown in Figure 6c, Yb changed with the swing of the
whole model. When the displacement of the middle part of the mid-phase jumper along the negative
X direction reached the maximum, Yb also reached the maximum (t = 3 s). This maximum value of
Yb (0.258 mm) was imported into the local model to obtain the stress distribution at the outlet of the
tension clamp under the level-6 wind, as shown in Figure 6d. It is seen that the stress concentration
appeared near the fixed end of the local model, that is, the stress concentration appeared near the outlet
of the tension clamp and the maximum stress appeared here. This explains why the actual mid-phase
jumper breakage occurred at the outlet of the tension clamp.

As shown in Figure 6e, with an increase in the wind load, Yb increased, accelerating rapidly after
a level-4 wind, which was due to the rapid increase in the wind load applied to the whole model.
As shown in Figure 6f, with an increase in the wind load, the value of σa of the outermost, third,
and second layers of the aluminum conductor increased, where the σa of the third layer was the largest.
The σa of the outermost and third layers were higher than the yield strength of the conductor under
the level-6 wind. The difference between σa of the outermost layer and σa of the third layer increased
gradually with the wind load increases, and the difference was approximately 10 MPa under the level-6
wind load. As shown in Figure 6g, the steel layers had not reached their yield strength (275 MPa) when
all three aluminum layers yielded under the level-7 wind load, although σa on the first layer was the
largest at this time. This was because the Young’s modulus of the first layer was much larger than that
of the aluminum because of its steel material, which resulted in a larger stress on the first layer of the
steel core.
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Figure 6. (a) Swing mode of the mid-phase jumper under the westerly wind, (b) the displacement
nephogram of the whole model with a length of 1000 mm at the outlet of the tension clamp, (c) Yb

value of the whole model under the level-6 wind, (d) stress nephogram of the local finite element
model, (e) value of Yb corresponding to different wind loads, (f) σa of three aluminum conductor layers
corresponding to different wind loads, and (g) σa of the corresponding steel layer under different
wind loads.
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5. Verification of Simulation Results

5.1. Verification of the Fatigue Test

Combined with the finite element simulation, the fatigue test was carried out on the fatigue test
platform of an ACSR. Figure 7 shows the three-dimensional design of the fatigue test platform of an
ACSR. The initial adjustment device was fixed to the tension clamp at the end of the ACSR, and the
pretension and other parameters of the ACSR could be adjusted according to the working conditions
on site. The axial adjustment device can exert axial tension on the ACSR. The device for transverse
motion acted directly on the ACSR, causing it to move transversely, and the amplitude of the conductor
swing can be adjusted. A steel-cored aluminum strand of LGJ-400/50 (Dazheng electric wire Corp,
cangzhou, Hebei, China) was pressed in the tension clamp and assembled on the fatigue test platform
of the ACSR. A displacement of 89 mm (Yb) at the outlet of the tension clamp was measured using a
dial indicator. The Yb simulated by the finite element method under the level-7 wind load was set to
the maximum displacement (Yb) of 89 mm at the outlet of the tension clamp during the fatigue test,
and a cyclic fatigue test was then conducted. Three groups of experiments were conducted. Table 3
shows that the cyclic fatigue life of the conductor was between 150,000 and 300,000 times without or
with very little tension.

Table 3. Results of fatigue tests.

Specimen Yb Cycles (Number of Times)

Specimen A 0.45 156,000
Specimen B 0.45 290,000
Specimen C 0.45 226,000

Figure 7. 3-D design drawing of the fatigue test platform of a steel-cored aluminum strand (ACSR).

As shown in Figure 8a, there was an obvious stress concentration at the outlet of the tension
clamp for the outermost conductor and the third layer of conductor. As shown in Figure 8b,c, σa of the
third layer of the conductor (79.7 MPa) was greater than σa of the outermost conductor (71.4 MPa),
which was very interesting. Under the guidance of the finite element results, when one strand of the
outermost conductor broke during the fatigue test, the outermost conductor was cut off completely,
as shown by arrow A in Figure 9. Interestingly, at this time, the third layer of conductor had almost
broken, as shown by arrow B in Figure 9. This indicates that at the outlet of the tension clamp, the
crack of the third layer of conductor occurred earlier than the outmost conductor, which shows the
accuracy of local model simulation results.
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Figure 8. Stress distribution of local model at the outlet of the tension clamp: (a) the stress distribution
of each layer, (b) the stress distribution of the third layer of the conductor, and (c) the stress distribution
of the outmost conductor.

Figure 9. Fracture diagram of the third layer of conductor.

Figure 10a shows the macroscopic morphology of the fatigue fracture. As shown in Figure 10b,
the fatigue band with the characteristics of bainite lines was observed. These fatigue bands were thick,
short, deep, wide, and discontinuous, which obviously accorded with the characteristics of low cycle
fatigue fracture bands. Therefore, under the level-7 wind load, the stress concentration of the third
layer at the outlet of the tension clamp had yielded. To summarize, the results of the fatigue tests
were in good agreement with the simulation results, which proved the accuracy of the local model
simulation results.

 

Figure 10. (a) The macroscopic morphology of the fatigue fracture, and (b) morphology of the
fatigue fracture.
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As shown in Figure 11a, after cutting the outermost conductor, it was found that the third layer
of the conductor has obvious wear on the surface at the outlet of the tension clamp. As shown in
Figure 11b, after the experiment, several wear defects could be seen on the surface of the third layer
of conductor at the outlet of the tension clamp after cutting. The outer surface of the third layer led
to wear defects due to the sliding of the conductor in the process of moving. These defects became
the source of cracks in the third layer of conductor, and the cracks eventually continued to expand in
the process of repeated cyclic movement of the conductor, resulting in the fracture of the third layer
of conductor.

 

Figure 11. (a) Wear defects on the surface of the third layer of conductor, and (b) wear defects of the
third layer of conductor at the outlet of the tension clamp after cutting.

5.2. Verification of the Strain Gauges Test

In order to verify the accuracy of the finite element model, strain gauges were pasted at the outlet
of the clamp. When Yb changed, σa was measured under different wind loads and compared with
the simulated stress. Because the strain gauge needed to be pasted on a smooth surface, the surface
of the single strand of aluminum wire to be pasted with the strain gauge was lightly polished with
a file. The thickness of the polished part accounted for about one fifth of the diameter of the single
strand. The model of static strain instrument used was YE2538A (Yutian Technology Company, Wuxi,
China). The strain gauge used was a conventional small resistance strain gauge with the size of
0.5 mm × 0.5 mm and a sensitivity of 2.00 kV. Figure 12 shows the installation position of strain gauges.

 

Figure 12. Installation positions of the strain gauges.

As shown in Figure 13, with the increase of the wind load, the σa obtained using the simulation
and σa obtained using the test both increased, and the maximum error between σa obtained using
the simulation and σa obtained using the test was about 20 MPa. On one hand, the error was the
error of experimental measurement, on the other hand, it was the error of the finite element numerical
calculation itself. In conclusion, although there was an error between σa obtained using the simulation
and σa obtained using the test, it also proved that the accuracy of the finite element model results were
within a reasonable range.
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Figure 13. Comparison of the simulated stress and test stress under different wind loads.

6. Effect of the Friction Coefficient

Because the friction coefficient is affected by the metal type, chemical composition, surface state,
deformation temperature, and contact pressure, the friction coefficient between aluminum strands is
not easy to determine. This paper mainly studied the bending deformation of a conductor, and the
contact between each strand of a conductor is extremely complex during the process of the bending
deformation. Coulomb’s law was introduced to study this problem. The tangential contact of each
strand in the aluminum strand follows this law. The Coulomb friction model was used in Abaqus.

Papailiou et al. [25] proposed a conductor model that can withstand both the tension and bending
loads, and considered the interlayer friction and slip during the process of wire bending. It was found
that the bending analysis of the conductor was extremely sensitive to the selection of the friction
coefficients between two adjacent layers of the conductors. The range of friction coefficients between
cables was found to be between 0.55 and 0.9. Wharton et al. [26] measured the fretting fatigue strength
of A1-4Mg-0.7Mn in contact with aluminum and copper. It was found that the friction coefficient
of A1-4Mg-0.7Mn in contact with aluminum and copper was extremely low, but with an increase in
the number of fatigue cycles, the friction coefficient increased to approximately 1.0 and remained
unchanged at this value. Clearly, a conductor bending analysis is extremely sensitive to the choice of
friction coefficient between two adjacent conductors. In the process of long-term service, the friction
coefficient between strands of a conductor will change due to the wear between strands. In order to
accurately evaluate the change of the friction coefficient in the service process of the mid-phase jumper,
this section discusses the influence of the friction coefficient on the stress of the mid-phase jumper
when other conditions remain unchanged. Thus, the friction coefficients between the steel-cored
aluminum strands were set to 0.3, 0.5, and 0.7. At this time, the equivalent Young’s modulus of
the whole finite element model was 6.78, 6.68, and 7.67 GPa, respectively, and the other conditions
remained unchanged. The influence of the friction coefficient is discussed next.

As shown in Figure 14, between level-1 and level-3 wind loads, the wind load was small, and thus
σa and Yb were extremely small; therefore, the friction coefficient had little effect on the corresponding
σa and Yb. Between level-4 and level-7 wind loads, when the friction coefficient was 0.115 to 0.50,
σa and Yb first decreased and then increased with an increase of the friction coefficient under the same
wind load; when the friction coefficient was 0.50 to 0.70, σa and Yb decreased again with an increase
of the friction coefficient under the same wind load. Therefore, the friction coefficient had a great
effect on the corresponding σa and Yb between level-4 and level-7 wind loads. The difference in σa

between the outermost layer and the third layer reached the maximum under a level-7 wind load
when the friction coefficient took the above four parameters, and the maximum difference did not
exceed 20 MPa. In conclusion, the friction coefficient influenced the bending of the mid-phase jumper,
but the effect was not great.
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Figure 14. (a) Effect of the friction coefficient on Yb, (b) σa of the outermost layer, (c) σa of the third
layer, and (d) σa of the second layer.

7. Conclusions

In this paper, a finite element, fully three-dimensional solid modeling method was used to study
the mechanical response of a steel-cored aluminum strand (ACSR) with a mid-phase jumper under a
wind load. The whole model (simplifying an ACSR into a solid cylinder) and a local model (modeling
according to the actual structure of an ACSR) of the mid-phase jumper were established. First, the
movement of the mid-phase jumper of the tension tower under a wind load was studied based on a
whole finite element model, and the equivalent Young’s modulus of the whole model was adjusted
based on the local model. The results of the whole model were then imported into the local model, and
the stress distribution of each strand of the ACSR was analyzed in detail to provide guidance for the
treatment measures. Therefore, the whole model and the local model complemented each other, which
could reduce the number of model operations and ensure the accuracy of the results. Although this
method was applied to the stress and deformation analysis of a mid-phase jumper in this paper, it can
be used to study the bending deformation of rope structures with a complex geometry and a main
bending deformation.

The analysis showed that the swing of the mid-phase jumper in the east–west direction caused a
greater bending moment at the lower area of the mid-phase jumper, which led to the stress concentration
appearing near the outlet of the tension clamp. This explained why the actual mid-phase jumper
breakage occurred at the outlet of the tension clamp. The maximum stresses of the outermost and
third layers were higher than the yield strength under a level-6 wind. The difference in σa between the
outermost and third layers increased gradually when the wind load increased, and the difference was
approximately 10 MPa under a level-6 wind load.

Interestingly, σa of the third layer of the conductor (79.7 MPa) was greater than σa of the outermost
conductor (71.4 MPa), which was verified by the results of the fatigue tests. Based on the analysis of
the surface wear of the third layer of the conductor, the reason for the fracture of the third layer of
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conductor was explained. The feasibility of the element modeling method was verified through a
comparison with the results of a subsequent series of experiments.

In addition, the effects of the friction coefficient on the bending of a mid-phase jumper were
studied. It was found that the friction coefficient influenced the bending of the mid-phase jumper, but
the effect was not great.
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Gdańsk University of Technology, Narutowicza 11/12, 80-233 Gdańsk, Poland;
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Abstract: Periodic structures have some interesting properties, of which the most evident is the
presence of band gaps in their frequency spectra. Nowadays, modern technology allows to design
dedicated structures of specific features. From the literature arises that it is possible to construct
active periodic structures of desired dynamic properties. It can be considered that this may extend
the scope of application of such structures. Therefore, numerical research on a beam element built
of periodically arranged elementary cells, with active piezoelectric elements, has been performed.
The control of parameters of this structure enables one for active damping of vibrations in a specific
band in the beam spectrum. For this analysis the authors propose numerical models based on the
finite element method (FEM) and the spectral finite element methods defined in the frequency domain
(FDSFEM) and the time domain (TDSFEM).

Keywords: FEM; SFEM; active periodic structures; smart materials

1. Introduction

Periodic structures can be defined as structures consisting of a series of repeating segments with
the same physical properties and sizes. Theoretical investigations of such structures have usually been
carried out by the assumption of infinite dimensions [1–5]. However, certain features of periodic
structures may also manifest even in the case of structures of finite dimensions if they include
a sufficient number of segments.

One of specific features of periodic structures are band gaps in their frequency spectra. Band gaps
define frequency ranges within which signals cannot propagate within these structures. The locations
and the widths of these gaps in the frequency spectra are strongly dependent on the size of the unit cell
and such material properties as modulus of elasticity [6–8]. These special features of periodic structures
can be employed for very efficient vibration damping. On the other hand, active vibration damping
methods include techniques that use piezoelectric materials. Structures with active piezoelectric
elements enable one the conversion of mechanical vibrations to electrical vibrations and thus to control
damping properties of the system. Therefore, only the balance between passive and active damping
allows one to maximise the effectiveness of the damping process.

Additionally, while modeling periodic structures, the influence of features resulting from the
application of a particular numerical model, on the results of calculations, should be taken into account
carefully. Almost every computational model of a discretised structure (finite element method (FEM)
or time domain spectral finite element method (TDSFEM) models), has certain characteristics of
a periodic structure. Therefore, it is worth to analyse if certain features of periodic structures may
be utilised in a directed manner in order to make practical use of the unusual behaviour of such
structures. This approach may potentially allow to reduce, or enhance, periodic properties of the
computational model.
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In this paper, the authors propose to combine all the aspects mentioned above. They propose
a special numerical model of the beam with active piezoelectric elements, by means of which the
dynamic characteristics of the beam can be analysed and the width of band gaps can be controlled.

2. Numerical Model

The structure under consideration, presented in Figure 1, is a sequence of 50 unit cells, consisting
of an aluminium beam with piezoelectric rectangular strips (from APC International, Ltd., Cat.No.
70-1000, item 721) attached on both sides. Each pair of piezoelements is connected to the RLC resonant
circuit with a controlled inductance.

Figure 1. A concept of an electromechanical periodic structure (a), unit cell (b).

The material parameters taken into calculations were as follows: for aluminium E = 67.5 GPa,
ρ = 2700 kg/m3 and ν = 0.33 and for piezoelectric material E = 63 GPa, ρ = 7800 kg/m3, ν = 0.33
and piezoelectric electro-mechanical coupling coefficient k31 = 0.35. The geometry of the analysed
beam was as follows: the length L = 1 m, the width b = 0.02 m, the height h = 0.01 m, the single RLC
element length was 0.01 m.

Numerical modelling of the piezoelectric material properties was based on the approach proposed
in the literature [9,10]. The authors presented there a formulae for calculation of the effective Young’s
modulus of the piezoelectric element being an element of a resonant circuit. The piezoelectric material
has frequency-dependent stiffness and damping, and the frequency itself depends on the parameters
of the resonance circuit. Therefore, the effective Young’s modulus of the piezoelectric material in the
resonant circuit can be described by the equation:

ESU
p (ω) = ED

p

(
1 − k2

31
1 + iωCε

pZSU(ω)

)
, (1)

where ESU
p is the effective Young’s modulus of the piezoelectric material in a closed circuit mode,

ED
p is the effective Young’s modulus of the piezoelectric material in an open circuit mode, k31 is

the electro-mechanical coupling coefficient of thee piezoelectric material, Cε
p is the capacitance

of the piezoelectric element, and ZSU is the impedance of a resonant circuit. In the carried out
numerical calculations, PZT impedance has been taken into account as an electrical circuit parameter.
The impedance of the aluminium beam itself has been neglected because the aluminium beam is not
a part of a controlled electrical circuit. In the presented paper, changes in the vibration characteristics
of the aluminium beam with attached, actively controlled PZT elements have been analysed.

The displacement and deformation fields of the analysed beam structure have been assumed
according to the Timoshenko theory. The mathematical formulae can be expressed by [11,12]:

{
u(x) = zφ(x)

w(x) = w0(x),
(2)
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⎧⎪⎪⎪⎨
⎪⎪⎪⎩

εx =
∂u(x)

∂x
= z

dφ(x)
dx

γxz =
∂w(x)

∂x
+

∂u(x)
∂z

=
dw0(x)

dx
+ φ(x),

(3)

where u(x) and w(x) are respectively the longitudinal and transverse components of the element
displacements expressed in the global coordinate system, while the independent rotation φ(x) around
the y axis and the lateral displacement w0(x) are nodal displacements, defined in neutral element axis.

Following the standard FEM procedures, the inertia matrix M and the stiffness matrix K
were evaluated:

M = ρ
∫∫∫

V
NtNdV, K = ρ

∫∫∫
V

BtDBdV, (4)

where ρ is the density of the material, D is the matrix of elasticity coefficients, and N and B are the
shape function and strain-displacement matrices, respectively.

The presented numerical simulations have been obtained by the use of the classical Finite Element
Method (FEM), the Frequency Domain Spectral Element Method (FDSFEM, details have been widely
presented by Doyle in [13], the interested Reader is encouraged to follow the source) or the Time
Domain Spectral Finite element Method (TDSFEM) approach.

In the classical FEM approach, the unit cell has been divided into three finite elements while in
the case of the spectral approach the unit cell has been represented by one finite element, as shown
in Figure 2.

Figure 2. Modelling a unit cell of an electromechanical periodic structure: (a) by the finite element
method (FEM), (b) by the spectral finite element method (SFEM).

The main difference of the TDSFEM in comparison to the FEM is that in the TDSFEM approach
the element nodes are not equally distributed. Coordinates of the nodes are defined as roots of a certain
orthogonal polynomial:

Tc
p = (1 − ξ2)Up−2(ξ), (5)

which in the analysed case has been Up−2(ξ)—the second order Chebyshev polynomial. The element
nodes in the element coordinate system may be calculated as follows:

ξi = −cos
π(j − 1)

p
j = 1, ..., p + 1. (6)

Such a definition of node distribution allows one to use higher order shape functions without
the risk of causing the Runge effect. The node distribution used in the calculations performed for this
paper has been shown in Figure 3.

Figure 3. (a) A unit cell in the global coordinate system (b) A node distribution in element
coordinate system.
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The stiffness and inertia matrices corresponding to the piezoelectric element within the respective
integration limits have been joined with the stiffness and inertia matrices of the aluminium element
respectively, as shown in Figure 4. The procedure has been precisely described in [14] for the case of
passive periodic structures being a beam and rod with a sequence of drilled holes.

+ =

Figure 4. Construction of inertia and stiffness matrices in the case of the SFEM.

The aforementioned mathematical operations ensures that the stiffness matrix of the piezoelectric
element is dependent on the frequency, therefore it is possible to actively control the mechanical
responses of the analysed element by frequency variation.

3. Numerical Analysis

In order to examine whether the proposed numerical approach is appropriate, a series of numerical
experiments were carried out to verify the impact of the resonance circuit parameters on the physical
properties (the width and placement of band gaps) of the periodic beam. During calculations the
periodic boundary conditions were assumed.

The graphs shown in Figure 5 represent frequency response functions in the ranges from 0 to
250 kHz for the periodic beam with a resonant circuit being: open, closed or tuned to the specific
frequency. The left column of Figure 5 shows the results obtained by the use of the FEM, the right hand
side column of this Figure—by the TDSFEM [12] respectively. It may be noticed that there appeared
two natural band gaps in given frequency ranges for the passive structure. Tuning the PZT circuits
to the resonant frequency introduced an artificial band gap in the range of that frequency. However
tuning the circuits to the frequency in the range of the natural periodic beam band gap, with the
inactive PZT element, significantly widened the band gap. It should be also mentioned that for a lower
range of the frequency spectra both the FEM and the TDSFEM results were quite similar, but in a higher
frequency range the FEM results were distorted. The reason for that has been widely discussed in [14],
where several features of the numerical models have been addressed.

Figure 6 shows the influence of the PZT circuits resonance frequency on the width of beam
band gaps. This example was calculated with the TDSFEM. In this case it has been demonstrated
how changes in the resonant frequency of PZT circuits allows one to control the ranges of blocked
frequencies in the case of forced vibrations. Red colour represents frequency ranges that will propagate
freely in the structure, the other colours (blue, green and yellow) represent different levels of attenuation.

The graphs presented in Figure 7 illustrate the effect of changes in the electrical resistance on the
active periodic structure frequency band gaps. Here the TDSFEM has been used. The figures shown on
the left hand side present the results calculated for 1 Ω RLC circuit resistance, the right hand-side—5 Ω
respectively. As it can be noticed higher values of the resistance in the RLC circuit increased the energy
dissipation and, as a result, widens the band gap. This effect is more significant in case, when the
resonant frequency of the RLC circuit is equal to the passive structure frequency band gap. It it may be
noticed in the bottom right graph from Figure 7.
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Figure 5. Frequency response functions of a passive and active periodic structure with the resonant
circuit tuned to the frequency 50 kHz or 100 kHz (marked with a red line) and resistance 1 Ω.

Figure 6. Dependence of the vibration amplitude on the resonant frequency of the RLC circuits.
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Figure 7. Frequency response functions of an active periodic structure with the resonant frequency of
50 kHz or 100 kHz (red line), and the resistance of 1 Ω (left) or 5 Ω (right).

Wave Propagation

This subsection presents the results of the analysis of changes in the propagating elastic waves in
the modelled active periodical beam. For modelling the discussed structure the shape functions based
on the FDSFEM [13] was used and the node distribution the same as in the TDSFEM [15] was adopted.
Such a combination of the two totally different methods enabled a thorough analysis of the influence
of frequency-dependent changes in the Young’s modulus of piezoelectric material—Equation (1).
The amplitude at both ends of the beam was determined. The aim of a such calculation programme was
to analyse the changes of the propagating wave. The analysed periodic beam with active piezoelectric
elements was excited to transverse vibrations at one end with the sinusoidal signal (eight pulses)
modulated by the Hanning window, by the force of a F = 1 N amplitude. Two excitation frequencies
f = 50 kHz and f = 100 kHz have been chosen; the first one from the frequency range of normal
behaviour of the periodic beam, and the second within the passive band gap of the periodic structure.

Next Figure 8 shows the dispersion curves determined for the analysed periodical beam in the
first Brillouin zone [16,17]. These curves have been determined by the use of the Bloch reduction
method [18] by taking into account the relation from Equation (1). The graph in Figure 8a shows
the first Brillouin zone of the passive system. One can notice the red lines meaning the vibrations
of the propagating wave. The frequency ranges, marked with grey areas, at which there is no wave
propagation are visible, i.e., there are no corresponding wave vectors. On the second chart in Figure 8b
there is the first Brillouin zone of the system with each RLC circuit tuned to 100 kHz (frequency from
the range of the band gap). RLC circuits create an area of anti-resonant vibrations independent of the
wave vector that effectively widens the area of the grey fields of blocked wave propagation.
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Figure 8. Dispersion curves for the analysed beam, (a) RLC circuits off, (b) RLC circuits tuned to 100 kHz.

Flexural wave propagation in an electromechanical periodic structure has been presented
in Figure 9. The presented results represent six cases—the open RLC circuit (Figure 9a,b), the RLC tuned
to the frequency of fR = 50 kHz (Figure 9c,d) and the RLC tuned to the frequency of fR = 100 kHz
(Figure 9e,f) for both 50 kHz and 100 kHz excitation signals—left and right column, respectively. It may
be concluded that the active RLC circuits with the resonant frequency equal to the excitation carrier
frequency had the features of an active vibration damper.

To illustrate the damping character of an active periodic beam with the piezoelectric RLC circuits
the following set of results was gathered (Figure 10). Here the vibration spectra before and after passing
through the structure have been shown. The green colours show the spectra of vibration measured
before passing through the structure (P1), the blue after passing through the structure (P2). The red line
represents the tuned resonant frequency ( fR) of the RLC circuit. The left hand side column represents
the data calculated for 50 kHz excitation signal, the right hand side column for 100 kHz respectively.

In the case of the passive system (Figure 10a,b), the wave of the carrier frequency of f = 50 kHz
was free to propagate itself, there was no remarkable change in the amplitude magnitude (Figure 10a).
In case of the wave of the carrier frequency of f = 100 kHz it may be noticed that some amount of
the energy was blocked due to the presence of band gaps for this spectrum range as the band gap
was a barrier for propagation of waves of these frequencies. However, the natural band gap was
of relatively small width, therefore a certain amount of wave energy could propagate through the
band gap.

The diagram below (Figure 10c,d) shows the changes in the excitation spectrum in the active
periodic beam with the RLC circuits tuned to fR = 50 kHz. As it can be noticed, the excitation wave
(of the carrier frequency of f = 50 kHz) at that frequency was unable to propagate freely due to the
dissipation of energy on the electrical resistance band gap that appears. Although the band gap was
very narrow the amplitude of the wave decreased in a significant manner. On the other hand for this
fR = 50 kHz no significant changes were observed in the amplitude of the excitation signal of the
carrier frequency of f = 100 kHz in comparison to the amplitude registered for the passive system.

Finally, tuning of the RLC circuit to the frequency of fR = 100 kHz (Figure 10e,f) did not cause any
changes in the wave propagation of the excitation wave of the frequency of f = 50 kHz (also comparing
to the passive structure). However, this value of the fR = 100 kHz caused a significant widening
of the band gap. The amplitude of the wave after passing through the structure with band gap
decreased tenfold. It was caused by the synergy of the natural periodic structure band gap with energy
dissipation caused by the active RLC circuit and its electrical resistance.
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(a) (b)

(c) (d)

(e) (f)

Figure 9. Patterns of flexural wave propagation in an electromechanical periodic structure.
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Figure 10. Spectra of flexural oscillations measured before passing through the structure (green) and
after passing through the structure (blue). The excitation frequency equal to 50 kHz (left) and 100 kHz
(right) marked with red line.

4. Conclusions

In this paper numerical investigations of a beam structural element built out of periodically
arranged elementary cells with active piezoelectric elements has been performed. For this analysis
the authors propose numerical models based on the use of the finite element method (FEM) and the
spectral finite element methods defined in the frequency domain (FDSFEM) and the time domain
(TDSFEM). The application of different modelling methods allow the authors to formulate conclusions
that result from the calculations performed.

The FEM is the most common method and generally gives correct results. However,
for high-frequency analysis problems it is necessary to use either a heavily dense grid or higher-order
approximation polynomials. This leads to a correspondingly large sizes of the problems to be solved
or a Runge effect. There is another reason why the FEM can be disadvantageous in the applications
related to periodic structures—numerical models themselves show periodic characteristics [6,15].
Thus, it is easy to predict that the results obtained may have features typical to periodic structures
resulting not only from the geometry of finite elements, but also from the features of the numerical
models. The consequent misinterpretation of results may be simply dangerous.
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Due to the above mentioned characteristics of the FEM, the study proposes to utilise the TDSFEM
method. The unquestionable advantage of the TDSFEM method is its ability to employ higher order
approximation polynomials, which results in higher calculation accuracy. Additionally, an un-uniform
distribution of nodes in single finite elements enables one to obtain a diagonal form of the inertia matrix,
which significantly reduces the time of numerical calculations. All presented amplitude-frequency
characteristics of the analysed periodic beam structural element, taking into account the dependence
of the PZT Young’s modulus on the frequency, have been determined by this method.

While in the case of determination of the amplitude-frequency characteristics of the active
periodic beam, the use of the TDSFEM allowed the authors to obtain results at a satisfactory level,
the calculations for changes in the propagation of elastic wave required another modification of the
modelling method. In order to precisely map changes in Young’s modulus for the value of PZT
material for each analysed frequency, it was necessary to use the FDSFEM method. Modification of
the method involved the use of non-uniform mesh of nodes in the finite elements known from the
TDSFEM and shape functions from the FDSFEM. In this way the changes in propagation of elastic
waves in the active periodic beam structural element have been modelled.

After all numerical tests performed it may be concluded that periodic structures with active
piezoelectric elements incorporated into the RLC resonance circuit can be successfully used to
attenuate vibrations in a controlled manner. A resonant circuit with piezoelectric elements causes
the appearance of an additional band gap in the spectrum of mechanical vibrations in the vicinity of
the natural frequency of the RLC resonance system. Adjusting the resonance frequencies of the RLC
systems to the frequency of the naturally present band gap in the spectrum of mechanical vibrations
results in a significant widening of the band gap, which leads to effective vibration damping in this
frequency range.

Although the proposed approach clearly demonstrates that there is a possibility of active control
of band gaps, it should be added that the problem still requires a number of analyses and will definitely
be the subject of further scientific considerations of the authors.
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14. Żak, A.; Krawczuk, M.; Palacz, M.; Doliński, Ł.; Waszkowiak, W. High frequency dynamics of an isotropic
Timoshenko periodic beam by the use of the Time-domain Spectral Finite Element Method. J. Sound Vib.
2017, 409, 318–335. [CrossRef]
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Abstract: Printed circuit heat exchangers (PCHEs), which are used for thermal heat storage and
power generation, are often subject to severe pressure and temperature differences between primary
and secondary channels, which causes mechanical integrity problems. PCHE operation may result
in discontinuity, such as channel misalignment, due to non-uniform thermal fields in the diffusion
bonding process. The present paper analyzes the mechanical integrity, including the utilization
factors of stress and deformation under various channel misalignment conditions. The pressure
difference of the target PCHE is 19.5 MPa due to the high pressure (19.7 MPa) of the steam channel
in the Rankine cycle and the low pressure (0.5 MPa) of molten salt or liquid metal in the primary
channel. Additionally, the temperature difference between channels is around 25 ◦C, however the
average temperature is around 500 ◦C. The PCHE has a relatively large primary channel measuring
approximately 3 x 3 mm, and a steam channel measuring 2 x 1.5 mm. The finite element method
(FEM) is applied to determine the stress by changing the misalignment to below 30% of the primary
channel width. It was found that the current PCHE is operable up to 700 ◦C in terms of the ASME code
under these design conditions. Additionally, the change of utilization factor due to the misalignment
increases, but is still under the ASME acceptance criteria of 700 ◦C; however, it violates the criteria
at 725 ◦C, which is the allowable temperature condition. Therefore, the mechanical integrity of the
PCHE with low-pressure molten salt or liquid metal and a high-pressure steam channel is acceptable
in terms of utilization factor.

Keywords: PCHE; FEM; misalignment; stress; channel; utilization factor

1. Introduction

Heat exchangers are devices that facilitate the exchange of heat between two fluids at different
temperatures while keeping them from mixing together [1,2]. Heat exchangers are mostly used in
processing, power, petroleum, air conditioning, refrigeration, alternate fuels, and other industries.
Heat transfer in a heat exchanger usually involves convection in each fluid and conduction through the
wall separating the two fluids. In general industry, heat exchangers can be classified according to their
construction, transfer process, degree of surface compactness, flow arrangement, pass arrangement,
phase of the process fluids, and heat transfer mechanism. The shell–tube type is the most popular
heat exchanger for industry. However, printed circuit heat exchangers (PCHE) have shown promise
because of their advantages, such as having large area density and good pressure and temperature
capabilities [3–5].

High-efficiency compact heat exchangers are being widely developed and becoming increasingly
important for the nuclear industry. The main target of such development is improvement of the
efficiency, economics, and safety. Depending on the intended scale and application, different types are
being considered, using fluids such as helium, supercritical carbon dioxide (S CO2), mixed nitrogen and
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helium nitrogen, liquid metals, and molten salts. All of these reactors are operated at high temperature.
For example, sodium fast-cooled reactors (SFRs) and supercritical carbon dioxide (S CO2) reactors are
operated at maximum temperatures of 550 ◦C. The only difference is the working pressures, which are
0.1 and 20 MPa, respectively, for these reactor types [6]. For these reasons, safety is an important feature
of PCHEs because some critical issues can occur. Additionally, the development of high-efficiency
plate heat exchangers is also important for thermal energy storage in alternative energy. Alternative
technologies are being developed in order to save fossil resources and reduce air pollution by capturing
and using renewable sources of energy, such as solar, wind, and hydropower, or geothermal heat.
Thermal energy storage (TES) is a technology that stocks thermal energy by heating or cooling a storage
medium, so that the stored energy can be used at a later time for heating and cooling applications and
power generation. One of the issues with this is the thermo-structural fatigue, as observed by Rakesh
et al. [7]. The thermal stresses have been found to be more dominant than stresses due to pressure
cycles. This is due to the higher temperature gradient. Hence, safety has a strong relationship with
high mechanical integrity and long operating life.

Much effort has been given to studying the thermo-hydraulic characteristics of PCHE channels.
The thermo-hydraulic performance of PCHEs for SCO2, which contains helium as the fluid, was studied
by Mylavarapu et al. [8]. There was a difference in the critical Reynold numbers due to the difference
in the shape of the cross-section between the circular and semi-circular ducts. The thermo-hydraulic
performance of a newly developed PCHE, which had a longitudinal corrugation flow channel,
was studied by Kim et al. [9]. The friction factors tended to be greater when the PCHE had a smaller
hydraulic diameter and a larger angle of inclination. Sung et al. conducted a study on heat exchangers
for thermoelectric power generation. The shape of the cross-section was a combined rectangular
and circular shape, with a developed tangled channel. The obtained result showed the increase of
the heat transfer at a relatively lower Reynold number [10]. Yoon et al. conducted an assessment
study of straight, zigzag, s-shape, and airfoil PCHEs for intermediate heat exchanger (IHX) of high
temperature gas reactors (HTGR) and sodium-cooled fast reactors (SFR). The study suggests a best
option named the Kalimer-600 IHX, which is a straight PCHE [11]. For this reason, improvement of
the cross-section shape may enhance the thermo-hydraulic performance. Therefore, the mechanical
integrity of the channel shape effect needs to be studied. A preliminary study on the mechanical
integrity of the proposed design is needed and is the main purpose of this paper. Some studies on
the structural integrity of PCHEs have also been conducted. Lee et al. studied the structural integrity
of an intermediate printed circuit heat exchanger for a SFR attached to supercritical carbondioxide.
It was found that the mechanical stress concentration occurred at the PCHE channel tip [12]. Song et al.
also conducted a study on the structural integrity evaluation of a lab-scale intermediate PCHE in a
very-high-temperature reactor (VHTR). Under the test conditions, the maximum Tresca stress was
far below the allowable stress limit [13]. Mizokami et al. conducted a structural design study of a
plate–fin heat exchanger for HTGRs. In this study, we present a high-temperature structural design
procedure for a plate–fin heat exchanger, which includes strength evaluation for primary stress and
evaluation of creep–fatigue life [14]. Mochizuki and Takano conducted a study on heat transfer in heat
exchangers in sodium fast-cooled reactor systems. The practical Nusselt numbers of a heat exchanger
were derived in the MONJU fast breeder reactor which was a Japanese sodium-cooled fast reactor [15].

The present study examined the stress distribution in a newly designed printed circuit heat
exchanger model. This model is different to the common designs, which mainly use a semicircle
channel shape. This shape is a combination of rectangular and ellipsoidal shapes, as shown in Figure 1.
This PCHE design is planned to be manufactured through chemical etching and diffusion bonding
processes. First, the canals that become the channel will be manufactured by chemical etching. Then,
all layers will be stacked through diffusion bonding. In this case, the successful incorporation of a
heat exchanger in a high-temperature nuclear service requires the manufacturer to be able to reliably
produce high-quality diffusion welds. Because inspecting each weld in the core stack is impractical,
the quality depends on a good understanding of the essential welding variables and strict control
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during the welding process [16,17]. In the diffusion bonding process, misalignment may occur due to
improper process control related to the temperature or pressure. Even though this misalignment can
be controlled by strict variable controls during the bonding process, it is also essential to observe the
effects of misalignment at the microscale, so that the limit corresponding to the safety factor can be
set. In this paper, the misalignment phenomena that may occur in PCHE channels are modeled and
simulated. A two-dimensional simulation using COMSOL Multiphysics is conducted to observe the
effect of channel misalignment on the mechanical integrity of PCHE. Different misalignment conditions
are modeled to compare the stress intensities.

Figure 1. The schematic illustration of the printed circuit heat exchanger (PCHE).

In addition to the structural integrity study, several previous studies have examined this
misalignment problem. Weld misalignment influences the structural integrity of a cylindrical pressure
vessel; in the most dangerous analysis case, a crack depth of 7 mm and allowable centerline offset
of 8 mm resulted in a pressure limit of 3.15 MPa, which is still 0.65 MPa greater than the hydro
test pressure [18]. Finite element analysis was conducted on cylindrical pressure vessels with a
misalignment in a circumferential joint by Brabin et al. [19]. The results showed good agreement
with [20]. The structural integrity of a steam generator tube sheet with an incorrectly drilled hole
was evaluated according to ASME Section III construction code. The presence of incorrectly drilled
holes or locally thin ligaments was found to not affect the primary stress margin in the tube sheet or
reduce its overall structural integrity [21]. The finite element method (FEM) was used to investigate
local stress concentrations due to the misalignment of welded structures and determine the effect of
geometric variables. The existence of a cope hole was found to influence the peak stress surrounding
the transition zone [22]. From all the previous research mentioned above, there has not been a study
on the misalignment effect in PCHEs under high-temperature conditions. For this reason, this study
investigates the structural integrity of the proposed geometry and the effect of the misalignment
condition along the diffusion bonding line on the structural integrity of the PCHE. The structural
integrity is represented by the utilization factor, which is the ratio of stress intensity to the maximum
allowable stress for design conditions. Besides the utilization factor, displacement is also a main
observed variable, which further includes the displacement value and displacement behavior under
the applied load.

ASME Section III is taken as the reference construction code. The obtained stress distributions are
used to evaluate the compliance with design criteria by using ASME Boiler and Pressure Vessel Code
(BPVC), Section III. This code contains specific rules for construction of nuclear facility components.
ASME Section III, Division 5 [23] is taken as the reference construction code, specifically Subsection
HB, which covers metallic pressure boundary components. Subsection HB consists of Subpart
A (HBA) for low-temperature service components and Subpart B (HBB) for elevated-temperature
service components. Table 1 shows the values of maximum temperature for various classes of
permitted materials. Subpart HBB is applicable for materials that is used at temperatures above Tmax.
The maximum temperature of liquid sodium in SFR applications is 528 ◦C. Hence, subpart HBB is
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chosen as the construction code for this application. These rules are applicable to class A components,
regardless of the type of contained fluid, such as water, steam, sodium, helium, or any other process
fluids. The obtained stress distribution will be compared to the design loading parameters.

Table 1. Maximum temperature for various classes of permitted materials.

No Materials Tmax (◦C)

1 Carbon steel 370
2 Low alloy steel 370
3 Martensitic stainless steel 370
4 Austenitic stainless steel 425
5 Nickel–chromium–iron 425
6 Nickel–copper 425

2. Numerical Simulation

2.1. Approach and PCHE Design

The nuclear industry uses PCHEs as reactor components. PCHEs are used in advanced nuclear
reactors because they offer a high surface-area-to-volume ratio, high thermal effectiveness, and low
overall pressure drop, as mentioned in [24].

A PCHE is a steam generator and an important component of a sodium-cooled fast reactor. In a
steam generator system, a countercurrent flow is formed by the sodium and steam flow. Steam is
produced at inlet and outlet temperatures of around 230 and 503 ◦C, respectively, with inlet and outlet
pressures of 18 and 16.7 MPa, respectively. Sodium flows at inlet and outlet temperatures of around
528 and 322 ◦C, respectively, with a pressure of 0.5 MPa [25].

Here, a new design for the printed circuit steam generator is proposed. Figure 1 shows a schematic
drawing of the geometry, which consists of water and sodium channels. The sodium channel is
surrounded by the water channel. The water channel is rectangular with 0.1 mm fillets. The sodium
channel is semi-rectangular with an ellipsoidal diameter ratio of 0.5 mm to 3 mm.

2.2. Boundary Conditions

A two-dimensional simulation using COMSOL Multiphysics was conducted with the proposed
geometry. Table 2 lists the five different cases that were simulated to represent the possible
misalignments due to a diffusion bonding discontinuity. The largest simulated misalignment was
1 mm, while the smallest was 0 mm, representing a perfect bond.

Table 2. Five Simulated misalignment cases. Misalignment is measured as the center-to-center distance
along the x direction.

Case # Misalignment (m)

Right direction Left direction
Case 1 0 mm -
Case 2 0.25 mm 0.25 mm
Case 3 0.5 mm 0.5 mm
Case 4 0.75 mm 0.75 mm
Case 5 0.85 mm 0.85 mm

Figure 2 shows the applied boundary conditions for the numerical simulation. The boundary
pressure load was used as the boundary condition. The load-controlled stress limit was analyzed.
For comparison to the construction code, only the primary stress produced by a mechanical load
was considered. Boundary loads of 20 and 0.5 MPa were applied to the water and sodium
channels, respectively.
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Figure 2. Applied boundary conditions for numerical simulation.

2.3. Mesh Independent Test

A mesh independent test was conducted to validate the geometry and mesh construction. Figure 3
shows the test and results. The number of elements was varied, and the surface average stress intensity
was measured. The error was determined by subtracting the stress intensity from the highest stress
intensity. The mesh sensitivity showed that the results converged for different numbers of elements.

Figure 3. Mesh sensitivity test.

A mesh independent test was conducted to validate the geometry and mesh construction. Figure 3
shows the test and results. The number of elements was varied and the surface average stress intensity
was measured. The error was determined by subtracting the stress intensity from the highest stress
intensity. The mesh sensitivity showed that the results converged for different numbers of elements.
Here, 10,705 mesh elements were used in this simulation, with an average element quality of 79.9%.
The elements were triangular elements, with a minimum element size of 0.0045 mm.

3. Results and Discussion

3.1. Stress Distribution at the Surface

2D stress distribution resulted by FEA simulation in the misalignment case of 0.85 mm is shown
in Figure 4. The simulation result indicates that the highest stress intensity occurs at the tip area of the
water channel. In the ten cases, the highest stress was in the tip area of the water channel. This was
due to the higher pressure load in the water channel area. The maximum equivalent surface von
Mises stress is shown in Figure 5. The highest maximum stress intensity was observed under the
misalignment condition of 0.85 mm, while the lowest intensity was observed under the misalignment
condition of 0 mm. This result indicates that the maximum stress distribution increases with the
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misalignment. The maximum stress intensity in the case of 0.85 mm misalignment is 10% higher
compared to the 0 mm misalignment condition.

Figure 4. Huber–von Mises stress (a) and total displacement (b) distribution due to pressure load (at
misalignment of 0.85 mm).
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Figure 5. Maximum stress intensity for each misalignment condition.

3.2. Stress at Stress Classification Line (SCL)

The main standard for the design of nuclear equipment is American Society of Mechanical
Engineers (ASME) Boiler and Pressure Vessel (BPVC) section III. ASME code section III has specific
requirements on how to assess the result from the stress analysis to make the necessary verifications
to avoid failure. In this work, PCHE is classified as “safety-related” components associated with
metallic components used in the construction of high-temperature reactor systems. For this problem,
ASME Section III, Division 5, Subsection HB, Subpart B, which covers elevated temperature service
components, is considered as the construction code.

In this study, finite element analysis is utilized to analyze and obtain the stress intensities. In order
to comply with design codes stated in ASME section III, the stress linearization method is needed.
Stress linearization is a technique used to decompose actual stress distribution across thickness into
membrane and bending stress. This technique is stated in ASME Section VIII, Division 2 [26]. The stress
linearization method is done by following the statement given by ASME VIII below.

The membrane stress tensor is the tensor comprised of the average of each stress component along
the stress classification line, or:

σ(i j,m) =
1
t

∫ t

0
σi j dx (1)
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The bending stress tensor is the tensor comprised of the linear varying portion of each stress
component along

σ(i j,b) =
6
t2

∫ t

0
σi j

( t
2
− x

)
dx (2)

The equivalent stress can be calculated by

σe =
[
σ2

x + σ
2
y + σxσy + 3τ2

xy

]1/2
(3)

To obtain the linearization result, stress classification lines (SCLs) are necessarily needed. Stress
classification lines should represent the areas of interest of the proposed geometry, such as the
sodium-to-sodium area, steam-to-steam area, and sodium-to-steam area. For this purpose, 10 SCLs
have been taken throughout the geometry as shown in Figure 6 below.

Figure 6. Stress classification lines (SCLs) for stress linearization method.

Numerical simulation using COMSOL Multiphysics 5.3 resulted in 10 linearized stress values as
shown in Figure 6. Linearized stress values between sodium channels are represented by SCL 1, SCL 2,
and SCL 3. The interest areas between steam channel stress values are represented by SCL 4, SCL 5,
and SCL 6. SCL 7–10 represent areas between steam and sodium channels. The linearization results
are shown in Figure 7.

The linearization results are compared with the ASME Section III stress value requirements
for design load conditions. For design load conditions, a variable named So is needed. So is the
maximum allowable value of the general primary membrane stress intensity for use as a reference for
stress calculation under design loading. For the load-controlled stress limit under the design limit,
two equations are used for compliance

Pm ≤ So (4)

PL + Pb ≤ 1.5So (5)

where Pm is the general primary membrane stress intensity resulted by linearization along the SCLs
and PL + Pb is the combined primary membrane stress intensity and bending stress intensity. Therefore,
values decrease with the increase of working temperature, as shown in Figure 8. The proposed
system aims to be used in sodium fast-cooled reactor wherethe maximum working temperature of
a steam generator heat exchanger is 550 ◦C. Therefore, for this purpose the maximum allowable
stress (So) should be set at 88 MPa. Hence, the 1.5So will be 132 MPa. The maximum resulting
value using the linearization method is 27.5 MPa for the primary membrane stress intensity and
32.8 MPa for the combined primary membrane and bending stress intensity. These values are obtained
from linearization along SCL 6. Both conditions are found in the 0.85 mm misalignment condition.
The condition without any misalignment resulted in the highest stress intensity values of 26.6 MPa
and 31.5 MPa for primary membrane stress and combined primary and bending stress, respectively.
Compared to the requirements of the design condition, all misalignment conditions for the sodium
channel still comply with the acceptance criteria. This means the misalignment condition for the
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sodium channel does not have too much of an impact on the acceptance criteria. However, deeper
analysis of the utilization factor is performed to observe the effects of this misalignment condition.

Figure 7. Primary membrane stress for various misalignment conditions: (a) sodium to sodium channel;
(b) steam to steam channel; (c) between steam and sodium channels; And combined membrane and
bending stress: (d) between sodium channel; (e) between steam channel; (f) between steam and
sodium channels.
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Figure 8. Stress classification line for stress linearization method.

3.3. The Utilization Factor Increases as the Misalignment Increases

The linearization method stress intensity values along the SCLs are still acceptable compared to
the requirements of ASME III design conditions. However, deeper analysis should be done to observe
the real effects of this misalignment condition. One of important factors in design and manufacturing
is the utilization factor. Utilization factor is defined as the ratio of the worst condition to the acceptable
condition. In this case, the ratio of the highest stress intensity resulting from the linearization method
along SCLs and the So value are considered. The utilization factor is the ratio of the stress intensity
resulting from linearization method along SCLs to the So as the minimum acceptable conditions.

Uf = σ/So (6)
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The graphs shown in Figure 9 below indicate that the utilization factor increased with the increase
of misalignment of sodium channel conditions. The maximum utilization factor is shown with 0.85 mm
misalignment with both negative and positive shifting. The conditions still maintain the utilization
factor at 30% of the allowable value, which is the safe condition for design load application.

Figure 9. Increase of utilization factor as the increase of the misalignment condition: (a) compared to
So; (b) compared to 1.5So.

Since this proposed design is newly considered, the elevated temperature for other purposes
should be considered. The utilization factor under elevated temperature (those exceeding 500 ◦C)
is obtained, as shown in Figure 10. The figure shows that the condition of misalignment will be
acceptable up to 725 ◦C. This means the application conditions above 725 ◦C cannot comply with the
misalignment condition of 0.85 mm. This suggests that this proposed design can comply with the
requirements of the ASME code for system applications under 725 ◦C.
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Figure 10. Maximum allowable misalignment (% of initial channel’s width) under various
temperature conditions.

3.4. Yielding Section under Design Loading

The yield strength or yield stress is a certain stress magnitude at which the material begins
to deform plastically. Below the yield stress, the material deforms elastically and returns to its
original shape when the applied stress is removed. Once the stress magnitude passes the yield stress,
the material deforms permanently, which cannot be reversed. In this model, stainless steel 316 (SS31600)
was set as the material. In this case, it is assumed that diffusion welds have the same material properties
as the base metals. At a temperature of 550 ◦C, the yield stress (Sy) of SS31600 is 116 MPa as shown in
Figure 11 [27]. This indicates that no section in the simulated cases yielded due to the applied pressure
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load under a working temperature of 550 ◦C. However, if a higher temperature condition is considered
for application, yielding may occur on the surface. As shown in Figure 12, yielded section increases
above 625 ◦C.

Figure 11. Maximum stress for each misalignment condition compared to yield stress of material SS316.
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Figure 12. Yielded section under pressure loading for various temperature conditions.

4. Conclusions

In this study, two-dimensional FEM simulations were performed to observe the effects of primary
channel misalignment in the PCHE under five different misalignment conditions.

1. The highest stress intensity was located at the tip edge of the water channel for the higher-pressure
intensity compared to that in the sodium channel;

2. The stress intensity increases as the misalignment increases, causing the utilization factor to
increase, which is less safe compared to the condition without misalignment;

3. The proposed geometry design can comply with the design limit condition up to 700◦ C in terms
of the ASME code. This means the for the SFR application, which has an average temperature of
550◦ C, the geometry design can comply with the design limit conditions. However, the design
can comply with the acceptance criteria up to 725◦ C under 30% misalignment condition;

4. The study shows that the design of PCHEs needs to be more precise regarding welding and
assembly processes, due to decreasing utilization factor. More strict construction and assembly
process monitoring, especially during stacking and welding processes, is needed to avoid this
utilization factor degradation due to misalignment conditions.
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Nomenclature

Abbreviations
ASME American Society of Mechanical Engineers
PCHE Printed Circuit Heat Exchanger
FEM Finite Element Method
SCO2 Supercritical Carbon dioxide
SFR Sodium Fast-cooled reactor
TES Thermal Energy Storage
IHX Intermediate Heat Exchanger
HTGR High-Temperature Gas Reactor
SCL Stress Classification Line
Symbol
Sm The Lowest Stress Intensity value at a given temperature
K Factor K
So Maximum allowable stress intensity
Smt Maximum allowable stress intensity value time dependent
Pm Primary membrane stress intensity [MPa]
PL Primary membrane stress local [MPa]
Pb Primary bending stress [MPa]
Uf Utilization factor as the ratio of stress intensity to the maximum allowable stress
m Misalignment case (mm)
σij,m Membrane Stress
σij,b Bending Stress
σe Equivalent Stress
σx Stress tensor in x direction
σy Stress tensor in y direction
σz Stress tensor in z direction
Sy Yield Stress
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Abstract: Torsion springs, which transfer power through the twisting of their coil, provide advantages
such as module simplification and efficient use of space. The design of a torsion spring has been
formulated, but it is difficult to determine the local behaviors of torsion springs according to actual
load conditions. This study proposes a torsion-spring design method through finite element analysis
(FEA) using nonuniform-rational-basis-spline (NURBS) curves. Through experimentation, the angle
and displacement values for the actual spring load were converted into useable data. Torsion-spring
displacement values were obtained via experimentation and converted into coordinates that may
be expressed using NURBS curves. The results of these experiments were then compared to those
obtained via FEA, and the validity of this method was thereby verified.

Keywords: torsion springs; FEA; NURBS; applied load; local behaviors

1. Introduction

Torsion springs transfer power through the twisting of their coil, and provide advantages such as
module simplification, efficient use of space, and reduction of overall product weight. As such, they
have been widely used in various electronic products and industrial fields, including automobiles
and machinery.

Research on these springs began in 1963 with Wahl’s study on isotropic spiral compression and
tension, and torsion springs [1,2]. Thus far, the spring design formula proposed by Wahl is used as
a standard and has been extensively employed in industrial-machinery applications. This applied
design formula can easily calculate the rotation angle of the spring for the applied load. However, as
this formula simplifies the problem, it is difficult to determine the behavior or deformation of a torsion
spring according to the change in load conditions with different angles and directions.

Case studies considering the structural analysis of such springs using finite-element analysis
(FEA) have been proposed to solve this design problem [3–6]. This method allows the designer to
visually confirm and design these springs considering the stress and displacement that locally occur in
the spring.

As FEA expresses curves as a sum of subdivided linear elements, many elements are needed to
increase the reliability of curve-structure analysis. As springs are curved structures, the number of
elements used in these analyses must inevitably be increased to ensure accuracy, thereby lengthening
analysis time. Due to this increase in spring-design time, as well as the aforementioned design problem,
and considering the effective product applications of these springs, a more effective torsion-spring
design method is required.
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This study proposes the evaluation method of deformation behavior of torsion spring via FEA
using nonuniform-rational-basis-spline (NURBS) curves [7,8]. The NURBS curve is a model that can
accurately express a curved structure with a small amount of information and a simple calculation
formula. These curves were applied to FEA, and through experimentation, the angle and displacement
values for the actual spring load were converted into useable data. The torsion-spring displacement
values measured through experiments were converted into coordinates that could be expressed using
NURBS curves. Experiments were then conducted for comparison with the FEA results and to verify
the validity of this method.

2. Torsion-Spring Design

2.1. NURBS Curve

A range of research has been conducted on curve expression according to polynomial theory.
Among the numerous curve-expression methods, NURBS is the most accurate technique used to
express complex organic shapes in two and three dimensions [9,10]. Due to its simple calculation
method, NURBS is employed in a variety of industrial fields that require curved shapes. A NURBS
curve can be expressed through a combination of parameters, including knot, control point, degree,
and weight, in basis functions with a relatively simple calculation algorithm. In NURBS curves, the
initial basis function can be expressed as in Equation (1).

N(u) =
n∑

i=0

Ni,p(u), (1)

where Ni,p(u) is the B-spline basis function. The equation applied to the algorithm differs with the
number and value of the knot vectors; Equation (1) may also be expressed as either Equation (2) or
Equation (3). To define B-spline basis functions, we need one more parameter: the degree of these
basis functions, p. The i-th B-spline basis function of degree p, written as Ni,p(u), is defined recursively
as follows:

Ni,0(u) =
{

1 i f ui ≤ u ≤ ui+1

0, Otherwise
(2)

Ni,p(u) =
u− ui

ui+p − ui
Ni,p−1(u) +

ui+p+1 − u
ui+p+1 − ui+1

Ni+1,p−1(u), (3)

where i is the degree plus 1 (i = p + 1), ui is the knot, and u is the knot vector. The following basis
function expresses the curve of a geometric shape as the degree (p) increases; however, as the function
increases in complexity and decreases in accuracy, a suitable degree should be used according to the
desired curve shape. The NURBS basis function can express the NURBS curve as a combination of the
weight (wi) and control point (Pi), as shown in Equation (4).

C(u) =
n∑

i=0

Ni,pwi∑n
j=0 Nj,nwi

Pi =

∑n
j=0 Ni,pwiPi∑k

j=0 Ni,pwi
, (4)

where Pi is the control point and wi is the weight of control point. This equation can then be simplified
into Equation (5).

C(u) =
n∑

i=0

Ri,p(u)Pi (5)

The NURBS curve expressed by Equation (5) can be freely varied as the weight (wi) increases
and the control point (Pi)shifts, demonstrating the relationship between the NURBS curve and
these parameters.
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2.2. Expression of Torsion Spring Through NURBS Curves

To express the shape of a torsion spring with a constant curvature using the NURBS curve,
Equations (6) to (8) are used for the x, y, and z planes on the global coordinate system.

x(u) =
n∑

i=0

Ri,p(u)Px (6)

y(u) =
n∑

i=0

Ri,p(u)Py (7)

z(u) =
n∑

i=0

Ri,p(u)Pz, (8)

where PN are the coordinates of the interpolation point generated through the initial NURBS curve,
and PNdisp are the coordinates through a combination of the knot, control point, and weight (Equations
(6) to (8)). The spring shape can be expressed on three planes in 3D space, as shown in Figure 1.

 
Figure 1. Representation of nonuniform-rational-basis-spline (NURBS) curves coupled in 3D space.

3. Torsion-Spring Displacement Analysis

3.1. Torsion-Spring Displacement Analysis

To verify the correlation between the interpolation point and control point, the coordinates of
the interpolation point generated through the NURBS curve are applied to finite-element analysis to
create the torsion-spring shape for analysis [11–13]. Figure 2 shows the finite-element model of the
torsion spring that was used to derive the displacement of the control point as it shifted according to
the external force [14,15]. Table 1 shows the parameters of the model used for analysis. Commercial
software HyperWorks Optistruct (Altair, United States) was used for finite-element analysis, and the
shifted displacement data were acquired for generated moment Mz. The displacement values shifted
after the generation of the initial coordinates, and loads were analyzed for a total of 100 elements (Ni).
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Figure 2. Finite-element model of torsion spring.

Table 1. Design parameters.

Parameters Unit Dimension

Spring cross-section diameter (d) mm 3
Spring radius (R) mm 20
Spring length (l) mm 125.6
Moment in the z-axis direction (Mz) N m 1000
Elastic modulus GPa 206

The displacement of the element determined through finite-element analysis (xdisp, ydisp, zdisp)
was added to the coordinates of the interpolation point generated through the NURBS curve to express
the deformed shape of the spring. This is expressed using Equations (9) to (11).

PNdisp(x) = PN(x) + xdisp (9)

PNdisp(y) = PN(y) + ydisp (10)

PNdisp(z) = PN(z) + zdisp (11)

where PN are the coordinates of the interpolation point generated through the initial NURBS curve,
and PNdisp are the coordinates of the interpolation point of the NURBS curve after deformation.

The coordinates of PNdisp(x, y, z), derived from Equations (9) to (11), were next applied to the inverse
method to determine the displacement of the control point. This process is shown in Equation (12),
which was derived with reference to Equations (4) and (5). Figure 3 shows the control point derived
using Equation (12),

P(x,y,z) =

∑n
i=1 Ri,p(u)

PNdisp(x, y, z)
, (12)

where Px, Py and Pz are the coordinates of the control point, and Ri,P(u) is the NURBS curve-based
function.

In Figure 3, (x, y, z)disp represents the x, y, and z displacements of the point; PN(x, y, z) represents
the coordinates of the point before interpolation; and PNdisp(x, y, z) represents the coordinates of the
point after interpolation. The inverse method can be applied to determine the displacement and load
as KNURBS.

a[D] = a[K]−1[F], (13)

where [D] is the displacement matrix of the control point derived from the existing stiffness matrix, a is
the stiffness-correction constant, [K]−1 is the inverse of the stiffness matrix, and [F] is the external force
matrix. Stiffness-correction constant a can be expressed as follows:

a = [ai]
T. (14)

254



Appl. Sci. 2020, 10, 2629

Thus, the following is obtained by applying Equation (14) to Equation (13).

[ai]
T[D] = [ai]

T[K]−1[F] (15)

Equation (15) can then be expressed as in Equation (16).

[D∈v] = [KNRBS]
−1[F] (16)

where [D∈v] is the control point displacement determined using the inverse method, and [KNRBS]
−1 is

the inverse of the stiffness matrix of the control point.
Using Equation (16), the Mz load was applied to the NURBS curve-based spring structure that

was composed of a total of nine control points, and analysis was conducted.
Using this method, the graphs in Figure 4 were derived for loads Fx, Fy, Fz, Mx, My, and Mz.

Figure 3. Derivation of control point using inverse method.

3.2. Experiment-Equipment Setup

Experiments were conducted to measure the displacement, load, and angle using a torsion-spring
measuring device. Torsion-spring parameters were selected for a total of six types of specimens.
Five experiments were conducted for each specimen, resulting in a total of 30 experiments. Table 2
shows the design parameters of the six spring specimens. The experiment equipment was configured
to measure the torsion spring. Figure 5 shows the actual torsion spring and the device used to measure
the spring displacement, load, and angle. The rotation angle was set to 0◦, 20◦, and 40◦, considering the
linear component of the load applied to the torsion spring. To determine torsion-spring displacement,
certain sections were marked, and displacement and load values were measured at 20◦ and 40◦. Images
were taken of the front of the system to determine the x and y coordinates, and the z-axis was measured
through images of the sides and Vernier calipers.

Table 2. Specimen types.

Type Spring Cross-Section Diameter, d (mm) Spring Diameter, D (mm) Spring Turns, N

1 2.6 32.6 1.5
2 2.6 32.6 2.5
3 2.8 32.8 1.5
4 2.8 32.8 2.5
5 3.0 33.0 1.5
6 2.0 33.0 2.5
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Figure 4. Direction-displacement graphs for load conditions (a) Fx, (b) Mx, (c) Fy, (d) My, (e) Fz,
(f) and Mz.

  
(a) (b) 

Figure 5. Springs and experiment setup: (a) torsion springs; (b) experiment setup.
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4. Results and Discussion

4.1. Experiment-Data Analysis

The force according to the rotation angle was measured using a load cell and rotary encoder.
Figure 6 shows images of the x- and y-coordinate measurements obtained according to the angle of
the torsion spring, and Figure 7 shows a load graph according to the rotation angle. This graph was
drawn using the average data from the results of five replicates. Analytical results indicated that
the torsion-spring load was generated nonlinearly according to the rotation angle. The regression
equation was derived using the measured data and was expressed as a quadratic polynomial in the
graph. R-square values of the regression equations were 98% or more. This regression equation had a
high adjustment. In addition, it was found that the load increased as the cross-sectional diameter (d) of
the torsion spring increased, and that the load decreased as the number of spring turns (N) increased.

   

(a) (b) (c) 

Figure 6. Measurement of x- and y-coordinates of torsion springs: (a) 0◦; (b) 20◦; (c) 40◦.

 
Figure 7. Force vs. degree graph of torsion springs.

4.2. Comparative Analysis of Analytical Results and Experiment Values

We performed comparative analysis of the deformed shape of the torsion spring, measured
through the experiments, and the analytical results obtained using Equation (16). Figure 8 shows
graphs of the analytically and experimentally obtained data. We then performed comparative analysis
of the deformed shape of the torsion spring at 20◦ and 40◦, measured through the experiments and
Equation (16). Under the same load conditions, the displacement determined by the proposed equation
exceeded that of the torsion spring measured through the experiments. However, by modifying the
load parameters, similar behaviors and displacements were observed, thereby verifying the use of the
proposed equation. The maximal error rate ranged from 5% to 6%, which could be attributed to the
error that can occur during experiment measurements.
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(a) (b) 

  
(c) (d) 

  
(e) (f) 

  
(g) (h) 

Figure 8. Cont.
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(i) (j) 

  
(k) (l) 

Figure 8. Comparative analysis of torsion springs: (a) d = 2.6 mm, D = 32.6 mm, n = 1.5 (20◦);
(b) d = 2.6 mm, D = 32.6 mm, n = 1.5 (40◦); (c) d = 2.6 mm, D = 32.6 mm, n = 2.5 (20◦); (d) d = 2.6 mm,
D = 32.6 mm, n = 2.5 (40◦); (e) d = 2.8 mm, D = 32.8 mm, n = 1.5 (20◦); (f) d = 2.8 mm, D = 32.8 mm,
n = 1.5 (40◦); (g) d = 2.8 mm, D = 32.8 mm, n = 2.5 (20◦); (h) d = 2.8 mm, D = 32.8 mm, n = 2.5 (40◦);
(i) d = 3.0 mm, D = 33.0 mm, n = 1.5 (20◦); (j) d = 3.0 mm, D = 33.0 mm, n = 1.5 (40◦); (k) d = 3.0 mm,
D = 33.0 mm, n = 2.5 (20◦); (l) d = 3.0 mm, D = 33.0 mm, n = 2.5 (40◦).

5. Conclusions

This study applied nonuniform-rational-basis-spline (NURBS) curves for the design of torsion
springs, analyzed the displacements of these springs using finite-element analysis, and verified the
design of these springs through experimentation.

(1) A method was proposed for deriving the coordinates of a control point for shifted elements by
applying the inverse method on the basis of data derived through finite-element analysis. In addition,
the relationship between the movement of the control point and stiffness matrix was identified and
formulated by varying the torsion-spring parameters.

(2) A method was proposed for deriving the torsion-spring shape by converting the torsion-spring
displacement measured through experiments into coordinates that could be expressed using
NURBS curves.

(3) Comparative analyses between the results of the proposed analytical method and the experiment
measurements demonstrated that the proposed method is valid within a satisfactory range of error.
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Abstract: Threaded joints are key components of core drilling tools. Currently, core drilling tools
generally adopt the thread structure designed by the API Spec 7-1 standard. However, fractures easily
occur in this thread structure due to high stress concentrations, resulting in downhole accidents. In this
paper, according to the needs of large-diameter core drilling, a core barrel joint was designed with
an outer diameter of Φ135 mm and a trapezoidal thread profile. Subsequently, a three-dimensional
simulation model of the joint was established. The influence of the external load, connection state
and thread structure on the stress distribution in the joint was analyzed through simulations, from
which the optimal thread structure was determined. Finally, a connection test was carried out on
the threaded joint. The stress distribution in the joint thread was indirectly studied by analyzing
gas leaks (i.e., the sealing effect) under axial tension. According to the test data and the simulation
results, the final joint thread structure was optimized, which lays a good foundation for the design of
a core barrel.

Keywords: drill pipe joint; design; sealing properties; experiment

1. Introduction

A threaded joint is one of the weakest and most critical components of a core drilling tool [1].
A threaded joint is a typical thin-walled structure that operates in a harsh working environment and is
mainly subjected to tensile loads and torsional loads. During core drilling, downhole accidents often
occur as a result of thread breakage. The most common reason for joint failure is fatigue, which is
affected by the maximum stress [2]. Ensuring the joint strength and airtightness of the thread is the key
to the success of the coring process; however, due to limited radial dimensions, it has always been
difficult to achieve such goals in the study of core drilling tools [3–5].

At present, research on joint threads mainly focuses on oil drill strings [6–8], which have a large
wall thickness and a large thread design margin; hence, these structures cannot provide a direct
reference for the core drilling thread design [9–11]. Wireline core drill strings are thin-walled structures
that can be used as a reference for the thread design of core drilling tools.

Many researchers have used model parameterization to study the mechanical characteristics of
rotary shouldered connections (RSCs). Studies have shown that the 2D finite element method (FEM) is
a powerful numerical method for solving this particular problem [12–14]. Feng Qingwen [15] studied
the relationship between the thread taper and strength and the corresponding stress distributions
through a range of lab tensile, torsional and optical-elastic stress tests. Su Jijun [16] optimized the pitch
and length parameters of the thread for diamond wireline core drilling tools. Their results showed

Appl. Sci. 2020, 10, 2669; doi:10.3390/app10082669 www.mdpi.com/journal/applsci261



Appl. Sci. 2020, 10, 2669

that an appropriate increase in the pitch and length of a thread could effectively improve the stress
distribution inside a joint thread.

Owing to the complex structure, finite element simulation is the most effective method for studying
threads. Tadeusz Smolnicki et al. [17] established the finite element modeling of fatigue loaded bolted
flange joints and analyzed the mechanism of bolt fracture. Owing to the complex structure, finite
element simulations are the most effective method for studying threads. Tadeusz Smolnicki et al. [18]
established finite element modeling of fatigue-loaded bolted flange joints and analyzed the mechanism
of bolt fracture. Based on the nonlinear finite element theory, Liang Jian [19] carried out a simulation
analysis to assess problems involving a threaded joint in a drill pipe joint and the pull-out of a rod
during deep-hole drilling. They used finite element software to analyze the pull-out ability of a thread
with different wireline core drill strings under different parameters. Cui Chengmin [20] used ANSYS
software to carry out a 3D simulation of a Φ71 mm wireline core drill string and joint and determined
that the thread root had the highest stress. Yin Feng [21] established a quasi-three-dimensional model
for a Φ89 mm wireline core string joint. Under the condition of neglecting the influence of the helix
angle, ANSYS was used to analyze the nonlinear mechanical dynamics of a thread. Finally, the stress
nephogram and the deformation nephogram at a joint thread were obtained; however, other loads
and boundary conditions were ignored, making the results irregular. Gao Shenyou [22] used static
mechanics to analyze the stress state of the negative angle thread of a Φ74 mm wireline core drill
string and calculated the torsional resistance of the thread. Moreover, theoretical calculations and static
torsion tests were performed on negative angle threads with different taper and thread heights. Gao
Jianlong [23] calculated the force in a thread from the influence of the thread structure and the drilling
parameters on the thread of the joint. ANSYS/Workbench software was used to simulate the stress and
fatigue of a joint thread, and the fatigue life of a drill pipe joint was predicted.

Current core drilling tools mostly use American Petroleum Institute (API) standards [24].
Although API RP 7G provides the ultimate working torque for API RSCs, the relationship between the
ultimate working torque and axial tension is simplified to be linear, which is only true when the axial
tension is not too large [25]. The stress distribution in API joints is not reasonable, which results in a
short service life [26]. For a drilling pipe, taking the XT-M tool joint developed by GRANT Company
as an example, the torsional strength of XT-M was higher than that of API joints, and the gas sealing
performance was satisfactory, which was confirmed through an experiment in which XT-M joints
sealed an external pressure load [27]. Threads designed in accordance with API standards are prone to
downhole accidents owing to stress concentrations during coring operations, indicating that these
threads cannot meet the needs of deep core drilling. At present, there is almost no research on the
thread of a large-diameter thin-walled core barrel, which makes it impossible to meet the needs of the
deep-hole coring process in many cases.

In this paper, according to the need for large-diameter deep-hole coring, a core barrel joint
is designed with an outer diameter of Φ135 mm, a trapezoidal thread profile, and flush internal
and external faces. Subsequently, a three-dimensional finite element model of the threaded joint
is established. The effects of the external load, connection state and thread structure on the joint
connection are established via simulation, from which the thread structure is optimized. Finally, a
threaded joint connection test is designed. The stress distribution in the threads is experimentally
determined by testing the airtightness effect of the joints. Combined with the above simulation
model, the final joint thread structure is optimized, which lays a good foundation for the design of the
deep-hole core barrel.

2. Design of the Core Barrel

2.1. Structure Parameters of the Thread

The thread is the most important part of a joint. The thread connecting the drill is generally a
conical thread structure, which has a self-locking effect and good sealing performance, so it is widely
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used in connecting liquid and gas pipelines. Other thread forms include trapezoidal threads, gear
style threads, and symmetrical trapezoidal threads (Figure 1). In the picture, P is the pitch, H is the
height, α is the thread angle, and T is the taper. Trapezoidal threads are studied in this paper.
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P

H
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Figure 1. Schematic diagram of the thread profile.

The structural parameters of the conical thread include the taper T, pitch p, lead S, helix angle θ,
thread angle α, and thread height h. The taper is the ratio of the difference between the diameters of the
large end and small end to the length of the thread. A tapered thread can produce a tight fit between
threads. Therefore, a tapered thread has a good sealing capacity and good pressure capacity. The pitch
refers to the axial distance between two adjacent threads. The strength of the thread increases as the
pitch increases, but the self-locking effect decreases as the pitch increases. The lead is the axial distance
at which a point on the thread is rotated 360 degrees along the helix. In a single-helix thread, the lead
is equal to the pitch. The thread of a drilling joint is generally a single-helix thread.

The helix angle is the angle between the tangent of the helix and the plane of the vertical helix
axis. The helix angle determines the number of turns of the thread. The smaller the helix angle is, the
greater the number of turns in the same distance and the better the self-locking effect of the thread.
The thread angle is the angle between the two faces of the thread profile. The smaller the thread angle
is, the larger the required upper buckle torque, and the easier it is for the thread to loosen. However, if
the thread angle is too large, the thread strength will decrease, and the buckle torque will decrease.
The thread height is the difference between the large diameter and the small diameter of the thread.
When the thread height is too small, thread tripping can easily occur, and the stress in the thread is
concentrated. When the thread height is too large, it is easy for the thread to buckle and break.

2.2. Design of the Joint

According to the need of large-diameter cores for deep holes, a preliminary design for a core barrel
is shown in Figure 2. The core barrel consists of a pin joint, a box joint and a body, which are machined
from a single cylinder. The wall thickness of the core barrel joint is only 7 mm. Through preliminary
design, the joint threads are trapezoidal threads with a tooth profile angle of 30 degrees, a taper of 1:32,
a tooth height of 2.24 mm, and a pitch of 8.4 mm. The threads cooperate to form a sealing surface by
means of a shoulder face and an end face.

30°

8.4mm 2.24mmT=1:32
30°

8.4mm2.24mm T=1:32

Pin joint Box jointTube

 
Figure 2. Structure of the coring tool.
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3. Simulation and Optimization of the Joint

3.1. Finite Element Modelling

Previous finite element simulation studies on threads have the following limitations: (1) they are
mostly 2D models that are unable to reflect the true three-dimensional force state and (2) transforming
an asymmetrical model into a symmetrical model ignores the effect of the helix angle. Although this
can simplify the finite element calculation process, the results do not truly reflect the stress variation in
the thread. In this paper, a three-dimensional asymmetric model is used to study the conical thread
of a core joint. This three-dimensional model can more accurately reflect the connection state of the
thread and visually reveal the thread stress distribution.

A 1:1 three-dimensional model of the threaded joint is established, as shown in Figure 3. The joint
material is AISI 4145H. The material parameters are as follows: the elastic modulus is 2.05 × 1011 Pa,
the Poisson’s ratio is 0.29, the tensile strength is 965 MPa, and the yield strength is 820 MPa.

g y g

  
(a) (b) 

Figure 3. Three-dimensional models of the (a) pin joint and (b) box joint.

3.2. Element Selection and Meshing

To make the calculation results accurate and credible, it is necessary to analyze the independence
of the mesh. The mesh independence was verified under a load of 500 kN. As shown in Figure 4,
when the number of elements is greater than 56,713, the average stress in the thread no longer changes
significantly as the number of elements increases. Therefore, it can be considered that the calculation
results are independent of the mesh size when the number of elements is greater than 56,713.

 
Figure 4. Mesh independence analysis results.

264



Appl. Sci. 2020, 10, 2669

In view of the complexity of the thread structure and the contact behavior in the analysis, a mesh
that is too dense will produce a considerable computational cost, so the mesh size cannot be too small.
Moreover, mesh generation needs to have a certain degree of precision, and it is necessary to improve
the correlation of the elements. The 3D model was meshed by tetrahedral elements and local mesh
refinement was performed at the thread. The total number of model units is 56,713; the number of
nodes is 101,147. The average element quality is 0.7. The grid model is shown in Figure 5.

Box joint

Pin joint

 

Figure 5. Meshed models of the pin joint and box joint.

To quantitatively analyze the stress variation along the axis of the thread, the thread is numbered
as follows: from the end near the inner-shoulder face, a 360-degree rotation of the thread is defined as
one turn, as shown in Figure 6.

Outer-shoulder
face

Outer-shoulder
face

Inner-shoulder faceInner-shoulder
face

 
Figure 6. Schematic diagram of thread numbering.

3.3. Contact and Loading Conditions

ANSYS provides five contact modes: bonded, frictionless, no separation, rough, and frictional.
The bonded contact model completely binds two contact surfaces, thereby preventing both separation
and sliding. The frictionless model defines the friction coefficient between the contact surfaces as zero
and allows normal separation. The no separation model allows frictionless sliding over a small area.
The rough model is similar to the frictionless model, except that contact sliding between contact surfaces
is not allowed. The frictional model defines that there will be shear forces based on the friction coefficient
between the contact surfaces. The latter three models are nonlinear contact models. The frictional
model was selected in the simulation, as shown in Figure 7. In the simulation, the coefficient of friction
between the threads of the pin joint and box joint is set to 0.1, which is the actual coefficient of friction
between steel and steel.
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(a) (b) 

Figure 7. (a) Contact settings and (b) contact surfaces.

After the joints are connected, it is necessary to continue tightening at a certain angle to produce
an interference fit, achieve sealing and prevent thread tripping. In the previous study, the interference
fit between the threads was achieved by setting the contact offset. In this simulation, the interference
fit between the threads was achieved by rotating the pin joint by a certain angle, which is consistent
with the actual working conditions. Moreover, the circular cross section of the pin joint is set to the
cylinder connection, that is, both the movement and rotation in the x and y directions are prohibited
(wherein UX, UY, RX, and RY are constrained). After completing the above settings, the model can be
loaded, as shown in Figure 8.

 
(a) (b) 

Figure 8. Loading conditions: (a) tensile load and (b) torsional load.

3.4. Effect of the Axial Tensile Load

Of all the loads, the axial load is an important factor affecting the strength of the joint. A. Tafreshi
and W.D. Dover [6] compared stress concentration factors values for pin and box under bending, axial
and torsional loading. The results showed that stress concentration factors values of axial loading were
greater than bending, while for torsion they were very small. A. Baryshnikov et al. [27], through a
series of full-scale fatigue tests, indicated that tension loads have a negative effect on the drill pipe and
tool joint fatigue behavior.

In actual work, the force acting on the joint is very complicated, including the pressure exerted by
the rig, the weight of the joint itself, the buoyancy of the medium and the friction of the core. The force
in the joints of a core barrel is generally between 100 and 150 kN. In the case of pulling out in a stuck
state, the load may exceed 300 kN. To cover the actual force range, the range of axial tension during the
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simulation is 100–500 kN. In the simulation analysis of the equivalent stress distribution under the
axial load, the constraint condition of the box joint is a fixed constraint, and the constraint condition of
the pin joint is a uniform tensile load. The pin joint is subjected to a uniformly distributed tensile load.
Figure 9 shows the equivalent stress distribution in the thread when the tensile load is 500 kN.

 
Figure 9. Stress distributions in the (a) pin joint and (b) box joint.

Figure 9 shows that the equivalent stress concentration occurs at the relief notch because the relief
notch is thinner than the threaded section. The equivalent stress in the pin and box joint assemblies
decreases from the outside to the inside. For a single joint, the equivalent stress is reduced from the
side closer to the inner-shoulder face to the side of the outer-shoulder face.

In order to quantitatively study the stress distributions in the thread, the average equivalent
stress and the maximum equivalent stress of each thread are compared. An equivalent stress path, as
shown in Figure 10, is inserted into the pin joint under the tensile load. The stress path starts at point 1
along the helix to point 2. Each 360 degree rotation along the stress path is counted as one turn. Then,
the sum of the stress values at the nodes is calculated for each turn. These nodes fall on the stress
path when meshing. The sum of stress is then divided by the number of nodes to obtain the average
equivalent stress on each thread, the results of which are is shown in Figure 11a. The maximum
equivalent stress of each circle is shown in Figure 11b. The ordinate represents the average equivalent
stress for each turn of the thread, and the number of threads is shown in Figure 6. Figure 11 shows
that the distribution characteristics of the average equivalent stress in the thread under different axial
tensile loads are as follows: the stress is high at the two ends and low in the middle, and the stress is
highest near the inner-shoulder surface. A comparison of the curves shows that when the axial tensile
load is low, the stress in each thread is relatively uniform. However, as the tensile load increases, the
distribution of the thread stress becomes more uneven. The maximum equivalent stress of the thread
has a similar distribution pattern as the equivalent stress, but the fluctuation is significantly larger than
the average stress. Both the average stress distribution and the maximum stress distribution indicate
that the surface near the first thread is a dangerous section.
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Figure 10. Stress path setting.

  
(a) (b) 

Figure 11. Equivalent stress distribution in the thread: (a) average equivalent stress and (b) maximum
equivalent stress.

When analyzing the stress distribution in the joint under the axial load, the friction between
the thread surfaces can be ignored, and the contact surface is considered to have only normal stress.
The results shown in Figure 12 were obtained under a tensile force of 500 kN. The compressive stress
distribution in the contact surface is shown in Figure 12a. Similarly, the normal stress on the contact
surface is also reduced from the inner-shoulder face side to the outer-shoulder side. A cross section of
the assembly is shown in Figure 12b. This figure shows that the stress on the inner wall of the pin-joint
end is higher than the stress in the thread. Similarly, the stress on the outer wall of the box-joint end is
higher than the stress in the thread. Therefore, it can be inferred that when the thread is subjected to an
excessive axial tensile load, the inner wall of the pin-joint end and the outer wall of the box-joint end
are most likely to experience plastic deformation.
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(a) (b) 

Figure 12. Stress distribution on the thread contact surface under a tensile load of 100 kN: (a) contact
surface stress and (b) cross-sectional stress distribution.

Many scholars have investigated fractured joints at drilling sites and found that joint fractures
caused by thread fracture under the combined action of static and alternating loads are the main causes
of downhole accidents [28,29]. Further research found that thread fractures generally occurred at the
root of the first turn of the pin joint or the root of the last turn of the box joint, indicating that those two
parts are prone to stress concentrations [30–32]. These results are in good agreement with the above
simulation results.

3.5. Effect of the Connection Status

The connection state of the drill pipe joint is an important factor affecting the thread stress
distribution. Because the thread has a certain taper, it can be tightened to a greater extent, which
will deform the threads and achieve an interference fit, which cannot be achieved by other threads.
After the joints are connected, it is necessary to continue tightening at a certain angle to produce an
interference fit, achieve sealing and prevent tripping. In this study, the magnitude of the interference
of the joint tightened by one turn is 0.099 mm. After trial and error, it is finally determined that
the maximum tightening angle is eight degrees, and the pretightening angle actually applied in the
simulation is one to eight degrees.

Figure 13 shows the stress distribution in the joint when the pretightening angle is five degrees.
Unlike the tensile load, the pretightening angle primarily affects the stress distribution in the joint
shoulder. Figure 14 shows a line graph of the average stress in each thread for different pretightening
angles. The results show that when the pretightening angle is small, the stress in the thread is relatively
uniform. As the tightening angle increases, the thread stress becomes more concentrated at both ends,
whereas the thread stress remains lower in the central portion. The results in Figures 11 and 14 are
due to stress concentrations caused by the relief notch near the inner-shoulder face. There are relief
notches near the inner-shoulder face of the pin and box joints. Therefore, the equivalent stress in the
thread presents the following distribution characteristics: high stress at the two ends and low stress
in the middle. This shows that the thread near the inner face is the weak point of the joint, which is
consistent with previous research results.
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(a) (b) 

Figure 13. Thread stress nephograms with a pretightening angle of five degrees: (a) pin joint and
(b) box joint.

 
Figure 14. Relationship between the average equivalent thread stress and the pretightening angle.

Under different pretightening angles, the maximum and minimum axial displacements of the
threaded surface, the outer-shoulder surface and the inner-shoulder surface of the box joint are obtained,
the results of which are shown in Figure 15. Through an analysis, the maximum displacement of the
inner shoulder and the outer shoulder is their interference. The interference of the thread surface
is in the opposite direction of the axial displacement, so the absolute value of the minimum axial
displacement is the interference.

Figure 15 shows that when the pretightening angle is less than 3.6 degrees, the interference of the
outer-shoulder surface is higher than the interference of the thread surface. As the pretightening angle
increases, the interference of the thread surface gradually exceeds the interference of the outer-shoulder
surface. From these results, it can be inferred that the thread surface is more likely to deform than the
shoulder surfaces at both ends. This difference in deformability produces a thread stress that exhibits
the distribution characteristics described above.
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Figure 15. Relationship between the displacement and interference of each surface with respect to the
pretightening angle.

3.6. Effect of the Structural Parameters

3.6.1. Effect of the Structural Parameters

The structural parameters of the tapered thread include the taper, pitch, lead, helix angle, thread
angle, and thread height. The strength of the thread is mainly affected by the taper, thread angle and
thread height. The pitch and lead mainly affect the self-locking effect of the thread. Therefore, the
effects of three parameters were analyzed: taper, thread height and thread angle. To further explore
the degrees of influence of the three parameters on the equivalent stress, an orthogonal analysis was
performed for each parameter with the equivalent stress concentration factor as the evaluation standard.
The stress concentration factor is defined as

K =
Ms

As
(1)

where K is the stress concentration factor; Ms is the maximum equivalent stress, MPa; and As is the
average equivalent stress, MPa.

The maximum equivalent stress and equivalent stress concentration factor under different
structural parameters are shown in Table 1. The data in Table 1 were obtained by extracting data from
the stress path.

The data in Table 1 show that the maximum stress in the thread is the smallest when the taper is
1:32, and the stress concentration factor is smaller. Therefore, the optimization scheme (i.e., the settings
that produce the lowest stress concentration factor) uses a taper of 1:32, a thread height of 2.44 mm,
and a thread angle of 15 degrees.
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Table 1. Stress states under different structural parameters.

Serial Number Taper
Thread Height

(mm)
Thread Angle

(degrees)
Maximum

Stress (MPa)
K

1 1:4 2.24 30 454.74 3.68
2 1:6 2.24 30 447.41 3.52
3 1:16 2.24 30 449.13 3.46
4 1:32 2.24 30 445.98 3.42
5 1:32 2.04 30 523.64 3.69
6 1:32 2.24 30 445.98 3.42
7 1:32 2.44 30 396.21 3.39
8 1:32 2.24 15 419.55 2.89
9 1:32 2.24 30 445.98 3.42
10 1:32 2.24 45 485.59 3.59

3.6.2. Optimization Scheme of the Joint

The simulation results show that the structural parameters of the thread have a great influence
on the stress distribution. Therefore, these three parameters—the taper, thread height, and thread
angle—are optimized to produce a more uniform stress distribution.

• Optimum scheme 1—Compound-tapered thread: The simulations show that the stress during
the first turn of the thread is the highest in any case. Therefore, reducing the stress in the first turn
can make the overall stress distribution more even. The smaller the taper is, the smaller the stress,
so the thread near the inner shoulder is designed to create a smaller taper. Cut the top surface
of the thread near the inner shoulder to the same height so that the taper is zero and the rear
thread taper is unchanged, as shown in Figure 16a. This turns the thread into a compound taper
of 0 + 1:32. This turns the thread into a compound taper. The simulation results show that the
thread stress concentration factor is 2.97, which is 15% lower than that before optimization.

• Optimum scheme 2—Increased thread height: The simulation results show that the stress
concentration factor of the thread decreases as the thread height increases. By increasing the
thread height to 2.44 mm while keeping the other parameters constant, as shown in Figure 16b,
the thread stress concentration factor is 3.39, which is 1% lower than that before the optimization.

• Optimum scheme 3—Reduced thread angle: According to the simulation results, the stress
concentration factor of the thread decreases as the thread angle decreases. By decreasing the
thread angle from 30 degrees to 15 degrees while keeping the other parameters constant, as
shown in Figure 16c, the thread stress concentration factor is 2.89, which is 18% lower than that
before optimization.

   
(a) (b) (c) 

Figure 16. Three optimized thread structures: (a) optimized thread taper, (b) optimized thread height
and (c) optimized thread angle.

4. Experiment and Discussion

4.1. Experimental Platform

Owing to the complicated structure of the thread, the stress distribution in the engaging surface of
the thread cannot be measured by a strain gauge. However, the thread will deform after being loaded.
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When the deformation reaches a certain level, the sealing of the thread will fail. If a pressurized gas is
filled in the cavity of the joint, the gas will leak through the spiral passage of the thread. By measuring
the pressure in the chamber, the small thread deformation can be converted into a change in the
pressure reading. Accordingly, the sealing performance of the thread can be evaluated by the change
in the pressure reading. Therefore, the relationship between the axial load and the seal of the thread
can be obtained.

Figure 17 shows a schematic diagram of the experimental platform used to perform the tensile
tests. The tests are performed on a WAW-2000 DL electrohydraulic servo-controlled universal testing
machine, which can provide a maximum tensile force of 2000 kN. The air compressor (model: W-1/8)
can provide a maximum air pressure of 1.5 MPa. To ensure the safety of the experiment, the pressure
of the gas in the joint cavity during the tensile test is 0.6 MPa. Thus, the air compressor can meet the
requirements of the experiment. The tensile load and crosshead displacement of the universal testing
machine are collected and processed by the computer. The test piece subjected to the tensile test is
shown in Figure 18. The test piece consists of two parts: a pin joint and a box joint. When the two
parts are connected, a closed cavity is formed inside. An air injection port is provided in the wall of
the box joint, through which a certain air pressure can be injected into the cavity. A clamping surface,
which is designed to be gripped by the universal testing machine, is provided at both ends of the joint.
In this study, four different threaded joints were tested: optimization scheme 1, optimization scheme 2,
optimization scheme 3 and the original design. For better sealing, grease is evenly applied to the threads
before joining. The prepared test samples are shown in Figure 19. The main parameters of each group
of threads are shown in Table 2.

Air compressor

Pressure gauge Universal testing machine

Tested joint

Computer

F

F

P

M

 
Figure 17. Tensile test platform.

Air injection port

Box jointPin joint

Clamping surfaceClamping surface

Figure 18. Structure of the joint sample.
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Figure 19. Test samples.

Table 2. Structural parameters of the test samples.

Group Taper Thread Height (mm) Thread Angle (degrees)

Sample 1 1:32 2.24 30
Sample 2 0 + 1:32 2.24 30
Sample 3 1:32 2.24 15
Sample 4 1:32 2.44 30

4.2. Experimental Process

Owing to the dry surface of the joint threads, a small amount of threading dope needs to be
applied for lubrication before connection. In order to minimize the influence of the thread dope on the
experiment, the thread dope was evenly applied and then wiped clean with a dry cloth.

It is important to check the sealing and leak points of the joint before performing the tensile test.
The check method is to immerse the connected, gas-filled joint in a water tank and observe whether
bubbles emerge. If a leak occurs, this sample will be discarded and replaced with a new sample and
test the new joint again. The tensile test can be performed after the sample is successfully prepared.
The experimental process is shown in Figure 20. The test procedure is as follows:

(1) Adjust the two grips of the universal testing machine to the appropriate distance and install
the sample.

(2) Connect the air injection port on the joint to the outlet of the air compressor and fill the cavity with
compressed air. After the pressure gauge reading stabilizes at 0.6 MPa, close the valve between
the air pressure gauge and the air compressor.

(3) Allow the sample to stand for 10 min while continuously observing the pressure readings. If there
is no significant change in the pressure gauge reading, indicating that no leak has occurred, and
then proceed to the next step. However, if the pressure is significantly reduced, indicating a leak,
replace the joint.

(4) Set the tensile force of the universal testing machine to 500 kN, the crosshead displacement rate
to 5 mm/min, and the saturation loading time to 5 min.

(5) Start the universal testing machine. As the tensile force increases from 0 to 500 kN, the pressure
gauge value is read every 5 s. During the loading phase, a 0.02 MPa change in the pressure gauge
reading indicates the formation of the initial leakage. Therefore, the tensile force that corresponds
to this stress reduction is recorded as the initial leakage tensile force. During the load saturation
phase, the gauge values are read every 30 s.

(6) After reaching the saturated loading time, the universal testing machine is unloaded, after which
the grips are opened and the sample is replaced. Repeat steps 1 through 5 for the next set
of experiments.
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Figure 20. Tensile test flow.

4.3. Experimental Results and Discussion

The seal of the joint is achieved by an interference fit between the inner and outer shoulders.
When the joint thread is subjected to a tensile load, if the mating surface is separated, gas leakage will
occur. The greater the gas leakage, the greater the deformation of the thread.

Figure 21 shows the relationship between the change in the gas pressure over time during loading.
It can be seen from the figure that in the initial stage, only the pressure of sample 2 did not decrease
significantly, while the other samples showed a significant decrease. Comparing the entire loading
phase, it can be seen that the curve of sample 2 is the most gradual, while the curves of sample 1 and
sample 4 are steep. This shows that the thread with the composite taper structure has the best sealing
performance, which indirectly reflects that the composite taper thread has a good ability to resist the
axial tensile load.

 
Figure 21. The relationship between the air pressure and time during axial stretching.
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5. Conclusions

Combining the results of the simulation analysis with the experimental data, the following
conclusions can be drawn from this study:

(1) Under a tensile load, stress concentrations occur at both ends of the thread, whereas the stress is
low in the middle of the thread. As the tensile load increases, the stress at both ends increases
faster than the stress in the middle, and as the number of turns increases, the stress concentration
at both ends decreases.

(2) When the threaded joint is subjected to a tensile load, the stress concentration factor increases
as the thread angle or taper increases, whereas the stress concentration factor decreases as the
thread height increases; however, in the latter case, the overall decrease is small.

(3) Through simulations and experiments, four structures of the thread are optimized. The results
show that the best performance is provided by compound taper thread, which has the following
structural parameters: a thread height of 2.24 mm, a thread angle of 30 degrees, and a 0 + 1:32
compound taper.

Author Contributions: Conceptualization, Y.W. and C.Q.; methodology, Y.W.; software, C.Q.; validation, Q.Z.;
formal analysis, L.K.; investigation, Y.W.; resources, Y.W.; data curation, C.Q.; writing—original draft preparation,
C.Q.; writing—review and editing, L.K.; visualization, L.K.; supervision, Y.W.; project administration, J.G.; funding
acquisition, Y.W. All authors have read and agreed to the published version of the manuscript.

Funding: This work was supported by the National Key R&D Program of China (No. 2018YFC0603404) and the
National Natural Science Foundation of China (Nos. 41672366 and 41872180).

Acknowledgments: The authors would also like to thank former researchers for their excellent work. Their results
were fundamental for the presented academic study.

Conflicts of Interest: The authors declare that there are no conflicts of interest regarding the publication of
this paper.

References

1. Santus, C.; Bertini, L.; Burchianti, A.; Inoue, T.; Sakurai, N. Fatigue resonant tests on drill collar rotary
shouldered connections and critical thread root identification. Eng. Fail. Anal. 2018, 89, 138–149. [CrossRef]

2. Sajad, M.Z.; Sayed, A.H.T.; Hassan, S. Failure analysis of drill pipe: A review. Eng. Fail. Anal. 2016, 59, 605–623.
3. Shugen, X.; Chong, W.; Shengkun, W.; Lan, Z.; Xinchun, L.; Honghai, Z. Experimental study of

mechanical properties and residual stresses of expandable tubulars with a thread joint. Thin Walled Struct.
2017, 115, 247–254.

4. Shuai, L.; Sujun, W. Effect of stress distribution on the tool joint failure of internal and external upset drill
pipes. Mater. Des. 2013, 52, 308–314.

5. Yu, W.; Bairu, X.; Zhiqiao, W.; Chong, C. Model of a new joint thread for a drilling tool and its stress analysis
used in a slim borehole. Mech. Sci. 2016, 7, 189–200.

6. Tafreshi, A.; Dover, W.D. Stress analysis of drill string threaded connections using finite element method.
Int. J. Fatigue 1993, 15, 429–438. [CrossRef]

7. Baryshnikov, A.; Baragetti, S. Rotary shouldered thread connections: Working limits under combined static
loading. J. Mech. Des. 2001, 123, 456–463.

8. Shahani, A.R.; Sharifi, S.M. Contact stress analysis and calculation of stress concentration factors at the tool
joint of a drill pipe. Mater. Des. 2009, 30, 3615–3621. [CrossRef]

9. Liangliang, D.; Xiaohua, Z.; Desheng, Y. Study on mechanical behaviors of double shoulder drill pipe joint
thread. Petroleum 2018, 5, 102–112.

10. Yosuke, O.; Masaaki, S.; Yoshinori, A.; Taizo, M.; Ryosuke, K.; Daisuke, T.; Masanobu, K. Fretting fatigue on
thread root of premium threaded connections. Tribol. Int. 2017, 108, 111–120.

11. Sorg, A.; Utzinger, J.; Seufert, B.; Oechsner, M. Fatigue life estimation of screws under multiaxial loading
using a local approach. Int. J. Fatigue 2017, 104, 43–51. [CrossRef]

12. Tafreshi, A. SIF evaluation and stress analysis of drillstring threaded joints. Int. J. Press. Vessel. Pip.
1999, 76, 91–103. [CrossRef]

276



Appl. Sci. 2020, 10, 2669

13. Bahai, H. A parametric model for axial and bending stress concentration factors in API drillstring threaded
connectors. Int. J. Press. Vessel. Pip. 2001, 78, 495–505. [CrossRef]

14. Baets, J.D.; Waele, P.D. Nonlinear contact analysis of different API line pipe coupling modifications. J. Press.
Vessel. Technol. 2010, 132, 1–7.

15. Feng, Q. Study of relationship between wireline drill pipe thread taper and strength and its stresses.
Explor. Eng. Rock Soil Drill. Tunn. 1995, 6, 24–26.

16. Su, J.; Yin, K.; Guo, T. Optimization of the joint-thread of diamond wire-line coring drill pipe. J. Jilin Univ.
Earth Sci. Educ. 2005, 35, 677–680.

17. Smolnicki, T.; Rusiński, E.; Karliński, J. FEM modelling of fatigue loaded bolted flange joints. J. Achiev. Mater.
Manuf. Eng. 2007, 22, 69–72.

18. Liang, J.; Guo, B.; Sun, J.; Zhang, Y. Finite element method of resistance to pull-off for deep hole wire-line
drill rod. Coal Geol. Explor. 2013, 41, 90–93.

19. Chui, C.; Mei, D. Analysis on the stress on wire-line core drilling pipe and connection joint based on ANSYS.
Explor. Eng. Rock Soil Drill. Tunn. 2014, 41, 61–63.

20. Yin, F.; Zhang, Y.; Xiong, J.; Xiong, L. Simulation analysis on structural mechanism of the thread for wire-line
drill pipe. Explor. Eng. Rock Soil Drill. Tunn. 2014, 41, 66–69.

21. Gao, S.; Sun, J.; Cai, J.; Liu, D. Calculation analysis on negative angle thread torque of wire-line coring drill
pipe and test research. Explor. Eng. Rock Soil Drill. Tunn. 2016, 43, 45–49.

22. Gao, J.; Ma, Y.; Wang, D.; Ji, S. Fatigue analysis on wire-line coring drill pipe joints in tonghua well-1 based
on ansys workbench. Explor. Eng. Rock Soil Drill. Tunn. 2017, 44, 70–78.

23. API recommended practise API spec7-1. In Recommended Practice for Drill Stem Design and Operating Limits,
15th ed.; American Petroleum Institute: Washington, DC, USA, 1995.

24. Feng, C.; Di, Q.F.; Li, N.; Wang, C.S.; Wang, W.C.; Wang, M.J. Determination of operating load limits for rotary
shouldered connections with three-dimensional finite element analysis. J. Pet. Sci. Eng. 2015, 133, 622–632.

25. Yong, Z.; Gao, L.X.; Yuan, P.B. Force analysis and tightening optimization of gas sealing drill pipe joints.
Eng. Fail. Anal. 2015, 58, 173–183. [CrossRef]

26. Brock, J.N.; Jellison, M.J. Development of a gas-tight, pressure-rated, third-generation rotary shouldered
connection for 20,000-psi internal and 10,000-psi external service. In Proceedings of the IADC/SPE Drilling
Conference, Orlando, FL, USA, 4–6 March 2008; p. 112547.

27. Baryshnikov, A.; Calderoni, A.; Ligrone, A.; Ferrara, P. A new approach to the analysis of drillstring fatigue
behavior. SPE Drill. Complet. 1997, 12, 77–84. [CrossRef]

28. Wang, Y.; Gao, L.X.; Yuan, P.B. Cause analysis of longitudinal cracking of internal thread joints of double
shoulder drill pipes. Mach. Tool Hydraul. 2015, 43, 183–186.

29. Peng, C.Y.; Lou, Y.S.; Cao, Y.P.; Sun, W.H.; Liu, X.F. Research on fatigue failure of drill thread connections.
Pet Drill. Technol. 2006, 6, 20–22.

30. Macdonald, K.A.; Deans, W.F. Stress analysis of drill string threaded connection using the finite element
method. Eng. Fail. Anal. 1995, 2, 1–30. [CrossRef]

31. Moradi, S.; Ranjbar, K. Experimental and computational failure analysis of drill strings. Eng. Fail. Anal.
2009, 16, 923–933. [CrossRef]

32. Rahman, M.K.; Hossain, M.M.; Rahman, S.S. Survival assessment of die-marked drill pipes: Integrated static
and fatigue analysis. Eng. Fail. Anal. 1999, 6, 277–299. [CrossRef]

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

277





applied  
sciences

Article

Finite Element Method and Cut Bar Method-Based
Comparison Under 150◦, 175◦ and 310 ◦C for an
Aluminium Bar

José Eli Eduardo Gonzalez Duran 1,†, Oscar J. González-Rodríguez 2,†,

Marco Antonio Zamora-Antuñano 3,†, Juvenal Rodríguez-Reséndiz 4,*,†, Néstor Méndez-Lozano 3,

Domingo José Gómez Meléndez 4,‡ and Raul García García 5

1 Instituto Tecnológico Superior del Sur de Guanajuato, Guanajuato 38980, Mexico; je.gonzalez@itsur.edu.mx
2 Centro Nacional de Metrología (CENAM), Querétaro 76246, Mexico; ogonzale@cenam.mx
3 Departamento de Ingenieria, Universidad del Valle de Mexico, Querétaro 76230, Mexico;

murck22@gmail.com (M.A.Z.-A.); nestor.mendez@uvmnet.edu (N.M.-L.)
4 Facultad de Ingenieria, Universidad Autónoma de Querétaro, Querétaro 76010, Mexico;

juvenal@uaq.edu.mx
5 Departamento de Ingenieria, Universidad Tecnológica de San Juan del Río, San Juan del Río 76800,

Querétaro, Mexico; rgarciag@utsjr.edu.mx
* Correspondence: juvenal@uaq.edu.mx; Tel.: +52-442-192-12-00
† These authors contributed equally to this work.
‡ This author have passed away.

Received: 5 December 2019; Accepted: 27 December 2019; Published: 31 December 2019

Abstract: Analyses were developed using a finite element method of the experimental measurement
system for thermal conductivity of solid materials, used by the Centro Nacional de Metrología
(CENAM), which operates under a condition of permanent heat flow. The CENAM implemented a
thermal conductivity measurement system for solid materials limited in its operating intervals to
measurements of maximum 300 ◦C for solid conductive materials. However, the development of
new materials should be characterised and studied to know their thermophysical properties and
ensure their applications to any temperature conditions. These task demand improvements in the
measurement system, which are proposed in the present work. Improvements are sought to achieve
high-temperature measurements in metallic materials and conductive solids, and this system may
also cover not only metallic materials. Simulations were performed to compare the distribution of
temperatures developed in the measurement system as well as the radial heat leaks, which affect
the measurement parameters for an aluminium bar, and uses copper bars as reference material.
The simulations were made for measurements of an aluminium bar at a temperature of 150 ◦C, in the
plane and 3D, another at 175 ◦C and one more known maximum temperature reached by a sample of
the aluminium bar with a new heater acquired at 310 ◦C.

Keywords: cut bar method; thermal conductivity; finite element method; steady-state; heat lakes

1. Introduction

Thermal conductivity is a physical property of materials that measures heat conduction capacity.
In other words, thermal conductivity is also the ability of a substance to transfer the kinetic energy
of its molecules to adjacent ones or to substances with which it is in contact. In the International
System of Units, the thermal conductivity is measured in W/(m K) equivalent to J/(m s K). There are
several methods to measure the thermal conductivity of materials: the most conventional method
for measuring thermal conductivity consists of two concentric metal spheres, of very small thickness
to minimise the heat capacity of the system. It has not been used with measurements greater than
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300 ◦C [1]. The parametric study consists in obtaining the temperature distribution in the most
insulating composite bar system for different operating conditions. As operating conditions, it refers
to the temperature difference at the ends of the system, characteristics of the reference material,
aspects of the insulating material and features of the sample materials [1,2]. The determination of
the thermophysical properties of materials is essential in all processes where energy exchanges occur,
in particular, heat. For the design, operation and maintenance of systems and equipment where the
temperature is present, it is essential to know the value of these properties in particular of thermal
conductivity. This property has an important effect on solid thermal conductive materials such as
aluminium, iron, copper, its alloys, and new materials that are used to build equipment and machinery
parts, such as automotive vehicle engines [1]. Thermal conductivity is also an issue related to the
second law of thermodynamics or the law of entropy, which governs most of the phenomena that
occur in the universe, by which it is estimated that any process that involves work increases the
entropy of the universe (increases the disorder and chaotic movement of atoms and the temperature
of existing molecules and grains). Thermal energy always flows spontaneously from highest to
lowest concentration, or from hot to cold. This implies that heat transfer by conduction occurs
from one body to another at a lower temperature or between areas of the same material but with
a different temperature. Heat transmission involves an internal energy exchange, which combines
potential energy and kinetic energy of electrons, atoms, and molecules: the higher thermal conductivity,
the better the heat conduction. The inverse property is the thermal resistivity, which indicates that,
at lower thermal conductivity, more heat insulation (more resistivity). Concerning potential energy,
we can say that it is the mechanical energy associated with the location of a body in a field of forces
or the presence of an area of effects within the body itself. The potential energy is the result that the
system of forces that affects a given body is conservative, then, the total work on a particle is zero.
The kinetic energy of a body, meanwhile, is what it has thanks to its movement. It is the work needed
to achieve its acceleration from rest to a given speed. When the body reaches this energy throughout
the acceleration, it maintains it unless it alters its speed. To return to the resting state, it is necessary to
perform a dangerous job with the same magnitude. By heating matter, the average kinetic energy of its
molecules increases, and this increases its level of agitation. At the molecular level, heat conduction
occurs because the molecules interact with each other by exchanging kinetic energy without making
global movements of matter. It should be mentioned that at the macroscopic level, it is possible to
model this phenomenon by means of Fourier’s law.

The CENAM implemented a system to measure thermal conductivity of solid conductive
materials, and the design criteria were developed for the construction of the measurement system,
which operates under the condition of heat flow in a permanent state. The system uses a reference
material, which limits the accuracy of the method. An analysis of the system is carried out considering
that there is axial and radial heat flow. In addition, the solid bar of material that can be evaluated, it
has a hollow bar of insulating material. The problem to be solved is a bar composed of a reference
conductor material at the longitudinal ends, and a test material depicted in the centre, the entire bar
an element by an insulating material, it is considered that it is axial and radial flow and the physical
dimensions of the problem are shown in Figures 1a, 2 and 3. Using the apparatus developed in the
CENAM, two concentric cylinders are used, housing the material to be tested between them. Inside
the smaller diameter cylinder is placed the heating resistance, which is covered with another cylinder
to standardise the surface temperature. The temperature measurement is carried out on the outer and
inner cylinders, using thermocouples for this. The method is used to measure thermal conductivity
in materials solid conductors. To meet this need for measurement, the CENAM developed a system
for measuring thermal conductivity in thermally conductive solid materials employing a secondary
method. This work presents a comparison of certain experimental results using the cut bar and the
finite element method (FEM), to obtain information that serves in the development of the new cut bar
system, to extend its operating range up to 600 ◦C, under optimal operating conditions [2].
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Figure 1. (a) Schematic of a Comparative-Guarded-Longitudinal Heat Flow System, indicating possible
locations of temperature sensors (b) methodology for the experiment used in this work [1].

          Type T 
Thermocouples

Reference 
         Bar

Reference 
       BarSample 

    Bar

Multimeter

Multichannel 
     Scanner

Power 
Supply

Thread Bath

Figure 2. Cut bar method system [2].

Cu

Cu

Al

Insulating

9.525 mm
76.2 mm

T6

T5
T4

T3

T1

T2

190 mm

60 mm

70 mm

60 mm

TFF

Figure 3. Diagram of the experimental model used.

281



Appl. Sci. 2020, 10, 296

2. Technique Background

The method determines the thermal conductivity of a sample using a reference material by a
permanent state technique known as the concentric bar cut method [3]. The system consists of a bar
with well-known properties, called reference bar, another bar with conductivity to be determined,
called sample o test bar, and another reference bar. The composite metal bar is covered with an
insulating material to prevent heat flow in the radial direction. At one end of the composite bar, a heat
source is placed, and at the opposite end, there is a heat sink or cold source [4,5]. Then, employing
temperature and length measurements, the conductivity of the sample material can be determined.
Figure 1 shows a diagram of the composite bar system.

The arrangement diagram of the bars for the method used in this work is shown in Figure 1a.
The reference bars are located at the ends and the test bar in the center of both. At one end of the
bar array, a heat sink or cold source is located; at the other end, a heater that allows generating a
temperature gradient, necessary for the determination of the thermal conductivity value. Marked
with x in Figure 1a is where the thermocouples indicated at a certain height in mm and designated
according to the letter z are located; the thermocouples type T were a fine wire of 0.6 mm diameter
from OMEGA brand, calibrated by CENAM. rA indicates the radius of the bars used for the test and rB
the radius of the insulation used in the test. A force is applied axially to improve the contact between
the bars axially.

A brief description of the process performed to carry out the test is named in Figure 1b.
Before starting the test the bars to be used need to meet the necessary diameter and height, as well as
some flatness on the flat faces of the bars, after these perforations are made on the cylindrical face a few
millimeters deep to house the thermocouples later. After finishing the bars, they are placed one above
the other in the order, as appear in Figure 1a. Then the thermocouples are placed in each one of the
sweepers made in the bars, then it is surrounded with the insulating material, and the guard is added;
the axial force is applied to improve the contact. The next step is to adjust the operating temperature of
the hot and cold source according to the measurement temperature at which the test is required to reach
the operating temperature was used as a power supply, which supplies the necessary voltage to an
electrical heater until it reaches temperature operation, which is registered by the thermocouple located
in the hot source. For example, if a test temperature of 100 ◦C is required, the average temperature of
the hot and cold source must be sought to be 100 ◦C. For example, the temperature of the hot source
at 150 ◦C and the cold source at 50 ◦C, so the average temperature is 100 ◦C. In this way, several
combinations can be generated. Once the operating temperatures have been adjusted, data acquisition
begins, by a program in LabView developed by CENAM, where the signal of thermocouples are
read by a multimeter and send to a PC to register its values. The values will be adequate when a the
steady-state regime has been reached, it is known, because charts of temperature from thermocouples
do not change, reach a constant temperature throw experiment in time. With the acquired data,
Equation (1) is used to calculate the thermal conductivity value.

From the work in [2] it was found that the thermal conductivity of the sample is given by

λM =
Z4 − Z3

T4 − T3

[
λR1

2

(
T2 − T1

Z2 − Z1

)
+

λR2

2

(
T6 − T5

Z6 − Z5

)]
(1)

where λM is the thermal conductivity of the sample. λR1, and λR2 are the thermal conductivity of
reference materials 1 and 2. Ti is the temperature in each of the Zi positions where the thermocouples
are placed. Subscripts 1 and 2 refer to the first reference bar, 3 and 4 to the sample under measurement
and 5 and 6 to the second reference bar.

If the distances between the thermocouples of each bar are equal and the reference material is
the same for the two bars, so from Equation (1) which the thermal conductivity of reference materials
leave the equation as a common term. Taking into account that the distances are also equal, (Z2 − Z1)

is the same that (Z6 − Z5) then leave the parenthesis so with (Z4 − Z3) obtain unity. Then, to simplify
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is rewritten (T4 − T3) such as ΔT2, rewrite (T6 − T5) such as ΔT3 and (T2 − T1) such as ΔT1. Then,
Equation (1) is reduced to

λM =
λR2

2

(
ΔT1 + ΔT3

ΔT2

)
(2)

where λR2 is the same the λR1 because the reference material are equal. ΔT1 and ΔT3 are the difference
among each reference bar and ΔT2 is the difference of temperature of the test bar. The cold source or
heat sink is constituted by a 10 cm diameter copper plate that has a 10 mm diameter copper tube coil
welded through which a fluid such as ethylene glycol flows from a bath of controlled temperature.
One of the surfaces is in contact with one end of a reference bar and the other part in an insulated
container [6]. The recirculation bath can maintain the temperature of the cold source between −30 ◦C
and 60 ◦C.

The reference material bars are 99.999% high purity copper with a diameter of 19.1 mm and a
length of 60 mm. The composite bar is surrounded by a 100 mm diameter polyvinyl chloride (PVC)
pipe, the inside of which contains 50.8 mm thick fiberglass.

The measurement system has seven calibrated type T thermocouples. The electromotive force
(EFM) of each thermocouple is measured with a digital high-accuracy multimeter of 8 1

2 digits model
3458A from Agilent Technologies and aided by an 8-channel scanner keithley 7001 both manufactured
in USA. CENAM developed a computer program for the control, reading, and recording of data.
The program to acquire data works with a graphic interface developed in LabView, where is registered
tension measurement of each thermocouple and through of coefficient obtained from calibration
and with the Newton–Raphson method is converted tension measurement to a temperature value.
The EFM was measurement by scanner and multimeter connected to a PC. That value is introduced
in a subprogram, where is converted to each temperature value from each thermocouple used in the
experiment. With the distance between thermocouples of each bar and the thermal conductivity from
reference bar is calculated the thermal conductivity of the bar under test. In the front panel of Labview
developed by CENAM, are showed temperature of each thermocouple used, temperature of hot and
cold source, constants from calibration of thermocouples used, graphs of ΔT1, ΔT3 and ΔT2 as well as
the thermal conductivity value. Figure 2 shows a schematic of the measurement system [7].

3. Methodology

The development of the experiment was carried out using the following parameters. Two copper
bars of 60 mm in length were used, and one aluminium bar of 70 mm length. The three bars have a
diameter of 19.05 mm.

As an insulator to reduce radial heat leaks, glass fiber with thermal conductivity of 0.046 W/mK
was used. The thermocouples were placed in such a way that there was a distance of 40 mm for the
copper bars and 50 mm for the aluminium bar [8]. These were placed on the outside of the bars, on the
surface, based on the work in [9], the standard test method for thermal conductivity of solids by means
of the guarded-comparative-longitudinal heat flow technique. The configuration of the bars is depicted
in Figure 3.

Computational Model Setup

It was made a model by aided computer design under dimensions illustrated in Figure 3, and due
to its symmetry, a 2D model was done and another with azimuthal symmetry [10]. The temperature
of the hot source (HST) was extracted from the data of experimental results; the same for the cold
source temperature (CST) which were introduced as boundary conditions in the finite element model,
the properties of the material, in the case copper, being a reference material, Equation (3) was used

λCu = 416.3 − 0.05904T + 7.087 × 107/T3 (3)
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Equation (3) was obtained from [9] because in the standard are published thermal conductivity of
some materials considered such as meter bar reference materials for the cut bar method.

Mesh for the Models Used

ANSYS 18 software with the Mechanical APDL (Parametric Design Language) user interface and
thermal module for the simulations of this work was chosen. For the flat model, it was used a PLANE
77 element of eight nodes, and it has one degree of freedom, temperature, at each node, and applies to
a 2-D, steady-state or transient thermal analysis and a SOLID 90 element of 20 nodes with a single
degree of freedom, temperature, at each node for the 3D model. The mesh for 3D and 2D models are
shown in Figure 4a,b, respectively [11,12].

(a) (b)
Figure 4. Final mesh (a) for the 3D model and (b) the 2D model used in this work.

The mesh generated for the 3D model is depicted in Figure 4a, where azimuthal symmetry was
implemented. For the 2D model, the mesh that was generated is shown in Figure 4b, where symmetry
was used on the y axis. For loads, were used temperature values from the experimental results and
heat flux 0 on the boundaries where the insulating material is presented. To reduce resources and
computational time.

4. Results

The results for different temperatures of the aluminium sample selected in the experiment are
described below, which were at 50 ◦C and one at 175 ◦C and the behaviour at an HST of 600 ◦C. It is
because the heater that was acquired reaches a maximum operating temperature value of 600 ◦C. Only
the points where the thermocouples are located were compared, both in copper and aluminium bars.
The tables include material properties and initial conditions applied to the model of the finite element
method. Also, this work shows a comparison of the results obtained in the simulation using ANSYS
and the data acquired experimentally [13,14].

4.1. 2d and 3d Analysis at a Temperature of 150 ◦C

In Table 1 appears the boundary conditions applied for the 150 ◦C test. Also, in that table the
material properties were introduced in the simulation the values, like 214.4 W/mK for aluminium,
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386 W/mK for copper and 0.044 W/mK for fibreglass. The values for temperature loads used in the
model in ANSYS were 279.5 ◦C for the hot source and 20 ◦C for the cold source.

Table 1. Boundary conditions applied for TBAR = 150 ◦C.

Aluminum (Al) → 214.4 W/mK TFC → 279.5 ◦C

Copper (Cu) → 386 W/mK TFF → 20 ◦C

Fiberglass → 0.044 W/mK

Figure 5 shows the results obtained for the 150 ◦C test in the 2D model. In the distribution of
temperature, it can be seen where the hot source, in red colour, and the cold source, in blue colour, are,
in Figure 5a, the path begins with the origin and 289.6 ◦C on the coordinate axis, which corresponds
to the point located in the hot source. The graphic represents the vertical line, where the model
presents symmetry [15]. The graph in Figure 5b points out three slope changes, indicating the two
types of materials since their thermal conductivities are different. Then the first slope from left to
right is equal as the third slope since they are the same material and therefore have the same thermal
conductivity value.

NODAL SOLUTION
STEP = 1
SUB = 1
TIME = 1
TEMP (AVG)
RSYS = 0
SMN = 20
SMX = 279.5

MN

 20 77.667 135.333 193 250.667
 48.833 106.5 164.167 221.833 279.5

Slope 1 = -1665.1°C/m

Slope 2 = -972.8 °C/m

Slope 3 = -1665.4°C/m

Boundary 1 

Boundary 2

Figure 5. Results for 2D analysis at a test temperature of 150 ◦C. (a) temperature distribution in ◦C.
(b) graphic of temperatures of the symmetry line.

The results of using a 3D model with azimuthal symmetry are illustrated in Figure 6; the
differences are notorious compared with the temperature distribution image concerning the 2D model.
In the graph, the changes are smoother; however, changes in the slopes are more defined. Also, we can
see the point where contact exists in each metallic bar [16].

NODAL SOLUTION
STEP = 1
SUB = 1
TIME = 1
TEMP (AVG)
RSYS = 0
SMN = 20
SMX = 279.5

MN

 20 77.667 135.333 193 250.667
 48.833 106.6 164.167 221.833 279.5

 Slope 1 = -1260.5 °C/m 
 

Slope 2 = -682.9 °C/m 

Slope 3 = -1251.9 °C/m 

Boundary 1 

Boundary 2 

Figure 6. Results for 3D analysis at a test temperature of 150 ◦C. (a) Temperature distribution in ◦C.
(b) Graphic of temperatures of the symmetry line.
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In Figure 6b it can be observing a better definition of slope change between each bar. Even with
that inflection point in the graphs, it can be obtained the temperature reached the junction of each bar.
The transition between the boundary of each material is due to in analysis 2D, the interface is a line,
but in 3D analysis, there are two surfaces, so in this case, ANSYS take in account radial heat transfer
through surfaces.

However, Figure 7 shows the graph where the results are compared between 2D, 3D models,
and the points that represent the thermocouples where experimentally are located in the metallic
bars. The deviations are more significant near the borders, where the cold and hot sources are located.
From the 2D and 3D simulations performed, the temperature values were extracted at the points where
the thermocouples are experimentally located. The differences between these values were calculated
to obtain the maximum and the minimum deviation between the results obtained from the simulation
and the experiment. Therefore, the most substantial variance was around 20 ◦C, and the lowest was
1.6 ◦C.
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Figure 7. Comparison of results for 2D, 3D and experimental analysis at a test temperature of 150 ◦C in
thermocouple positions.

4.2. 2d and 3d Analysis at a Temperature of 175 ◦C

The boundary conditions applied for the 175 ◦C test are shown in Table 2.

Table 2. Boundary conditions applied for TBAR = 175 ◦C.

Aluminum (Al) → 214.4 W/mK TFC → 339 ◦C

Copper (Cu) → 386 W/mK TFF → 20 ◦C

Fiberglass → 0.044 W/mK

Figure 8 indicates the results obtained for the 175 ◦C test in the 2D model. In the temperature
distribution, it is possible to observe where the hot source, in red, and the cold source, in blue, whose
gradients are very similar to the test temperature at 150 ◦C. Figure 8b shows a graph where begins with
the origin and 339 ◦C on the ordinates axis, which corresponds to the point where the hot source is,
which represents a maximum temperature reached by the hot source. The graph describes the vertical
line where the model presents symmetry. The graph represents the nodes that are on the vertical line
of symmetry of the model. As in the previous case, it points out three slopes because there are two
section changes, in this case, the slopes are of higher value because the operating temperature for the
heater was higher than in the previous case.
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NODAL SOLUTION
STEP = 1
SUB = 1
TIME = 1
TEMP (AVG)
RSYS = 0
SMN = 20
SMX = 339

MN

 20 90.889 161.778 232.667 303.556
 55.444 126.333 197.222 268.111 339

Slope 1 = -2098.7 °C/m 

Slope 2 = -1119.3 °C/m 

Slope 3 = -2014.7 °C/m 

Boundary 1 

Boundary 2 

Figure 8. Results for 2D analysis at a test temperature of 175 ◦C. (a) temperature distribution in ◦C.
(b) graphic of temperatures of the symmetry line.

Figure 9 indicates the results of using a 3D model with azimuthal symmetry. The differences are
notoriously comparing the temperature distribution image concerning the 2D model. In the graph,
the changes are smoother, showing the variation of the section between the copper reference bar and
the aluminium test. The changes are due to the temperature gradient and the different values of the
thermal conductivity of each bar [17,18]. In this case and the previous one, the deviations concerning
the experimental results are more significant near the cold source, and, in both comparisons for the
case of the hot source, the finite element method predicts and for the cold source sub predicts the
actual values according to those obtained in the experiment, which means that heat leaks are present.
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Slope 1 = -1878.4 °C/m 
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Slope 3 = -1940.4 °C/m 
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Figure 9. Results for 3D analysis at a test temperature of 175 ◦C. (a) Temperature distribution in ◦C.
(b) Graphic of temperatures of the symmetry line.

However, Figure 10 shows a result comparison between 2D, 3D models, and the experiment.
Where the deviations are more significant near the borders, where the cold and hot source are
located. Because in that zones exists the most more significant gradients with the surroundings,
because temperature laboratory is 22 ◦C. The most significant deviation for this case was around 37 ◦C
and less than 7 ◦C.
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Figure 10. Comparison of results for 2D, 3D and experimental analysis at a test temperature of 175 ◦C
in thermocouple positions.

4.3. 2D and 3D Analysis at a Temperature of 310 ◦C

Because a new heater was purchased, which operates at a maximum temperature of 600 ◦C, it is
essential to know the temperature that the aluminium bar reaches, and by consequently evaluate if the
conditions of the equipment are adequate to this new working temperature [19]. In Table 3 appears the
boundary conditions applied for the 310 ◦C test, where it is observed that the maximum temperature
reached by the new heater at 600 ◦C.

Table 3. Boundary conditions applied for TBAR = 310 ◦C.

Aluminum (Al) → 200 W/mK TFC → 600 ◦C

Copper (Cu) → 365.74 W/mK TFF → 20 ◦C

Fiberglass → 0.044 W/mK

Figure 11 indicates the results obtained for the 310 ◦C test in the 2D model. In the distribution
of temperature, it is possible to observe the hot source, in red, and the cold source, in blue, whose
gradients are equal to the test temperature at 150 ◦C. However, the values of temperature in each zone
are higher than the last case. In Figure 11b, the graph begins with the origin and 600 ◦C on the ordinate
axis, which corresponds to the point located in the hot source as we can see slopes are greater than the
last case because the temperature is higher. The graph represents the vertical line where the model
presents symmetry.
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Figure 11. Results for 2D analysis at a test temperature of 310 ◦C. (a) Temperature distribution in ◦C.
(b) Graphic of temperatures of the symmetry line.
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Figure 12 indicates the results from the 3D model with azimuthal symmetry. The differences are
notorious by comparing the temperature distribution image concerning the 2D model. The graph
points out the temperature reached by the sample aluminium bar is 310 ◦C. Ideally, the temperature of
the sample bar reached with the new heater.

NODAL SOLUTION
STEP = 1
SUB = 1
TIME = 1
TEMP (AVG)
RSYS = 0
SMN = 20
SMX = 600

 20 148.889 277.778 406.667 535.556 
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Slope 1 = -2543.8 °C/m 

Slope 2 = -1526.3 °C/m

Slope 3 = -2761.9 °C/m 

Boundary 1 

Boundary 2

Figure 12. Results for 3D analysis at a test temperature of 310 ◦C. (a) Temperature distribution in ◦C.
(b) Graphic of temperatures of the symmetry line.

However, the Figure 13 shows the comparison between 2D and 3D models. It was found the
maximum difference is 40 ◦C, and the minimum is 0.6 ◦C in the two analyses. In this case, there is no
experimental evaluation, because with the information obtained in this work, it is possible to evaluate
if it is necessary to make modifications to the existing bar system to implement the new heater, due to
the temperature reached in the system that includes the bars and the insulator [20,21].
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Figure 13. Comparison of results for 2D and 3D at a test temperature of 310 ◦C in thermocouple positions.

5. Discussion and Conclusions

5.1. Discussion

The vast majority of technological advances achieved in modern society have been supported
by the discovery and development of engineering materials and manufacturing processes used to
obtain them. An adequate selection of materials and methods guarantee the designers of mechanical
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parts their correct functioning, i.e., the performance of the designed components [22]. By means
of FEM, it was intended to develop a model that could verify an adequate integration of all the
necessary inputs in the heat transfer analysis. An analysis was carried out where the whole model
consisted of different materials, and after applying the calculated thermal limit conditions, values were
found that produces a close approximation to the experimental results. Some observed discrepancies
can be attributed to inaccuracy in thermocouple locations [23–25]. Most methods are based on the
availability of a wide range of materials, which must be analysed and refined, either with the help of
recommendations, i.e., traditional methods, material maps with graphic method or information found
in bibliographic sources or in software by virtual databases, type of material, which should result in
the most appropriate for the intended purpose.

In this work, the levels of correspondence of the experimental results concerning those obtained
by numerical simulation are outstanding. According to work in [26–28], the uncertainty that was
reached in the measurement of thermal conductivity is less than 5%, of which more than 90% of
the contribution to the uncertainty corresponds to the reference material; therefore, the temperature
measurement does not contribute significantly with the final value of the uncertainty of the thermal
conductivity of the material under test. Therefore, the results obtained are acceptable due to their little
impact on the total value of the uncertainty of thermal conductivity [29].

The results obtained with the designed equipment have been validated using a comparative
analysis with the values obtained according to ASTM E1225-99 “Standard Test Method for thermal
conductivity of solids by the guarded comparative longitudinal heat flow” [9]. These tests were carried
out at three test temperatures:

• 1–310 ◦C, to achieve this, the temperature of the hot source was set at 600 ◦C and the temperature
of the cold source at 20 ◦C.

• 2–175 ◦C, to reach this value, the temperature of the hot source was set at 339 ◦C and the
temperature of the cold source at 20 ◦C.

• 2–150 ◦C, to achieve this, the temperature of the hot source was set at 279.5 ◦C and the temperature
of the cold source at 20 ◦C.

Regarding the work in [30,31], the sources of the uncertainty values are compared with the
graphs obtained in this work. It is shown that the temperature difference near the heat source and the
cold source are those that present a more significant deviation concerning the experimental results.
A correlation can be inferred for the contribution of uncertainty. According to [32,33], the simulations
by FEM performed, where the gradients are more significant, and strictly the heat leaks in the numerical
model are not being considered, which could be taken as a reference to calculate heat losses and add
a correction in the final uncertainty value [34]. On the other hand, the prediction of the temperature
values that the CENAM cut-off bar equipment reaches when the heater operates maximum temperature
makes it possible for an adequate selection of material for the fibreglass surface, because the area with
higher temperature can reach up to 386◦C according to the error obtained in this work [35].

5.2. Conclusions

Thermal conductivity is important in several applications to different temperatures, i.e., aerospace
industry; nuclear industry; nuclear control rods; radioactive waste containment; the phase change
material; or items such as bearings, piston parts, pumps, compressor plate valves, cable insulation
and medical implants used in different applications. Therefore, it is essential to measure this thermal
property with the most accurate as possible.

The percentage error obtained by ANSYS was 13.5% for the robust model, averaging the 4 volumes
(2 copper bars, 1 aluminium bar, and the fibreglass insulator).

The union of elements that interact between the interfaces of the materials is essential and
considerably affects the results. In spite of this, it is possible to know with a 13.5% error the temperature
distribution inside the system of cut bars [35].
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The values near the borders are very far from the experiment; however, the values near the sample
bar are too close to those obtained experimentally.

The temperature deviation obtained through simulation and experimental work of the cold source
is affected by the contact between it and the copper bar. On the other hand, the same is valid for hot
source contact. In the simulation, losses due to bad contact or heat leakage to the environment are not
considered. Other methods proposed in the literature to characterise materials have allowed us to
verify experimental results [36,37].

The bars cut in CENAM must be designed to prevent radial heat leakage because, according to
the simulation results, there is heat leakage in this direction. With the results obtained, a guard can be
proposed that balances the gradients generated in the system. Because three distinct sections are noted
for the latter case, it would be 213.33 ◦C, 277.77 ◦C, and 342.22 ◦C. As a proposal for improving the
design of the CENAM cut bar system.

According to the analysis of the results and the simulations obtained, the following design criteria
are proposed. Improve the thermal contact between the hot source and the cold source with the
reference bars, which can be achieved by a system that compresses the three bars. Implement a guard
with a control system in the hot source and in the cold source, which, although it does not eliminate
the radial temperature gradient, reduces it to a minimum. From simulation realised, it is possible to
obtain the location of the temperature sensor for the control guard system.

6. Future Work

ASTM standard E1225-99 establishes that the measuring equipment by the cut-car method
can operate at 1000 ◦C with a fairly acceptable uncertainty of less than 2%. Then the equipment
used by CENAM needs major adjustments and, most likely, a redesign because other critical heat
transfer phenomena such as radiation have to be considered. Therefore, with the support of the
finite element method, it is intended to analyse the behaviour of a new system, but at an operating
temperature of 1000 ◦C to develop a measuring device that operates at that temperature and can
perform measurements of thermal conductivity at temperatures of 500 ◦C.

There is another problem that affects the accuracy of the results obtained for thermal conductivity
value by the method presented in this work, and they are the radial heat leaks. With the use of the
finite element method, we will try to minimise these heat leaks to increase accuracy. Another future
work is to try to calculate the heat losses by comparing the experimental method and the simulation
to obtain an estimate of the heat losses in the experimental system and to find the cause of them. It
will serve to make corrections when calculating the uncertainty and implement improvements to the
system to reduce these heat leaks.
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Nomenclature

λCu Thermal conductivity of the copper material
λM Thermal conductivity of the sample
λR1 Thermal conductivity of the reference material 1
λR2 Thermal conductivity of the reference material 2
λz Thermal conductivity of any material
ΔTi Temperature gradient ΔT through an area A (the area through which heat flows)
ΔT1 Temperature difference among reference material 1
ΔT3 Temperature difference among reference material 2
ΔT2 Temperature difference among sample bar
◦C Celsius degrees
Al Aluminium
ASTM American Society for Testing and Materials
CENAM Centro Nacional de Metrologia
CST Cold Source Temperature
Cu Copper
emf electromotive force
FEM Finite element method
HST Temperature of hot source
m meter
mm millimetre
PVC Polyvinyl chloride
rA Bar radius
rB Guard radius
TFF Heat sink Temperature
Ti Temperature in each of the zi positions where thermocouples are placed
x Denotes approximate thermocouple positions
y Denotes axis y in cartesian coordinate system
zi Reference distance for thermocouple location Ti in the system
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Abstract: This paper concerns the algorithm of transition piezoelectric elements for adaptive analysis
of electro-mechanical systems. In addition, effectivity of the proposed elements in such an analysis
is presented. The elements under consideration are assigned for joining basic elements which
correspond to the mechanical models of either the first or higher order, while the electric model is
of arbitrary order. In this work, three variants of the transition models are applied. The first one
assures continuity of displacements between the basic models and continuity of electric potential
between these models, as well. The second transition piezoelectric model guarantees additional
continuity of the stress field between the basic models. The third transition model additionally
enables continuous change of the strain state between the basic models. Based on the mentioned
models, three types of the corresponding transition finite elements are introduced. The applied
finite element approximations are hpq/hp-adaptive ones, which allows element-wise changes of the
element size parameter h, and the element longitudinal and transverse orders of approximation,
respectively, p and q, depending on the error level. Numerical effectiveness of the models and their
approximations is investigated in the contexts of: ability to remove high stress gradients between the
basic and transition models, and convergence of the numerical solutions for the model problems of
piezoelectrics with and without the proposed transition elements.

Keywords: electro-mechanical systems; piezoelectrics; hierarchical models; first-order models; tran-
sition models; hpq/hp-approximations; adaptivity; stress gradients; convergence

1. Introduction

More and more common application of piezoelectrics in contemporary technology
requires more and more efficient and accurate methods of their modeling and analysis.
In this work, we develop the new transition elements which possess unique set of features
enabling joining mechanical shell models of the first order and higher orders. Such models
are incompatible due to the assumptions of the plane stresses and no elongation of the
normals to the shell mid-surface, both present in the first-order model. In order to join
such models, the transition models are necessary. This refers also to the piezoelectricity
case, when the mechanical field modeling needs simultaneous application of the first- and
higher-order mechanical models.

Adaptive capabilities of hpq/hp-type are the second important feature of the new
elements, where h is the element size parameter, while p and q are the element longitudinal
and transverse orders of approximation. As our implementation of these capabilities is
based on the standard hpq-approximation rules, presented, respectively, in Reference [1,2]
for 2D and 3D, we will not elucidate this aspect in this paper.

1.1. State of the Art

To the best of the authors’ knowledge, the transition piezoelectric elements have not
been proposed yet, both in the classical (non-adaptive) and adaptive versions. Because of
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this, our literature survey can only be focused on two topics closest to the paper theme.
The first topic concerns mathematical models of piezoelectrics and their finite element
approximations. The second topic is the elastic transition models and the corresponding
finite element approximations, as well.

1.1.1. Piezoelectric Models, Approximations and Finite Elements
Low-Order Models and Elements for Monolithic Piezoelectrics

Let us start this brief survey with the first-order and second-order models of piezo-
electricity, where the model order concerns transverse displacement and electric potential
fields. In Reference [3], the authors present classical (non-adaptive) finite element approx-
imation and its features for the two-dimensional conventional (mid-surface unknowns)
Reissner-Mindlin piezoelectric plate model including membrane effects. The finite element
approximation is of mixed type with shear stresses treated as independent unknowns.
The Kirhchoff piezoelectric plate model can be obtained as a special case. The latter model
was also analyzed in Reference [4]. The simple flat shell element based on the conventional
(mid-surface) displacements, rotations, and electric potential for plane stress and neglect of
the in-plane electric field and electric displacements is presented in Reference [5]. The ele-
ment is based on the assumed natural strain formulation in order to overcome numerical
locking phenomena. Subsequently, in Reference [6], the Reissner-Mindlin mechanical
model is combined with the first-order and second-order electric potential field in the
transverse directions. Two formulations are applied, the displacement-like and hybrid with
the electric displacements treated as independent unknowns. In Reference [7], the second-
order transverse mechanical field is applied in the frame of three-dimensional elasticity for
thin-walled piezoelectric plates. The electric potential field is also of the second-order in the
transverse direction. The balanced reduced integration is applied as a numerical technique
which serves removing the locking phenomena. The analytical conventional model of
the Reissner-Mindlin plates with non-constant electric field distribution is presented in
Reference [8].

Hierarchical Models and Elements for Monolithic Piezoelectrics

The hierarchical two-dimensional conventional (mid-surface unknowns) models of
piezoelectric plates were introduced and mathematically substantiated in Reference [9].
The mixed formulation is applied there with stresses and electric displacements completing
displacements and electric potential. Carrera and co-workers [10] proposed hierarchic
plate models up to the fourth-order. The formulation is displacement-based in the case of
the higher-order models, and mixed in the case of the Reissner-Mindlin model. The models
employ three-dimensional degrees of freedom (dofs) for the top and bottom surfaces,
and conventional (mid-surface) higher-order dofs. In addition, a thermal field can be in-
cluded into this formulation. In Reference [11], the 3D-based (three-dimensional unknowns
only) piezoelectric hierarchy of solid, first-order (Reissner-Mindlin) and hierarchical shell,
and solid-to-shell and shell-to-shell transition piezoelectric models are formulated. Their
hpq-adaptive finite element approximations are presented in Reference [12]. The formu-
lation is displacement-like with displacements and electric potential as unknowns of the
problem. In the case of the electric field, this approach allows for the three-dimensional and
3D-based symmetric-thickness models of dielectricity. The approach is based on the 3D-
based hierarchical models [13] and approximations [14] for elasticity, and the corresponding
models [15] and approximations [16] for dielectricity.

Models for Piezoelectric Composites

In the case of laminated piezoelectric structures, it is worth mentioning the following
works. In Reference [17], the authors presented Reissner-Mindlin-type composite plate
model with piezoelectric layers. The direct piezoelectric and pyroelectric effects are taken
into account. In turn, the work of Reference [18] proposed the plain strain shell model with
higher-order shear and normal deformation effects for analysis of cylindrical laminated
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piezoelectric shells with actuating and sensing piezoelectric layers. The work of Refer-
ence [6], mentioned in the context of the monolithic piezoelectrics, should be mentioned
here as applied to tree-layered shell structures with two outer piezoelectric layers and an
electrically neutral core. A similar sandwich plate structures are modeled as two Reissner-
Mindlin piezoelectric layers and one neutral layer of the same character [19], with the
mid-surface interdependent displacement dofs. The electric fields are of mixed character
and are defined by the outer layers’ mid-surface electric potentials and independent elec-
tric field mid-surface values of the outer layers. In order to remove locking, the reduced
integration method is applied. The generalized analytical Reissner-Mindlin model of lami-
nated piezoelectrics was presented in Reference [21]. It allows analyses of the problems
where the electric potential is not prescribed through the thickness. The method assumes
small thickness and thus allows decomposition of the three-dimensional Reissner-Mindlin
description into two-dimensional in-plane and one-dimensional through-the-thickness
problems. Subsequently, the already cited work of Reference [10] concerning hierarchical
models of single layered piezoelectrics can also be applied to the numerical analysis of
hierarchically modeled multilayered structures, with piezoelectric layers included. The re-
cent example [22] of analysis of multilayered shells concerns the first-order model of the
functionally graded layers. In turn, the piece-wise second-order finite element model for
multilayered structures with delamination and debonding was proposed in Reference [23].

1.1.2. Transition Piezoelectric, Dielectric and Elastic Models And Elements
Transition Elements for Three Physical Classes of Problems

It can be concluded from the previous subsection that the piezoelectric transition
models and elements that serve joining the three-dimensional (or hierarchical shell) piezo-
electric models with the first-order piezoelectric model are rare. The only works, which we
have cited, concern the idea [15] and variational [11] and finite element [12] formulations of
the same classical transition piezoelectric model and element. They guarantee continuity of
the displacement and transverse deformation fields between the mentioned models. They
also guarantee continuity of the electric potential between the piezoelectric models.

In Reference [16], it has been demonstrated that, in the case of dielectric field of electric
potential used in electrostatics, no transition elements between the three-dimensional
model and symmetric-thickness hierarchical models of the first and higher orders are
necessary if the consistent finite element approximations of non-adaptive or adaptive
character are applied. This is because the same definition of electric field (intensity) is
applied within both dielectric models.

In the case of the elastic mechanical fields, two groups of the transition models can
be distinguished. The first one guarantees continuity of the inconsistent generalized dis-
placement fields of the neighboring models. In such inconsistent models, the kinematic
unknowns are different or of different order, e.g., in the transverse direction. In the sec-
ond group, additionally the definitions of the derivatives of the kinematic unknowns,
e.g., strains and/or stresses, are different in the neighboring models and the correspond-
ing finite elements. In this context, one may deal with the neighborhood of the three-
dimensional elasticity and shell or plate theories, the three-dimensional theory, and beam
or truss theories, as well as the shell/plate theories and the one-dimensional theories
of beams or trusses. Due to the paper scope, only the first case will be elucidated here.
A general review, including all three cases, can be found in the thesis [24].

Non-Adaptive Transition Elements for Elasticity

We start with the transition elements of the classical (non-adaptive) finite element
methods where the neighboring elements are joined through the sides of the same size
and finite element interpolations on these sides are consistent. In addition, location of
three-dimensional, shell/plate, and transition domains is fixed and strictly determined
by the structure geometry. The first examples of the transition elements of this type can
be attributed to Surana [25], who took into account the consideration of Ahmad [26] on
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thick shell elements and his own research [27] on general and axi-symmetric shell elements.
The work, in Reference [25], of Surana presents solid-to-shell elements which enable joining
the thick-shell element with the linear, quadratic or cubic solid elements. The elements
possess the bigger shell part equipped with the mid-surface dofs, and the smaller solid
part limited to one side of the element and equipped with the tree-dimensional dofs. Plane
stress is assumed in the entire transition element. Applications of the elements of this
type to axi-symmetric [28] and three-dimensional [29] problems are presented. Extension
onto thermo-mechanical analysis was done in Reference [30]. Note that the independent
research of Bathe and Bolourchi [31], based on the mentioned work of Ahmad, led to
the analogous transition elements. Gmür and Schorderet [32] suggested application of
the three-dimensional or plane stress states in the Surana’s element depending on the
geometrical shape of the domain the element is located in. Liao and others [33] extended
application of the Surana’s elements onto laminated composite structures. Both, the shell
and solid parts of the transition element are modeled as such composites. In the work
of Reference [34], in order to avoid the numerical locking, the method based on strain
interpolation (with the points where the strain values are known) was applied instead of
the reduced integration.

In the work of Dávila [35], the opposite idea is applied, i.e., the elements consist of the
larger solid part and smaller shell part. The latter part comprises one or two lateral sides.
The top and bottom three-dimensional dofs and mid-surface dofs are applied within the
solid and shell parts, respectively. Three-dimensional stress state is assumed throughout
single-layered shells or each layer of composite shells. Yet another idea was suggested
in Reference [36], by Gong, who proposed generalization of the solid-to-shell transition
elements for the elements joining two-dimensional and three-dimensional elements. In this
approach, the shell or two-dimensional parts consist of one or two lateral sides of the
transition element. The longitudinal order of approximation can be higher than three.
In the entire element, either three-dimensional or plane stress state can be applied.

Adaptive Transition Elements for Elasticity

In the case of the adaptive methods, finite elements of different sizes, orders of
approximation (non-conforming approximations), and mechanical models are present in
finite element meshes. In the case of different element sizes resulting from h-adaptivity
based on remeshing, continuity of the field of unknowns may be based on introduction
of the distorted elements on the boundaries between the mesh parts of various density.
In the case of different sizes resulting from h-adaptivity based on local element refinement,
continuity of the fields of unknowns requires introduction of the distorted elements [37] or
is based on transition elements for monolithic [38] or multilayered [39] structures. Such
transition elements deliver piece-wise linear [40] or approximate [41] continuity along
the entire common edge or face, or at the common nodes only, e.g., within triangles [42],
quadrilaterals [43] and hexahedrons [44]. Note that application of the smart idea of the
constrained approximation, proposed by Demkowicz for 2D [1] and 3D [2], removes
the necessity of introduction of the transition elements of this type as the continuity is
automatically guaranteed by the constraints on the boundary between the elements of
different sizes.

As far as the different approximation orders of the elements are concerned, transition
elements may be introduced with the consistent approximation on the boundary between
specific 2D [20] or general 3D [45] elements, with the continuity guaranteed again on the
entire common edge or face, or at the common nodes only. A smart alternative is the idea
of 2D [1] and 3D [2] hierarchical shape functions, defined independently in the element
vertices, on its edges and sides, and in the interior of the element, which allows for the
same approximation order on the common edge or face of the neighboring elements and
different orders in their interiors.

In the case of different models of the neighboring elements, the continuity of the
field of unknowns may require transition elements which conform the model of the larger
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number of nodal dofs with some of these dofs constrained to zero on the boundary with
the model of the smaller number of nodal dofs. The 3D-2D [46], 2D-2D [47], and 2D-1D [48]
versions of this approach can be found. The alternative is the transition elements equipped
with the degrees of freedom of both models (see comments in Reference [49]). Note that
such transition elements are not necessary if the uni-dimensional, e.g., three-dimensional,
approach is applied within each of the neighboring models. The idea lies in using the same,
e.g., three-dimensional, dofs for each model. This usually requires internal constraints in
the model simplified (e.g., 3D-based shell models) with respect to the three-dimensional
one. The linear [50] or higher [51] order of approximation can be applied in the transverse
direction on the common face of the three-dimensional and 3D-based shell elements. Even
though this technique guarantees continuity of the field of unknowns, high gradients
of the derivatives on the boundary between the models appear. If one wants to get rid
of such gradients, the transition elements removing stress [52] and, additionally, strain,
Reference [24] gradients are necessary between the basic models being joined.

1.1.3. Conclusions

In this paper, we will use piezoelectric transition elements combining the ideas present
in the following works concerning the uncoupled problem of elasticity. Firstly, we will
apply the 3D-based approach [13], where the solid [53], hierarchical shell [14], first-order
shell [54], and transition [51] models are equipped with the three-dimensional dofs only.
This approach will also be extended onto the dielectricity models [16]. We will also apply
the idea of Dávila [35], where one deals with larger 3D part and smaller thin-walled part of
the transition element. The stress state within the element will be either three-dimensional,
as in Reference [35], or transition (from three-dimensional to plane one) [24]. The hp-
adaptive capabilities of the elements will be based solely on the ideas of Demkowicz
and others [2]. Our 3D-based hierarchical finite element models will resemble the ideas
presented, respectively, in Reference [55,56] for the cases of the three-dimensional and
conventional (mid-surface) dofs.

1.2. The Scope and Novelty of The Paper

This paper concerns the algorithm of the solid-to-shell and shell-to-shell transition
piezoelectric elements for adaptive analysis of electro-mechanical systems. Such systems
can be composed of piezoelectric transducers and elastic structural elements, both of
arbitrary shapes. In addition, effectivity of application of the proposed elements in such an
analysis is of our interest in the paper. The elements are assigned for joining basic elements,
namely piezoelectric shell elements of the first-order mechanical field and arbitrary-order
electric field and piezoelectric elements of the hierarchical shell model (second- or higher-
order) within the mechanical field and arbitrary-order within the electric field. Alternatively,
the latter model can be replaced with the piezoelectric description based on hierarchical
models of three-dimensional elasticity and three-dimensional dielectricity.

In this work, three variants of the transition models are applied. The first one, called
classical, assures continuity of displacements between the basic models and continuity
of electric potential between these models, as well. The second, modified transition
piezoelectric model guarantees additional continuity of the stress field between the basic
models. The third, enhanced model additionally enables continuous change of the strain
state between the basic models. All three models are 3D-based ones, namely only three-
dimensional degrees of freedom are applied within the mechanical and electric fields.
Based on the mentioned models, three types of the corresponding transition finite elements
are introduced. The applied approximations are hpq/hp-adaptive ones, with h being the
element size parameter, p standing for the longitudinal order of approximation, and q
denoting the transverse order of approximation.

Due to basic character of the presented research, numerical effectiveness of these mod-
els and their finite element approximations is limited to two crucial aspects, namely ability
to remove high stress gradients between the basic and transition models, and convergence
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of the numerical solutions for the model problems of piezoelectrics. These solutions are ob-
tained with and without the proposed transition elements. Error estimation and adaptivity
control matters are out of scope of this work and will be presented in a separate paper.

Novelty of the paper results from the above unique features of the proposed transition
elements and the orignal results concerning their effectiveness.

2. Model Problems of Stationary Piezoelectricity

First, we present the strong (or local) formulation of the model problem of stationary
piezoelectricity. Due to further application of the matrix notation, convenient for finite
elements, this formulation is expressed in the matrix form.

The mechanical equilibrium equations and geometrical (kinematic) relations read

div σ + f = 0

ε = 1
2 [u⊗grad + (u⊗grad )T ]

}
, x ∈ V, (1)

where the matrix representations σ and ε of the symmetric, stress, and strain tensors, σ̃ and
ε̃, of the second rank are employed. Both relations are valid for each point x of the volume
domain V of the piezoelectric. The vector f represents given mass loading vector, while u
is the unknown vector of (mechanical) displacements.

Within the electric field, the electric equilibrium equation, namely the Gauss law
with the assumed zero volume charges, holds together with the electric field vector E
definition, i.e.,

div d = 0

E = −grad φ

}
, x ∈ V. (2)

Above, the vector of electric displacements d, resulting from electrical charging of the
piezoelectric, and the unknown scalar electric potential φ appear.

In order to express the stress tensor by the strain tensor, and the electric displacement
vector by the electric potential one, the constitutive relations have to be added to the
systems (1) and (2). The general form of these relations is consistent with the work of
Reference [57]. The matrix form of them corresponds to the isotropic elasticity, orthotropic
dielectricity, and orthotropic piezoelectricity. Because of this, the general, constitutive
tensors of the elasticity, dielectricity, and piezoelectricity, D̃, γ̃, C̃, of the fourth, second, and
third ranks, respectively, can be represented by the matrices D, γ, and C, of the sizes: 6 × 6,
3 × 3, and 6 × 3, respectively, i.e.,

σ = Dε − CE

d = CTε + γE

}
, x ∈ V, (3)

where the coupling of the mechanical and electric fields results from the presence of the
matrix C, while σ and ε stand for the six-component vectorial representations of the stress
and strain tensors σ̃ and ε̃.

The above set of the partial differential, governing equations of piezoelectricity (1)–(3)
has to be completed with the boundary conditions. The Neumann and Dirichlet boundary
conditions, concerning, respectively, unknown functions derivatives and unknown func-
tions themselves, become stress and displacement boundary conditions in the mechanical
case, namely:

σn = p, x ∈ P (4)

u = w, x ∈ W, (5)

where p and w are the given stress and displacement vectors, respectively, while P and W
denote the parts of the surface S ≡ ∂V of the piezoelectric body V, with the given values
of the mentioned vectors. The vector n represents the unit vector, outward and normal to
the boundary.
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In the case of the electric field, the Neumann boundary conditions express equality
of the internal charges (defined with the unknown electric displacements d) and given
external charges of the surface density c, while the Dirichlet boundary conditions describe
the given values ω of the unknown field of electric potential φ, i.e.,

dTn = −c, x ∈ Q, (6)

φ = ω, x ∈ F. (7)

Above, Q and F represent the parts of the surface S of the piezoelectric domain V,
where the electric charge and electric potential are known, respectively.

It should be mentioned that the general constitutive relations (3) allow any piezo-
electric model based on coupling of the linear elastic and linear dielectric models. In our
proposition, we apply the 3D-based hierarchical piezoelectric models proposed in Refer-
ence [15,58] and elucidated in Reference [11,12]. These models employ three-dimensional
degrees of freedom within the electric and mechanical fields. The 3D-based elastic mod-
els may represent: three-dimensional elasticity, hierarchical and first-order shell models,
as well as the solid-to-shell and shell-to-shell transition models. The 3D-based dielectric
models include: three-dimensional dielectricity model and the hierarchical symmetric-
thickness models. These two groups of models were introduced and thoroughly described
in Reference [13,14] and Reference [16], respectively. Note that the applied 3D-based
approach allows analysis of complex piezoelectric structures within the above Formu-
lations (1)–(3). In such structures, more than one piezoelectric model meet, including
transition ones.

Thanks to the reciprocity theorem [59] of linear piezoelectricity, the above strong
Formulations (1)–(7) can be converted into the corresponding variational (or weak) formu-
lation. For the model problems of linear stationary piezoelectricity considered in this paper,
the weak formulation reads{

B(v, u)− C(v, φ) = L(v)

−C(ψ, u)− b(ψ, φ) = −l(ψ)
(8)

for all admissible displacements v ∈ V and all admissible potentials ψ ∈ Ψ, with the space
definitions: V = {v ∈ (H1(V))3 : v = 0 on W} and Ψ = {ψ ∈ H1(V) : ψ = 0 on F}.
The solution functions belong to the spaces: u ∈ w + V and φ ∈ ω + Ψ, where the given
values of w and ω, consistent with the Dirichlet boundary conditions (5) and (7), are called
lifts (compare Reference [1]) within the displacements field and potential field, respectively.

The bilinear and linear forms of the first line of the relation (8) denote the virtual strain
energy of the elastic field characterized with the matrix D of elasticities and the virtual
work of the external body f and surface p loadings. The following definitions of these
forms hold:

B(v, u) =
∫

V
εT(v)D ε(u) dV

L(v) =
∫

V
vT f dV +

∫
P

vT p dS
. (9)

In the second Equation (8), the bilinear form represents the virtual energy of the
electric field characterized with the dielectricity constant matrix δ under constant strain,
while the linear form is equal to the virtual work of the surface charges of the density
c, namely

b(ψ, φ) =
∫

V
ET(ψ) δE(φ) dV

l(ψ) = −
∫

Q
ψ c dS

. (10)
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The mixed bilinear forms C stand for the virtual energies corresponding to the electro-
mechanical (piezoelectric) coupling. Their definitions read:

C(v, φ) =
∫

V
εT(v)CE(φ) dV

C(ψ, u) =
∫

V
ET(ψ)CTε(u) dV

, (11)

where, as before, C is the piezoelectric constant matrix under constant strain.
The tensorial version of the above Formulations (8)–(11) can be found in Reference [11,57].

The existence and uniqueness theorem for the above linear piezoelectricity problem can
be found in Reference [60]. The proof takes advantage of the generalized Lax-Milgram
lemma [61,62].

3. Transition Models For Piezoelectricity

As said in the previous sections, the transition elements under consideration serve
joining the first-order shell mechanical field of a piezoelectric with the higher-order hi-
erarchical shell models or the three-dimensional elasticity model of this field within the
piezoelectric. In the electric field corresponding to the mechanical fields of both types,
the same hierarchical symmetric-thickness or three-dimensional dielectric model is applied.
In order to introduce the original transition models, the basic piezoelectric models that are
to be joined together will be presented first.

3.1. Basic Models of Linear Piezoelectricity

The starting point for two basic models of piezoelectricity, based on the first-order
and higher-order mechanical fields, is the model corresponding to the three-dimensional
piezoelectricity. The matrix form of the constitutive relations of linear three-dimensional
piezoelectricity, expressed by the experimentally obtainable constitutive constants, is pre-
sented in Reference [57]: {

ε = D−1σ − cE

d = −cTσ + δE.
(12)

Above, D−1, δ, and c denote the isotropic inverse matrix of elasticities (or compli-
ance matrix), the orthotropic matrix of dielectric constants under constant stress, and the
coupling orthotropic matrix of piezoelectric constants under constant stress, respectively.
The six-component column vectors σ, ε represent the symmetric stress and strain tensors,
σij and εij, i, j = 1, 2, 3, while d and E are the column three-component electric displacement
and electric field vectors, with components dj, Ej, j = 1, 2, 3. The mentioned tensors and
vectors are defined locally, namely in the directions consistent with the axes of piezoelectric
orthotropy. In the presentation below, the third local direction is the polarization direc-
tion of the piezoelectric. In the case of the thick- or thin-walled structures, this direction
coincides with the transverse one.

The standard definition of the isotropic elasticity matrix reads:

D=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

D11 D12 D13 0 0 0

D21 D22 D23 0 0 0

D31 D23 D33 0 0 0

0 0 0 D44 0 0

0 0 0 0 D55 0

0 0 0 0 0 D66

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=D

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1−ν ν ν 0 0 0

ν 1−ν ν 0 0 0

ν ν 1−ν 0 0 0

0 0 0 (1−2ν)/2 0 0

0 0 0 0 (1−2ν)/2 0

0 0 0 0 0 (1−2ν)/2

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (13)

where D = E/[(1 + ν)(1 − 2ν)]. As it can be seen above, the non-zero terms of the matrix
are expressed by Young’s modulus E and Poisson’s ratio ν.

302



Appl. Sci. 2021, 11, 4062

The dielectricity constant matrix under constant stress reads:

δ =

⎡
⎢⎣

δ11 0 0

0 δ22 0

0 0 δ33

⎤
⎥⎦, (14)

where δii, i = 1, 2, 3 stand for the orthotropic permittivity constants.
In the case of the piezoelectricity constant matrix under constant stress, one has

c =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 c13

0 0 c23

0 0 c33

0 0 0

0 c52 0

c61 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (15)

where c13, c23, c33, c52, and c61 are non-zero piezoelectric constants within this matrix.

3.1.1. Hierarchical or Three-Dimensional Models

For both the cases, when the transverse mechanical and electric fields are polynomially
constrained through the thickness of the thin-walled piezoelectric member or the transverse
direction is treated in the same way as the longitudinal directions of the three-dimensional
piezoelectric member, the same constitutive relations hold.

In order to present these relations, let us convert the Equation (12) to the form suitable
for the variational and finite element formulation of the general piezoelectric problem.
This needs inversion of the first Equation (12) and its substitution into the second one.
The resultant form reads: {

σ = Dε − CE

d = CTε + γE,
(16)

where the following definitions of the orthotropic matrix C of piezoelectric constants under
constant strain and the isotropic matrix γ of dielectric constants under constant strain
were introduced:

γ = δ − cT Dc

C = −Dc.
(17)

The first of the above definitions gives the following non-zero terms of the matrix γ:

γ=

⎡
⎢⎣

γ11 0 0

0 γ22 0

0 0 γ33

⎤
⎥⎦=

⎡
⎢⎢⎢⎢⎢⎢⎣

δ11−c61D66c61 0 0

0 δ22−c52D55c52 0

0 0
δ33−c13(D11c13+D12c23+D13c33)

−c23(D21c13+D22c23+D23c33)
−c33(D31c13+D32c23+D33c33)

⎤
⎥⎥⎥⎥⎥⎥⎦

. (18)

The second definition leads to the following structure of the matrix C:

C =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 C13

0 0 C23

0 0 C33

0 0 0

0 C52 0

C61 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= −

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 D11c13+D12c23+D13c33

0 0 D21c13+D22c23+D23c33

0 0 D31c13+D32c23+D33c33

0 0 0

0 D55c52 0

D66c61 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (19)
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3.1.2. First-Order Piezoelectric Model
Stress State

In the case when the mechanical field of the symmetric-thickness thick- or thin-walled
member is linearly constrained through the thickness, the plane stress assumption of the
first-order shell model have to be introduced into the three-dimensional piezoelectric
constitutive relations. This means that the third row equation of the first constitutive
relation (16), namely:

σ33 =
E

(1 + ν)(1 − 2ν)
[νε11 + νε22 + (1 − ν)ε33]− C33E3, (20)

has to be combined with the assumption σ33 = 0, so as to give

ε33 = − ν

1 − ν
(ε11 + ε22) +

(1 + ν)(1 − 2ν)C33

E(1 − ν)
E3. (21)

Now, the condition (20) can be rewritten in the following alternative identity-equation form

σ33=
E

(1+ν)(1−2ν)

{
νε11+νε22+(1−ν)

[ −ν

1−ν
(ε11+ε22)+

(1+ν)(1−2ν)C33

E(1−ν)
E3

]}
−C33E3=0. (22)

Substitution of the relation (21) into the first relation (16), arithmetic manipulations
on the terms containing E3 (with use of isotropic definitions of the non-zero terms of Dij,
i, j = 1, 2, . . . , 6 from (13)) lead to:⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

σ11

σ22

σ33

σ12

σ23

σ31

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

D11 D12 D13 0 0 0

D21 D22 D23 0 0 0

D31 D23 D33 0 0 0

0 0 0 D44 0 0

0 0 0 0 D55 0

0 0 0 0 0 D66

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ε11

ε22
−ν

1−ν (ε11+ε22)

ε12

ε23

ε31

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
−

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 C13− ν
1−ν C33

0 0 C23− ν
1−ν C33

0 0 0

0 0 0

0 C52 0

C61 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎣

E1

E2

E3

⎤
⎥⎦. (23)

The alternative form of the above equation can be obtained after arithmetic manip-
ulations on the terms containing ε11 and ε22. This leads to the change of the constitutive
constants of the matrix D, with zero contributions of its third row and third column. This
alternative form requires either retaining ε33 as the third term of the strain vector or removal
of: the third row and the third column in D, the third row in ε, and the third row in C.

Taking the plane stress assumption into account in the second constitutive relation
(16) needs: introduction of (21) into this relation, arithmetic manipulations on the terms
containing E3, and summation of the contributions from the terms containing ε11 and ε22.
The latter operation leads to the change of the piezoelectric constants in CT , including zero
contributions of the third column of this matrix. All these lead to:

⎡
⎢⎣

d1

d2

d3

⎤
⎥⎦=

⎡
⎢⎣

0 0 0 0 0 C61

0 0 0 0 C52 0

C13− ν
1−ν C33 C23− ν

1−ν C33 0 0 0 0

⎤
⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ε11

ε22

ε33

ε12

ε23

ε31

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+

⎡
⎢⎢⎢⎣

γ11 0 0

0 γ22 0

0 0 γ33+
C2

33
D(1−ν)

⎤
⎥⎥⎥⎦
⎡
⎢⎣

E1

E2

E3

⎤
⎥⎦. (24)

Note that the third column of CT and the third row of ε can be removed from the above
relation. The alternative form of (24) does not need any changes in CT from (16) but requires
replacement of ε33 with −ν

1−ν (ε11+ε22), as in the Equation (23).
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The chosen and written down forms (23) and (24) of the constitutive relations are
suitable for further considerations in the next sections of the paper.

Kinematics

The second group of assumptions required by the first-order piezoelectric symmetric-
thickness model is of kinematic nature and requires deformation of the normals to the mid-
surface onto normals, not necessarily perpendicular to the mid-surface, and no elongation
of these normals during deformation. The first assumption reads:

u′
j =

1
2
(u′b

j + u′t
j) +

x′3
t
(u′t

j − u′b
j ), x ∈ V, (25)

where V represents the symmetric-thickness domain or such a part of the complex domain.
Above, the local displacements u′ can be transformed into the global ones u typical for the
applied 3D-based approach, with use of the transformation matrix θT such that u′

j = θijui.
It is obvious that i = 1, 2, 3 represent the global directions, while j = 1, 2, 3 denote the local
directions of which the first two are tangent and the third one is normal to the mid-surface
Sm of the symmetric-thickness piezoelectric structure. It can be noticed that the above
condition is expressed by the top and bottom local displacements, u′t and u′b that can
be described with u′t = u′ for x ∈ St and u′b = u′ for x ∈ Sb, where St and Sb are the
top and bottom surfaces within the symmetric-thickness structure. Note also that the
first and second terms of the right hand-side of the above condition represent the local
displacements of the mid-surface and the displacements due to rotation of the normal.
The latter displacements change linearly along the normal as t is the structure thickness,
while x′3 ∈ (− t

2 , t
2 ) measures the distance from the mid-surface Sm.

The second assumption says that the third local displacements of the top and bottom
surfaces are the same. Because of this no elongation is possible in this direction, namely:

u′t
3 − u′b

3 = 0, x ∈ V, (26)

where V is defined as in (25). One can express the above condition by the global displace-
ments with use of u′

3 = θi3ui and u′t
3 = u′

3 for x ∈ St, u′b
3 = u′

3 for x ∈ Sb.

3.2. Transition Piezoelectric Models

Three piezoelectric transition models (classical, modified, and enhanced) will be
presented. In each of these three models, continuity of the displacement and electric po-
tential fields, on the boundaries between the transition and basic models, is maintained
due to three-dimensional approach which lies in application of the three-dimensional
displacements and three-dimensional potential for any model of the piezoelectric struc-
ture. The hierarchical or first-order models are consistently treated as constrained three-
dimensional models.

The classical transition model is characterized with the mechanical field of the three-
dimensional model. Only on the boundary with the first-order model, the plane stress
assumption is valid. In the case of the modified transition model, the stress field changes
gradually from of three-dimensional one (on the boundary with the three-dimensional
domain) to the plane stress one (on the boundary with the first-order model). The same
stress field description is valid also for the enhanced transition model.

The enhanced transition model is characterized with the gradually changing assump-
tion of no elongation of the lines perpendicular to the mid-surface of the domain. This
assumption changes from its total validity on the boundary with the first-order model to
its lack on the boundary with the three-dimensional model. Note that, in the cases of the
classical and modified models, this assumption is valid only on the boundary with the
first-order model. Apart from this boundary, this assumption does not apply.
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3.2.1. The Classical Approach
Stress State

The mechanical and electric fields within the classical transition piezoelectric model
are defined as in the case of the three-dimensional piezoelctricity characterized with the
constitutive Equation (16), completed with the definitions (13), (18), and (19).

Kinematic Assumptions

In this classical transition model, the kinematic assumption of the first-order mechani-
cal theory consisting in deformation of the normals to the mid-surface into normals during
deformation and the lack of elongation of these normals are valid on the boundary R
between the transition and first-order theories, i.e.,

u′
j =

1
2
(u′b

j + u′t
j) +

x′3
t
(u′t

j − u′b
j ), x ∈ V ∩ R ≡ R

0 = u′t
3 − u′b

3, x ∈ V ∩ R ≡ R,

(27)

where V = V ∪ ∂V, ∂V ≡ S. As in the case of the first-order model, the above conditions
can be expressed by the global displacements with use of the same relations as before. Note
that the mid-surface within the transition domain may only be defined on the boundary R
between the first-order and transition models.

3.2.2. the Modified Transition Model
The Assumed Stresses

The second approach is based on the transition character of the plane stress assump-
tion. This assumption is valid on the boundary with the first-order piezoelectric model.
It does not hold, however, on the boundary with the hierarchical higher-order or three-
dimensional piezoelectric model, i.e., three-dimensional stress state is present on this
boundary. Between these two boundaries, the stress state is intermediate, namely:

σ33=D
{

νε11+νε22+(1−ν)

〈
αε33+(1−α)

[ −ν

1−ν
(ε11+ε22)+

C33

D(1−ν)
E3

]〉}
−C33E3.

(28)
Above, the function α = α(Sm) ∈ 〈0, 1〉, with Sm being the mid-surface of the thick- or
thin-walled part of the transition domain, is a blending function equal to 1 at the boundary
with the three-dimensional model, and 0 at the boundary with the first-order model.
Consequently, the definition (28) becomes identical with (20) for α = 1, and with (22) for
α = 0.

Taking the above equation into account in the third row of the first relation (16) leads
to: σ = σ1 − σ2, where the first component equals:

σ1 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

D11 D12 D13 0 0 0

D21 D22 D23 0 0 0

D31 D23 D33 0 0 0

0 0 0 D44 0 0

0 0 0 0 D55 0

0 0 0 0 0 D66

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ε11

ε22

αε33 +(1−α) −ν
1−ν (ε11+ε22)

ε12

ε23

ε33

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (29)

306



Appl. Sci. 2021, 11, 4062

while the second one is equal to:

σ2 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 C13−(1−α) ν
1−ν C33

0 0 C23−(1−α) ν
1−ν C33

0 0 αC33

0 0 0

0 C52 0

C61 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎣

E1

E2

E3

⎤
⎥⎦. (30)

In addition, the second equation (16) can be divided into two components, i.e., d =
d1 + d2, where the first component is:

d1 =

⎡
⎢⎣

0 0 0 0 0 C61

0 0 0 0 C52 0

C13−(1−α) ν
1−ν C33 C23−(1−α) ν

1−ν C33 αC33 0 0 0

⎤
⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ε11

ε22

ε33

ε12

ε23

ε33

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (31)

while the second component reads

d2 =

⎡
⎢⎢⎢⎣

γ11 0 0

0 γ22 0

0 0 γ33+(1−α)
C2

33
D(1−ν)

⎤
⎥⎥⎥⎦
⎡
⎢⎣

E1

E2

E3

⎤
⎥⎦. (32)

Note that, when α = 1, the relations (29)–(32) transform into Equations (16)–(19),
while, for α = 0, into Equations (23) and (24).

The Assumed Kinematics

As it comes to the kinematic assumptions within the modified transition element, they
are the same as in the case of the classical elements, i.e., the conditions (27) are valid on the
boundary R between the transition and first-order models.

3.2.3. The Enhanced Transition Model
Stress State

In the case of the enhanced transition model of piezoelectricity, constitutive relations
are the same as in the modified model. This means that (29) and (30), as well as (31) and
(32), hold.

Displacement assumptions

The starting point for defining the kinematic assumption within this type of the
transition model is the definition of the displacement field of the 3D-based hierarchical shell
models [13,14]. This field can be expressed with use of the local or global displacements,
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u′ or u, which are related by the transformation matrix θT , i.e., u′ = θTu. The local
displacement components are equal to:

u′
j = θijui =

I

∑
l=0

fl(x′3)θijul
i =

I

∑
l=0

fl(x′3)u′ l
j

= f0(x′3)u′0
j +

I−1

∑
l=1

fl(x′3)u′ l
j + f I(x′3)u′ I

j

=

(
1
2
− x′3

t

)
u′0

j +

(
1
2
+

x′3
t

)
u′ I

j +
I−1

∑
l=1

fl(x′3)u′ l
j

=
1
2
(u′0

j + u′ I
j ) +

x′3
t
(u′ I

j − u′0
j ) +

I−1

∑
l=1

fl(x′3)u′ l
j, x ∈ V,

(33)

where V is the symmetric-thickness domain. In the first line above, u′ l
j, l = 1, 2, ..., I, are the

functions describing changes of displacements in the longitudinal directions. In the case of
the symmetric-thickness geometry, these function are the same for each l. The functions
fl(x′3), l = 1, 2, ..., I stand for the polynomial functions in the direction normal to the mid-
surface. Along this direction the coordinate x′3 ∈ (− t

2 , t
2 ) is employed. The polynomial

functions in this direction span the respective polynomial space of order I. Hence, the quan-
tity I represents the hierarchical model order. It is worth mentioning that with I → ∞ one
reaches three-dimensional elasticity description of the above displacement field.

Following our propositions from Reference [14,16], in the second and third lines of
(33), we define the first and the last functions, f0(x′3) and f I(x′3), as linear ones and the
rest functions fl(x′3), l = 1, 2, ..., I − 1 as polynomials of order I. After some arithmetic
manipulations, one can reach the final form (line) of (33).

In the case of the enhanced transition piezoelectric model, its transverse displacement
field is assumed to change from the state of no elongation of the lines perpendicular to the
mid-surface to the state of lack of such an assumption. In the same manner, the order of the
transverse displacement field is assumed to change from I = 1 to an arbitrary value I. So
as to implement such changes, the blending function α, now playing the role of a gradually
switching function, is applied, namely:

u′
j =

1
2
(u′0

j + u′ I
j ) +

x′3
t
(u′0

k − u′ I
k) + α

x′3
t
(u′0

3 − u′ I
3) + α

I−1

∑
l=1

fl(x′3)u′ l
j, x ∈ V, (34)

where V is the symmetric-thickness domain or the domain with the mid-surface defined
on R at least, while j = 1, 2, 3 and k = 1, 2. The later index k corresponds to the first
two, longitudinal directions, while the index 3 is used for the transverse direction. It
can be noticed that with α ≡ 1, (34) becomes (33) which characterizes the hierarchical or
three-dimensional models, while, for α ≡ 0, (34) becomes (25) and (26) which correspond
to the first-order model. In this case, l = 0 and l = 1 refer to the bottom (l ≡ b) and top
(l ≡ t) surfaces.

4. Algorithms of the Transition Piezoelectric Elements

The starting point for our finite element considerations is the variational Formulations
(8)–(11). Derivation of the corresponding finite element formulation needs discretization
of the domain V and into finite element subdomains Ve and introduction of polynomial
interpolation of the displacements u and electric potential φ (see Reference [11,12]) with use
of the global vectors of the nodal, displacement qhpq and potential ϕhπρ, degrees of freedom
(dofs). The applied interpolations are suited for the hpq- and hπρ-adaptive approximations
of the displacements and potential fields, with h being the common element size for both
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fields and independent longitudinal and transverse approximation orders p, q and π, ρ
within the mechanical and electric fields, respectively. All these lead to

KM qhpq − KC ϕhπρ = FV + FS,

KT
C qhpq + KE ϕhπρ = FQ,

(35)

where the components of the first equation correspond to: the first equation (9), the second
Equation (9) and the first Equation (11), while the components of the second line result
from: the second definition (11), the first definition (10) and the second definition (10).
The global (of the entire domain) terms KM, KC, KE represent the global stiffness matrix,
the global characteristic matrix of piezoelectricity, and the global characteristic matrix of
dielectricity. The global vectors of nodal mass and surface forces are denoted as FV and FS,
while the global vector of the surface charges as FQ.

4.1. Normalized Geometry of the Transition Elements

For three (classical, modified, enhanced) transition piezoelectric models two principal
geometries of the prismatic elements has to be introduced in order to be able to join the
basic elements corresponding to the three-dimensional or hierarchical models with the
first-order model of piezoelectricity.

The example of the first transition geometry I, presented in Figure 1, includes one
vertical edge (vertex nodes: a1, a4) corresponding to the 3D-based first-order shell the-
ory [13,54] within the mechanical field. The other part of this field corresponds to the
3D-based hierarchical shell [13,14] or three-dimensional elasticity models [13,53]. Above,
the following linear vertex (a2, a3, a5, a6) nodes and generalized: horizontal mid-edge (a7,a8,
. . ., a12), vertical mid-edge (a13, a14), mid-base (a15, a16), mid-side (a17,a18,a19) and middle
(a20) nodes are applied within the geometry and displacement fields. For the element I,
the electric field corresponds to the hierarchical symmetric-thickness or three-dimensional
dielectricity models [11,16]. The linear vertex (b1, b2,. . . , b6) nodes, the generalized: horizon-
tal mid-edge (b7, b8,. . . , b12), vertical mid-edge (b13, b14, b15), mid-base (b16, b17), mid-side
(b18, b19, b20) and middle (b21) nodes characterize the approximated geometry and electric
potential fields of the element.

Figure 1. An exemplary principal geometry I of the transition elements.

It is worth mentioning that the generalized (varying-order) nodes of both types may contain
multiple degrees of freedom along the edges, within the bases and sides, and in the interior
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of the element. The related finite element approximations within the proposed element are
all based on the general rules proposed by Demkowicz and others [1,2].

In the example of the second transition geometry II, shown in Figure 2, one deals
with two vertical edges (nodes a1, a4 and a2, a5) and the side (nodes a7, a10) between these
edges, all corresponding to the first-order mechanical model. The rest of the element (nodes
a3, a6, a8, a9, a11, a12, a13, a14, a15, a16, a17, a18) conforms to the hierarchical shell model or the
three-dimensional model of elasticity. These mechanical models are coupled with the
symmetric-thickness hierarchical or three-dimensional models of dielectricity. The same
nodes b1, b2, ..., b21, as for the geometry I, are employed in this case.

Figure 2. An exemplary principal geometry II of the transition elements.

4.2. Element Characteristic Matrices and Vectors

Replacement of the global quantities introduced in (24) by the corresponding sums of
the element (or local) quantities leads to

∑
e

(
e
kM

e
qhpq −

e
kC

e
ϕhπρ

)
= ∑

e

(
e
f V +

e
f S

)
,

−∑
e

(
e
kT

C

e
qhpq +

e
kE

e
ϕhπρ

)
= −∑

e

e
f Q,

(36)

where e is the element number, while
e
qhpq and

e
ϕhπρ stand for the element, displacements

and potential, dofs vectors.
The element stiffness matrix is defined in the standard way, namely:

e
kM =

∫ 1

0

∫ 1

0

∫ −ξ2+1

0

e
BT D

e
B det(J) dξ1dξ2dξ3, (37)

with
e
B relating strains ε with the element displacement dofs

e
qhpq and, hence, named the

element strain-displacement matrix. The matrix D represents the matrix of elasticities
for the isotropy case under consideration, while the term det(J) is the determinant of the
Jacobian matrix transforming the global coordinates x into normalized ones ξ = [ξ1, ξ2, ξ3]

T .
Note that the applied normalized prismatic geometry of the element e can be characterized
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with Ve = {(ξ1, ξ2, ξ3) ∈ [0,−ξ2 + 1]× [0, 1]× [0, 1]}. In the case of the thick- or thin-walled
geometry, the first two normalized directions coincide with the longitudinal shell directions
and the third normalized direction is the same as the transverse shell direction.

The definition of the element characteristic matrix of dielectricity reads

e
kE =

∫ 1

0

∫ 1

0

∫ −ξ2+1

0

e
bT γ

e
b det(J) dξ1dξ2dξ3, (38)

where
e
b allows expressing the electric field E with the element electric potential dofs

e
ϕhπρ.

It is called the element field-potential matrix. The matrix γ is the constitutive constant
matrix of orthotropic dielectricity under constant strain.

The element characteristic matrix of piezoelectricity coupling the mechanical and
electric fields is defined as follows:

e
kC =

∫ 1

0

∫ 1

0

∫ −ξ2+1

0

e
BT C

e
b det(J) dξ1dξ2dξ3, (39)

with C being the constitutive matrix of orthotropic piezoelectricity under constant strain.
The element nodal forces vector due to the mass loading f is defined in the standard

way, i.e.,
e
f V =

∫ 1

0

∫ 1

0

∫ −ξ2+1

0

e
NT f det(J) dξ1dξ2dξ3, (40)

with
e

N standing for the standard shape functions matrix corresponding to the vectorial
displacement field.

In addition the element nodal forces due to the surface loading p is defined in the
standard way, for the bases and lateral sides, respectively:

e
f S =

∫ 1

0

∫ −ξ2+1

0

e
NT p cof(J) dξ1dξ2

e
f S =

∫ 1

0

∫ 1

0

e
NT p cof(J) dηidξ3.

(41)

Above, ηi, i = 1, 3 is identical to the directions of the triangle edges, i.e., either ξ1 or ξ2 or
1 − ξ1 − ξ2, while the coefficient cof(J) transforms the surface element of the part dSe of
the domain surface S from the global coordinates to the normalized ones.

Finally, the element nodal charges due to the charge density c are equal to

e
f Q =

∫ 1

0

∫ −ξ2+1

0

e
nT c cof(J) dξ1dξ2

e
f Q =

∫ 1

0

∫ 1

0

e
nT c cof(J) dηidξ3

(42)

for the element bases and sides, respectively, with
e
n denoting the standard shape function

matrix suitable for the finite element approximation of the scalar electric potential field.
In the next subsection, we will present the changes that have to be implemented in the

above finite element formulation depending on the applied transition model.

4.3. Strain-Displacement Matrix

Three cases of the classical, modified, and enhanced transition elements corresponding
to the analogous transition models are of interest in this section.
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4.3.1. The Transition Element Based on the Classical Model

The strain-displacement matrix for the classical transition model is assumed in the
form corresponding to the three-dimensional elasticity and the hierarchical shell models,
for the three-dimensional and thick- or thin-walled geometries, respectively. This means
that the three-dimensional strain and stress state is applied for this classical model. This
state is characterized by

ε =
e
B

e
qhpq (43)

and reflects the relation between the local strains ε and global nodal displacement dofs
e
qhpq. The local strain directions are coincident with two tangent (the first two or two
longitudinal) and one normal (the third or transverse) directions within the structure.

The strain-displacement matrix
e
B will also be denoted as

e
B1 ≡ e

B in our further
considerations. The form of this matrix is derived from the standard approach applied to
five-parameter thick-shell elements of the second order [63]. Here, we adopt it to the needs
of the 3D-based hierarchical shell model. This form reads:

e
B= [..., Bk, ...],

e
BT = [..., BT

k , ...]T . (44)

The above blocks Bk ≡ B1
k of the strain-displacement matrix correspond to the element

displacement dofs at the element nodes and are composed of the following components:

Bk =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Bk,11 Bk,12 Bk,13

Bk,21 Bk,22 Bk,23

Bk,31 Bk,32 Bk,33

Bk,41 Bk,42 Bk,43

Bk,51 Bk,52 Bk,53

Bk,61 Bk,62 Bk,63

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (45)

Any term Bk,mn, m = 1, 2, .., 6, n = 1, 2, 3 of each block Bk, where m corresponds to each of
six components of the strain vector and n to each global direction of the displacement dof
vector, can be determined as equal to:

Bk,1n = βk,1θ1n; Bk,4n = βk,1θ2n + βk,2θ1n

Bk,2n = βk,2θ2n; Bk,5n = βk,2θ3n + βk,3θ2n

Bk,3n = βk,3θ3n; Bk,6n = βk,3θ1n + βk,1θ3n,

(46)

with the terms θpn representing components of the transformation matrix θ which converts
the local Cartesian directions p = 1, 2, 3 of the displacement dofs into the global ones.
The terms βk,p can be calculated from

βk,p = Pk,1 A1p + Pk,2 A2p + Pk,3 A3p, (47)

where the quantities Pk,r = ∂Nk/∂ξr are the partial derivatives, with respect to the normal-
ized directions r = 1, 2, 3, of the shape function Nk from the corresponding shape function
matrix. The auxiliary quantities Arp are equal to:
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Arp = jr1θ1p + jr2θ2p + jr3θ3p, (48)

with the terms jrn representing terms of the inverse Jacobian matrix J−1 and θnp being
the components of the transposed transformation matrix θT . The latter matrix transforms
derivatives with respect to the global Cartesian directions into derivatives with respect
to the local Cartesian directions. The terms of the transformation matrices can be ob-
tained from:

θ =

⎡
⎢⎣

θ11 θ12 θ13

θ21 θ22 θ23

θ31 θ32 θ33

⎤
⎥⎦ =

⎡
⎢⎣

u1 v1 w1

u2 v2 w2

u3 v3 w3

⎤
⎥⎦, (49)

where the unit vectors components up = Up/U, vp = Vp/V, wp = Wp/W, p = 1, 2, 3 can
be obtained from the vectors U, V and W equal to:

W =

⎡
⎢⎣

∂x1/∂ξ1

∂x2/∂ξ1

∂x3/∂ξ1

⎤
⎥⎦×

⎡
⎢⎣

∂x1/∂ξ2

∂x2/∂ξ2

∂x3/∂ξ2

⎤
⎥⎦, U =

⎡
⎢⎣

∂x1/∂ξ1

∂x2/∂ξ1

∂x3/∂ξ1

⎤
⎥⎦, V = W × U, (50)

where the partial derivatives ∂xn/∂ξr = jnr, n, r = 1, 2, 3 are the terms of the Jacobian
matrix J.

4.3.2. The Modified and Enhanced Transition Elements

In the case of these two types of the transition element, the constitutive relations (29)
and (30) hold within the coupled mechanical field. The strain and stress state changes
from the three-dimensional one to the plane stress state. This can be expressed with the
following relation

ε =
e
B

e
qhpq =

[
α

e
B1 + (1 − α)

e
B2

]
e
qhpq, (51)

where the components
e
B1 and

e
B2 correspond to the three-dimensional and plane stress

states. The first component is defined in accordance with (44)–(50). The second component
is divided into blocks corresponding to the displacement dofs at the element nodes, namely

e
B2 = [..., B2

k , ...]. (52)

Due to the plane stress assumption (21), any block k of the second component needs
the following modification:

B2
k =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Bk,11 Bk,12 Bk,13

Bk,21 Bk,22 Bk,23
−ν

1−ν (Bk,11+Bk,21)
−ν

1−ν (Bk,12+Bk,22)
−ν

1−ν (Bk,13+Bk,23)

Bk,41 Bk,42 Bk,43

Bk,51 Bk,52 Bk,53

Bk,61 Bk,62 Bk,63

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (53)

where the terms Bk,mn, m = 1, 2, 4, 5, 6, n = 1, 2, 3 are defined in accordance with (46)–(50).
Because of the modified definition (51) of the strain vector ε, also any block k of the

strain-displacement matrix has to be modified in accordance with
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Bk = αB1
k + (1 − α)B2

k =⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Bk,11 Bk,12 Bk,13

Bk,21 Bk,22 Bk,23

αBk,31+(1−α)−ν
1−ν(Bk,11+Bk,21) αBk,32+(1−α)−ν

1−ν(Bk,12+Bk,22) αBk,33+(1−α)−ν
1−ν(Bk,13+Bk,23)

Bk,41 Bk,42 Bk,43

Bk,51 Bk,52 Bk,53

Bk,61 Bk,62 Bk,63

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.
(54)

The blending function is defined in accordance with α = α(ξ1, ξ2, 1
2 ), i.e., as a function

of the two normalized directions, ξ1 and ξ2, tangent to the mid-surface defined with ξ3 = 1
2 .

Note that, for α ≡ 1 and α ≡ 0, the definition (54) transforms into (45) and (53), suitable for
the basic (three-dimensional and first-order) piezoelectric elements, respectively.

4.4. Field-Potential Matrix

For any type of the transition models: (16), (23), (24), and (30) plus (32), the definition
of the electric field vector E remains unchanged. Because of this also the field-potential
matrix has the same form for the classical, modified, and enhanced transition elements. This
form corresponds to the three-dimensional or hierarchical symmetric-thickness dielectric
models. For these models, the following relation holds:

E =
e
b

e
ϕhπρ . (55)

Above, the locally defined electric field E is expressed with the scalar potential dofs
e

ϕhπρ.
The form of the electric field-potential matrix under consideration is

e
b = [..., bl , ...],

e
bT = [..., bT

l , ...]T , (56)

where the blocks bl of the field-potential matrix correspond to the electric potential dofs of
the element. The number of these blocks may be different to the number of the displacement
dofs as the electric potential field is hπρ-interpolated, while the displacement field is hpq-
interpolated. The form of these blocks is:

bl =

⎡
⎢⎣

bl,1

bl,2

bl,3

⎤
⎥⎦. (57)

The terms bl,p, where p = 1, 2, 3 are the local Cartesian directions, are equal to

bl,p = pl,1 A1p + pl,2 A2p + pl,3 A3p. (58)

Note that the quantities pl,r = ∂nl/∂ξr, r = 1, 2, 3 are the derivatives of the terms nl of
the shape function matrix with respect to the normalized directions r = 1, 2, 3. The shape
function nl corresponds to the electric potential dof l at the element node. The auxiliary
terms Arp, r, p = 1, 2, 3 can be calculated from

Arp = jr1θ1p + jr2θ2p + jr3θ3p, (59)

i.e., analogously as in the case of the strain-displacement matrix. As before, the terms
θnp belong to the transformation matrix θ which transforms the local Cartesian directions
p = 1, 2, 3 into global Cartesian ones n = 1, 2, 3. The quantities jrn are the terms of the
inverse Jacobian matrix J−1 again.
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4.5. Constitutive Constant Matrices

In the case of the classical, modified, and enhanced transition elements, the constitu-
tive, elasticity constant matrix from (37) takes the same form (13).

The classical transition element requires the dielectricity and piezoelectricity constant
matrices, in (38) and (39), in the form defined by (18) and (19), respectively. As far as the
modified and enhanced transition elements are concerned, one has to apply, in relations
(38) and (39), the definitions included in (32) and (30), respectively.

4.6. Blending Functions

As said above, blending functions describe the linear change of the stress state within
transition elements from the three-dimensional to plane stress state. This change manifests
itself by the presence of function α = α(ξ1, ξ2) in the strain definition of the modified and
enhanced transition elements and in the piezoelectric and dielectric constant matrices for
these two transition elements. Note that ξi, i = 1, 2, 3 are the normalized directions within
an element and ξ3 defines location of the reference surface within the element.

The blending function corresponding to the transition element of the geometry I is
presented in Figure 3. The function is represented by the triangle spanned at the vertices
a1, a5, a6 and takes the value of 0 for the vertical edge 1 corresponding to the mechanical
field of the first-order in the transverse direction ξ3 and to the electric field of an arbitrary
order in this direction. The blending function value of 1 corresponds to the mechanical
and electric fields of arbitrary orders for the vertical edges 2 and 3. This function can be
expressed with the affine coordinates λ1, i = 1, 2, 3 of the triangular element base or the
normalized coordinates ξ1 and ξ2 as

α = 1 − λi, i = 1, 2, 3, (60)

where λ1 = 1 − ξ1 − ξ2, λ2 = ξ1 and λ3 = ξ2.

Figure 3. The blending function for an example of the principal transition geometry I.

The geometry II of the transition element and the respective blending function are
presented in Figure 4. The function is represented by the triangle spanned at the vertices
a1, a2, a6 and equals 0 for two edges 1 and 2 corresponding to the mechanical field of the
first-order in the transverse direction. This value is equal to 1 for the vertical edge 3 where
the mechanical field is of arbitrary order in the transverse direction ξ3. The order of the
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electric field is arbitrary for all three vertical edges. The function can be expressed in the
following way:

α = λi, i = 1, 2, 3. (61)

Figure 4. The blending function for an example of the principal transition geometry II.

It should be noted that due to introduction of the linear blending functions into
the vectors and matrices from (29)–(32), the polynomial order the integrands of (37)–(39)
increases. This needs the respective increase of the number of the Gauss points in the
numerical integration of these integrands.

4.7. Shape Function Matrices

The shape function matrices
e

N corresponding to the displacement field of the tran-
sition piezoelectric elements are of the standard form for any type of the element. This
form reads

e
N= [..., Nk, ...],

e
NT= [..., NT

k , ...]T , (62)

where the blocks Nk are diagonal and correspond to the vectorial displacement dofs k at
the element node:

Nk =

⎡
⎢⎣

Nk 0 0

0 Nk 0

0 0 Nk

⎤
⎥⎦. (63)

In the case of the electric potential, the following standard form of the shape function
matrix

e
n is valid for the piezoelectric transition element of any type:

e
n= [..., nl , ...],

e
nT= [..., nT

l , ...]T , (64)

where the blocks nl , corresponding to the scalar electric potential dof l at the element node,
reduce to:

nl =
[

nl
]
. (65)

It is worth noticing that the forms (44)–(45) and (64)–(65) corresponding to three
proposed transition models are exactly the same as in the case of the three-dimensional
and hierarchical models of piezoelectricity.
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4.8. Kinematic Constraints within the Elements

In this section, the algorithms for imposition of the constraints of no elongation of
the normals to the mid-surface, and for application of the constraints imposed on the
generalized (varying-order) displacement dofs, as well, will be presented.

4.8.1. The Classical and Modified Elements
Stiffness Matrix Modification

In this case the constraints of no elongation of the normals are assumed on the
boundary Re between the first-order and transition elements. These constraints are imposed
with the penalty method where the parameter P is employed. It represents the inverse
of the penalty parameter and is a number sufficiently large to overwrite the stiffness
matrix terms with the constraint terms and to replace the finite element equation with the
constraint equation. Our approach takes advantage of the presentation of the method given
in Reference [1,2]. Imposition of the constraints under consideration needs the following
modification of the stiffness matrix:

e
kM =

e
(R−1)T

(
e

RT
e
kM

e
R +ZT

e
kPZ

)
e

R−1, (66)

where
e
kP is called the penalty matrix. Its terms include the mentioned parameter P.

Note that no modification of the force vectors
e
f V +

e
f S due to penalty method is

required as one deals with zero constraints in the paper, e.g., the constraints of no elongation
of the normals to the mid-surface. The same refers to other constraints presented in
this paper.

The arithmetic operator matrices
e
R and

e
R−1 of the element e from (66) are capable of

converting the top and bottom displacement dofs into their mean sums and differences,
and conversely, respectively. The form of the first operator is related to the division of the
element dofs into two groups: the pairs of top and bottom displacement dofs q1 and all
other displacement dofs q2, namely:

e
qhpq =

[
q1

q2

]
, (67)

where the two blocks consist of the following component sub-blocks:

q1 = [..., qk, ..., ql , ...]T , q2 = [..., qm, ...]T . (68)

The top and bottom dofs, k and l, are associated with the nodes belonging to Re = R|Ve only.
In the case of the transition element geometry I (Figure 3), the top dofs k are associated
with the node a4, the bottom dofs l with the node a1, the other dofs m with the nodes
a2, a3, a5, a6, a7, ..., a18. In the case of the geometry II, one has the following assignments:
the top dofs k are associated with the nodes a4, a5, a10, the bottom dofs l with the nodes
a1, a2, a7, the other dofs m with the nodes a3, a6, a8, a9, a11, a12, a13, ..., a20.

Modifying Operators

Following the above assignments, one defines

e
R =

[
R1 0

0 R2

]
. (69)
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Within the block R1, the following overlapping sub-blocks can be distinguished

R1 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

...
...

· · · Rkk · · · Rkl · · ·
...

...
· · · Rlk · · · Rll · · ·

...
...

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

. (70)

Sub-blocks Rkk, Rkl are responsible for summation of the top and bottom displacement
dofs, while Rlk and Rll for subtraction of these dofs. In turn, the block R2 possesses the
following structure based on the identity sub-blocks I

R2 = diag [..., Rm, ...], Rm ≡ I = diag [1, 1, 1]. (71)

This means that neither the summation nor the subtraction is performed for the dofs m.
One more remark concerns the sums and differences of displacements present in

the constraints (27). In the case of the symmetric-thickness geometry, these sums define
mid-surface displacements. The first two differences, after division by the thickness t,
give rotations of the normal to the mid-surface, while the third difference determines a
transverse elongation of the corresponding normal. Note that only the latter difference
needs to be constrained (equal to zero) in accordance with the last Equation (27). Because of
this, multiplication of the penalty stiffness by the diagonal matrix Z is necessary. This
matrix possesses the following structure:

e
Z =

[
Z1 0

0 Z2

]
. (72)

The component block Z1 is composed of the diagonal blocks Zk and Zl corresponding to
the degrees of freedom k and l:

Z1 = diag [..., Zk, ..., Zl , ...], Zk = diag [0, 0, 0], Zl = diag [0, 0, 1], (73)

where the degrees of freedom k and l correspond to the sums and differences of the top
and bottom displacement dofs. The second component block has the simpler form

Z2 = diag [..., Zm, ...], Zm = diag [0, 0, 0], (74)

which results from the fact that, for the degrees of freedom m, other than the sums and
differences of the displacement dofs, the penalty terms are not necessary.

Penalty Stiffness

The respective penalty stiffness
e
kP, present in (66), is defined in the directions co-

incident with the constraint directions of which the first two are tangent and the third
one is perpendicular to the mid-surface. The stiffness form corresponds to the displace-
ment dofs that represent the mentioned sums and differences of the top and bottom dofs.
The definition of the penalty stiffness reads:

e
kP =

∫
Re

e
NTnPnT e

N cof(J) dξ3dηi. (75)

The penalty parameter has to be larger than the terms of
e
kM and the terms of

e
kC, i.e., P �

max{(kM)ij; i, j = 1, 2, ..., nM}, where (kM)ij represent terms of the stiffness matrix and nM
stands for the corresponding number of displacement dofs. Additionally, one has P �
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max{(kC)ij; i = 1, 2, ..., nM; j = 1, 2, ..., nE}, with (kC)ij being terms of the piezoelectricity
matrix and nE denoting the corresponding number of electric potential dofs.

The above form (75) of the penalty matrix is suitable for the geometry I of the classical
and modified transition elements. In the above equation, Re stands for the element side
being the subset of the boundary R between the first-order and transition model: Re ⊂ R.
The normal vector n is defined as perpendicular to the mid-surface Sm, i.e., n ⊥ Sm. It also
approximately satisfies the condition n ∈ Re – approximately due to the finite element
approximation of the element geometry. Note that two tangential directions and the
third normal direction are coincident with the local directions present in the constraint
Equation (27). On the element level, they are defined by the relations (49) and (50). Note
also that the presence of the vector n in the above definition results in imposition of the
penalty terms in the third (normal) direction only, i.e., the constraints are applied in this
direction only. The shape function matrix terms are non-zero on the boundary Re. Hence,
the non-zero penalty terms appear for the element nodes placed on this boundary.

In the case of the classical and modified transition elements of the geometry II,
the above definition has to take into consideration the fact that the constraints (27) are
imposed on the element vertical edge Le only. The edge can be characterized with: Le ⊂ R.
The normal vector is defined analogously as in the case of the geometry I, i.e., n ⊥ Sm and
approximately n ∈ Le. With these remarks in mind, one can write

e
kP =

∫
Le

e
NTnPnT e

N der(J) dξ3, (76)

where, due to one dimensional integration, the value of der(J) is applied for transformation
of the global directions into the normalized direction ξ3. As previously, the constraints
concern the differences of the top and bottom displacement dofs. The non-zero penalty
terms appear for the element nodes and the corresponding dofs placed on the boundary
Le, in the transverse direction only.

4.8.2. The Enhanced Transition Element

Two types of constraints are present in the case of the corresponding transition model.
The first type are the gradually changing constraints of no elongation of the normals to
the mid-surface, represented by the last but one term of (34). The considered type of the
element requires also the additional constraints corresponding to the gradual change of the
transverse order of approximation from q ≡ I = 1 to an arbitrary value q ≡ I, where I is
the hierarchical model order, and represented by the last term of (34). As the constraints of
both types are fully active on the boundary with the first-order model (α = 1) and gradually
switched off (α → 0) towards the boundary with the hierarchical or three-dimensional
model, the nodal (collocation) values of the complement of the switching functions to unity
1 − α will appear in the penalty stiffness definitions so as to activate the penalty terms.

The Modified Stiffness Matrix

The relations (66)–(68) are still valid for the enhanced transition elements and con-
straints of no elongation of the normals to the mid-surface Sm. However, the degrees of
freedom k and l corresponding to the top and bottom displacements, and the other dofs m,
as well, are associated with different nodes now because the constraints of no elongation
of the lines normal to the mid-surface are applied in the entire element volume Ve. In the
case of the geometry I, the top dofs k are associated with the nodes a4, a5, a6, a10, a11, a12, a16
the bottom dofs l with the nodes a1, a2, a3, a7, a8, a9, a15, and the other dofs m with the
nodes a13, a14, a17, a18, a19, a20. The geometry II needs the following assignments: the top
dofs k correspond to the nodes a4, a5, a6, a10, a11, a12, a15, the bottom dofs l to the nodes
a1, a2, a3, a7, a8, a9, a14, and the other dofs m to the nodes a13, a16, a17, a18. These assignments
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hold also for the constraints related to the change of the transverse approximation order.
In this case, the stiffness matrix modification is described with the relation

e
kM =

e
kM + ZT

e
kPZ. (77)

Comparing (66) and (77), one can notice that there are no matrices
e
R and

e
R−1 present in

the above relation. This means that the replacement of the top and bottom dofs with their
sums and differences and inversely is not necessary for the constraints of the second type.

The Modifying Operators

In the case of the constraints of no elongation of the normals, the definitions of the

operators
e
R and Z, (69)–(71) and (72)–(79), respectively, are still valid. However, the new

assignments of the top k, bottom l, and other m dofs to the element nodes for geometries I
and II have to be taken into account while calculating the corresponding operator matrices.
In the case of the constraints of the second type, which concern the other dofs m only,
the following definition is appropriate

e
Z =

[
0 0

0 Z2

]
. (78)

As it can be seen, the first component block of (78) is Z1 ≡ 0. The second component block
has the form

Z2 = diag [..., Zm, ...], Zm = diag [1, 1, 1], (79)

which results in appearance of the penalty terms for all dofs m in all three global directions.

The Penalty Matrices

The constraints of no elongation of the normals require the following definition of the
penalty stiffness matrix:

e
kP =

∫ 1

0

∫ 1

0

∫ −ξ2+1

0

e
NT(I−αT)nPnT(I−α)

e
N det(J) dξ1dξ2dξ3, (80)

where normal vector is n ⊥ Sm, with Sm being the mid-surface within the symmetric-
thickness geometry. The presence of this vector results in application of the constraints in
the normal direction only. In turn, the presence of the switching function I−α guarantees
the gradual change of the penalty terms. It employs the identity matrix I and the matrix of
nodal values of the blending function:

α = [..., αm, ...], αT = [..., αT
m, ...]T , (81)

and the nodal blocks αm are diagonal and correspond to the dofs m, other than the top and
bottom ones:

αm =

⎡
⎢⎣

αm 0 0

0 αm 0

0 0 αm

⎤
⎥⎦, (82)

and where αm ∈ 〈0, 1〉. Its value depends on the longitudinal location of the node, the dof
m is associated with. In other words, αm = α(ξ1,m, ξ2,m), where ξ1,m and ξ2,m represent first
two normalized coordinates for the dof m.

In the case of the constraints of the second type one has

e
kP =

∫ 1

0

∫ 1

0

∫ −ξ2+1

0

e
NT(I−αT)P(I−α)

e
N det(J) dξ1dξ2dξ3. (83)
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These constraints also change gradually and are applied in all three global directions for
degrees of freedom m of the element. The definitions (81) and (82) of the switching function
remain unchanged.

It should stressed that the above definitions (80) and (83) are valid for both the transi-
tion elements acting between the piezoelectric elements based on the first-order shell theory
and the elements based on either the hierarchical shell theory or the three-dimensional
theory. The difference is that, in the first case, the entire surface Sm (characterized with
ξ3 = 1

2 ) represents the shell mid-surface, while, in the second case, it represents the refer-
ence surface only (defined with ξ3 = 1

2 ). The reference surface becomes the mid-surface
only on the boundary with the first-order model R ∩ Sm.

5. Numerical Tests

Two aspects of performance of the proposed transition piezoelectric elements will be
addressed in this section. The first one is the ability to remove high stress gradients be-
tween the 3D-based transition and 3D-based basic elements in the chosen model problems.
The mechanical models of the basic elements conform to the 3D-based first-order shell
theory and the 3D-based hierarchical shell or three-dimensional theory. The electric field is
characterized with the same dielectric model conforming to either three-dimensional or
3D-based hierarchical symmetric-thickness theory.

The second aspect will be comparison of the solution convergence for the same model
problems as in the first aspect with three versions of the transition elements employed.
The model problems will concern the bending-dominated plate and shell and membrane-
dominated shell. These problems manifest different and numerically demanding stress and
strain states. Explanation of the differences between these three cases of the mechanical
fields can be found in Reference [53]. The electric field and electric displacement states will
be typical for piezoelectricity.

It should be stressed that our model problems presented below serve the numerical
assessment of the presented algorithms. Because of that the loads and charges are assumed
so as the mechanical and electric parts of the potential electro-mechanical energy (or
potential co-energy) are of the same order – the case very demanding from the numerical
point of view as the sign of the electro-mechanical potential energy may change in the
convergence studies where the error of the energy is displayed as a function of the number
of dofs in the problem. Note that, in the two technologically important actuating and
sensing modes of piezoelectric operation, one part of the co-energy dominates the other
one. Because of this, such modes are less demanding numerically.

5.1. Model Problems and Methodology
5.1.1. Model Structures and Their Geometry

Three piezoelectric domains corresponding to the bending-dominated plate, bending-
dominated half-cylindrical shell and a half of the membrane-dominated cylindrical shell
are presented in Figures 5–7. The plate dimensions are l × l, the length of both shells is
equal to l, while the circumferential length of a half of the cylinder is l ≈ 2πR with R being
the radius of the mid-surface of the shells. All the structures are of the same thickness
t. The following values are set in our tests: l = 3.1415 × 10−2 m, R = 1.0 × 10−2 m,
t = 0.03 × 10−2 m.

5.1.2. Material, Load, Charge and Boundary Conditions

All three structures are made of the same piezoelectric material of material constants
typical for piezoceramics [57]. The Young modulus is E = 0.5 × 1011 N/m2, the Poisson
ratio equals ν = 0.294, the dielectricity constant under constant stress is δ = 0.1593 × 10−7

F/m, while the piezoelectric constants under constant stress are equal to d13 = d23 =
−0.15 × 10−9 C/N, d33 = 0.3 × 10−9 C/N, and d52 = d61 = 0.5 × 10−9 C/N.

The plate and bending-dominated shell are loaded with the vertical traction of the
value p = −0.4 × 106 N/m2, while the membrane-dominated shell with the internal
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pressure of the same value p acting in the outward direction. All the structures are
electrically charged on their upper (or outward) surface where the surface charge density
is c = 0.2 × 10−1 C/m2. On the lower (or inward) surfaces the charge density is set to 0.

Figure 5. The domain of the bending-dominated piezoelectric plate.

Figure 6. The domain of the bending-dominated piezoelectric half-cylindrical shell.

Figure 7. A half of the membrane-dominated piezoelectric shell domain.
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The mechanical boundary conditions are as follows. The plate is clamped along its
four edges. The bending-dominated shell has two straight edges clamped and two curved
edges free. In the case of the membrane-dominated shell, there is no rotation along the
curved edges. The electrical boundary conditions assume grounding along: four edges of
the plate, along two straight and two curved edges of the half-cylindrical shell, and two
curved edges of the cylindrical shell.

5.1.3. Discretization and Methodology

Due to symmetry of the geometry, loading, electric charge, and boundary condi-
tions, only quarters of the bending-dominated domains and an octant of the membrane-
dominated domain are taken into account in or numerical tests and presented in the
figures below. The numerical settings are as follows. We apply the meshes 4 × 4 × 2 of
the prismatic elements in the displayed quarter or octant parts of the structures in our
tests. The longitudinal order of approximation within the mechanical and electric field is
the same and equal p = π = 1, 2, . . . , 8. The transverse orders of approximation of both
fields are equal to q = ρ = 2 in the hierarchical shell zone of the domains, q = ρ = 1
in the first-order shell zone, and the changing (from 2 to 1) order in the transition zone
constituting a layer composed of couples of prismatic transition elements. The number
of the first-order and hierarchical (three-dimensional) elements changes from the entirely
hierarchical shell structure to the shell structure composed of the first-order shell elements
only. The intermediate (or mixed) case includes a single layer of piezoelectric transition
elements. The exemplary cases for the plate and shells are presented in Figures 8–10.
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Figure 8. Mixed models of the bending-dominated plate.
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Figure 9. Mixed models of the bending-dominated shell.

 260

 320  310

 280

 250

 300
 290

 180

 270

 240  230

 200

 170

 220
 210

 100

 190

 160  150

 120

  90

 140
 130

  20

 110

  80   70

  40

  10

  60
  50

  30

x y

z

M-model

RM

RM/3D
RM/MI

3D
MI

Figure 10. Mixed models of the membrane-dominated shell.
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The presented meshes are composed of one layer of hierarchical elements (yellow and
marked as MI in the figure), one layer of the transition elements (green and marked as
RM/MI), and two layers of the first-order elements (blue and marked as RM in the figure).

Our parametric studies are limited to changes of the longitudinal approximation
orders p ≡ π, the ratios of the numbers of elements of various types, and the types of
the transition elements for three model problems. The mentioned ratios are equal to
r = 1.0, 0.5, 0.0 and represent the number of the first-order elements divided by the sum of
the transition and hierarchical elements along the characteristic longitudinal dimensions of
the structures.

5.2. Ability to Remove High Stress Gradients

In order to present the ability of three (classical, modified, and enhanced) types of the
transition elements to remove the high stress gradients between the transition elements
and the neighboring basic (hierarchical and first-order) elements, exemplary (p ≡ π = 6)
distributions of the global normal stress σ33 (marked as szz) for three model problems
and three types of the transition elements are presented. These distributions correspond
to the mixed models from Figures 8–10. The stress distributions for the plate problem,
with the classical, modified and transition elements employed, are presented in Figures
11–13, respectively. Figures 14–16 display the analogous three stress distributions for the
bending-dominated shell. The last figures, Figures 17–19, correspond to the membrane-
dominated problem with three types of the transition elements applied. Note that, in
the figures, the stress values are written in numerical form not in analytical form due to
capabilities of the numerical code used.

In the case of the plate and membrane problems, high solution gradients are visible
when the classical transition elements are employed. These gradients are reduced for the
mixed models with the modified and enhanced elements applied. In the case of the bent
shell, high gradients are not visible for the classical elements as the displayed global normal
stress component is a combination of the transverse and longitudinal stresses.
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Figure 11. Transverse stress—the bent plate with the classical transition elements.
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Figure 12. Transverse stress—the bent plate with the modified transition elements.
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Figure 13. Transverse stress—the bent plate with the enhanced transition elements.

326



Appl. Sci. 2021, 11, 4062

 260

 320  310

 280

 250

 300
 290

 180

 270

 240  230

 200

 170

 220
 210

 100

 190

 160  150

 120

  90

 140
 130

  20

 110

  80   70

  40

  10

  60
  50

  30

x y

z

szz

-3.24E+09

-2.86E+09

-2.48E+09

-2.11E+09

-1.73E+09

-1.35E+09

-9.71E+08

-5.92E+08

-2.14E+08

 1.65E+08

 5.43E+08

 9.22E+08

 1.30E+09

 1.68E+09

 2.06E+09

 2.44E+09

 2.81E+09

-3.25E+09 min(x)

x

 1.63E+09 max(X)

X

Figure 14. Third normal stress—the bent shell with the classical transition elements.
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Figure 15. Third normal stress—the bent shell with the modified transition elements.
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Figure 16. Third normal stress—the bent shell with the enhanced transition elements.
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Figure 17. Third normal stress—the membrane with the classical transition elements.
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Figure 18. Third normal stress—the membrane with the classical transition elements.
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Figure 19. Third normal stress—the membrane with the enhanced transition elements.
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In order to quantify the presented graphical results concerning stress gradients, the
Table 1 is presented. Therein, gradients (jumps/differences) of the global stress σ33 between
the face centers of the neighboring elements are displayed for three model structures.
Five models for each of three structures are included: the entirely hierarchical (MI) shell
model (r = 0.0), three mixed (RM/MI) models (r = 0.5) with the classical, modified, and
enhanced (respectively, TR1, TR2, TR3) transition models, and entirely first-order (RM)
model (r = 1.0). In the case of the bending-dominated (bent) plate, the chosen elements
31 and 24 correspond to 3D model and TR1 or TR2 or TR3 model. Both elements 24 and
23 correspond to either TR1 or TR2 or TR3 model, while the elements 23 and 16 to either
TR1 or TR2 or TR3 model and RM model. In the case of the bending-dominated (bent)
shell, the corresponding couples of elements are: 25 and 28, 28 and 27, and 27 and 30. In the
case of the membrane (membrane-dominated shell), the corresponding couples are: 6 and
13, 13 and 14, 14 and 21.

Table 1. Summary of stress gradients [N/m2] for three model problems.

Structure Stress Structure Model

Type Gradient * MI TR1 TR2 TR3 RM

figure no. – Figure 11 Figure 12 Figure 13 –
bent el. 31, 24 −0.0085×107 0.0064×107 1.6533×107 2.0853×107 0.0000×10−12

plate el. 24, 23 0.0001×107 0.0025×107 0.0312×107 0.2602×107 −0.2096×10−12

el. 23, 16 0.0001×107 1.0996×107 1.1658×10−7 4.0159×10−7 3.7411×10−12

figure no. – Figure 14 Figure 15 Figure 16 –
bent el. 25, 28 −0.1342×108 −0.1348×108 −0.2991×108 −0.2661×108 0.0286×108

shell el. 28, 27 −0.0313×108 −0.0327×108 −0.0519×108 −0.0109×108 0.0051×108

el. 27, 30 −0.0256×108 0.8547×108 1.2494×108 1.3887×108 0.0173×108

figure no. – Figure 17 Figure 18 Figure 19 –
membrane el. 6, 13 −0.0251×107 −0.0505×107 2.1664×107 2.1448×107 −0.0053×107

shell el. 13, 14 −0.0002×107 0.0035×107 −0.0434×107 −0.0048×107 0.0043×107

el. 14, 21 −0.0013×107 4.4918×107 0.0335×107 0.0068×107 −0.0008×107

* The presented result values correspond to p ≡ π = 6.

In the case of the plate, the third normal stress σ33 corresponds to the transverse normal
stress. In the entirely hierarchical (MI) shell model, the observed values of gradients are
small and due to finite element discretization. In the entirely first-order (RM) model,
the jumps are extremely small (correspond to the numerical zero), as the plane stress
assumption holds in all elements. In the case of the mixed TR1 model, the jump between
the transition and first-order elements 23 and 16 results from the three-dimensional stress
state and plane stress state in the neighboring elements. Such jumps are diminished to
numerical zero for the cases of the TR2 and TR3 models, as the plane stress assumption
holds on both sides of the neighboring faces of the transition and first-order elements.
In both shell cases, the presented jumps of σ33 result from both discretization and plane
stress assumption. The exact analysis for the transverse direction requires taking jumps for
the stress components σ11 and σ13 = σ31 into account. Such an analysis (not revealed here)
leads to exactly the same observations as in the case of the plate. For the membrane case,
where the contribution of σ33 to the transverse normal stress is higher than the influence
of two other stress components, the stress jumps in σ33 between elements 14 and 21 are
smaller in the case of the TR3 model than in the cases of the TR2 and TR1 models. In the
bent shell case, the jumps in σ33 between elements 27 and 30 grow from TR1 through TR2 to
TR3, but this leads to zero transverse normal stress values in both neighboring elements for
the TR2 and TR3 models. Demonstration of this needs inclusion of the stress components
σ11 and σ13 = σ31 again.
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5.3. Solution Convergence of the Problems

In the convergence studies, the logarithm of the approximation error in potential
energy is presented as a function of the logarithm of the number of dofs N of the problem.
The corresponding curves are p-convergence ones as the number of dofs in the problems
increase due to the change of the longitudinal order of approximation p within elements.
In order to present the solution convergence for the three model problems with three
types of the transition elements applied, three threesomes of pictures are displayed. The
first three pictures (Figures 20–22) correspond to the bending-dominated plate problem,
the second threesome (Figures 23–25) to the bending-dominated shell problem, while
the last three drawings (Figures 26–28) to the membrane-dominated shell. In the figures,
the first, second and third drawings correspond to the cases of the classical, modified, and
enhanced transition elements applied.

The mentioned approximation error is defined as the difference of two energy mea-
sures of which E corresponds to the numerical solution under consideration and the
reference solution Er plays a role of the exact solution, namely:

energy error = |Er − E|. (84)

The energy measures represent the sum of absolute values of the mechanical and
electrical parts of the electro-mechanical potential energy, i.e.,

E = |B(u, u)− C(u, φ)|+ |−b(φ, φ)− C(φ, u)|. (85)

Due to stationarity of the solutions u and φ, resulting from (8), the potential energy
can be expressed with the components of the electro-mechanical co-energy (strain, electric
field, and coupling energies) corresponding to the bilinear forms B, b and C from (9)–(11).
The solutions for displacements u and electric potential φ are approximated with use of the
global nodal vectors of the displacement dofs qhpq and potential dofs ϕhπρ obtained from
solution of the problem (35).

Figure 20. Convergence curves—the plate problem, the classical transition elements employed.
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Figure 21. Convergence curves—the plate problem, the modified transition elements applied.

Figure 22. Convergence curves—the plate problem, the enhanced transition elements applied.
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Figure 23. Convergence curves—the bending-dominated shell with the classical transition elements.

Figure 24. Convergence curves—the bending-dominated shell with the modified transition elements.
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Figure 25. Convergence curves—the bending-dominated shell with the enhanced transition elements.

Figure 26. Convergence curves—the membrane shell with the classical transition elements.

334



Appl. Sci. 2021, 11, 4062

Figure 27. Convergence curves—the membrane shell with the modified transition elements.

Figure 28. Convergence curves—the membrane shell with the enhanced transition elements.

The proposed measure of the approximation error was applied as it guarantees mono-
tonicity of the energy approximation error with changing value of p ≡ π, while the simple
sum of both parts of the energy (equal to the electro-mechanical co-energy) may not. Note
that such monotonicity is a must in the case of error-controlled adaptivity suggested in
Reference [11,12].
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In order to calculate the errors, the exact values Er of the energy measures are replaced
with their best numerical approximations obtained from the so-called over-killed meshes,
i.e., the meshes for which the longitudinal order of approximation is equal to p = π = 9.

In the case of two bending-dominated problems the convergence for the enhanced
models is slightly higher than for the modified transition elements employed in the mixed
models. Additionally, the latter elements produce slightly better convergence than the clas-
sical ones. In the case of the membrane-dominated problem, only the enhanced transition
elements deliver convergence curves between the curves obtained for the basic models.
The confirmation is presented in the Table 2, where the absolute values log(Er−E) of the
error and relative error values (Er−E)/Er (both for p = 8, i.e., E ≡ E8) are included. In
addition, the averaged convergence rates are given and equal to −log(δ8/δ7)/log(N8/N7),
δ8 = Er−E8, δ7 = Er−E7, where E8, N8 and E7, N7 represent the energies and numbers of
dofs for p = 8 and p = 7.

Table 2. Error and convergence summary for three model problems.

Problem Result Model Type

Type Quantity * MI TR1 TR2 TR3 RM

figure no. Figures 20–22 Figure 20 Figure 21 Figure 22 Figures 20–22
bending- dofs number N [1] 13,068 11,912 11,912 11,912 8712

dominated log(Er−E) [N·m] 2.922 2.983 2.879 2.803 0.253
plate (Er−E)/Er [%] 0.0149 0.0162 0.0127 0.0116 0.00003

−log(δ8/δ7)/log(N8/N7) 3.330 3.301 2.867 3.789 4.504

figure no. Figures 23–25 Figure 23 Figure 24 Figure 25 Figures 23–25
bending- dofs number N [1] 13,068 10,824 10,824 10,824 8712

dominated log(Er − E) [N·m] 1.701 1.749 1.626 1.478 0.511
shell (Er − E)/Er [%] 0.0046 0.0051 0.0039 0.0018 0.0003

−log(δ8/δ7)/log(N8/N7) 3.411 3.393 3.741 4.429 3.788

figure no. Figures 26–28 Figure 26 Figure 27 Figure 28 Figures 26–28
membrane- dofs number N [1] 13,068 10,824 10,824 10,824 8712
dominated log(Er−E) [N·m] −1.131 −0.727 −0.379 −0.923 −1.174

shell (Er−E)/Er [%] 0.0000083 0.0000211 0.0000471 0.0000134 0.0000076
−log(δ8/δ7)/log(N8/N7) 3.832 3.857 3.125 3.268 4.036

* The presented result values correspond to p ≡ π = 8.

6. Conclusions

Three types of the transition piezoelectric elements joining the basic piezoelectric
elements are possible. The joined basic elements are the three-dimensional piezoelectric
elements (or hierarchical symmetric-thickness piezoelectric elements) and the first-order
symmetric-thickness piezoelectric elements.

The first (classical) transition element guarantees continuity of the displacement and
electric potential fields between the basic elements. It also guarantees that the assumption
of no elongation of the normals to the mid-surface holds on the boundary between the
transition elements and the first-order elements.

The second (modified) transition element, additionally, guarantees the gradual change
from the plane stress to three-dimensional stress state between the basic elements of the
first-order and three-dimensional (or hierarchical) character, respectively.

The third (enhanced) transition element, additionally, assures the gradual change
of the assumption of no elongation of the normals to the mid-surface between the basic
elements. The latter assumption holds on the boundary with the first-order element and is
gradually switched off towards the boundary with the three-dimensional (or hierarchical)
element. On this boundary, this assumption is completely off.
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The gradual change of the stress state from the plane to three-dimensional is based on
introduction of the blending functions that determine contributions of the basic models to
the transition model. Implementation of this idea on the element level needs modifications
of the strain vector, and the piezoelectric and dielectric constant matrices as well.

The gradual change of the assumption of no elongation of the normals needs utilization
of the blending functions, which play the role of gradually switching functions. On the
element level, the nodal values of the complement (to unity) of the gradually switching
functions appear in the penalty stiffness matrix responsible for the gradual change of
the constraints.

Comparing the stress distributions within the transition zones for three model prob-
lems, one can notice that high stress gradients appear on the boundary between the classical
transition elements and the first-order elements. In the case of the enhanced transition
elements, the gradual change of the stress state can be observed. In the case of the modified
transition element, the stress distribution is intermediate with respect to the previous
two distributions.

It can be observed that the discrete models of the three analyzed model structures,
with three types of the transition elements employed, produce the convergence curves
of slightly higher convergence for the case of the modified elements in comparison to
the classical elements. The highest convergence, however, is obtained in the case of the
enhanced transition elements.

It can be concluded that the enhanced transition element should be recommended
in the analysis of mixed models of piezoelectrics, as this element gives the same or better
convergence than the other transition models, and it removes the high stress gradients
between the classical transition elements and the first-order piezoelectric elements.

Even though all three transition models can be applied to error-controlled adaptivity
due to monotonicity of the applied error measure, the enhanced transition elements deliver
convergence curves with the error level and convergence rates just between the curves for
the basic models.

The presented research needs the following next steps. Firstly, the error estimation
methods and adaptive procedures for the new transition elements have to be prepared
and verified. Next, application of the proposed transition models to parametric and/or
adaptive analysis of electro-mechanical systems should be performed and critical factors
influencing quality of such an analysis should be determined.
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12. Zboiński, G. Adaptive modeling and simulation of elastic, dielectric and piezoelectric problems. In Finite Element Method—

Simulation, Numerical Analysis and Solution Techniques; Pacurar, R., Ed.; InTech: Rijeka, Croatia, 2018; Chapter 7, pp. 157–192.
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52. Zielińska, M.; Zboiński, G. hp-Adaptive finite element analysis of thin-walled structures with use of the shell-to-shell transition

elements. In Recent Advances in Computational Mechanics; Łodygowski, T., Rakowski, J., Litewka, P., Eds.; CRC Press: London, UK,
2014; pp. 63–72.
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Abstract: The proposed detection algorithms are assigned for the hpq-adaptive finite element analysis
of the solid mechanics problems affected by the locking phenomena. The algorithms are combined
with the M- and hpq-adaptive finite element method, where M is the element model, h denotes the
element size parameter, and p and q stand for the longitudinal and transverse approximation orders
within an element. The applied adaptive scheme is extended with the additional step where the locking
phenomena are a posteriori detected, assessed and resolved. The detection can be applied to shear,
membrane, or shear–membrane locking phenomena. The removal of the undesired influence of the
numerical locking on the problem solution is based on p-enrichment of the mesh. The detection algorithm
is also enriched with the locking assessment algorithm which is capable of determination of the optimized
value of p which is sufficient for the phenomena removal. The detection and assessment algorithms are
based on a simple sensitivity analysis performed locally for the finite elements of the thin-walled domain.
The sensitivity analysis lies in comparison of the element solutions corresponding to two values of the
order p, namely current and potentially eliminating the locking. The local solutions are obtained from the
element residual method. The elaborated algorithms are original, relatively simple, extremely reliable,
and highly effective.

Keywords: solid mechanics; finite elements; hp-adaptivity; numerical locking; detection; assessment;
resolution; equilibrated residual method; sensitivity analysis; p-enrichment

1. Introduction

This paper concerns application of the algorithms for detection, assessment and resolution of
numerical locking in the hpq-adaptive finite element elastic analysis of thin-walled structures or complex
structures which include thin-walled, solid, and transition parts. We consider all cases when the influence
of the locking phenomenon on the problem solution is significant. We focus on the theoretical and
methodological aspects such as the idea and justification of the elaborated algorithms for a posteriori
detection and assessment of the phenomenon. In addition, the necessary modification of the applied
hpq-adaptive algorithms is of our interest. The employed model- and hpq-adaptive method allows for
different element size h, different element longitudinal and transverse orders of approximation, p and
q, and different element model M in each finite element. The paper also presents application of the
introduced detection, assessment, and resolution algorithms in the hpq-adaptive analysis of structural
elements. These algorithms are investigated in the contexts of their generality, reliability, and effectiveness.
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1.1. State-of-the-Art Issues

We address two specific issues dealt with the locking phenomena. The first one concerns some basic
research on the nature of this phenomenon, while the second issue is the existing methods of removal of
the numerical consequences of the phenomenon.

1.1.1. Theoretical and Numerical Research of Locking Phenomena

The numerical locking phenomena concern thin-walled structures in which the true solution is
characterized by bending strains dominance over shear and/or membrane strains. The phenomenon does
not appear in the case of the membrane strains dominance. If, due to poor discretization of the problem,
the shear and/or membrane strains are not equal to zero, as it results from the thin-walled theories for
the thickness t tending to 0, then the shear, membrane, or shear–membrane strain energy numerically
dominates over the bending energy, leading to numerical over-stiffening of the structure, which in turn
results in too low (zero or almost zero) values of displacements (compare the work [1]). This phenomenon
is called the shear, membrane, or shear–membrane locking and is typical for the displacement finite
element method.

Theoretical and numerical studies of the locking phenomena concern one- and two-dimensional
problems, including beams, arcs, plates, and shells. Different kinds of locking are investigated: volume
(Poisson’s) locking present in nearly incompressible materials (ν → 0.5), deformational locking present
in bending-dominated thin-walled structures within the displacement formulation of the finite element
method, and finally the trapezoidal locking present in hybrid-stress finite elements. The deformational
locking, which is the subject of this work, may be shear (plates), membrane, or shear–membrane (shells).
The significant exemplary theoretical and numerical research results concerning deformational locking are
presented in [1–6], respectively. These works refer to the first-order, higher-order, and hierarchical models
of plates and shells.

1.1.2. Overcoming the Locking Phenomena

We limit this survey to the methods related to the shear and/or membrane locking. This type of
locking results from the thick- or thin-walled character of the plate and shell structures.

The first method of overcoming the locking is based on application of the mixed or hybrid
formulations of the finite element method instead of the displacement formulation. This leads to elements
of the class C1 instead of the class C0. The elements of this group are usually of low-order and may need
stabilization. The examples of the elements of this group are presented in [7–9]. More recent examples of
the mixed and hybrid finite elements resistant to locking are published in [10,11].

The second approach takes advantage of the so-called reduced or reduced selective numerical
integration, sometimes enriched with the stabilization matrix which removes deformation modes of
zero energy. The reduced integration consists in integration of the stiffness matrix with the numerical
integration parameters as for the elements described with the polynomial interpolation of one order lower.
In the selective version of the reduced integration the lower order is applied to a part of the stiffness
matrix, responsible for the locking, i.e., the part corresponding to shear and/or membrane strain energy.
The examples of application of this approach to plate and shell elements can be found in [12–14]. The recent
works dealing with the reduced and reduced selective integration concern either the isogeometric analysis
or the standard finite element methods, for example, in [15,16].

The third way to overcome the phenomenon lies in introduction of the discrete Kirchhoff constraints
into the elements of the class C0. The method is directed towards removal of the shear locking and requires
that the Kirchhoff constraints are imposed on the selected points or lines within C0 element. The prominent
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examples of plate or thick shell elements of this type can be found in [17,18]. Recent examples of the
discrete Kirchhoff and Kirchhoff-Love constraints are presented in the works [19,20].

The fourth method consists in application of the consistent (interdependent) fields of the transverse
displacement and rotations, one order higher in the case of the mentioned displacement. The method leads
to different numbers of unknowns of both types within an element. The surplus displacement degrees of
freedom (dofs) are removed from the model based on the condition of zero transverse shear strains and/or
zero membrane strain condition. The prominent examples of this method of the locking removal can be
found in [21,22].

The fifth approach is based on the assumed shear or membrane strains consistent with the interpolated
transverse displacement at some points. In this method, bending strains result from the interpolated
displacement field, while the transverse shear and/or membrane (in-plane) strains possess the assumed
form resulting from the interpolation based on some chosen points. The significant works, leading to
the current state of this method in relation to quadrilateral plate and shell elements, are found in [23–25].
Two versions of the presented approach, based on either the enhanced assumed strains or assumed natural
strains, are still being developed, for example, in [26,27].

The sixth method lies in application of higher-order elements conforming to the displacement
finite element formulation. The examples of application of such elements in the case of the classical
(non-adaptive) finite element methods, can be found in [28,29]. In the non-adaptive methods, plate or shell
elements conforming to the first-order or higher-order theories are applied. The fixed longitudinal order
of h-approximation up to the fifth order is usually applied within elements of this type. The adaptive
quadrilateral elements, conforming to hierarchical approximations and higher-order shell models, are used
in [30]. The hexahedral elements corresponding to three-dimensional elasticity, equipped with independent
transverse and longitudinal approximations of the higher order, and assigned for plate and shell analysis,
are proposed in [31] and applied in hp-adaptive version in [32], for example. The recent applications
of the higher-order models and approximations to locking removal are presented in the works [33,34].
These proposals are not consistent with the hierarchical approach.

Let us conclude the above survey of the methods of overcoming the locking phenomena in the context
of needs of the hpq-adaptive method for complex structures analysis. Firstly, it should be noticed that only
low-order longitudinal approximations and first-order plate and shell models are possible in the cases
of the mixed and hybrid methods, the uniform or selective reduced integration, and the consistent field
method. In the case of the discrete Kirchhoff constraints, only shear locking can be removed effectively.
Additionally, this method of removal leads to large variability of elements. In the case of the assumed
strains approach, the claimed generalization of the method for high-order in-plane approximations has
not been proved in practice. For the reduced integration and assumed stress method, there are problems
with their application to triangular or prismatic elements. In the case of the discrete Kirchhoff constraint
and consistent field methods of removal, one deals with different number and location of translational and
rotational degrees of freedom. Note that the higher-order elements are free from all these defects. Due to
our earlier choices concerning the applied hierarchical models and hpq-approximations, the displacement
formulation of such elements becomes our obvious choice.

1.1.3. Detection and Assessment of the Locking

The basic method of detection and assessment of the locking phenomena is the a priori theoretical
analysis of the numerical solutions of the model problems potentially suspected to be a subject of locking
(see Section 1.1.1 of this literature survey). Another interesting method of detection and assessment of
the locking in the one- and two-dimensional elements is proposed in [35,36]. It is based on application of
the finite difference operators corresponding to the problem local formulation. In [37–39], the numerical
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methods of detection and assessment of the phenomenon are proposed. These methods are based on the
sensitivity analysis, i.e., two or a sequence of local problems are solved for each element of the potentially
affected domain.

1.2. The Applied Methodology

Two issues are addressed here. The first one deals with the best choice of the method of effective
detection and assessment of the locking phenomena. The second issue is related to the numerical methods
of removing the phenomena.

It results from the above literature survey that the available knowledge on the locking phenomena
allows understanding of the nature and sources of appearance of the phenomena. The accumulated
knowledge on the phenomenon allows also for a priori determination of the solution convergence of the
problems where the phenomena appear. The main difficulty in the direct application of these results in the
numerical analysis of any arbitrary thin-walled structure is that the available results concern the specific
model problems which may differ to the arbitrary problem under consideration.

The second conclusion from the literature survey is that the most effective way of removing the locking
phenomena lies in application of the higher-order longitudinal p-approximation of the displacement field
in the analyzed thin-walled structure or a thin-walled part of the complex structure.

It also results from the literature that some detection methods of the phenomena exist. Among these
methods, the approach proposed in [37–39] seems to be best suited for adaptive analysis. This approach is
based on the same numerical techniques that are applied in the error-controlled adaptivity.

The main feature of the proposed a posteriori detection, assessment and removal of the locking
phenomena is that the adaptation process requires four steps, instead of the standard three steps of the
error-controlled hp-adaptivity proposed in [40]. The additional step of adaptation, which lies in initial
mesh modification, incorporates not only the automatic removal of the locking phenomena but also the
automatic resolution of the boundary layers [38]. The main idea standing behind the additional adaptation
step is to move the numerical solution, obtained with use of hp-approximations [41,42], to the asymptotic
convergence range. Within this range, the standard h- and p-adaptation steps can be made based on the
hp-convergence theorem and upper-bounding values of the global error estimates from the equilibrated
residual method [43,44].

Finally, it should be noted that our detection and assessment tools are based on sensitivity analysis,
not on the estimated error values themselves. Thanks to this, requirements concerning the error estimation
can be relaxed.

1.3. Novelty of the Paper

The novelty of this work consists in the new algorithms for a posteriori detection and assessment of
the numerical locking phenomena. This refers to shear, membrane, or shear–membrane locking. With these
new algorithms, one is able to detect the presence of the phenomenon and assess its strength so that the
adequate numerical means can be used to remove the phenomenon. The proposed numerical means of the
removal consist in introduction of the new adaptation step, called the modification one, into the existing
three-step, model- and hpq-adaptive finite element procedure for analysis of complex structures. The new
step employs the mentioned detection and assessment algorithms and performs modification of the initial
mesh through p-enrichment. The numerical cost of this new step is low as the detection and assessment is
performed on the initial, usually coarse mesh.

The applied adaptive method [38,45,46], the new algorithms are incorporated in, takes advantage
of the hierarchical models proposed in [31,47], hierarchical hp-approximations elaborated in [41,42],
a posteriori error estimation from [30,43,44], and error-controlled adaptive procedure given in [40].
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2. Preliminaries

Two issues are addressed in this section. The first one deals with the model problems considered in
this research. The second one is presentation of the nature of the locking phenomena.

2.1. Model Problems

Let us consider a wide range of problems of linear elasticity covered by the standard local (strong)
formulation

σ
ij
,j + f i = 0

σij = Dijklεkl

εkl =
1
2 (uk,l + ul,k)

⎫⎪⎪⎬
⎪⎪⎭ , x ∈ V (1)

composed of the equilibrium, constitutive, and geometrical equations, respectively. Above, i, j, k, l = 1, 2, 3,
while the smooth components f i ∈ L2(V) stand for the known body loading vector, with V representing
volume of the body. The tensor components σij and εkl stand for stresses and strains, while the unknown
vector components uk denote displacements. The terms Dijkl are components of the fourth-order tensor of
elasticities. The elasticities are symmetric Dijkl = Djikl = Dijlk = Dklij and satisfy the strong and uniform
ellipticity condition: Dijklξijξkl ≥ αξijξkl , ξij = ξ ji, where ξij is any real-valued tensor of the second rank
and α is a positive constant. Note that such elasticities may correspond to three-dimensional stress and
strain states or to the constrained, plane stress or plane strain, states. Note also that, for the specific case of
isotropy, the elasticities can be expressed by the Young’s modulus E and Poisson’s ratio ν.

The set (1) has to be completed with the displacement and stress boundary conditions of the form

σijnj = pi, x ∈ SP

ui = wi, x ∈ SW
(2)

where i, j = 1, 2, 3, while the smooth components pi ∈ L2(S) and the terms wi stand for the known values
of stress vector components and displacement vector components on the parts SP and SW of the surface
S ≡ ∂V of the body V, with S = SP ∪ SW and SP ∩ SW = ∅. The vector components nj represent unit
outward normal to the surface part SP = ST ∪ SB composed of the top ST and bottom SB surfaces of the
body. The way they are determined is explained below.

Equation (1) is valid within the body volume V. Such a volume may represent thick- or thin-walled
structures or complex structures containing such parts. Due to the model character of the considerations of
this section, we limit ourselves to the first case. The corresponding thin-walled domain of the volume V is
sufficiently smooth (Lipschitzian or smoother), open, and bounded region. As we apply the 3D Cartesian
description of the problem, i.e., we employ Cartesian coordinates x, the following explicit (curvilinear)
and implicit (Cartesian) definitions of the volume V are appropriate:

V =
{

η∈R3 : (η1, η2) ∈ SM, η3∈ (−t/2, t/2)
}

≡ {
x(η)∈R3 : x = F(η), (η1, η2) ∈ SM, η3∈ (−t/2, t/2)

} (3)

where F is the reversible map converting the curvilinear coordinates η into the Cartesian ones x.
The function t = t(η1, η2) measures the symmetric thickness in the direction η3 normal to the mid-surface
SM. The mid-surface SM, where η3 = 0, of the thin-walled body can be any sufficiently smooth
(Lipschitzian or smoother), two-dimensional, open and bounded region. Formal definition of the
thin-walled body geometry also needs introduction of the lateral part SL of the body boundary S as
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well as the upper (top) ST and lower (bottom) SB parts of this boundary. More details on the applied
definition of the thin-walled geometry can be found in [48].

The considered model problem, described by the local (strong) formulation (1), completed with the
boundary conditions (2), can also be presented in the weak variational form:

B(u, v) = L(v) (4)

where the admissible displacement vector is v ∈ V , while the corresponding space reads V = {v ∈
(H1(V))3 : v = 0 on SW}. The solution function for displacements is u ∈ w + V , with w standing for the
lift of the Dirichlet data (see [41]). This lift is consistent with the second Equation (2). The bilinear form
B(v, u) and linear form L(v) from the above functional represent the virtual strain energy and the virtual
work of the external body and surface loadings, f and p, respectively, i.e.,

B(u, v) =
∫

V
εT(v)D ε(u) dV

L(v) =
∫

V
vT f dV +

∫
SP

vT p dS
(5)

Above, D stands for the matrix representation of the elasticity constant tensor present in the second
Equation (1), while ε is the six-component vectorial representation of the strain tensor defined with the
third Equation (1).

Let us introduce now the finite element approximation of the variational functional (4). The approximation
is based on the general rules of hp approximations [41], applied to 3D-based hierarchical shell models of
order q presented in [38,45]. The approximated variational functional reads

B(uhpq, vhpq) = L(vhpq) (6)

where the approximated admissible displacements vhpq ∈ Vhpq belong to the space Vhpq = {vhpq ∈
(H1(V))3 : vhpq = 0 on SW}. Additionally, uhpq ∈ whpq + Vhpq, with the approximated values whpq of the
lift w.

Note that the approximated variational formulation (6) can also be expressed in the language of
finite elements

Kqhpq = F (7)

where K and F are the global stiffness matrix and the global forces vector, while qhpq stands for the
displacement dofs vector corresponding to the solution field uhpq of displacements.
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2.2. Locking Phenomena

It was demonstrated in a numerous works (see [49,50], for example) that the three-dimensional
elasticity description of the strain energy U ≡ 1

2 B(u, u) of the thin-walled body V tends to the following
limit value when the thickness of the body tends to zero, t → 0:

U =
1
2

∫
V

σijεij dV ≡ 1
2

∫
V
[σαβεαβ + σ33ε33 + 2σ3βε3β] dV

→ 1
2

t
∫

SM

E
1−ν2 [(1−ν)γαβγαβ+νγααγββ] dSM+

1
2

t
∫

SM

E k
1+ν

(γα3γα3+γ3βγ3β) dSM

+
1
2

t3
∫

SM

E
12(1 − ν2)

[(1 − ν)καβκαβ + νκαακββ] dSM

= Um + Us + Ub

(8)

Above, the three-dimensional components of the stress and strain tensors, σij and εij, i, j = 1, 2, 3,
of the three-dimensional theory of elasticity can be expressed in the thin limit with the two-dimensional
longitudinal strain components of the mid-surface SM, γαβ, α, β = 1, 2; transverse strain components,
γα3 and γ3β, α, β = 1, 2; and the components of the tensor of curvature variation, καβ, α, β = 1, 2.
Additionally, in the thin limit, the three-dimensional isotropic elasticity constants can be replaced with the
isotropic plane stress constants of the first-order shell theory, expressed by the Young’s modulus E and
the Poisson’s ratio ν and resulting from the plane stress assumption σ33 = 0. In addition, the kinematic
condition of no elongation of the normals to the mid-surface, γ33 = 0, comes into play. The thin limit
strain energy can then be approximated with the limit values of the membrane, shear, and bending parts,
Um, Us, Ub , of the strain energy U. The quantity k is the shear strain correction factor, equal to 5/6 and
resulting from the applied first-order model which leads to false (constant) transverse-shear stresses.

Depending on the geometry, loading and kinematic boundary conditions, one may distinguish
between the bending-dominated problems, when

Ub � Um + Us (9)

and membrane-dominated or shear–membrane-dominated problems, where

Um � Ub, Us ∼= 0

Um + Us � Ub
(10)

respectively. Then, it results from (9) that, in the analytical solution of the bending-dominated problems,
the shear and membrane strains should be equal or very close to zero, i.e.,

γ13 = γ31
∼= 0, γ23 = γ32 ∼= 0 (11)

for the plate and shell structures, and

γ11
∼= 0, γ12

∼= 0, γ22 ∼= 0 (12)

for the shell structures where the coupling of the membrane and bending strains exists. Note that the
decoupling of the membrane and bending strains shown by the limit expression of the relation (8) exists
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only in the thin limit (t → 0) for the first-order shells, while for the first-order plates it holds for any
thickness t.

The shear and shear–membrane lockings are purely numerical phenomena which happen for poor
discretizations and result from insufficiently accurate approximation of the analytical constraints (11)
and/or (12). If such inaccurate approximation occurs then the shear and/or membrane strains are too
large and the shear and membrane strain energies grow. These energies dominate over the bending strain
energy, leading to numerical over-stiffening of the structure, which in turn gives too small (locked) values
of displacements of the numerical solution. Remembering that Uhpq ≡ 1

2 B(uhpq, uhpq) ≡ 1
2 (q

hpq)TKqhpq,
one has

Kqhpq = F, FI = const, KI J ↑ ⇒ qhpq
J ↓ (13)

where KI J , FI are components of the global stiffness matrix and the global forces vector, with I, J =

1, 2, . . . , N and N being the global number of degrees of freedom (dofs). The components qhpq
J represent

the global vector of unknown displacement dofs qhpqcorresponding to the approximated field of
displacements uhpq.

3. Locking Detection, Assessment, and Resolution

The proposed ideas of locking detection, assessment, and resolution are based on application of three
existing numerical techniques. The first one is the equilibrated residual method of error estimation [43,44],
here applied to solution of the local problems of two types. The second idea is sensitivity analysis
based on comparison of the solutions to two local problems which differ with the longitudinal orders of
approximation. The results of such a comparison can be used for the locking detection or assessment. If
the locking is detected, then the mesh can be modified through the increase of the longitudinal order of
approximation, by means of the standard p-enrichment technique [41,42].

The mentioned three techniques can be combined with the three-step hp-adaptive procedure
controlled by the approximation error [51,52] or the automatic, iterative hp-adaptation driven by the
interpolation error [41,42,53].

3.1. The Idea and Algorithm of a Posteriori Phenomenon Detection

The idea of a posteriori detection of the numerical locking was originally proposed by Zboiński [38].
Here, we develop and verify this idea. It consists in solution of two local problems for each element of
the thick- or thin-walled part of the structure. The solutions to these problems are obtained from the
equilibrated residual method. These two problems differ with the longitudinal order of approximation
p. In the first problem, it is equal to its current value from the global problem under consideration.
In the second local problem, its value corresponds to the problem potentially free of locking. For two
mentioned solutions, the strain energy norms are calculated and compared. This corresponds to sensitivity
analysis where the sensitivity of the solutions of the local problems to the change of the longitudinal
order of approximation is assessed. Once the locking is detected, one may modify the mesh by increasing
the current order of the longitudinal approximation to its value corresponding to the problems free of
locking. The similar approach is used also for determination of the optimized value of the longitudinal
approximation order which corresponds to the minimum value sufficient for removal of the phenomenon.

3.1.1. Solutions from the Equilibrated Residual Method

Let us recall now the equilibrated residual method of a posteriori error estimation, invented by
Ainsworth and Oden [43]. All relations of this section are taken from the cited work. Here, we apply
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this method to the estimation of the numerical solutions of the 3D-based hierarchical shell problems [46].
The principal relation of the method is [44]

B(e, v) = B(uHPQ−uhpq, v) = B(uHPQ, v)− B(uhpq, v)

= L(v)− B(uhpq, v), ∀ v ∈ VHPQ(V)
(14)

Above, uHPQ stands for either the exact solution of the problem or sufficiently accurate approximation
of such a solution. The quantity e is the error vector corresponding to the assessed numerical solution uhpq.
The kinematically admissible displacements v ≡ vHPQ belong to the space VHPQ defined in analogy to the
spaces introduced for (4) and (6). The discretization parameters H, P, and Q are the counterparts of h, p,
and q from the relation (6). In the case of the exact solution (uHPQ ≡ u), one deals with 1/H, P, Q → ∞,
while in the case of the approximation, one deals with the finite values of the discretization parameters H,
P and Q.

After noticing that e = uHPQ − uhpq and introduction of this definition into the error functional (14),
the latter simplifies to:

B(uHPQ, v) = L(v), ∀ v ∈ VHPQ(V) (15)

This way one searches for the approximation of the exact solution (displacements) of the problem
instead of the problem error itself. However, once the displacements are determined, the error can
be calculated from the above error definition. The presented approach is applied in the works [30,46],
for example.

Let us now follow the work [43] and divide the domain V into E subdomains Ve, corresponding to
finite elements e = 1, 2, . . . , E. The global functional (15) and its left- and right-hand side components can
now be presented as a sum of the element contributions:

B(uHPQ, v) =
E

∑
e=1

e
B(

e
uHPQ,

e
v)

L(v) =
E

∑
e=1

e
L(

e
v) =

E

∑
e=1

e
L(

e
v)−

E

∑
e=1

e
β(

e
v)

=
E

∑
e=1

[
e
L(

e
v) +

∫
Se\(SP∪SW )

e
vT 〈e

r(uhpq)〉 dSe

]
(16)

where the element admissible displacements are defined as the global admissible displacements projected
onto elements Ve:

e
v ≡ v|Ve . As demonstrated by Ainsworth and Oden [43], the sum of the auxiliary

element functionals
e
β(

e
v) is equal to 0, as the internal load consistency condition must hold.

Above, the vectors 〈e
r(uhpq)〉 represent the interelement loading due to equilibrated stresses.

These stresses are defined in [43,44], for example. Their definition is as follows

〈e
r(uhpq)〉 =

f e
α

e
r(uhpq) +

e f
α

f
r(uhpq) (17)

where
e
r(uhpq) = H(

e
ν)

e
σ(uhpq),

f
r(uhpq) = H(

e
ν)

f
σ(uhpq),

(18)
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and

H(
e
ν) =

⎡
⎢⎢⎣

ν1 0 0 ν2 0 ν3

0 ν2 0 ν1 ν3 0

0 0 ν3 0 ν2 ν1

⎤
⎥⎥⎦ (19)

The components of the unit normal vector
e
ν = [ν1, ν2, ν3]

T are defined on the element surface Se.

The vectorial six-component representations
e
σ and

f
σ of the stress tensors have to be determined for

the element e and any of its neighbours f . The terms
f e
α and

e
r stand for the splitting function diagonal

matrices and stress vectors. These matrices are:
f e
α = diag[α1, α2, α3], with

f e
α = 1 − e f

α , 1 = diag[1, 1, 1] and
directional components αm, m = 1, 2, 3. The algorithms for calculation of the splitting functions in the case
of the internally unconstrained and constrained (e.g., by the Reissner-Mindlin kinematic constraints) are
described in [43,44,46], respectively. The alternative is replacement of the equilibrated stresses with their

averaged counterparts:
f e
α =

e f
α = diag[ 1

2 , 1
2 , 1

2 ].
Comparing relations (15) and (16) one can notice that the minimization of the global energy functional

can be replaced with the minimization of local (element) functionals (see [43,44,46]). The element
functionals read

e
uHPQ ∈

e
VHPQ(Ve) :

e
B(

e
uHPQ,

e
v) =

e
L(

e
v) +

∫
Se\(P∪Q)

e
vT 〈e

r(uhpq)〉 dSe , ∀ e
v∈

e
VHPQ(Ve) (20)

where
e
uHPQ is the element solution function and

e
VHPQ denotes the space of kinematically admissible

element displacements
e
v ≡

e
vHPQ. As shown in [43,44], the solution to the local problems (20) exists and is

either unique or unique up to rigid body motions, for Dirichlet and Neumann boundary value problems,
respectively. The mixed boundary value problems are also possible. Note that one deals with the Dirichlet
problems for clamped elements adjacent to the external boundary of the structure, and with the Neumann
problems for elements not adjacent to this boundary, namely for elements from the interior of the structure.

3.1.2. Check on Bending-Dominance of the Solution

Check on bending-dominance of the solution to the global problems of the type (6) was proposed
by Zboiński [32]. Such a check is necessary as the locking phenomena are present only in the
bending-dominated problems. In the membrane-dominated problems the phenomena do not appear.
In addition, in the case of the mixed dominance, the locking may appear.

Strain Energy Components

In this work, we apply the proposed approach to the local solutions from the equilibrated residual
method and to their sum. To apply this approach, one has to take into consideration that the strain
energy approximation from (8) corresponds to the structures of the infinitely small thickness, for which the
first-order theory can approximate the three-dimensional description. As we intend to check the locking
phenomena in the structures of the finite thickness, described with the hierarchical models corresponding
to higher-order shell theories, the decomposition of the three-dimensional strain energy into component
energies typical for the first-order models can only be done approximately. Let us start with the following
decomposition of the strain vector into its longitudinal, transverse and shear parts

ε = [εl , εn, εs]T (21)
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where εl = [. . . , εαβ, . . . ]T, εn = [ε33]
T, εs = [. . . , ε3α, εα3, . . . ]T and α, β = 1, 2 are the local directions tangent

to longitudinal directions of the thin-walled structure, and the index 3 corresponds to the local transverse
direction. The analogous decomposition of the stress vector σ is also possible. Such decompositions lead to
the division of the density υ of the total strain energy into the following components:

υ = σijεij

= σαβεαβ + σ33ε33 + 2σ3αε3α

= υl + υn + υs

(22)

where i, j = 1, 2, 3 stand for the global Cartesian directions. In the above relation, the symmetries: σ3α = σα3

and ε3α = εα3 were taken into account. The terms υl , υn, υs represent longitudinal, transverse, and shear
components, respectively, of the density function. Consequently, the strain energy can also be divided into
the corresponding energy components Ul , Un, Us:

U =
∫

V
υ dV

= Ul + Un + Us

(23)

Our calculations of the strain components of (21) on the element level correspond to the 3D-based
hierarchical shell formulation proposed and developed in [38,45]. In this formulation local strains (defined
in two longitudinal and the third transverse directions) and the global displacement dofs are applied.
Because of that, the relation defining local strains ε (or their components) by the product of the element

strain-displacement matrix
e
B (or its components) and the element displacement dofs vector

e
qhpq can be

written as follows

ε =
e
B

e
qhpq

= [
e
Bl ,

e
Bn,

e
Bs]T

e
qhpq

= [
e
Bl

e
qhpq,

e
Bn

e
qhpq,

e
Bs

e
qhpq]T

= [εl , εn, εs]T

(24)

where the longitudinal
e
Bl , transverse

e
Bn, and shear

e
Bs blocks of the strain-displacement matrix include the

latter matrix rows corresponding to the in-plane, normal and shear strain components: εl , εn, εs. Note that

the vector of displacement dofs is related to the displacement field
e
uhpq with the standard interpolation

formula of the element e:
e
uhpq =

e
N

e
qhpq, where

e
N stands for the shape function matrix of the element.

Because of the 3D-based shell models applied in our research, further decomposition of the strain
energy will be performed approximately. The exact decomposition is easy for the conventional shell models
with the degrees of freedom defined on the mid-surface. Then, the dofs corresponding to the even and odd
powers of the thickness contribute to the membrane and bending strains, respectively. In the 3D-based
formulation, the dofs are defined along (or through) the thickness, and extracting their membrane and
bending contributions needs much more complex procedure explained in [32]. The approximate procedure
requires replacement of the top and bottom displacements of the symmetric thin-walled structure with
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their sums and differences which contribute to the mid-surface displacements and rotations. This allows
for distinguishing the following components of the in-plane strains

εαβ ≈ γαβ + καβ (25)

where γαβ stand for the mid-surface strains (membrane strains) and καβ are the three-dimensional
counterparts of the change of curvature tensor (bending strains). With the above division, the in-plane
density υl of strain energy can be decomposed into three parts (membrane, bending, and coupling ones):

υl ≈ υm + υb + υc (26)

that contain products of the membrane strains, bending strains, and their combination, respectively.
Consequently, one also has

Ul ≈ Um + Ub + Uc (27)

Calculation of the two components of the right-hand side of (25) on the element level needs adequate
transformation of the numerical representation of element longitudinal strains εl , defined as a matrix
product of the corresponding part of the strain-displacement matrix and the vector of displacement dofs.
For the 3D-based hierarchical shell formulation, presented in [38,45], this transformation reads

εl =
e
Bl

e
qhpq

= [Bt, Bb, Bo]× [qt, qb, qo]
T

= [Bt+Bb, Bt−Bb, Bo]× [
1
2
(qt+qb),

1
2
(qt−qb), qo]

T

= [Bs, Bφ, Bo]× [qs, qφ, qo]
T = Bs qs + Bφ qφ + Bo qo

= γ + κ + r

≈ γ + κ

(28)

where the sub-blocks Bt, Bb, and Bo correspond to the top qt, bottom qb, and all other qo displacement dofs

of the element dofs vector
e
qhpq. Location of the dofs of three types is on the top and bottom surfaces of the

shell element, and apart from these two surfaces, respectively. In turn, the sub-blocks Bs, Bφ correspond to
the mid-surface displacement dofs qs =

1
2 (qt+qb) and rotational dofs qφ = 1

2 (qt−qb). The approximate
character of the performed transformation results from neglecting the mentioned other dofs in the resultant
decomposition into the membrane and bending strain contributions.

The Criterion

In the criterion for detection of the dominance of bending strains, the solutions of two local problems
from the equilibrated residual method are applied. The first solution corresponds to the following local
discretization parameters: H = h, P1 = p, and Q = q. In the second problem, set to be free of the locking
phenomena, one has: H = h, P2 = pmax = 8, and Q = q. The value of pmax = 8 is taken from the
research of Pitkaranta [4] who demonstrated that for such a value the membrane locking disappears
in shell structures regardless of the thickness. For this value also the shear locking in plate structures
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disappears. It is well known that this type of locking is weaker than the membrane one in shells (compare
remarks in [5,32], for example). The proposed criterion reads

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

E

∑
e=1

e
Um(

e
uHP1Q) +

E

∑
e=1

e
Us(

e
uHP1Q) ≥

E

∑
e=1

e
Ub(

e
uHP1Q)

E

∑
e=1

e
Um(

e
uHP2Q) +

E

∑
e=1

e
Us(

e
uHP2Q) <

E

∑
e=1

e
Ub(

e
uHP2Q)

(29)

The first condition detects dominance of the membrane and shear strains over the bending strains in
the local problems corresponding to the global problem under consideration, while the second condition
reflects the change of the dominance in the local problems. The form of the criterion corresponds to the
shell structures, where coupling between shear, membrane and bending strains exists. In the case of plate
structures, the coupling between the membrane strains and the shear and bending strains disappears and
because of this the membrane strains have to be removed from the above criterion.

Fulfillment of the above criterion means that the true nature of the problem is bending-dominated
and that the locking phenomenon appears in the assessed global problem. As a consequence, the locking
has to be removed through increase of the approximation order p. The above criteria are necessary to
confirm the results from the detection and assessment tools presented in the next sections, as those tools
are not capable of distinguishing between the membrane- (and/or) shear-dominated problems and the
bending-dominated ones.

3.1.3. Sensitivity Analysis of the Local Solutions

The main purpose of the sensitivity analysis performed in this section is detection of the situation
that the assessed global problem solution differs to the solution of the problem potentially free of locking
to such an extent that the difference may suggest the presence of the locking phenomena. Note that
the theoretical ratio of the true bending-dominated solution and locked membrane-dominated (and/or
shear-dominated) solution is C · t2, with C being a constant. This ratio results from the proportionality
of the membrane (and/or shear) part of the strain energy and the bending part of this energy to t and t3,
respectively, as shown in (8).

To compare the above two solutions, the following two local problems for each element of the plate
or shell structure, or such parts of complex structures, has to be solved:

e
B(

e
uHP1Q,

e
vHP1Q)− e

L(
e
vHP1Q)−

∫
Se\(P∪W)

e
(vHP1Q)T 〈e

r(uhpq)〉 dSe = 0 (30)

where P1 = p, H = h and Q = q correspond to the global problem under consideration, and:

e
B(

e
uHP2Q,

e
vHP2Q)− e

L(
e
vHP2Q)−

∫
Se\(P∪W)

e
(vHP2Q)T 〈e

r(uhpq)〉 dSe = 0 (31)

with P2 = pmax = 8, H = h, and Q = q corresponding to the problem potentially free of locking.
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The following criterion is set to assess sensitivity of the solution to the change of the longitudinal
approximation order from P1 to P2:

E

∑
e=1

1
2

e
B(

e
uHP1Q,

e
uHP1Q) < a

E

∑
e=1

1
2

e
B(

e
uHP2Q,

e
uHP2Q) (32)

where a is the coefficient which determines the ability of the adaptive method to overcome the locking
phenomena with the standard hp-adaptive procedure. In the case of the applied procedure based on
Texas three-step strategy [40] and error estimation based on the equilibrated residual method [43,44],
the reasonable (verified numerically) value is suggested to be equal to a = 0.1. Fulfillment of the above
criterion suggests the possibility of locking appearance. This possibility has to be confirmed by the criterion
(29) of bending-dominance.

3.1.4. The Detection Algorithm

The algorithm of detection of the locking phenomena introduced into the standard three-step adaptive
strategy proposed by Oden [40] is presented in Figure 1. The original part of the standard adaptation
includes three steps: initial (i = 1), intermediate (i = 3) called also h-step, and final (i = 4) called also the
p-step. Either local h-refinement or local p-enrichment is performed within each element of the latter two
steps, based on the estimated approximation error values obtained from the equilibrated residual method
of Ainsworth and Oden [43,44]. The modification of the initial mesh (i = 2) is performed as the second
step when necessary. This additional step is composed of two stages: the detection of the phenomenon,
and the changes in the mesh which consist in the global p-enrichment performed within all elements of
the thin- or thick-walled structure or such a part of the complex structure.

The details of the additional step modifying the initial mesh are presented in Figure 2. At first,
we search for the thick- or thin-walled parts of the generally complex structure. Such a structure can
be composed of thick- and thin-walled parts, solid parts, and transition parts joining the previous two
types of geometries. Of course, simple geometries composed of a single thin- or thick-walled part are
also possible. Then, for each element of such a thin- or thick-walled part, the interelement stresses
on the element boundary have to be calculated. Subsequently, for two local problems described with
Equations (30) and (31), the terms of these equations are generated and the equations are solved. Next,
one has to sum the element energies from (32) and compare two sums for two types of the local problems.
Finally, if the criterion for locking detection is met, one has to confirm this result with the criterion
for bending dominance detection (29). If it is fulfilled, then the modification of the initial mesh is
performed, which is based on p-enrichment of all elements of the thin- or thick-walled part of the structure.
Such elements of the modified structure are all equipped with the longitudinal order of approximation
equal to p = pmax = 8. Next, the standard steps, i = 3 and i = 4, of hp-adaptation can be performed.

It should be underlined that calculation of the interelement stresses, performed in the above algorithm,
is skipped in this paper as it is performed in the standard way presented in [43,44,46,54,55].

We also apply the standard p-enrichment algorithm performed at the modification stage of the
additional adaptation step (i = 2). Such modification does not require any additional actions in comparison
to the standard p-adaptation [41,42].
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Figure 1. Three-step adaptive procedure extended with the fourth modification step.
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Figure 2. Flow diagram of the overall algorithm for the locking detection.
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3.2. Calculation of the Optimized Value of p

The idea presented in this section lies in making an attempt to assess the locking phenomena strength.
This strength is measured with the p value necessary to remove the locking phenomenon. The criterion
(32) assumes that the value of p = 8 is necessary for the removal.

This value corresponds to the coarsest mesh possible, composed of one rectangle (hexahedra) or two
triangles (prisms). However, depending on the structure thickness t and the initial global discretization
characterized by the value of h, the removal may require much lower (more optimal) value of the
longitudinal order p. Moreover, in such circumstances, p = pmax = 8 leads to too rich discretizations.
Note also that setting p = 8 in the modified mesh reduces further hp-adaptation to h-adaptation only as
the maximum value of the longitudinal order of approximation p = pmax = 8 is applied in the modified
mesh. We address both situations in numerical tests presented in the next sections of the paper.

3.2.1. The Idea

The idea lies in solution of the sequence of the local problems for each element e of a thin- or
thick-walled structure or such a part of a complex structure. The sequence can be characterized with

e
B(

e
uHPjQ,

e
vHPjQ)− e

L(
e
vHPjQ)−

∫
Se\(P∪W)

e
(vHPjQ)T 〈e

r(uhpq)〉 dSe = 0 (33)

where Pj = P1, . . . , Pmax − 1, with P1 = p and Pmax = 8. The solutions of the above sequence are compared
with the solution to the problem potentially free of locking phenomena, i.e.,

e
B(

e
uHP2Q,

e
vHP2Q)− e

L(
e
vHP2Q)−

∫
Se\(P∪W)

e
(vHP2Q)T 〈e

r(uhpq)〉 dSe = 0 (34)

where P2 = Pmax = 8. The comparisons are based on the summary criterion

E

∑
e=1

1
2

e
B(

e
uHPkQ,

e
uHPkQ) ≥ a

E

∑
e=1

1
2

e
B(

e
uHP2Q,

e
uHP2Q) (35)

where, as above, one may set a = 0.1. For all particular orders of approximation Pk, fulfilling the above
criterion, the adaptive algorithm can obtain the global adapted solution with the standard hp-adaptive
algorithm. We choose the solution Pl fulfilling (35), such that:

E

∑
e=1

1
2

e
B(

e
uHPl Q,

e
uHPl Q) = min

Pk

{
. . . ,

E

∑
e=1

1
2

e
B(

e
uHPkQ,

e
uHPkQ), . . .

}
(36)

The solution corresponding to Pl is enough and the most optimal for removal of the phenomenon.
Note that for Pl = P1 removal of the locking is not necessary, as the standard hp-adaptation can be
performed without changing the longitudinal order of approximation. This order is equal to its value from
the assessed global problem, i.e., P1 = p. For Pl = Pmax, one obtains the same result as for the detection
criterion (32). Note that the search for the optimized value of p should be performed if and only if the
bending dominance criterion (29) is fulfilled.

3.2.2. The Algorithm

The structure of the algorithm remains the same as for the locking detection algorithm described in
Section 3.1.4. In the adaptive algorithm presented in Figure 1, the only difference is that the modified mesh
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is generated with the optimized value of the longitudinal order of approximation within each element
of the thin- or thick-walled part of the structure. This optimized value replaces the maximum value
pmax = 8 applied in the case of the detection without optimization. In the algorithm presented in Figure 2,
apart from the problem (31) or (34), the sequence of the local problems (33) is solved instead of the problem
(30). After obtaining the solutions, the summary criteria (35) and (36) are checked, and the optimized value
of the longitudinal order of approximation is established. If the optimized value is greater than the current
value from the initial mesh, the confirmation from the criterion for the detection of bending dominance
(29) has to be checked. If it is met, then the mesh is modified by increasing the longitudinal order in any
element of the thick- or thin-walled part of the structure. Finally, the standard hp-adaptation (i = 3 and
i = 4) can be performed.

4. Verification and Utilization of the Proposed Tools

Our numerical verification of the proposed numerical tools for detection and optimization of the
longitudinal order of approximation is based on comparison of the results obtained from the detection and
optimization tools and the results from the corresponding global solution of the model problems under
consideration. The model problems concern all possible situations of locking existence or not, i.e., shear
locking, membrane-shear locking, and the lack of locking. The performed comparisons should confirm
that the detection and optimization based on the local, element solutions can replace the corresponding
global analysis.

4.1. Model Problems

It is well known from the literature presented in the state-of-the-art section that in the case of the
bending-dominated plates, the shear locking may appear, depending on the plate thickness and the applied
discretization. In the case of the bending-dominated shells, the shear–membrane locking is possible. On the
other hand, in the case of the membrane-dominated shells, the locking phenomena do not appear. This is
the reason for our choice of three model problems introduced below.

The first problem concerns a bending-dominated square plate. The plate longitudinal dimensions are
equal to l = 3.1415 × 10−2 m, while its basic thickness is t = 0.03 × 10−2 m. A symmetric quarter of the
plate can be seen in the Section 5.2.1. The plate is clamped along its edges. The vertical surface traction
of the value equal to p = 4.0 × 106 N/m2 is applied to the upper surface of the plate. The traction acts
downwards. The plate, as well as the next two shell structures, is made of steel. For this material the
Young’s modulus is E = 2.1 × 1011 N/m2, while the Poisson’s ratio equals ν = 0.3.

The second model problem is a bending-dominated half-cylindrical shell. Its length is equal to
l = 3.1415 × 10−2 m, while its semi-circle circumference is πR ≈ 3.1415 × 10−2 m, where R = 1.0 × 10−2

m is the radius of the shell middle surface. The shell thickness is t = 0.03 × 10−2 m. A symmetric quarter
of the shell is displayed in Section 5.2.3. The shell is clamped along its straight edges, and the curved edges
are free. The shell is loaded with the vertical traction of the value p = 4.0× 106 N/m2, directed downwards.
The third example is a symmetric half of a membrane-dominated cylindrical shell. The shell dimensions
are analogous as for the bending-dominated shell, i.e., l = 3.1415 × 10−2 m, πR ≈ 3.1415 × 10−2 m,
with R = 1.0× 10−2 m, and t = 0.03× 10−2 m. A symmetric octant of the shell is presented in Section 5.2.4.
The symmetry boundary conditions are applied along the straight edges and one (left) curved edge of
the octant, while there are no rotations along the other (right) curved edge. The shell is loaded with the
internal pressure p = 4.0 × 106 N/m2 acting outwards.
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4.2. Local Problems Solutions Versus Global Solutions

In our tests, we applied the results from the algorithms for the detection of the bending dominance.
We calculated sums of elemental strain energy components present in the criterion (29). In the case of the
plate problem, the shear and bending energy components were computed, while, in the shell examples,
the sum of shear and membrane components and the bending component of the energy were determined.
The assessed global plate problem was characterized with p = 1, while in the shell examples the assessed
global problems were characterized with p = 2. Then, the energy components were calculated for the
sequence of problems (30) characterized with P1 = p, p+1, . . . , 8. The averaged values of the interelement
stresses were used in the local problems definition. The transverse order of approximation corresponded to
the second-order hierarchical shell model (Q = q = 2) for all examples. The used mesh was characterized
with H = h = l/2.

The above results from the sequence of the local problems were compared with the results from the
global problems, where q = 2 and h = l/2. In the case of the plate, the following longitudinal orders of
approximation were applied p = 1, 2, . . . , 8 in the global problems, while in the case of two shell examples,
the values of p = 2, 3, . . . , 8 were taken into account. The results of the comparisons are presented in
Figures 3–8 for the plate and bending- and membrane-dominated shells, respectively. The figures present
the ratios of the shear (the plate) or the sum of shear and membrane (the shells) energies to the entire strain
energy and the ratios of the bending energy to the entire strain energy obtained from the local problems
(top) and the global problems (bottom). Values of these ratios are presented versus the longitudinal order
of approximation.

Comparison of the top and bottom figures for the model problems leads to the conclusion that
the detection tools based on solution of the element local problems give practically the same results as
the solutions to the global problems, both qualitatively and quantitatively. In both bending-dominated
problems, the change of the membrane dominance resulting from the locking phenomena to bending
dominance due to removal of the locking is perfectly indicated. In addition, the membrane-dominated
problem has been perfectly identified, as shown by the third couple of figures—the membrane energy
component dominates over the bending one for all values of the longitudinal order of approximation.

Figure 3. The sum of local energies—the bending-dominated plate.
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Figure 4. The global energy—the bending-dominated plate.

Figure 5. The sum of local energies—the bending-dominated shell.

Figure 6. The global energy—the bending-dominated shell.
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Figure 7. The sum of local energies—the membrane-dominated shell.

Figure 8. The global energy—the membrane-dominated shell.

5. Effectivity of the Method in Model Problems

In this section, we present examples of application of the algorithms for detection and/or assessment
of the locking phenomena, and the standard mesh modification algorithms as well, in the adaptive
analysis of model problems. The adaptive procedure is derived from the three-step strategy [40]
composed of the global solution and error estimation for the initial, intermediate (or h-) and final
(or p-) steps. The global problems are based on 3D-based hierarchical modelling and approximations for
complex structures [45]. Our models and approximations are related, based or derived from [30,31,41,42],
respectively. The error estimation is performed using the equilibrated residual method [43,54], adjusted to
the 3D-based formulation of the hierarchical models and approximations [46]. The three-step strategy is
completed with the modification step performed after the initial one. The algorithms from the previous
sections are used within this additional step. The averaged stresses are used instead of the equilibrated
ones in the local problems.

361



Appl. Sci. 2020, 10, 8247

5.1. Problems and Methodology

The three model problems in Section 4.1 are applied again. Two model bending-dominated plate
examples are considered. In the first one, the data are exactly the same as in the mentioned section. In the
second plate problem, we solve the plate of the same dimensions l/2 and t as for a quarter of the plate from
the first plate. In the second problem, all four lateral sides of the plate are clamped. In the first problem,
two of them correspond to symmetry boundary conditions, and only two sides are clamped. In the second
problem, one deals with the most coarse mesh possible and the lowest longitudinal order of approximation
possible. As a result, the strongest possible locking appears for the assumed plate thickness. The third
example is the bending-dominated shell from Section 4.1. The only difference is the shell thickness which
is now equal to t = 0.003 × 10−2 m. The last example concerns the membrane-dominated shell. In this
example, all data are exactly the same as in Section 4.1.

5.2. Numerical Examples

In the analysis of the locking phenomena, the following data were treated as independent: the problem
type (the type of the strain dominance), and the structure length l and thickness t resulting in the thinness
ratio l/t. In the numerical analysis, also the initial mesh data, the relative value of the target admissible
error γT , and the ratio γI/γT of the intermediate (after h-step) error to the target (after p-step) error were
treated as independent quantities.

As results of the analysis, we present the meshes corresponding to three performed courses of
adaptation: standard hp-adaptation and such adaptations preceded by the modification of the initial mesh
with the increased longitudinal order of approximation p, equal either to the maximum or optimized value.
The results are completed with the adaptive convergence curves corresponding to these three courses of
adaptation. The convergence curves present the approximation error as a function of the number N of
degrees of freedom (dofs). The absolute error is defined as a negative difference of the total strain energy
U corresponding to the global solution under consideration and the reference energy Ur replacing the
unknown exact value. The energies are calculated in accordance with the strain energy definition from
Section 2. Due to the exponential character of hp-convergence, the curves are plotted as log(Ur −U) versus
logN. The reference energy Ur is obtained numerically from calculations performed on over-killed meshes
with the global discretization parameters equal to: p = 9, q = 2, m = 9, where m = l/2h. Apart from the
absolute error values, the relative error values (Ur − U)/Ur are also presented and discussed.

5.2.1. A Quarter of a Bending Dominated Plate

Data

The dimensions of a quarter of the plate are such that the thinness ratio of the plate is l/t = 3.1415 ×
10−2/0.03 × 10−2. The initial mesh is coarse. Its data are as follows: the longitudinal approximation order
p = 1, the transverse approximation order q = 2, and the element size h = l/2. This mesh is shown in
Figure 9. In the error analysis, the target error γT = 0.01 and the ratio γI/γT = 3.

Results

Three different courses of the adaptation are presented for this example. The first one corresponds to
the standard hp-adaptivity composed of the h- and p-adaptation steps only. The final mesh for this first
course is presented in Figure 10. The second course is the hp-adaptation preceded by the modification
step based on the detection algorithm from Section 3.1.3, where, after the detection, the modification
of the initial mesh is performed with the maximum setting p = 8 (Figure 11). No further automatic
h-adaptation is performed by the adaptivity control algorithm. In addition, no further p-adaptation
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can be performed due to the maximum value of p applied in the modification step after the detection.
The last course is the hp-adaptation performed after the initial mesh modification based on setting the
longitudinal order of approximation to its optimized value p = 4 (Figure 12) obtained from the algorithm
of Section 3.2.1. The final mesh completing this course of adaptation is presented in Figure 13. The not
presented intermediate mesh possesses the same division pattern as the final mesh but the order of
approximation is uniform and taken from the modified mesh (p = 4).

The adaptive convergence curves for three described cases are presented in Figure 14. In the case of
the standard hp-adaptivity, the curve consists of two sections and three points corresponding to the initial,
intermediate (h-adapted) and final (hp-adapted) meshes. The influence of the shear locking is visible in the
first section of the curve—this section is almost horizontal. In the case of the hp-adaptivity performed after
detection of the locking and based on the modified value of p = 8, two points of the convergence curve
correspond to the initial and modified meshes. The locking has been removed—the only section of the
curve is not horizontal. In the case of the hp-adaptation performed after the detection and optimization of
the value of p, the convergence curve consists of four points (the initial, modified, intermediate, and final
meshes) and three sections. The first not horizontal section of the curve reflects locking removal, while the
next two sections correspond to h-refinement and p-enrichment.

Finally, it is worth mentioning that the automatic choice of the program may be the two courses with
the initial mesh modification. These two automatic courses correspond to either the assumed maximum or
determined optimized value of p applied in the modification step. The enforced course corresponds to the
standard hp-adaptation.

The relations between the number N of degrees of freedom (dofs) and the absolute Ur − U and
relative (Ur − U)/Ur errors are summarized in Table 1 for the consecutive points of the three mentioned
convergence curves. The mesh figure numbers corresponding to these points are also indicated.

Table 1. Result summary—a quarter of the bending-dominated plate.

Adaptive Method Result Quantity
Mesh Type

Initial Modified Intermediate Final

mesh figure no. Figure 9 – – Figure 10
standard dofs number N [1] 36 – 225 9648

hp-adaptivity log(Ur − U) [N/m] 0.459481 – 0.452821 −2.352724
(Ur − U)/Ur [%] * 99.9 – 98.4 0.15

mesh figure no. Figure 9 Figure 11 – –
standard hp dofs number N [1] 36 729 – –

after detection log(Ur − U) [N/m] 0.459481 −1.43770 – –
(Ur − U)/Ur [%] * 99.9 1.27 – –

mesh figure no. Figure 9 Figure 12 – Figure 13
standard hp dofs number N [1] 36 531 3438 7704

after optimization log(Ur − U) [N/m] 0.459481 −0.297250 −1.531051 −2.354113
(Ur − U)/Ur [%] * 99.9 17.5 1.02 0.15

* admissible relative error value γT = 1.0 %.

Discussion

The shear locking has been detected in both cases which include modification of the initial mesh
based on the maximum and optimized values of the longitudinal order p. One can see that the standard
hp-adaptation leads to the final error value below the desired admissible value of γT . The same refers to
the hp-adaptation preceded by the modification based on the optimized value of the longitudinal order
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of approximation p = 4. In the case of the hp-adaptation performed after the modification of the mesh
based on the fixed maximum value of p = 8, the admissible error value has not been reached, even though
the error has been diminished. The reason is the discrete character of the possible h-adaptation. For the
estimated error level, this adaption has not been performed.

x y

z

p,q

1

2

3

4

5

6

7

8

Figure 9. A quarter of a bending-dominated plate—initial mesh.
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Figure 10. A quarter of a bending-dominated plate—hp-adapted (final) mesh.
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Figure 11. A quarter of a bending-dominated plate—after simple detection, no hp-adaptation.
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Figure 12. A quarter of a bending-dominated plate—mesh after optimized modification.
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Figure 13. A quarter of a bending-dominated plate—after optimization and hp-adaptation.

Figure 14. A quarter of a bending-dominated plate—convergence for three adaptation cases.
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5.2.2. A Bending-Dominated Plate

Data

In this example, the entire plate is considered. Thus, the thinness ratio is equal to l/2t = 1.57075 ×
10−2/0.03 × 10−2. The discretization parameters of the coarse initial mesh, i.e., the element longitudinal
and transverse approximation orders and the element size, are p = 1, q = 2, and h = l/2, respectively.
These parameters can be seen in Figure 15. The data for the error analysis are assumed as: the admissible
target error γT = 0.02 and the ratio of the admissible intermediate to admissible target errors γI/γT = 3.
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Figure 15. A bending-dominated plate—initial mesh.

Results

As in the previous test, three courses of adaptation are of our interest. The first course corresponds to
the standard hp-adaptivity where the initial mesh is h- and then p-adapted. The hp-adapted final mesh is
shown in Figure 16. The next course of the adaptation is based on the hp-adaptation which is preceded by
the modification of the initial mesh. This modification (Figure 17) lies in setting the longitudinal order
of approximation as equal to the maximum possible value removing the locking, i.e., p = 8, after the
phenomenon has been detected by means of the algorithm of Section 3.1.3. As in the previous example,
no further adaptive actions have been performed. The h-division has not been made due to the estimated
approximation error level and discretized character of performance of the adaptivity control algorithm.
The p-enrichment has not been possible as the maximum value of p = 8 has already been applied in the
modified mesh. The third course of adaptation consists of the hp-adaptation following the modification
of the initial mesh by adopting the optimized value (p = 5) of the longitudinal order of approximation
(Figure 18). This value was established by the algorithm from Section 3.2.1. The final mesh for this
adaptation is presented in Figure 19. The not displayed intermediate mesh has the same division pattern
as the final mesh and the longitudinal approximation order as in the modified mesh, i.e., p = 5.
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Figure 16. A bending-dominated plate—hp-adapted (final) mesh.
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Figure 17. A bending-dominated plate—mesh after simple detection, no hp-adaptation.
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Figure 18. A bending-dominated plate—mesh after optimized modification.
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Figure 19. A bending-dominated plate—mesh after optimization and hp-adaptation.

The convergence curves corresponding to the performed adaptations are displayed in Figure 20.
In the case of the standard hp-adaptivity, the curve consists of three points and two section. These three
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points correspond to three meshes generated within this course: the initial, intermediate (or h-adapted),
and final (or hp-adapted) ones. The presence of the shear locking is reflected by the first horizontal section
of the curve. In the case of the hp-adaptivity performed after detection of the locking and applying the
modified maximum value of the longitudinal order of approximation, i.e., p = 8, the convergence curve
consists of two points and one section. These two points correspond to the initial and modified meshes.
In the only section of the curve that is not horizontal, he locking has been removed. In the third course of
adaptation, based on the modification of the initial mesh by the optimized value of the approximation
order p = 5, the convergence curve consists of three sections and four points—the initial, modified,
intermediate, and final meshes have been generated. It can be seen that the locking has been removed as
the first section is not horizontal.

Figure 20. A bending-dominated plate—convergence for three adaptation cases.

It should be stressed that the modes including modification step are the automatic choice of the
adaptive algorithm, while the standard hp-adaptivity is the enforced mode.

In Table 2, the relations between the number N of degrees of freedom and the absolute and relative
errors, respectively, Ur − U and (Ur − U)/Ur, are presented for the consecutive points of the convergence
curves of three adaptation modes. The mesh figure numbers corresponding to these points are also
indicated in the table.

Discussion

Firstly, as expected, the shear locking has been detected. Secondly, the adaptation based on
modification of the initial mesh by the optimized value of the longitudinal order of approximation
leads to final error value below the admissible error value, in contrast to the modification based on the
maximum value of the longitudinal order of approximation p = 8. Again, the discrete values of parameters
controlling the adaptation process have resulted in no further adaptation after the initial mesh modification.
One can see, however, that the standard hp-adaptation leads to the final error level below the admissible
value again. We show in the next example that this is not the rule.
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Table 2. Result summary—the bending-dominated plate.

Adaptive Method Result Quantity
Mesh Type

Initial Modified Intermediate Final

mesh figure no. Figure 15 – – Figure 16
standard dofs number N [1] 36 – 225 6381

hp-adaptivity log(Ur − U) [N/m] 1.060969 – 1.059175 −1.010223
(Ur − U)/Ur [%] * 100. – 99.6 0.85

mesh figure no. Figure 15 Figure 17 – –
standard hp dofs number N [1] 36 729 – –

after detection log(Ur − U) [N/m] 1.060969 −0.527871 – –
(Ur − U)/Ur [%] * 100. 2.58 – –

mesh figure no. Figure 15 Figure 18 – Figure 19
standard hp dofs number N [1] 36 324 5265 9279

after optimization log(Ur − U) [N/m] 1.060969 0.927962 −0.817269 −1.338752
(Ur − U)/Ur [%] * 100. 73.6 1.32 0.40

* admissible relative error value γT = 2.0 %.

5.2.3. A Quarter of a Bending-Dominated Shell

Data

This example concerns a symmetric quarter of the half-cylindrical shell. The thinness ratio for this
structure is equal to l/t = 3.1415× 10−2/0.003× 10−2. We assume the following discretization parameters:
the longitudinal order of approximation p = 2, the transverse one q = 2, and the element size h = l/2.
The shell quarter and its initial discretization is illustrated in Figure 21. The error analysis is based on the
following assumptions: γT = 0.007 and γI/γT = 3.

x y

z

p,q

1

2

3

4

5

6

7

8

Figure 21. A quarter of a bending-dominated shell—initial mesh.
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Results

As in the previous two bending-dominated examples, also here three courses of the adaptation are
performed. The first adaptation is the standard procedure composed of h- and p-steps. The mesh after
hp-adaptation can be seen in Figure 22. The second and third types of the adaptation are composed of the
hp-adaptation which follows the modification of the initial mesh. In the second type, the modification is
based on the maximum possible value of the longitudinal order of approximation p = 8 (the corresponding
figure is not displayed). In the case of the second type of adaptation, the modified mesh has been h-adapted
further (see Figure 23). In the third type, the modification takes advantage of the optimized value of p = 5
(Figure 24). In the second type, the p-adaptation has not been possible as the maximum value of p = 8 has
already been applied. In the third type of adaptation, the modified mesh has been hp-adapted. The final
mesh is presented in Figure 25. The not revealed intermediate mesh possesses the same division pattern as
the final mesh and the uniform order of approximation as in the modified mesh, namely p = 5.
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Figure 22. A quarter of a bending-dominated shell—hp-adapted (final) mesh.

Three convergence curves resulting from the described adaptations are presented in Figure 26.
The standard hp-adaptivity convergence curve consists of two sections and three points indicating the
estimated error level for the initial, intermediate, and final meshes. In the case of the hp-adaptation
following the modification based on the maximum value of p = 8, the curve consists of two
sections and three points corresponding to the initial, modified, and h-adapted (intermediate) meshes.
The shear–membrane locking has been removed—the first section of the curve is not horizontal. In the last
case of the hp-adaptivity following the modification based on the optimized value of p = 5, the curve is
composed of three sections and four points—the initial, modified, intermediate, and final meshes have
been generated. The locking has not been removed from the modified mesh, however the value of p = 5
has appeared sufficient for removal of the locking from the h-adapted (intermediate) mesh—the second
section of the convergence curve is not horizontal.
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Figure 23. A quarter of a bending-dominated shell—after simple detection and h-adaptation
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Figure 24. A quarter of a bending-dominated shell—mesh after optimized modification.

Note that the adaptations including the described mesh modifications, based on either the maximum
(p = 8) or optimized (p = 5) values of the longitudinal order of approximation, may be performed
automatically by the program, while the standard hp course has to be enforced by a user.
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Figure 25. A quarter of a bending-dominated shell—after optimization and hp-adaptation.

Figure 26. A quarter of a bending-dominated shell—convergence for three adaptation cases.

As in the previous numerical examples, the absolute and relative error values, respectively, log(Ur −
U) and (Ur − U)/Ur, are presented in Table 3 versus the number N of degrees of freedom (dofs). For the
points of three adaptive convergence curves, the corresponding mesh figure numbers are included in
the table.
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Table 3. Result summary—a quarter of the bending-dominated shell.

Adaptive Method Result Quantity
Mesh Type

Initial Modified Intermediate Final

mesh figure no. Figure 21 – – Figure 22
standard dofs number N [1] 81 – 918 8145

hp-adaptivity log(Ur − U) [N/m] 8.015996 – 8.014184 6.184208
(Ur − U)/Ur [%] * 99.9 – 99.5 1.47

mesh figure no. Figure 21 – Figure 23 –
standard hp dofs number N [1] 81 729 3294 –

after detection log(Ur − U) [N/m] 8.015996 6.330842 5.930839 –
(Ur − U)/Ur [%] * 99.9 2.06 0.82 –

mesh figure no. Figure 21 Figure 24 – Figure 25
standard hp dofs number N [1] 81 324 5265 10,512

after optimization log(Ur − U) [N/m] 8.015996 7.978775 6.039104 5.449802
(Ur − U)/Ur [%] * 99.9 91.73 1.05 0.27

* admissible relative error value γT = 0.7 %.

Discussion

The anticipated shear–membrane locking has been detected in two adaptation modes including
modification of the initial mesh. In the case of the standard hp-adaptation, the admissible error value
has not been achieved. This is because the estimated error level and the discretization parameters in
the adapted meshes have not been determined accurately due to the locking. In the adaptation with
modification based on the maximum p possible, the admissible error value has not been achieved. This is
because only further h-adaptation has been performed and further p-adaptation has not been possible as
the maximum value of p = 8 has already been adopted. However, the admissible error value has been
confidently achieved in the adaptation with the modification of the initial mesh based on the optimized
value of p.

5.2.4. An Octant of a Membrane-Dominated Shell

Data

A symmetric octant of the cylindrical shell and its initial discretization, based on p = 2, q = 2,
and h = l/2, are presented in Figure 27. A very coarse initial mesh can be seen in this figure. The thinness
ratio equals l/t = 3.1415 × 10−2/0.03 × 10−2. The error data controlling the hp-adaptation are the
admissible relative error value on the final mesh γT = 0.01 and the ratio of the admissible error values on
the intermediate and final meshes γI/γT = 2.

Results

As expected, the automatic tools for detection and/or assessment of the locking have not indicated
the appearance of the phenomenon. Because of this, the automatic mode of adaptation corresponds to
standard hp-approach. The final, hp-adapted mesh is presented in Figure 28. Note that the intermediate
(h-adapted) mesh is not presented but it can easily be obtained from the results in Figures 27 and 28 by
taking approximation orders p and h-division pattern from these two figures, respectively. It can be seen
in the presented figure that, in the vicinity of the curved edge with the rotations constrained, the higher
error level and the resultant higher approximation orders are present due to the local bending along

375



Appl. Sci. 2020, 10, 8247

the constrained boundary. The membrane and bending strain energies are of the same order along this
boundary. In the rest of the shell octant, the membrane strains dominate over bending ones and the error
level is lower and evenly distributed. Because of this, the resultant approximation orders are also lower
and evenly distributed.
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Figure 27. An octant of a membrane-dominated shell—initial mesh.

x y

z

p,q

1

2

3

4

5

6

7

8

Figure 28. An octant of a membrane-dominated shell—hp-adapted (final) mesh.
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The convergence curve corresponding to the standard three-step hp-adaptivity is shown in Figure 29.
The first point on the curve corresponds to the initial mesh. The second point of the curve is for the
intermediate mesh, while the third point for the final mesh. The admissible error value was confidently
achieved in the corresponding three steps.

Finally, in Table 4, the summarizing results of the absolute error Ur − U and the relative error
(Ur − U)/Ur are presented versus the number N of degrees of freedom (dofs) for three points of the
convergence curve. The mesh figure numbers corresponding to these points are also included in the
presented table.

Figure 29. An octant of a membrane-dominated shell—convergence for hp-adaptation.

Table 4. Result summary—an octant of the membrane-dominated shell.

Adaptive Method Result Quantity
Mesh Type

Initial Modified Intermediate Final

mesh figure no. Figure 27 – – Figure 28
standard dofs number N [1] 27 – 306 606

hp-adaptivity log(Ur − U) [N/m] 3.017413 – 1.898823 0.086034
(Ur − U)/Ur [%] * 16.9 – 1.29 0.02

* admissible relative error value γT = 1.0 %.

Discussion

It can seen that the locking detection and/or assessment tools are capable of not only detecting the
phenomena but also recognizing the problems where the phenomenon is not present. Such a result of the
detection is consistent with theory presented in the literature (compare [32]). In situations such as this,
performance of the standard hp-approach is enough to achieve the admissible error value as shown in
this example.
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5.2.5. Generalizations

Based on the above representative examples, and other analogous examples performed by the authors
and not presented here due to their qualitative and quantitative similarity, one can state that:

• The adaptation mode based on standard hp-adaptivity may fail when applied to the problems where
the locking phenomena are present.

• The adaptation mode which allows modification of the initial mesh with the maximum possible
longitudinal order of approximation may lead to underestimation of the final error value.

• The course of adaptation with the modification of the initial mesh by means of the optimized value of
the longitudinal order of approximation is more effective in achieving the admissible error value than
the previous two courses of adaptation.

6. Conclusions

The proposed tools for detection and/or assessment of the locking phenomena are capable of the
detection of the shear locking and shear–membrane locking as well. These tools are also capable of
recognizing the problems without locking phenomena present.

The removal of the locking phenomena by modification of the initial mesh, based on the optimized
value of the longitudinal order of approximation p, can effectively lead to the admissible error value in the
final mesh. This may be possible neither in the case of mesh modification based on the maximum value of
p nor in the case of the standard hp-adaptivity.

The elaborated tools are perfectly suited to the adaptation based on approximation error control
employing, e.g., the equilibrated residual method of error estimation and the three-step hp-adaptive
strategy. One may also consider application of these tools as the first step of the adaptation based on
iterative diminishing the interpolation error.
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46. Zboiński, G. Adaptive hpq finite element methods for the analysis of 3D-based models of complex structures.
Part 2. A posteriori error estimation. Comput. Methods Appl. Mech. Eng. 2013, 267, 531–565. [CrossRef]

47. Cho, J.R.; Oden, J.T. A priori error estimations of hp-finite element approximations for hierarchical models of
plate- and shell-like structures. Comput. Methods Appl. Mech. Eng. 1996, 132, 135–177. [CrossRef]
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