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Preface to ”Wastewater Based Microbial Biorefinery

for Bioenergy Production”

This book is on the topic of wastewater to bioenergy. Book provides information on recent

technological advancements in wastewater-based biorefinery for bioenergy production. The intent

is to provide overall information to readers on possible approaches in wastewater treatment with

simultaneous energy production. There are ten chapters in this book that discuss about the

characterization of wastewaters, compositions, challenges in treatment, resource recovery, and

bioenergy production. The first chapter describes types of wastewaters, their source, and their

compositions. An overview of various possible approaches for resource recovery from wastewater

and production of biofuels such as biogas, bioethanol, biodiesel, microbial fuel cell, and direct

conversion of sludge wastes using gasification, pyrolysis process is discussed. Chapter 2 discusses

that cost associated with wastewater has become a key issue in wastewater management technology.

This chapter provides a bibliometric analysis of publications in the Web of Science database

on wastewater treatment costs in the period 1950–2020. The findings of this study reveal the

leading countries in this field of research (China, USA, India, Spain, and the UK). Chapter 3;

utilization of microalgae provides a sustainable approach for wastewater treatment and bioenergy

production simultaneously. Microalgae can remove nutrients from the wastewater whilst capturing

carbon dioxide from the atmosphere. The resulting biomass is employed to generate biofuels,

which can run fuel cell vehicles of zero-emission, power combustion engines, and power plants.

By cultivating microalgae in wastewater, eutrophication can be prevented, thereby enhancing

the quality of the effluent. Chapter 4 discuss about microbial fuel cell experimental setup for

bioelectricity production using seafood waste as raw material. Chapter five represents a recent

update on biohydrogen production using wastewater-based microbial electrolysis cells (MEC). The

present limiting issues for effective scaling up of the manufacturing process include the high

manufacturing costs of microbial electrolysis cells, their high internal resistance and methanogenesis,

and membrane/cathode biofouling. The challenges in the evolution of microbial electrolysis cell

technology in terms of hydrogen yield, operational aspects that impact total hydrogen output in

optimization studies, and important information on the efficiency of the processes are discussed.

Chapter 6 discuss about a combined approach of anaerobic digestion (AD) and MEC on waste

treatment and energy production. The use of MEC supported anaerobic digestion process could

increase overall energy production and organic removal. Chapter 7 reports discuss about a method

to reduce hydrogen sulfide production during anaerobic digestion and conclude that the addition of

waterworks sludge containing iron to a digester for the removal of dissolved hydrogen sulfide is a

technically and economically good alternative when producing biogas. Chapter eight is about biofilm

a challenge in wastewater treatment that cause many serious problems, such as chronic infections,

food contamination, and equipment corrosion. Biofilm formation and growth are complex due to

interactions among physicochemical and biological processes under operational and environmental

conditions. In this chapter advanced numerical modeling techniques using the lattice Boltzmann

method (LBM) are enabling the prediction of biofilm formation and growth and microbial community

structures is discussed in detail. Chapter 9 discuss problems related to environmental pollution

caused by enhanced energy consumption and emphasize that by improving the efficiency of energy

utilization this problem can be overcome. The last chapter defines the water and wastewater sector as

an important lifeline upon which other economic sectors depend and securing this sector’s critical

ix



infrastructure is therefore important for any country’s economy. This chapter provides a case

report on South Africa strategy to contextualize the water and wastewater sector’s cybersecurity

responsibilities within the national cybersecurity legislative and policy environment.

Shashi Kant Bhatia

Editor
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A continuous increase in global population is demanding more development and
industrialization, which leads to the production of various waste such as municipal wastew-
ater, agricultural waste, industrial waste, medical waste, electronic wastes, etc. [1–3]. Waste
management is important to maintain human health and the sustainability of the environ-
ment [4,5]. Various technologies have been reported to manage various kinds of wastes
and produce valuable products [6–9]. Wastewater is produced from households and the
textile, municipal, dairy, and pharmaceutical industries [10]. Management of wastewater is
a challenging task as it is rich in nutrients and its release in the open may cause eutrophica-
tion and pose a threat to the environment. Generally, wastewater is treated using various
physical and chemical methods, but these methods are costly and often result in sludge
production and secondary water pollution. The use of microbe-based biowaste to bioenergy
conversion technology can provide an economic way to manage wastewater and produce
bioenergy simultaneously. Various microbe-mediated methods like anaerobic digestion
(AD), microbial fuel cells (MFC), dark fermentation, etc. can be used for resource recovery
from wastewater and energy production. Wastewater to bioenergy is a hot topic and many
articles have been published in this area and the number is continuously increasing with
each passing year.

According to the Scopus database, 1354 articles were found published during
2016–2021 using the search keywords wastewater and bioenergy. In terms of number
of publications, China (433), India (213), the United States (173), South Korea (83), and
Australia (73) make up the top five list. Figure 1 illustrates the visualization network of
countries involved in this research area. Distinct clusters can be identified with different
colors assigned to the individual country. The size of the circle corresponds to the fre-
quency of publications while the thickness of the lines represents the co-authorship link
and relative strength.

The editorial aim of this editorial is to highlight the key aspects of all contributions and
provide an update to a broader scientific audience. In this Special Issue, we are publishing
ten studies, which include six research articles and four review articles (Figure 2 provides a
word cloud of published articles).

The review article contributed to this Special Issue by Bhatia et al. provides an
overall overview of renewable energy products produced through wastewater valorization
technologies [11]. Wastewaters were categorized into fifteen types based on their source.
Wastewater from industrial effluent contains a significant quantity of harmful chemicals and
heavy metals and lower biological content as compared to household wastewater. Different
strategies reported for resource recovery from wastewater such as anaerobic digestion (AD),
fermentation, microbial fuel cell (MFC), combustion, gasification, and pyrolysis of sludge
for bioenergy production were reviewed in brief. The need for integrated wastewater
treatment with benefits and challenges was also discussed.

Sustainability 2021, 13, 9214. https://doi.org/10.3390/su13169214 https://www.mdpi.com/journal/sustainability
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Figure 1. Co-occurrence mapping based on publication numbers (min. number of occurrences: three). The map was
generated using Vosviewer.

 

Figure 2. Word cloud of articles published in the Special Issue. The most frequent words are displayed with a larger font.
The image was generated using worditout.com.
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Wastewater treatment cost is also an issue for proper wastewater management.
Gallego-valero et al. prepared a bibliometric analysis of publications on wastewater
treatment cost from Web of Science published in the period 1950–2020 [12]. This study
concluded that leading countries involved in wastewater research include China, the USA,
India, Spain, and the UK based on the number of publications. The leading research insti-
tutes in terms of the number of related articles are the Chinese Academy of Sciences, China
(561), followed by the Indian Institute of Technology (445). Different technologies are in
fashion for resource recovery from wastewater and bioenergy production. Contribution by
Jeyaseelan et al. discussed algal system utilization in wastewater treatment and bioenergy
production [13]. Algae have high photosynthetic activity, are more effective in carbon diox-
ide capture, and produce 5–10 times more biomass compared to terrestrial plants. Algae
are able to accumulate fatty acids up to 40–50% of their biomass and are used for biodiesel
production. Microalgae like Chlorella are highly efficient in the removal of nutrients and are
able to remove nitrogen and phosphorus up to 98% and 89%, respectively. Still, the use of
this technology for biodiesel production is a challenge as algae cultivation and harvesting is
costly. Residual algal biomass after oil extraction can also be used for bioenergy production
using anaerobic digestion and fermentation processes. Microbial fuel cells (MFC) are also
getting attention for wastewater treatment and bioelectricity production. Microorganisms
biodegrade and oxidize the organic materials in the anodic chamber and produce electrons
and protons that travel through external circuits and proton exchange membranes, respec-
tively, to the cathode, producing current. Gurav et al. explored seafood processing chitin
waste as a raw material for Oceanisphaera aractica YHY01 to produce electricity in MFC [14].
Microbial fuel cells demonstrated stable electricity generation until 216 h (0.228 mA/cm2).
N-acetyl-D-glucosamine (GlcNAc) was the major by-product and other organic acids such
as lactate, acetate, propionate, and butyrate were the main metabolites produced in MFC.
Cyclic voltammetry (CV) showed the role of outer membrane-bound cytochrome in the
electron transfer mechanism. Biohydrogen is a clean and renewable source of energy.
Wastewater can be used as a feedstock for hydrogen production using microbial electroly-
sis cells (MEC). In the MEC process, microbes are used in anodic chambers, which utilize
organic material and convert chemical energy into electrical energy and produce energy
that is subsequently used in cathodic parts to produce hydrogen. Dange et al. discuss the
thermodynamics and electrochemistry of hydrogen-producing MEC technology in their
contribution [15]. The MEC reactor architecture, materials used in electrode preparation,
and various factors that affect hydrogen production are also discussed. The authors con-
clude that high MEC manufacturing cost, high internal resistance, methanogenesis, and
membrane/cathode biofouling are the main limiting factors in the scale-up of this technol-
ogy. To increase hydrogen production Hassanein et al., combined MEC technology with
anaerobic digestion [16]. A comparative study between MEC and AD-MEC was conducted,
and it was concluded that cumulative H2 and CH4 production and COD removal were
higher in AD-MEC as compared to AD-only. During the AD process, biogas is produced
by the digestion of organic material by methanogenic bacteria. Most of the substrates are
rich in sulfur content and methanogenic microbes reduce it into hydrogen sulfide, which
negatively affect methanogens activity and poison the digester. Ferric salt is used in AD to
remove hydrogen sulfide production. Persson et al. used ferric oxide containing water-
works sludge in the AD process and reported a reduction in operational cost up to 50% [17].
This technology is one step closer to the circular economy as it helps to replace the use of
virgin chemicals with the by-product waterworks sludge and reduces the carbon footprint
of the waterworks. Biofilm is important for MFC wastewater treatment but is also related
to problems such as infections, food contamination, and equipment corrosion. However,
biofilm production is a complex process due to the interaction among physicochemical and
biological processes. In the contribution by Delavar et al., (2021) an overview of advanced
numerical modeling techniques using the lattice Boltzmann method (LBM) for prediction of
biofilm formation and growth of microbial community structure is provided [18]. The main
features and drawbacks of LBM-based biofilm models from the ecological and biotechno-
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logical perspective with challenges and future directions are also discussed. With industrial
development and economic growth, environmental problems caused by excessive energy
consumption become prominent. Improvement of efficiency of energy utilization can
help to solve this problem. Huang et al. used a data envelopment analysis (DEA) model
considering various input factors like labor force, capital stock, energy consumption and
carbon emission to calculate the energy utilization efficiency of China’s provinces [19].
This study concluded that urbanization openness and industrial structure have a negative
effect on energy efficiency, while marketization has a significant positive impact. Water and
wastewater treatment is an important lifeline for the economic development of any country,
and it is very important to secure these sectors. Malatji et al. has provided a report on South
Africa’s cybersecurity strategy aimed at addressing cyber terrorism and cybercriminal
activities [20]. In this study, they found that along with the National Cybersecurity Policy
Framework, the Electronic Communications and Transactions Act, Critical Infrastructure
Protection Act, and other supporting legislation, a wastewater sector’s computer security
incident response team can be established without the need to propose any new laws or
amend existing ones.

Considering the content of various articles contributed to this Special Issue, it is clear
that wastewater-based microbial biorefinery for bioenergy production is an emerging field
and has the potential to meet the challenge of wastewater treatment and increased energy
demands. Keeping in view the present status of the coronavirus pandemic, it is very
important to treat wastewater. There is an essential need to increase research activity in this
area to make wastewater to bioenergy technologies more efficient and economic. The main
aim of various articles included in this Special Issue is to reach a broad readership and
develop understanding in researchers and stakeholders related to wastewater to bioenergy
technology.
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writing—review and editing, S.K.B. The author has read and agreed to the published version of the
manuscript.
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Abstract: Due to rapid urbanization and industrialization, the population density of the world is
intense in developing countries. This overgrowing population has resulted in the production of
huge amounts of waste/refused water due to various anthropogenic activities. Household, municipal
corporations (MC), urban local bodies (ULBs), and industries produce a huge amount of waste
water, which is discharged into nearby water bodies and streams/rivers without proper treatment,
resulting in water pollution. This mismanaged treatment of wastewater leads to various challenges
like loss of energy to treat the wastewater and scarcity of fresh water, beside various water born
infections. However, all these major issues can provide solutions to each other. Most of the
wastewater generated by ULBs and industries is rich in various biopolymers like starch, lactose,
glucose lignocellulose, protein, lipids, fats, and minerals, etc. These biopolymers can be converted
into sustainable biofuels, i.e., ethanol, butanol, biodiesel, biogas, hydrogen, methane, biohythane,
etc., through its bioremediation followed by dark fermentation (DF) and anaerobic digestion (AD).
The key challenge is to plan strategies in such a way that they not only help in the treatment of
wastewater, but also produce some valuable energy driven products from it. This review will deal
with various strategies being used in the treatment of wastewater as well as for production of some
valuable energy products from it to tackle the upcoming future demands and challenges of fresh
water and energy crisis, along with sustainable development.

Keywords: effluent; anaerobic digestion; incineration; Co-pyrolysis; syngas; biodiesel; biofuel

1. Introduction

All living beings could not live without water. Humans require water for not only to sustain
their life, but also to accomplish their day to day activities. But now, a day’s pure water gets out of
reach of humans because of the addition of various harmful and toxic pollutants in water sources.
Beside this basic necessity of the present world, the management of resulting effluent or wastewater
is another challenge [1,2]. While technologies for the recovery of wastewater resources have been
discussed extensively by the scientific community in recent decades, their large-scale implementation
in municipal wastewater treatment facilities (WWTPs) still requires serious consideration. This can be
demonstrated mainly by technical and non-technical reasons for doing so. Wastewater management
plays a significant part in sustainable urban planning [3]. It is a well-known worldwide reality that the
energy demand is increasingly growing due to rapid population growth that has also increased the rate
of generation of wastewater in the last decades. To accomplish both of these obligations, utilization of
wastewater should be done in such a manner so that the process used would treat the wastewater along
with the production of some cherished products which can be reutilized further [4,5]. Use of waste
water for energy generation is economic, as this does not require expensive phenomenon. While several
emerging technologies contribute to the wastewater resource recovery challenge, biological approaches

Sustainability 2020, 12, 7501; doi:10.3390/su12187501 www.mdpi.com/journal/sustainability7
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give the greatest promise to recover essential resources from effluent in an efficient manner. The article
will generally concentrate on various methods of resource recovery from domestic and industrial
wastewater [6]. The next generation of Domestic Wastewater Treatment Plants (DWWTP) targets
energy efficiency and the complete use of wastewater for energy generation. There are also increasing
concerns to extract useful products, especially renewable energy, from various forms of waste and
wastewater from various industrial effluents [7]. Moreover, the fossil sources are very limited and may
deplete in the coming future, so alternative sources of energy have to be developed. Therefore, the best
approaches include the use of wastewater for production of energy products like bioethanol, biogas,
biodiesel, etc., which further can be transformed into electricity [8]. Such energy recovery approaches
may help mitigate wastewater sector electricity consumption and show promising areas for renewable
energy policy implementation. Our analysis looks only at energy usage and future savings; while very
significant, the economics of energy recovery mechanisms of wastewater treatment plants are reserved
for a separate examination.

2. Characteristics of Wastewater

The characteristics of wastewater significantly affect the treatment approach to be pursued, as well
as the reactor design selection process. For such characteristics, the most important are concentration
for suspended solids, organic strength (BOD or COD), temperature, pH, and inhibitor presence [9].
Many reactor designs can damaged by suspended solids and accumulation of grits. For this purposes,
liquid waste or wastewater is considered to have a concentration of suspended solids below 1000 mg/L
with small quantities of grit (inorganic non-soluble solids), often removed by simple pretreatment.
Defined as such, wastewater can be graded as low, i.e., below 1000 for industrial, agricultural (including
flushed manures), and pulp and paper, medium, i.e., 1000–10,000 for food processing, canning, citrus
processing, milk processing, juice processing, and brewery, and high, i.e., 10,000–200,000 for ethanol
production, distillery, biodiesel production, petrochemical, and slaughter house concentration [10–12].

2.1. Sources of Wastewater

On the basis of the source from which the wastewater is being generated, there are various types
of wastewater, some of them are listed below:

1. Domestic Wastewater (DW)
2. Sewage Sludge (SS)
3. Diary Wastewater (DWW)
4. Winery Wastewater (WWW)
5. Tannery Wastewater (TWW)
6. Textile Wastewater (TxWW)
7. Food Wastewater (FWW)
8. Phenolic Wastewater (PWW)
9. Carpet Mill Wastewater (CMWW)
10. Slaughter House Wastewater (SHWW)
11. Pharmaceuticals Wastewater (PhWW)
12. Beverage Wastewater (BWW)
13. Paper industry Wastewater (PWW)
14. Palm Oil Mill Wastewater (POMW)
15. Olive Oil Mill Wastewater (OOMW)

2.2. Features and Pollutnats of the Wastewater

Wastewater is generally characterized on the basis of physical (color, odor, and turbidity) and
chemical (pH, alkalinity, biochemical oxygen demand (BOD), chemical oxygen demand (COD),

8
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dissolved oxygen (DO), total organic carbon (TOC), total dissolved solids (TDS), total suspended solids
(TSS), conductivity, nitrogen, phosphorus, heavy metals, volatile solids (VS), oil, fats, grease and gases),
etc. Different types of sources, along with their typical properties, are listed and discussed in Table 1.
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Most of the wastewater contains a chemical, biological matter, and other objectionable matter
that differ from source to source from which it generates. Industrial effluent includes a significant
quantity of harmful chemicals and heavy metals, i.e., zinc, copper, nickel, lead, cadmium, arsenic,
antimony, mercury, etc. [19], with lower biological content. Wastewater from households contains
lower levels of chemicals comparatively to industrial wastewater, but high levels of organic matter,
whereas agricultural wastewater includes high levels of chemicals in the form of pesticides, weedicides,
fertilizers, etc., and biological substances like algae, fungi, bacteria, etc. [5,20]. Waste water consists
of 70% organic compounds and 30% inorganic compounds, along with a variety of gases. Organic
compounds are mainly carbohydrates, fats, and proteins, whereas inorganic matter consists of heavy
metals, nitrogen, phosphorus, sulphur, and chloride, etc. Hydrogen sulfide, methane, ammonia,
oxygen, nitrogen, and carbon-dioxide are commonly dissolved gases present in wastewater [21].
Biologically, wastewater consists of different types liverworts, seedy plants, ferns and mosses, bacteria,
fungi, algae, and protozoans along with various types pathogens are also found in wastewater,
which comes from the human beings suffering from various diseases [20,22].

3. Treatment Methods of Wastewater

Various types of pollutants present in the wastewater can be removed by using different strategies.
Various treatment methods are used on the basis of source and location for wastewater treatment.
Primary treatment can reduce BOD by 20–30% and suspended solids by as much as 60% [23]. This step
includes reduction of oil, grease, fats, sand, and coarse solids. Secondary treatment will minimize BOD
and total suspended solids by up to 85 percent. This step includes degradation of dissolved contents of
the sewage within a biological degradation of system, as shown in Figure 1. The last step of secondary
treatment is the removal of biological matter from the treated water with very low levels of organic
material and suspended solids [24]. Microbes in the wastewater consume food in the form of organic
matter, turning it into carbon dioxide, water, and electricity. Tertiary treatment can remove up to
99 percent of sewage impurities. Some operators add chlorine as a disinfectant before discharging the
water. Sometimes nitrogen and phosphorus removal are done by tertiary treatment. Tertiary treatment
uses advanced equipment and technologies to further eliminate or discard contaminants or particular
pollutants [25].

Figure 1. Schematic representation of waste treatment plant.

On the basis of type of matter present, ultrafiltration, sedimentation, sand filtration, etc.,
are physical methods used to treat the wastewater or industrial effluent as shown in Figure 2.
In the chemical treatment method, chlorine is the most widely used chemical that acts as oxidizing
agent to kill the bacteria that decompose the water. Another disinfecting oxidizing agent called ozone
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is used to purify wastewater [10]. Biological treatment methods use biological agents like plants and
microorganisms in this way to remove the harmful pollutants. Biological wastewater treatment is done
by oxidation bed or aerated systems, and post precipitation. It can be classified into various groups
such as aerobic, anaerobic, and anoxic systems or suspended growth and attached growth according to
the growth mechanism of microorganisms [26,27].

Figure 2. Different methods of wastewater treatment.

4. Wastewater as a Source of Renewable Energy

Wastewater produced by various sources is usually full of various minerals, nutrients, and organic
matter, and these act as a wonderful source of metabolites for the growth and development of various
microorganisms, algae, and plants which can be utilize to produce various renewable energy products.
Organic matter rich wastewater, when decomposed in an oxygen-free environment, especially deep
in a landfill, releases methane gas. Wastewater which is rich in organic matter when it decomposes,
particularly deep in a landfill in an oxygen-free environment, releases methane gas [28]. This methane
can be collected and used, instead of released into the atmosphere, to generate heat and electricity.
Most wastewater treatment systems include different stages and eventually create solid sludge that
is treated by thermal hydrolysis to increase the amount of methane it can generate. The processed
waste then enters in an anaerobic digester, which ends up breaking it down. The resulting product is a
methane-rich gas, or biogas, which can be used for on-site energy needs, or further refined and used
instead of natural gas [29]. However, the solid wastewater residues produce a nutrient-rich “digestate”
that can be used as a biofertilizer for soil conditioning and to improve plant production. Usually,
the concentration of reducing matter in wastewater is expressed as the COD, which indicates how
much oxygen is needed to oxidize the reducing matter [30]. A typical wastewater has a 0.5 kg/m3 COD
value and theoretically has the ability to generate 1.47 to 107 joules of energy per kg COD oxidized
to CO2 and H2O, and the wastewater energy density is 0.74 to 107 J/m3. Heidrich et al. [31] have
recently statistically calculated the internal chemical energy of wastewater measured at 1.68 × 107 J/m3

for wastewater combined with household wastewater and industrial wastewater, and 0.76 × 107 J/m3

for pure household wastewater. Accordingly, a fair estimation of the theoretical energy density in
wastewater is in the order of 107 J/m3, which is five times the energy used to treat wastewater, and based
on this data, the USA has an approximate capacity of 1.2 × 1015 J/day, 4.4 × 1017 J/year of wastewater
renewable energy production [32–34].

12
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4.1. Approaches to Determining Energy Potential from Wastewater

Process streams must be differentiated according to their capacity as energy sources according
to the following input streams, process intermediates, and energy outputs in order to relate different
technical options for energy recovery from wastewater.

4.1.1. Inputs

Carbonaceous material, especially the organic material (dissolved/suspended) present in
wastewater, conducts its chemical energy potential. Exceptions are energy in the form of heat
(for wastewater above ambient temperature) and the use of wastewater as growth media for
species to absorb carbon dioxide using sunlight energy (photosynthesis) because of their inorganic
constituents [35].

4.1.2. Intermediates

A number of intermediate compounds synthesized by the microorganisms, algae, and green
plants that act as store houses of biochemical energy. These intermediary compounds are utilized by
the microorganism as well animals to produce the energy to fulfill their energy requirement for day to
day activities. But using some specific microorganisms, as well as advanced technological strategies,
these compounds can also be utilize for the production of a number of energy products such as gaseous
hydrogen or methane, liquid ethanol or biodiesel, or solid dry biomass [36].

4.1.3. Outputs

In particular, intermediate fuels provided by methane from wastewater can be used as energy
products for heat, electricity generation, and even in propulsion vehicles. Currently available systems
are much less effective and can transform only 25 to 35 percent of thermal energy into electrical
energy, resulting in tremendous energy losses [8,37]. For higher recovery and better efficiencies,
therefore, combined heat and power application is recommended. Therefore, technologies that convert
inputs into intermediates by harnessing carbon-bound energy into biogas, bio-ethanol, and biodiesel,
and then converting these intermediates into outputs via combustion/gasification into gaseous fuels,
or converting inputs directly into outputs via heat recovery through heat pumps, and microbial fuel
cells for electricity generation [38–40]. To maximize the potential for wastewater energy recovery,
each of these technologies must first be understood in terms of physical, chemical, and biological
concepts and constraints, and in terms of maturity and current penetration level.

4.2. Valuable Energy Products from Wastewater

Controlled treatment of wastewater can produce a variety of value-added items. Biological
wastewater systems are commonly used to obtain valuable materials from wastewater. There may be
either aerobic and anaerobic digestion, or effluent co-digestion. Wastewater treatment produces a large
number of energy products that can be used in the form of biofuels, which are described in Table 2 as
well as in the section below:
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4.2.1. Biogas

Biogas is produced in an oxygen-free environment by anaerobic digestion of organic matter
using microorganisms. Biogas processing requires several stages of a number of microorganisms:
Microorganisms turn complex organic compounds into less complex organic compounds that are then
converted into organic acids in initial hydrolysis reactions. Then methane forming microorganisms
use these acids to form methane, the principal component of biogas [2,11]. Biogas is a mixture of
gases containing typically 50–70% of methane. In addition, anaerobic digestion can produce hydrogen
either as a component of the biogas, or as the major product. The latter requires that particular species,
such as Rhodobacter or Enterobacter sp., to dominate the microbial population [41,44]. Current models
indicate significantly greater recovery of energy from the digestion of biomass as methane. Hydrogen
fermentation may become more attractive with the advancement of fuel-cell technology. Biogas
can be used with little alteration in many applications (Stoves, Boilers). The gas needs substantial
modifications for applications in combustion engines (generators, motor car engines) in order to
eliminate non-methane components [2,29].

4.2.2. Bioethanol

Generally, bioethanol is produced from lignocellulosic biomass, but due to advancements in
wastewater treatment technologies, it can also be produced from wastewater, and bio-electrolytic
conversion is one of the innovative technologies in this direction [36]. A number of wastewater
effluents (alone or with other wastes) had been utilized for ethanol production, i.e., OMW and olive
pomace [16], apple pomace hydrolysate [68], etc.

4.2.3. Biodiesel

Algal growth in water bodies is an indication of water pollution. However, nutrient rich waste
water can be utilized for the production of blue-green algae that accumulate the lipids in it and that in
turn can be utilized for the production of biodiesel trough transesterification [69,70]. Algal biomass
thus obtained can also be utilized as animal feed and also spread out as fertilizer. Certain species of
algae, grown in wastewater is capable of produce oil up to 80% as its storage product and produce
more oil, around 23 times more than the best oil-seed plant. In terms of oil produced per unit area,
algal productivity exceeds palm oil by 10 bend, and jatropha, canola, and sunflower crops by more than
30 bend [20]. Oil transesterification to biodiesel, algal biomass, and glycerol can be utilized to produce
energy products, and glycerol may be used as fuel for burning directly or can be converted to hydrogen
and bioethanol by fermentation [71]. The viability of algal biomass for the production of biodiesel can
be improved by instant wastewater treatment, use as animal feed, and the production of secondary
energy products. Microalgae were also used in phytoremediation of wastewater sources [51].

4.2.4. Biohydrogen

Wastewater may be used through dark fermentation for the production of hydrogen. A microbial
consortium contains a wide variety of bacteria, and some of them inhibit hydrogen production
(i.e., hydrogenophilic-methanogenesis) by their consumption (homo-acetogens and methanogens) [54].
So, for optimum hydrogen production, the activity of inhibitory microbes gets suppressed or they are
killed, either by heat pretreatment of inoculum or by increasing dilution rate and by decreasing the pH
of reactors. Another reliable and finely honed process is catalytic methane to hydrogen conversion [72].
Different wastewater and effluent have been used for hydrogen production, these are TxW, PWW,
rejected water and seed sludge, MW, OMW, BW, etc. [54,71,73–75].

4.2.5. Biomethane

Methane is another gas produced from anaerobic digestion of wastewater and effluent. Methane
can be produced either by hydrogenophilic-methanogenesis (abiotically) or by fermentation of organic
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matter present in wastewater (biologically) [76]. Anaerobic digestion process is more proficient over
aerobic process for production of methane due to low energy rations, high energy production in the
form of methane, and low sludge production with high organic ejection rates. Various wastewater
effluents, i.e., PWW, brown water, rejected water and seed sludge, sugarcane juice in the effluent
discharged from sugarcane industry, etc., have been used for methane production [22,55,77].

4.2.6. Bioelectricity

Bio-electrochemical conversion process is involved in production of electricity from wastewater
and effluent, in which catalytic commotion of microorganisms utilize the organic matter and produce
the electrons that may be received by cathodes to generate the electricity [57,78]. Organic electron
donors are catalyzed for oxidation in the anodic chamber by electrochemical bacteria, and electrons are
supplied to the anode, which can be arrested in the form of bio-electricity [79]. In this process, exchange
of protons, generated from anodic chamber to cathodic chamber, where these protons are involved
in the production of cherished products [69]. Algal biomass, which is generated by photosynthesis,
can be a direct organic source of electricity generation in Microbial Fuel Cells (MFC) and for producing
biofuels [68].

4.2.7. Syngas

Syngas consists mainly of a mixture of carbon monoxide, carbon dioxide, and hydrogen that can be
used as combustion fuel (heat energy value 8–14 MJ/kg or 10–20 MJ/Nm3), or converted to liquid fuels
using a biological or chemical process [80]. Syngas can be used to produce synthetic petroleum through
the synthesis of Fischer–Tropsch, or through the gasoline methanol process. Conversely, the anaerobic
bacteria can transform the syngas carbon monoxide into ethanol, with average yields of 340 L of ethanol
per ton (municipal solid waste, agricultural waste, animal waste, etc.) [81]. The combustion of biomass
(or syngas) in the presence of excess oxygen supply results in full oxidation and the production of hot
flue gasses usually used to produce steam to drive electric turbines for electricity production with an
output of approximately 30% [82].

5. Strategies and Mechanisms for Recovery of Renewable Energy Products from Waste Water

To produce the various valuable energy products from the wastewater, it has to be digested with
the aid of a variety of microorganisms to produce the specific type of energy product. Even after
digestion, the remaining sludge is treated again with various physical and chemical methods to obtain
more energy from the wastewater and it’s left over materials. A broad variety of energy products and
value-added compounds can be extracted from wastewater effluents; energy in electricity form can
somewhat minimize electricity scarcity [77]. There are various techniques involved in the production
of energy products from wastewater namely, MFC, bio-electrochemical system (BES), biochemical,
chemical, and biological (aerobic and anaerobic digestion of effluent) [58]. The key methods used to
produce energy from the waste water are:

5.1. Anaerobic Digestion to Produce Biogas

This is a biological process that involves using microorganisms to transform the organic waste into
valuable products. Anaerobic treatment of liquid waste or wastewater provides the ability to rapidly
minimize the organic content of the waste while reducing the energy usage of the treatment process and
the production of microbial biomass or sludge [29,71]. AD, as shown in Figure 3, is a complex process
that involves and carries a variety of reactions (in absence of oxygen) such as hydrolysis, acidogenesis,
acetogenesis, and methanogenesis [2]. AD is a very useful process which is applicable on a wide
variety of waste effluents (sewage sludge, industrial wastewater, domestic wastewater, etc.) for their
conversion to useful products especially into various energy forms, i.e., biohydrogen and methane [55].
The conversion of organic compounds into sludge in wastewater generates a by-product which needs
further treatment or disposal. Reduction in sludge and energy consumption are the two attributes
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which make it economically attractive for municipal and industrial waste streams to consider direct
anaerobic pretreatment of wastewater. AD is affected by various factors like temperature (25–35 ◦C),
pH (~7), moisture, carbon source, nitrogen, and C/N ratio [2]. AD of sewage sludge used in treatment
plants is very useful now because of lower disposal costs, and it is ecofriendly, too. Direct anaerobic
treatment may also provide excess energy for relatively warm wastewaters which contain significant
degradable organic compounds [47]. However, even with low-strength wastewaters, the energy
savings that can be achieved by avoiding most of the aeration costs are significant. Anaerobic treatment
effluents, however, are often not suitable for direct discharge into the receiving waters without further
treatment that may require aerobic polishing. Nonetheless, this treatment scheme can be explained by
the reduced aeration demand and the production of sludge in aerobic treatment following anaerobic
pretreatment. The average ambient temperature of the wastewater has an effect on anaerobic treatment
design quality [83]. Some wastewaters of low and medium strength are relatively cool (<20 ◦C), and the
energy needed to heat them to mesophilic temperatures is significant and not economical. Wastewater
with a temperature of 20 ◦C and a COD of 20 g/L, and biogas generation produces around the same
amount of energy needed to increase the liquid’s temperature to 35 ◦C. So, treatment at ambient
temperatures is only feasible for wastewaters of low and medium strength. Successful anaerobic
treatment of wastewater as low as 15 ◦C is feasible, but application of anaerobic digestion should not
be taken into consideration below 12 ◦C [84]. On the other end, there are many industrial wastewater
sources that are very warm and can be considered as mesophilic (food processing) use, and in some
cases, thermophilic (distillery waste) anaerobic digestion.

Figure 3. Showing stepwise anaerobic digestion process.

5.2. Fermentation to Bioethanol

It is well known that bioethanol is developed as a renewable liquid fuel. Bioethanol can be
used alone or combined with traditional liquid fuels to form either Gasohol or Diesohol. Bioethanol
is usually produced under anaerobic conditions through fermentation of simple sugars, such as
glucose and fructose. Several yeasts, including, for example, Saccharomyces sp., and other bacteria
including Zymomonas sp., undergo this fermentation [6,50]. A variety of industries, such as sugar,
food processing, meat, and pulp and paper, have developed carbohydrate (glucose, fructose, lactose,
etc.) rich wastewater that can be converted into bioethanol through fermentation. However, the current
challenges are using waste streams in which organic carbon is not present as simple sugars through
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the use of chemical or biological pretreatment or novel microorganisms that ferment a wider range of
organic substrates [53]. Currently, there is extensive work focusing on pretreatment procedures for
cellulolytic. The small yields of ethanol obtained in fermentation (typically 10% (v/v)) currently need
subsequent energy intensive distillation. Conventional ethanol plants will expend more than 30 per
cent of bioethanol fuel’s heat energy during the distillation process [49,85,86].

5.3. Microbial Fuel Cells

Fuel cells transform chemical energy into electrical energy. Microbial fuel cells work using bacteria
that oxidize organic matter in wastewater to transfer electrons to an anode from where they pass to the
cathode through a circuit to combine protons and oxygen to form water. Electricity is produced by the
difference in potential coupled to electron flow [58]. Microbial fuel cells have become an emerging
technology and a number of these have been successfully operated with both pure cultures and mixed
cultures, which have either been enriched by sediment or activated sludge from wastewater treatment
plants [87]. Wastewaters of very different characteristics can be used: Sanitary waste, wastewater for
food production, dairy manure, swine wastewater, and corn stove. This technology may effectively
use bacteria already present in wastewater as catalysts to produce electricity while treating wastewater
simultaneously, but its advancement is hindered by low power output and high material costs. To date,
microbial fuel cells have not been used in large-scale applications, but are used to produce energy for
BOD sensors, robots, and small telemetry systems [59,88].

5.4. Combustion, Gasification, and Pyrolysis

The heating of sludge in the presence of a small supply of oxygen contributes to gasification and
syngas output. In order to generate pyrolytic oil, biochar, and non-condensable gases, combustion
and pyrolysis require a fully inert atmosphere at moderate to high temperatures (300–900 ◦C). Bio-oil
can also be used as a liquid fuel or converted into a synthetic gas (CO and H2), whereas biochar,
non-condensable gases, and bio-oil can also be used through combustion to produce electricity and
heat [80,89]. Gasification involves the thermochemical conversion of organic compounds through
partial oxidation at high temperatures (650–1000 ◦C) to optimize gaseous products (CO, H2, CO2,
and light hydrocarbons), particularly synthesis gas (CO and H2) [81]. Depending on the gasifying
agent and temperature, the energy content of the natural gas ranges from 4–28 MJ/Nm. Additionally,
the biomass contained in wastewater, such as microbial and algal biomass, and other biomass,
can also be gasified into energy products, including heat, steam, electricity, syngas and liquid fuels,
and biogas [2,90]. If the heat energy is also captured and combined heat and power (CHP) are given,
the output can be improved up to 50% and up to 80%. The viability of applying combustion or
gasification has to do with moisture content, and the practical problems of tar formation, mineral
content, over bed burning, and bed agglomeration. The feedstock must be relatively dry; with 40 to 50
percent maximum moisture content [82]. Co-pyrolysis of sewage sludge with other non-biodegradable
waste such as polythene and plastic waste was also performed at 525 ◦C in a stirred batch reactor
under N2 atmosphere. This potential synergetic strategy resulted in better yield of H2 and CH4 as
compared to individual pyrolysis of sludge, and that can be used as gaseous fuel. This combined
feasible management provides an alternative for both residues to be generated in a better output [91].
Dryers may be used in the design, but there is a direct trade-off between the amount of energy in the
feedstock and the amount of energy spent on drying. Since gaseous and solid phase contaminants
are potentially generated from the application of these technologies, there are many possible negative
environmental consequences, including heavy metals, dioxins, furans, and NOx gases [92]. However,
evidence suggests that technological interventions can control these emissions and use of combined
cycle gas turbine, the generated gas can be diverted to various end uses such as direct combustion for
heat and electricity generation.
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5.5. Incineration of Sludge for Energy Production

Sludge is one of the useful byproducts from wastewater treatment plants predominantly consists
of 75% mud, and 25% solid matter, but for any further use, it must be treated to remove the pathogens.
The residual sludge can also be used for the manufacture of different energy products from it after
wastewater treatment [22,30]. Typically, bio-solids are comprise of huge quantities of water that can
be collected by using dewatering machines for further use either as biofertilizer or by incineration
for heat and electricity generation. This technique is used by various Municipal Solid Waste (MSW)
organizations or waste management firms to dispose of the bio-solids and extract the energy from it
to fund their operational expenses [44]. Thanks to its global effect on waste minimization, resource
optimization, and renewable energy production, energy recovery from wastewater and sludge
in contemporary to wastewater management remains assured. Figure 1 shows the focus energy
conversion methods, which shows the sludge conversion pathways to biogas, heat, and electricity.
Commercially incinerated bio-solids with several hearth furnaces (MHF) and fluid bed furnaces
(FBF) [47,53]. MHF burns bio-solids and allows the hot air to dry incoming bio-solids, reduces moisture,
and increases the efficiency of MHF for heat generation, while FBF is a modern and efficient technology
that provides continuous operation without any multi-stage device that eventually increases the
efficiency of the overall process and technology of incineration [93]. Residual gas pollution is a
challenge in both of these incineration technologies, but can be addressed with the use of advanced
scrubber systems to make these technologies more efficient and environmentally friendly [94].

6. Advancements and Integrated Technologies to Recover Energy Products from Waste Water

Anaerobic wastewater treatment is currently the most commonly used method for extracting
energy from wastewater. The energy is harvested as methane production. Removal of the energy lost
due to heat dissipation during energy conversion from different reducing matters to methane, energy
consumption to sustain microbial activity, and residual reducing matters of wastewater after treatment,
80% of the chemical energy found in the original reducing matters can be transferred to methane [24,95].
In view of the fact that only about 35% of methane’s chemical energy can be converted into electricity
through the combustion cycle, the overall efficiency of energy recovery is about 28%. If more efficient
CH4-driven chemical fuel cells are created, this number will theoretically increase to 40%. Our future
perspectives should be production of more and more energy products to minimize the cost of overall
wastewater treatment processes [43,75]. While streams and technologies can be matched individually,
the integration of technologies and waste streams holds the greatest promise in achieving long-term
energy security while maximizing wastewater treatment. There are many examples where this worked.
Thus, our aim should be to design an approach in such a way that wastes that we generate can be
reconverted into pathogen free resources without any cost and without polluting our environment.
Some of the steps which may be taken are as follows:

6.1. Scale up of MFCs

MFCs utilized now are designed for lab scale purposes, but to know the utility of MFC, these should
be scale up to a practical level so the energy recovery can be enhanced and optimized [57]. The restriction
in scaling of MFCs are high scaling cost, pH buffers, high internal resistance, high material cost, and low
efficiency of mixed cultures on an electrode and these limitations may be overcome by reactor
engineering, biological employment and material development [63].

6.2. Digitalization of Process

The parameters and techniques used in a process should be monitored to an extent to achieve
a high yield of by-products and chemical compounds from the treatment of wastewater and
effluents [12]. In case of electricity generation electro-chemical parameters, i.e., electric current,
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indicators, and electrode potential, are some useful parameters which can be monitored for optimum
electricity production [37,68].

6.3. Statistical Modelling

More optimization of the process may be obtained by the use of mathematical models, especially
two directional. Use of these models facilitate the complex process and make it easy to perform at a
practical level rather than lab scale [64,95].

6.4. Multilateral Approach

In the hybrid approach, more than one useful product is produced in a single process,
for example, integrated hydrogen and methane production, this leads to recover maximum energy from
wastewater [96]. MFC coupled with anaerobic membrane bioreactor and integrated photo-bioreactor
is a game changer for this energy recovery from the wastewater [66,69]. This technique is capable of
treating high levels of wastewater along with polishing treatment for removal of specific pollutant
types from the effluent.

6.5. Use of Genetically Modified Microorganisms

Energy generation by wastewater treatment can also be improved by selection of the best microbial
species responsible for specific biofuel production and specific pollutant removal; this will lead to
reducing the operation costs and energy consumption for the process [62,97].

6.6. Hydrothermal Carbonization of Sewage Sludge

Hydrothermal carbonization (HTC) is a thermochemical process that can be used as a solid fuel
or soil conditioner to transform liquid biomass into so-called biocoal. HTC can be an alternative to
anaerobic digestion or a supplement in sewage sludge treatment. In the latter case, digested sludge
serves as feedstock to HTC [98]. In 2010, the first industrial plant in Germany (Karlsruhe) was built in
a WWTP. HTC’s benefit is almost complete recycling of organic matter, very strong dewaterability of
the resulting sludge, and an increased energy balance [99]. HTC is a recent, on the market technology,
although the process has been known for over a hundred years. It is conceivable that HTC will develop
into a standard sludge treatment technology in the future.

6.7. Integrated Algal Biodiesel

Historically, algal biodiesel has been suggested to be financially feasible only with concomitant
wastewater treatment or animal feed production, valuable secondary products, or supplemental
energy products. More recent analysis shows that recovery of algal biodiesel from wastewaters can be
beneficial after 2 to 4 years with a fair breakeven [40,100]. There has been a lot of speculative interest
in algal biodiesel recently, which had been fueled largely by the increased price of diesel before the
reversal in 2008. Many new companies have been set up to use algae to develop biofuels and to obtain
certified emission reductions (CERs) by reducing CO2 (IGV GmbH, Nuthetal, Germany, undated) [35].
One example is Aquaflow Bionomic (Nelson, New Zealand), which reported harvesting crude oil to
refine it into paraffinic kerosene for use as jet fuel, from wild algae grown on oxidation ponds used
in the domestic and agro-industrial waste stream treatment trains. Within a 60 ha facility, this plant
treats 5 billion liters of water per year [101]. More innovations will show whether these ventures are
financially viable and will be introduced not for demonstration purposes, but for growth.

6.8. Advanced Integrated Wastewater Pond Systems

These consist of an anaerobic digester and algal pond with high concentrations. For nine years,
a facility in Grahamstown, South Africa, has been tested for effectiveness in wastewater treatment.
Nutrient and organic removal levels were reached comparable with traditional wastewater treatment
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works and negligible E. coli counts [24,50]. Anaerobic digestion biogas provides energy, and the
algae may be used as fertilizer or fuel (e.g., biodiesel). Despite these and many other international
examples of wastewater energy projects, in many countries there is no overall view of the potential
or a plan for harnessing this renewable energy source. Anaerobic digesters are used by many urban
wastewater treatment plants as part of the wastewater treatment process [76,102]. Although some
use heat internally to control digester temperatures and to heat building space, however, the majority
vent or flare the gas. This shows the weak integration of energy usage and the potential for reducing
greenhouse gas emissions have not been understood [103]. Wastewater treatment plants must be
integrated to use biogas to dry and pellet the wastewater sludge, thus reducing the on-site disposal
costs and environmental burdens while providing a potential source of energy. The pellets have
an energy content of ~16.6 MJ/kg and were used as additional fuel in their kilns by a local cement
factory [99].

7. Benefits of Using Wastewater for Energy

Examples of where energy is extracted from wastewater to produce a range of energy products at
varying scales (from small rural to large industrial operations) exist worldwide. A limited range of
examples to demonstrate the energy potential from wastewater technologies is presented.

7.1. Domestic Biogas

In 1975, the Chinese government began a household biogas mass implementation strategy.
Units were being installed within a few years at a rate of 1.6 million per annum. The technology
continued to be developed and implemented, and in 2005, China had 17 million digesters generating
6.5 billion m3 of biogas per annum [11,27]. Importantly, one fifth of households in rural areas get
electricity from biogas. In India, Nepal, Vietnam, and Sri Lanka, this trend of rapid installation of
biogas units has repeated itself. There are currently more than 2 million family-sized units in service in
India, and over 200,000 families move from the traditional fireplace to cooking and heating biogas per
year [2].

7.2. Biogas for Agricultural Use

Meili village (province of Zhejiang, China) slaughters 28,000 pigs, 10,000 ducks, 1 million ducklings,
and 100,000 chickens each year, and the wastewater is fed to an anaerobic digester that generates
enough biogas for more than 300 households and 7200 tons of organic fertilizer each year (ISIS, 2006) [2].
A similar process is used in Linköping (Sweden), where the biogas is upgraded to vehicle fuel standard
for all public transit vehicles in the city (>60 buses), converted to run on biogas in 2005 (IEA Biogas,
undated) [104]. Throughout Ireland, wastewater from farms in Ballytobin and the food processing
industry produce electrical and heat energy by anaerobic digesters for the local farming population.
With gas turbines and combined heat and power, this plant produces an additional 150,000 kWh of
electricity and 500,000 kWh of heat energy per annum (IEA Bioenergy, undated) [91].

7.3. Bioethanol

A few examples of wastewater and wastewater sludge use for bioethanol production have been
published. Finland’s VTT Technical Research Center has developed technology for distributed ethanol
production by fermentation of food processing wastewater. This technology allows production even
on a small scale and is estimated to be capable of meeting 2% of the total volume of petrol sold in
Finland, and is currently being marketed by St1 Biofuels Oy [38,48].

7.4. Energy Production

To sustain rising populations and expanding cities, the planet needs more resources. The use
of waste for energy for many cities is an inexpensive, sustainable, and readily available source of
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energy. Because sewage treatment plants can use biogas generated from their own sludge to power
their operations, they can be self-sufficient in energy. It means that the primary purpose of a sewage
plant-eliminating toxins and disease-causing pathogens is not disrupted by power outages [9,15,31].

7.5. Emissions Reductions

Methane accounts for 16 per cent of global greenhouse gas emissions, and it is very strong—about
30 times more powerful than carbon dioxide, a greenhouse gas. Sludge-to-energy systems harness this
methane for energy instead of allowing it to escape into the atmosphere where climate change will be
fueling. Although methane releases carbon dioxide when harnessed for energy, if methane-rich biogas
is used instead of fossil fuels, the net emissions are negligible [35].

7.6. Waste Management

Many developing countries lack the infrastructure necessary to manage solid waste and sludge
properly. Such toxic, foul-smelling waste is frequently dumped directly onto land or surrounding
waterways in these areas, where it can threaten public health. For example, in China, more than 70 per
cent of urban solid waste and sludge are landfilled or dumped—sometimes illegally. One alternative is
a sludge-to-energy strategy [91,105].

7.7. Economic Benefits

Sludge-to-energy systems reduce the need for more costly and polluting power sources, such as
fossil fuels. However, those who run waste-to-energy operations will directly benefit from selling the
gas and solid digestate [54].

8. Barriers in Recovery for Renewable Energy from Wastewater

The interrelationship between energy and organic wastewater content should facilitate energy
recovery operations from different sources, including wastewater treatment plants wastewater [106].
Combining the anaerobic digesters with biosolid incineration for electricity generation from wastewater
utilities will reduce energy consumption through 5 to 85 per cent [83]. But still there are many challenges
that must be took in consideration for efficient utilization of wastewater to transform it into energy
related products and other valuable products. Recovery of energy from the wastewater depends upon
its organic content, and any deviation in it further adds to uncertainties in its utilization in the reactors
for energy production [105]. Low temperature is another crucial challenge in the operation of anaerobic
digesters because most of the microorganisms work in ambient temperatures, i.e., 15–35 ◦C and if there
is any change from this range, the organism will not work efficiently and the kinetics of overall process
falls down and reduce the production of energy components, i.e., CH4 and H2 [65,100]. Additionally,
it will make it difficult to perform the anaerobic digestion to produce the valuable energy products
from the wastewater. Wastewater is mainly composed of different organic materials and nitrogenous
wastes. Almost all biodegradable matter in wastewater is converted into methane, but there is the
chance of forming nitrous gas (potent greenhouse gas) during the partial nitration process from the
nitrogenous wastes, and it may also reduce pH and oxygen levels that are important for survival
of various microorganism inside the digester [2,107]. Sometimes phenolic substances are inhibitory
to microbes, and great care should be taken in the selection of microbes for production of desired
energy products. Moreover, the complexity of wastewater due to the introduction of new chemicals
and substances from various anthropogenic activities is another growing challenge. Such activities
not only change the uniformity of wastewater, but also make energy recovery from wastewater an
uphill task [108,109]. Potential barriers to hydropower generation at wastewater treatment plants
include a lack of excess heat, flow rate variations, turbine failure due to blockages, or particulate matter
present in wastewater, especially in raw sewage. A resource recovery process is not cost effective due
to excessive operational cost. While various technologies have been explored in the academic arena
for the recovery of water, electricity, fertilizers, and other wastewater products, none of these have
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ever been implemented on a large scale because of technological immaturity and/or non-technical
bottlenecks [110]. In order to treat wastewater more effectively and recover the essential energy-related
products, all these problems and concerns have to be tackled in a very comprehensive way in order to
solve all the wastewater-related issues besides developing more efficient and ecofriendly technologies.

9. Conclusions

Although domestic wastewater cannot completely satisfy the industrialized society’s energy
demands, it is a valuable resource that should be widely exploited and used in the future. Wastewater
these days is no longer wastewater, however, most of agencies look at it as a resource rich in organic
content and minerals. These all components could be utilized for the production of renewable energy
products or to grow plants and algae that later on can be converted to various types of biofuels as
per the requirement. The complex nature of effluent and wastewater make it difficult for the existing
technology to remove all the pollutants effectively. So, there is an urgent need to develop a combined
strategy using biological, chemical, and physical processes to treat the wastewater as well as to
recover valuable products from this untapped resource. Using some of the advanced technologies like
membrane bioreactors can be useful, but these have higher operation and maintenance costs compared
with conventional processes. Moreover continuous efforts should be there on the development of
suitable consortia that not only work on variable conditions, but also help to recover the valuable
products from the wastewater. Despite all these facts, on one hand, there is a need for strict discharging
standards to be implemented, and on the other hand, researchers and the scientific community need to
develop the cutting-edge technologies to recover all the desired products in a sustainable manner.
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Abstract: Given the problem of water scarcity and the importance of this resource for the sustain-
ability of the planet, wastewater treatment and its costs have become a key issue for proper water
management. Using bibliometric analysis of publications in the Web of Science database, this study
presents an overview of the research on wastewater treatment costs in the period 1950–2020. The
worldwide search returned 22,788 articles for wastewater treatment costs, which compares poorly
to the results for research on wastewater treatment, accounting for only 12.34% of the total output
on wastewater treatment. The findings of this study reveal the leading countries in this field of
research (China, USA, India, Spain and the UK), with the articles being published in a wide range of
high impact journals. Similarly, there are very few results on UV and chlorination costs, despite the
importance of these two treatments for wastewater disinfection and reuse. This study is aimed at
researchers in this field, helping them to identify recent trends, and at the main institutions in the
scientific community working on this subject.

Keywords: cost; database; treatment; wastewater; water; Web of Science

1. Introduction

Given the importance of water resources, appropriate water management is needed
as well as more sustainable exploitation of this resource [1–4]. At a global level, water
scarcity is an economic, sanitation and even security issue [5]. Moreover, the problem is
expected to become more acute in the future, with this resource playing a fundamental
role in the sustainability of the planet [6,7]. The United Nations (UN) considers clean
water and sanitation to be a priority objective, and one of its goals is to ensure universal
access to safe and affordable drinking water. European Union policy is also aimed at
protecting this resource, with the implementation of the Water Framework Directive
(2000/60/EC) and the Urban Waste Water Treatment Directive (91/271/EEC). Factors such
as the population growth in many urban areas, agricultural productivity, the economic
development of different countries, industrialization, energy production, improvements
in health and sanitation systems, and the expansion of irrigation systems in arid regions,
have underscored the fact that conventional resources alone cannot meet the constantly
growing demand [8–14].

Wastewater costs suppose a great concern given the need for a growing resource [15].
In response to the problem of scarcity, which has become hugely important in countries with
high levels of water stress [16], hydric resources should be managed more efficiently [17].
Appropriate water management aimed at increasing the supply of water necessarily in-
volves the use of wastewater treatment. [18–20]. Wastewater management is expensive
and poses problems regarding how to finance it and how to reduce treatment costs [21].
Adequate wastewater management is necessary to finance the investment in wastewater
treatment plants (WWTPs) and the costs of treatment technologies, and to improve the envi-
ronmental quality of water resources [22,23]. Treatment methods improve the quality of the
water and, when the treated water is reused, increase the quantity of the resource [24,25].
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Water reuse is a process with few adverse environmental impacts when compared with
desalination or water transfers and offers economic and social benefits [17]. This process
gives rise to a resource, the reused wastewater, that can help to improve the quality and
quantity of the planet’s water supplies [26–28]. Treating wastewater prior to its discharge
helps ensure the good status of water resources [29], facilitating the use of reclaimed water
as an additional source of water supply that is safe and economical [30]. In view of the
growing demand, sanitation and purification treatments constitute an indispensable tool
for cleaning the water that is returned to ecosystems and increasing the quantity of the
available resource, regardless of climate conditions [31–34]. This way, reused wastewater
can be seen as a source of irrigation supply that is both economical and safe in terms
of human health and the environment [35–37], helping to tackle the problem of water
scarcity [38–40], boosting supply and decreasing the dependence on groundwater and
surface water resources [41].

The analysis and study of the costs of the different treatments is crucial in order to
boost their efficiency, cut costs and help ensure the widespread use of such treatments [42].
There is a need for cheaper, more robust and more effective processes for wastewater
decontamination and disinfection, always bearing in mind the need to protect human
health and the environment [17]. It is increasingly important to adopt appropriate measures
to bring down operating costs, which entails an evaluation of the efficiency of WWTPs.
By doing so, it is possible to identify WWTPs that make better use of their economic
resources without reducing the quality of the treated water. This information can then be
used to determine the appropriate operational practices to be applied in other WWTPs in
order to reduce operating costs. In addition, this cost-cutting is beneficial to society as a
whole, since it is the citizens who bear these costs through the payment of water tariffs [43].
Economic evaluation is also a useful tool in the implementation of efficient and effective
water management strategies and policies, thus supporting various institutions’ policy
decisions [44–46].

The present study is carried out through bibliometrics, a technique that uses statistical
methods to analyse the scientific output published and which contains sub-fields such as
structural, dynamic, evaluative and predictive scientometrics. Bibliometric analysis has
been applied to almost all scientific fields, and all types of literature can be studied in this
way, identifying features such as topics, authors, publication dates, reference literature,
content, etc. [47,48]. The use of the internet as a data collection tool is accepted by the
scientific community [49]. In this regard, Web of Science (WoS), published by Thomson
Reuters, is a hugely relevant database for evaluating research [50].

The main aim of this work is the quantitative and qualitative analysis of the dynamics
of global research on the costs of wastewater treatments since 1950, as well as an analysis of
the research on the costs of chlorination and UV disinfection treatments. These treatments
enable the reclamation of water for reuse, which contributes to an efficient management
of the resources used, keeping them circulating in the economic system for as long as
possible, and thereby generating less waste and avoiding the unnecessary use of new
resources. They therefore help to reduce environmental impacts, as well as contributing to
the restoration and regeneration of natural capital, in line with the tenets of the circular
economy [51]. The application of these treatments contributes to sustainability by allowing
the value of resources to remain in the economy for as long as possible and reducing waste
generation to a minimum. To achieve this objective, bibliometric techniques are used to
identify, organize and analyse the main elements of the topics in question, using the WoS
database and statistical processing tools. The results obtained are useful for the scientific
community to gain an understanding of the current environment and upcoming trends in
the lines of research on these subjects, and to make decisions before embarking on research.
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2. Materials and Methods

2.1. Bibliometric Analysis

The article performs a bibliometric analysis of wastewater treatment costs. This
method makes it possible to identify, organize and evaluate the constituent elements
of a specific area of study, and is, thus, an important tool for literature reviews [52–54].
Bibliometric analysis involves various different types of indicators relating to quantity
(productivity), quality (impact of publications) and structure (analysing connections) [55].
This article uses the WoS database from Thomson Reuters to conduct the bibliometric
analysis. WoS has high visibility in the different areas of knowledge, a selection filter for
prestigious publications, and is also widely used to carry out bibliometric studies [56,57].
The bibliometric analysis technique has been used to study areas such as the use of wa-
ter or wastewater [58,59], wastewater treatment by advanced oxidation processes [17],
infectious diseases and microbiology [60], or renewable energies, sustainability and the
environment [61].

2.2. Data Selection and Processing

The sample of documents analysed in this study was obtained by conducting a search
of the entire WoS database with the term “wastewater treatment cost” in the option “topic”:

• The period analysed was 1950–2020. The analysis yielded a final sample of 22,788
results on wastewater treatment costs. The sample selection was conducted in Jan-
uary 2021.

• The following variables were analysed: evolution, areas of study, main countries, main
journals, and main institutions.

• An additional analysis section was introduced to examine differences in scientific
research on treatments for water intended for reuse, ultraviolet (UV) and chlorination,
as these treatments are the most commonly used options for water disinfection, for
various economic and environmental reasons.

Bibliometric studies distinguish between three types of indicators [55]: quantity
indicators, which refer to productivity; quality indicators, which refer to the impact of
publications; and structural indicators, which measure the connections established between
the different agents. In this study, quality and quantity indicators were analysed. In
addition to the measure of productivity of the countries and institutions, the following
indicators were used to evaluate the quality of the journals in which the documents
were published:

• SCImago Journal Rank (SJR): measure of the scientific influence of scholarly journals
that accounts for both the number of citations received by a journal and the importance
or prestige of the journals where the citations where made [62].

• Quartile in which the journal is positioned.
• Number of citations.
• Journal Impact Factor (JIF): measure of the frequency with which the average article

in a journal has been cited in a particular year.
• Total publications.

After selecting the sample, the information available in the WoS database was down-
loaded and prepared for analysis by eliminating duplications, correcting mistakes and
adding non-complete information [54]. First, the evolution of the field over the period
1950–2020 was analysed. Secondly, the main areas of study in wastewater research clas-
sified by WoS were identified, before reviewing the leading countries in this research. In
the next step, the main journals were identified along with their SJR, JIF and total citations
index for the year 2019 (to evaluate the impact of the journals). The main institutions
are shown below. Lastly, the results of the search for research on the costs of UV and
chlorination treatments were studied.
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3. Results

3.1. Evolution of the Research on Wastewater Treatment Costs

The scientific community has shown very little interest in analysing wastewater
treatment costs, although there has been some growth in the theoretical and applied
literature on the subject over the last decade. Figure 1 presents the evolution of articles
published in this field from 1950 to 2020, revealed by the bibliometric analysis using
WoS (2020) as the main database. The search for “wastewater treatment cost” returns
22,788 results, a very small number compared to those returned by the search “wastewater
treatment”, with 184,697 articles published. In percentage terms, wastewater treatment
cost research comprises only 12.34% of the total for wastewater treatment. The research
on wastewater treatment costs shows an increasing trend between 1950 and 2020, with a
marked rise from 2010, albeit with some fluctuations. It can be seen that, in both cases, the
majority of articles are concentrated from 2010 onwards (16,204 studies, 71.11% of the total
for “wastewater treatment cost” and 125,235 articles, 67.81% of the total for “wastewater
treatment”). The period between 1950 and 1980 yields very few results, although the
number grows over time. Looking at the results since 1980, 20 articles were published
for “wastewater treatment cost” and 235 for “wastewater treatment” in 1980, while the
corresponding figures for 2020 were 2528 and 16,708, respectively. The growth in the
research on wastewater treatment costs is slower than that for wastewater treatment:
although both show a rising trend during the period 1950–2020, research on “wastewater
treatment” grows at a much faster rate, especially after the year 2000.

Figure 1. Trends in the research on wastewater treatment costs and wastewater treatment (number of articles). Source: own
elaboration from WoS (2021).

3.2. Main Areas of Study in Wastewater Treatment Costs Research

The results of the bibliometric analysis make it possible to distinguish between the
different disciplines to which the analysed scientific articles belong. It should be noted that
an article can belong to more than one category; for this reason, the results are analysed
in percentages. Figure 2 shows the main areas of study in wastewater treatment costs
in the period under study. Among the many areas of research, the most important are
Environmental Sciences and Ecology, accounting for 14% of the total, Engineering (11%)
and Water Resources (10%). These areas are followed by Public Environmental Occu-
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pational Health (8%), Energy and Fuels (6%), Business Economics (6%) and Chemistry
(6%). The item labelled “other” (39% of the total) includes a wide and diverse range of
areas, none of them with a percentage higher than 5%, such as Materials Science, Toxicol-
ogy, Biochemistry Molecular Biology, Mathematics, Biodiversity Conservation, Physics,
Marine Freshwater Biology, Plant Sciences, Microbiology, Mathematical Computational
Biology, Computer Science, Food Science Technology, Polymer Science, Meteorology Atmo-
spheric Sciences, Science Technology (other topics), Biotechnology Applied Microbiology,
Instruments Instrumentation and Agriculture.

Figure 2. Main areas of study in wastewater treatment costs (percentage). Source: own elaboration
from WoS (2021).

3.3. Relevant Countries in Wastewater Treatment Costs Research

The articles published on wastewater treatment costs in the period 1950–2020 come
from a total of 162 countries. Figure 3 shows the map of the countries with results on
wastewater treatment cost research, although the majority of studies in this field come from
a relatively small number of main countries. In order of quantity of results, they are China,
the USA, India, Spain, the UK, Australia, Brazil, Canada, Turkey and Iran. Altogether,
there are countries from almost all continents, and with a wide diversity of economic and
sociocultural characteristics.
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Figure 3. Map of the research on wastewater treatment costs (number of articles). Source: own elaboration from WoS (2021).

Figure 4 presents the top countries in the field. China is the most prolific country,
representing 28.84% of the total, with 6571 results. The second place is occupied by the
USA (12.05% of the total, 2745 articles). Third is India, with 1975 results and 8.67%. These
countries are followed by Spain (1116 results, 4.90%), the UK (1112 results, 4.88%), Australia,
Brazil, Canada, Turkey, Iran, Italy, Germany, Malaysia, South Korea, France, Japan, Egypt
and the Netherlands.

Figure 4. Top countries in wastewater treatment cost research (percentage). Source: own elaboration from WoS (2021).
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3.4. Journals in Wastewater Treatment Cost Research

This part presents the most relevant journals publishing articles on wastewater treat-
ment cost research and analyses their main indexes (Table 1). The main journals by number
of articles are Water Science and Technology (1471 articles), Chemical Engineering Journal
(709) and Desalination and Water Treatment (651). Taken together, these three journals
published 12.42% of the total papers on this research subject. Among the list of journals,
there are diverse nationalities, with the United Kingdom, the Netherlands, Switzerland
and the USA being the most prolific countries.

Table 1. Journals and relevant indexes in wastewater treatment cost research. Source: own elaboration based on WoS (2021).

Journal Articles SJR (2019) Country JIF (2019) Total Citations (2019)

Water Science and Technology 1471 0.47 (Q2) United Kingdom 1.638 20,937
Chemical Engineering Journal 709 2.32 (Q1) Switzerland 10.652 129,806

Desalination and Water
Treatment 651 0.33 (Q2) Italy 0.854 14,535

Journal of Hazardous Materials 552 2.01 (Q1) Netherlands 9.038 110,068
Water Research 523 2.93 (Q1) United Kingdom 9.130 99,442

Journal of Cleaner Production 492 1.89 (Q1) Netherlands 7.246 104,138
Bioresource Technology 468 2.43 (Q1) Netherlands 7.539 131,781

Journal of Environmental
Management 452 1.32 (Q1) USA 5.647 44,264

Environmental Science and
Pollution Research 415 0.79 (Q2) Germany 3.056 46,033

Desalination 320 1.81 (Q1) Netherlands 7.098 44,845
Environmental Technology 296 0.49 (Q2) United Kingdom 2.213 7947
Journal of Environmental

Chemical Engineering 281 0.93 (Q1) United Kingdom 4.300 13,023

Science of the Total
Environment 254 1.66 (Q1) Netherlands 6.551 134,962

Chemosphere 240 1.53 (Q1) United Kingdom 5.778 94,799
Environmental Science &

Technology 221 2.7 (Q1) USA 7.864 187,995

Journal of Chemical Technology
and Biotechnology 202 0.66 (Q1) United Kingdom 2.750 12,232

Water 176 0.66 (Q1) Switzerland 2.544 13,460
International Journal of

Environmental Science and
Technology

174 0.52 (Q2) USA 2.540 6522

Water Environment Research 173 0.3 (Q3) USA 1.369 3120
Water, Air and Soil Pollution 169 0.54 (Q2) Switzerland 1.900 15,219

It is important to note that there is a broad range of journals publishing articles
on wastewater treatment costs. The journal with the largest number of articles is Water
Science and Technology, with 6.46% of the total sample. This journal has an SJR in 2019
of 0.47 (quartile Q2), a JIF of 1.638 and a total of 20,937 citations in 2019. The second
is Chemical Engineering Journal, with 3.11% of the total sample. The SJR in 2019 for
this journal is 2.32 (Q1), with a JIF of 10.652 in 2019 and 129,806 total citations in 2019.
In third place is Desalination and Water Treatment, with 2.86% of the total sample and
an SJR (2019) of 0.33 (Q2), a JIF index of 0.854 and 14,535 total citations. Below these
three results, there is a wide variety of journals, almost all of which present high index
scores—most are in the first and second quartiles. These 20 journals published 36.15%
of the articles, most of them included in the first two quartiles of the SJR. They include
Journal of Hazardous Materials, Water Research, Journal of Cleaner Production, Bioresource
Technology, Journal of Environmental Management, Environmental Science and Pollution
Research, Desalination, Environmental Technology, Journal of Environmental Chemical
Engineering, Science of the Total Environment, Chemosphere, Environmental Science
& Technology, Journal of Chemical Technology and Biotechnology, Water, International
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Journal of Environmental Science and Technology, Water Environment Research, and Water,
Air and Soil Pollution.

3.5. Leader Institutions in Wastewater Treatment Cost Research

Figure 5 presents the main institutions focusing on wastewater treatment costs re-
search. This large number of institutions (62) accounts for 31.10% of the total results, which
indicates a low concentration index at the institutional level. The leading institution in
number of related articles is the Chinese Academy of Sciences (China), with 561 articles
(2.46% of the total), followed by the Indian Institute of Technology System (India), with
445 articles (1.95% of the total). Institutions from China, India and the USA predominate,
with those from the USA having a lower concentration by institution. It is worth noting the
wide dispersion of articles among different institutions.

3.6. Differences in Scientific Research on Treatments for Wastewater Intended for Reuse: UV
and Chlorination

This section analyses the results on disinfection treatments for wastewater intended
for reuse; namely, UV and chlorination. These are the most commonly applied treatments
for wastewater disinfection for various economic and environmental reasons [63]. The
classification as UV or chlorination reveals a difference, with 1118 articles for UV and
140 for chlorination, representing 4.91% and 0.61%, respectively, of the total research
on wastewater treatment costs. This is a very small number of results considering the
importance of these treatments for the reuse of wastewater, and the fact that they are
the most commonly used options. The analysis of the number of publications over the
period 1950–2020 shows a growing amount of research on wastewater treatment costs
relating to UV and chlorination over the years. Figure 6 shows the evolution of the studies
published on these two treatments throughout the period analysed, clearly depicting the
scant research up until the year 2000. From then on, we see a rising trend in both cases, with
a particularly notable increase in studies on UV, especially from 2014 onwards. In the last
10 years, we see a rise in publications on UV from 29 in 2010 to 147 in 2020, representing
a growth rate of 36.99%. In parallel, those addressing chlorination register an increase of
27.27% in the last decade, with two results in 2010 and eight in 2020.

Figure 7 shows the leading countries in research on wastewater treatment costs related
to UV and chlorination: China is the leader on UV treatment, with 256 results (22.90% of
total results for UV), and the USA for chlorination treatment, with 31 articles (22.14% of
total results for chlorination). In the research on the costs of tertiary treatment with UV,
China is followed by India, the USA, Spain, Iran, Brazil, Italy, Canada, Germany and Egypt,
in that order. In the case of chlorination cost research, after the USA come China, Brazil,
India, Australia, Canada, France, Italy, Spain and the United Kingdom. It can be seen
that 8 of the 10 leading countries are the same for the two treatments, although they hold
different positions according to their numbers of results.
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Figure 5. Main institutions in wastewater treatment cost research. Source: own elaboration from WoS (2021).
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Figure 6. Evolution of articles on UV and chlorination treatments for wastewater reuse from 1950 to
2020 (number of articles). Source: own elaboration from WoS (2021).

Figure 7. Leading countries in the research on wastewater treatment costs related to UV and chlorination (number of
articles). Source: own elaboration from WoS (2021).

4. Discussion and Conclusions

4.1. Summary of Findings

The objective of this work was to show the current status and evolution of research on
the wastewater treatment costs during the period 1950–2020. To achieve this goal, the main
drivers of the subject, the main lines of research, the trends over several years, and the
gaps in research were analyzed in depth. In addition, two disinfection treatments for water
reuse have been considered: chlorination and UV. Bibliometric techniques have been used
to carry out this study, with the WoS database and statistical processing tools. Globally,
research on wastewater treatment costs has yielded 22,788 results: an increasing trend of
wastewater treatment costs research was observed. Nevertheless, this topic remains largely
understudied compared to the results for the search “wastewater treatments”, representing
only 12.34% of the total output for research on wastewater treatments. For the sake of easy
understanding, the findings of this study are summarized as follows:
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(1) The evolution of research suggests that the study of wastewater treatment costs
has experienced a steady increase from 2010. This changing trend is related to the growing
social concern for the environment and its resources. Reflecting the rise in “wastewater
treatment” research, there has been a rise in research on wastewater treatment costs since
1950, showing strong growth since 2010, with 71.11% of the articles being published from
this date onwards.

(2) The main areas of research on this topic are very diverse, with the most important
being Environmental Sciences and Ecology (14% of the total), Engineering (11%) and Water
Resources (10%).

(3) As for the countries of origin of the scientific output in this field during the
period 1950–2020, it is worth noting the high dispersion; all together, 162 countries were
responsible for the results in wastewater treatment costs research. The main countries
are China (28.84% of the total), the USA (12.05%), India (8.67%), Spain (4.90%) and the
UK (4.88%).

(4) Concerning to the leader institutions, there is great diversity from which the re-
search on this subject comes, as reflected in the Low Concentration Index at the institutional
level; some that stand out are the Chinese Academy of Sciences (China), with 2.46% of the
total, and the Indian Institute of Technology System (India), with 1.95% of the total.

(5) Journal analysis revealed that the articles relating to the analysed subject are
published in international journals with a high impact factor. There is a wide range of
journals that publish articles on the costs of wastewater treatment. Researchers’ preferred
journals are Water Science and Technology, Chemical Engineering Journal, and Desalination
and Water Treatment, with high impact factors of 1.638, 10.652 and 0.854 (JIF), respectively.
Taken together with the number of publications, these are an indicator of the high level of
institutional scientific quality. These three journals together have published 12.42% of the
total research in this field.

(6) Regarding to UV and chlorination costs, very few results were returned in the
search for articles (4.91% for UV and 0.61% for chlorination) in comparison with the total
results for wastewater treatment costs. It is remarkable that these topics have registered an
increase over the period analysed, with a particularly notable rise from the year 2000. The
leading countries in this research are the following:

• For UV, China (22.90%), India, the USA, Spain, Iran, Brazil, Italy, Canada, Germany
and Egypt.

• For chlorination, the USA (22.14%), China, Brazil, India, Australia, Canada, France,
Italy, Spain and the United Kingdom.

4.2. Implications and Limitations

The bibliometric analysis conducted in this study shows the trends in wastewater
treatment costs research. It is very scarce in comparison with the research on wastewater
treatment, highlighting the existence of a research field yet to be explored. The findings
of this study provide valuable information for researchers and institutions, helping them
explore much-needed management pathways. In practical terms, this study focuses on the
importance of the improvements in the management of wastewater treatment.

Despite its contributions, this study has limitations. It is relevant to remark the fact
that the findings of this study might not fully reflect the complete research on wastewater
treatment costs, given that the information is derived only from the WoS database. There are
other databases, such as Scopus, with quality publications, that are not taken into account.

4.3. Future Research Opportunities

Using a bibliometric analysis and the WoS, this study identifies the contributions to the
topic of wastewater treatment costs, with China, the USA, India, Spain and the UK being the
leading countries in this regard. From 2010, we see greater concern for sustainability, which
has been promoted by the UN since 2000 when it declared its Millennium Development
Goals. Indeed, one of those goals was to ensure environmental sustainability, which
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was followed by the inclusion of water in the Sustainable Development Goals in 2015.
Nevertheless, the bibliometric analysis carried out reveals a topic that calls for further
research, given the scarcity of scientific publications in the area of wastewater treatment
costs. In addition, the few results obtained for UV and chlorination costs contrast to the
prominence of these two treatments in the disinfection and reuse of wastewater; indeed,
they are the most commonly used options for this purpose. The scientific contribution in
this field is minimal compared to that on wastewater treatments, revealing a segment that
has yet to be explored. This study serves as a guide for researchers, pointing to new trends,
and also informs the scientific community and institutions, while the growing interest in
the subject enables improvements in the management of wastewater treatment. In addition,
society should be more aware of the need to fund wastewater treatments given the relevant
role they play in securing additional water resources.

Wastewater reclamation has the disadvantage of entailing high costs, above the av-
erage of those associated with naturally-occurring resources. The study of wastewater
treatment costs is essential for the proper management of water resources. The decision-
making process regarding the planning and management of water resources requires the
constant generation of information to achieve high levels of efficiency. Increasingly, the
use of reclaimed water has strategic value in that it takes the pressure off water resources,
while minimizing health risks for downstream users and helping to maintain the quality of
ecosystems. Wastewater treatment and reclamation processes are an essential element of
the efficient management of the water cycle, becoming hugely important in countries with
high levels of water stress.
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Abstract: Human civilization will need to reduce its impacts on air and water quality and reduce its
use of fossil fuels in order to advance towards a more sustainable future. Using microalgae to treat
wastewater as well as simultaneously produce biofuels is one of the approaches for a sustainable
future. The manufacture of biofuels from microalgae is one of the next-generation biofuel solutions
that has recently received a lot of interest, as it can remove nutrients from the wastewater whilst
capturing carbon dioxide from the atmosphere. The resulting biomass are employed to generate
biofuels, which can run fuel cell vehicles of zero emission, power combustion engines and power
plants. By cultivating microalgae in wastewater, eutrophication can be prevented, thereby enhancing
the quality of the effluent. Thus, by combining wastewater treatment and biofuel production, the
cost of the biofuels, as well as the environmental hazards, can be minimized, as there is a supply
of free and already available nutrients and water. In this article, the steps involved to generate the
various biofuels through microalgae are detailed.

Keywords: microalgae; wastewater treatment; biofuel; nutrient removal

1. Introduction

From sea ice in the Arctic to microbiotic crusts in deserts, the term “algae” refers to
a wide group of (mainly) autotrophic, aquatic creatures found all over the world [1,2].
Algae are usually one of two types such as macro and micro algae. Macroalgae are
generally considered terrestrial plants that returned to a damp environment, according
to evolutionary theory. They are classified into red, brown, and green algae and are
diverse forms of multicellular eukaryotes, each with a respective evolution pathway. They
have leaves and branches and may be fixed firmly [3]. Microalgae, on the other hand,
are unicellular and range in size from nanometers to millimetres. Microalgae is defined
by phycologists as a creature with chlorophyll and a body (thallus) that is not divided
into roots, leaves (thallophytes), and stems [4]. They comprise both the prokaryotes and
eukaryotes. Microalgae fix carbon dioxide more efficiently than terrestrial plants, and are
widely known for capturing both atmospheric and industrial pollutants [5].

According to the research conducted earlier, production of algae biomass are 5–10 times
higher than terrestrial plants, indicating a considerable chance of increased biomass produc-
tion [6]. Microalgae are considered as the most successful feedstock for biodiesel synthesis
due to their high photosynthetic activity, effective capture of the emitted carbon dioxide,
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and remarkable environmental adaptation, including high algal production [7–9]. Thus,
algae utilize carbon dioxide, along with sunlight and water, to produce sugars through
photosynthesis. The products thus obtained are broken down into carbohydrates, proteins,
lipids, nucleic acids, etc. The fatty acid content varies with each type of algae. Fatty acids
can account for up to 40–50% of the entire mass of some algae species. Table 1 details the
general composition of various microalgae.

Table 1. General composition of various microalgae on percentage dry matter basis [10].

Microalgae Species Protein Carbohydrates Fatty Acids

Anabaena cylindrica 43–56 25–30 4–7

Aphanizomenonflos-aquae 62 23 3

Chlamydomonas rheinhardii 48 17 21

Chlorella pyrenoidosa 57 26 2

Chlorella vulgaris 51–58 12–17 14–22

Dunaliella salina 57 32 6

Euglena gracilis 39–61 14–18 14–20

Porphyridiumcruentum 28–39 40–57 9–14

Scenedesmus obliquus 50–56 10–17 12–14

Spirogyra sp. 6–20 33–64 11–21

Arthrospira maxima 60–71 13–16 6–7

Spirulina platensis 46–63 8–14 4–9

Synechococcus sp. 63 15 11

Current biofuel production from microalgal biomass is limited by a lack of dependable
and cost-effective technologies for producing and harvesting algal feedstocks [11]. Muchre-
cent research has proposed that algal biomass production be combined with wastewater
treatment and recycling to equalize the expense of fertilisers and freshwater necessary for
microalgae growing [12–15]. This combination of algal biomass generation and wastewater
treatment also helps to purify wastewater [16–18]. Microalgal cells′ nutrient absorption
ability can lower the nitrogen and phosphorus content of wastewater to a relatively low
level, allowing it to fulfil the increasingly stricter nutrient discharge standards [19,20].
Most nutrients in the wastewater are eliminated, suggesting the possibility of integrating
wastewater treatment with algal biomass production. In addition, the nutrients in the
wastewater are not only eliminated from the wastewater, but they are also caught by the
microalgae and returned to the environment as agricultural fertilisers. Another benefit of
microalgae-based wastewater treatment is that the algal cells fix the greenhouse gas (carbon
dioxide) through photosynthesis. Microalgae cultivations have been widely employed
for wastewater treatment so far, demonstrating the capacity to remove nutrients from
a variety of wastewater types, including wastewater from industries [21,22], municipal
wastewater [23,24], cattle wastewater [14,25], and aquaculture wastewater [18]. Microalgae
may utilize the nutrients in wastewater to flourish, and the wastewater may be treated at
the same time. Large amounts of freshwater and nutrients necessary for algal development
might be conserved by utilising wastewater. Using microalgae to remediate wastewater for
biofuel production is a more sustainable and ecologically beneficial option. Algal growth
is primarily reliant on carbon, nitrogen, and phosphorus. Various wastewater sources,
such as urban wastewater, agricultural run-off, animal wastewaters, and industrial water,
often provide adequate carbon, nitrogen, and phosphorus for algae to thrive efficiently.
Algae may develop in a variety of wastewaters as long as there is enough carbon (both
organic or inorganic), nitrogen (in the form of urea, ammonium, or nitrate), and other trace
components [26]. Due to its efficiency and requirement, widespread production of algal
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biomass for biofuel and other purposes utilising wastewaters is attracting increased interest
for study.Nutrient removal efficiency of microalga in different wastewater is tabulated in
Table 2.

Table 2. Microalgal nutrient removal efficiencies from various wastewaters.

Wastewater Strain
Removal of Total

Nitrogen (%)
Removal of Total
Phosphorus (%)

Reference

Municipal sewage water Chlorella 97.81 89.39 [27]

Pharmaceutical wastewater Chlorella sorokiniana 70 89 [28]

Landfill Leachate Chlorella vulgaris 69 100 [29]

Aquaculture wastewater

Chlorella
vulgaris

and
Scenedesmus

obliquus

86.1 82.7 [18]

Textile wastewater Mixed consortia of Microalga 95 70 [30]

Edible Oil Refinery wastewater Desmodesmussp 96 53 [31]

Dairy wastewater Chlorella vulgaris 85.47 65.96 [32]

Algae may be harvested from the treatment facility on a regular basis and used to make
biofuel. In comparison to traditional wastewater treatment technologies, simultaneous
wastewater treatment and algae culture can give a more cost-effective and environmentally
friendly wastewater treatment. It has been demonstrated that it is a more cost-effective
method of removing biochemical oxygen demand, pathogens, phosphate, and nitrogen
than activated sludge [33]. This review paper discusses the various biofuels obtained
through the nutrient removal in wastewater using microalgae (as shown in Figure 1).
The fuels generated are biodiesel, biomethanol, biomethane, biohydrogen, bioprocessed
esters and fatty acids, and synthestic fuels such as Fischer Tropsch Diesel, Dimethyl ether,
and methanol.

Figure 1. Microalgal wastewater treatment and the application of the produced biomass.
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2. Biofuel Production Pathways

Biofuels using microalgae can be produced through various pathways such as (i) physic-
ochemical pathway, which involves transesterification or esterification,(ii) biochemical
conversion, which involves alcoholic fermentation, dark fermentation, anaerobic digestion,
andbiophotosynthesis, and (iii) thermochemical conversions such as pyrolysis, gasification,
hydrothermal processes, or hydro-processing. Biomethane is produced by anaerobic diges-
tion [34,35], biohydrogen is generated by biophotosynthetic process [36,37], bioethanol is
produced by fermentation [38,39], liquid fats by thermal liquefaction [40–43], and biodiesel
by transesterification or esterification process [40,44,45].

2.1. Biodiesel

The triglyceride transesterification technique has been used in biodiesel production
for more than 50 years [46]. During transesterification, fatty acid esters are formed when
the triglycerides react with alcohol, and when the reaction is sped up by a catalyst.As
the chemical processes involved in the manufacture of biodiesel are rather slow, catalysts
are utilised to speed them up. Biodiesel manufacturing methods can be chemical or
biotechnological, depending on the kind of catalyst used in the process. Biodiesel may
be made from algal biomass in a variety of ways (including oil extraction from algal
biomass) via esterification and direct transesterification of microalgae [47]. Fatty acid
methyl esters (FAMEs), the chemical component of biodiesel, are usually generated in algal
biodiesel processes by transesterification of algal oil with the alcohol (methanol) utilizing
98% concentrated sulfuric acid as a catalyst and n–hexane as a solvent. Extraction of oil
from the microalgae without breaking their cells is a novel way in using nano catalysts
for biodiesel synthesis from microalgae [48]. In situ transesterification is a promising
method for avoiding oil extraction and directly converting lipids within microalgae cells to
biodiesel in a single step, which might simplify biodiesel manufacturing procedures while
also producing more biodiesel [49].

Generally, microalgae oil contains more free fatty acids compared to the oil from
terrestrial plants; therefore, during biodiesel production from microalgae oil, free fatty
acids should be esterified using acid catalysts prior to usual transesterification. In a
research conducted by Ashokkumar, the fatty acids in the microalgae Botryococcus braunii
were esterified using 1.5% concentrated sulphuric acid at a temperature of 55 ◦C for about
20 min prior to transesterification. The initial fatty acid content was 9.7% in the microalgae,
and it decreased to 0.55 percent after esterification [50].

Unlike terrestrial oily plants (such as palm, soybean, or canola seed), algal oil may
be recovered readily from the algal cell by compressing it, followed by solvent extraction.
Mechanical crushing of algal biomass is another option, although extracting algal oil with
the current technology is quite challenging. The majority of extraction methods are based
on Bligh and Dryer′s 1959 approach. [51]. Cold pressing is the least costly method of
extraction of algal oil [47]. This method may extract up to 70% of the oil contained inside
the algae [52]. The addition of an organic solvent can improve the extraction level to 99%,
but this comes at a cost in terms of processing [53].

When assessing the potential of different microalgal strains for biodiesel generation,
it′s crucial to keep in mind that all microalgal oils are not suitable for the production of
biodiesel. Biodiesel made from microalgae is similar to biodiesel made from other sources,
such as oleaginous plants, in that it has limited oxidative stability due to a high degree
of unsaturation.

Blending biodiesel with fossil fuel and/or adding chemical stabilisers can help in
improving it [54–56]. The temperature-related features of diesel, such as cloud point and
cold filter plugging point, become critical in cold climates for optimal fuel performance. [57].
Other important factors to be considered are the energy content which provides the intrinsic
value of the fuel, acidic, and water content in the fuel which determines its corrosive nature,
and the viscosity of the fuel to determine the proficient operation of the engine [54].
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2.2. Biomethane

Biogas is one of the most promising biofuels, with the ability to alleviate some of the ris-
ing worries about fossil fuels, such as the energy calamity and change in the weather [58,59].
Application of microalgae have been shown to be efficient, practical, and cost-effective
in biogas generation [60–62]. Microalgae are particularly well suited for combined nu-
trient removal through wastewater treatment and carbon dioxide sequestration, due to
their ability to assimilate large amounts of carbon dioxide and the possibility of blend-
ing microalgal cultivation with flue gas emissions or biogas upgrading, which involves
removing carbondioxide (as biogas) to increase methane percentage [63–65]. Microalgae
cultivation at a wastewater treatment facility offers a free source of water and nutrients,
while also contributing to the wastewater treatment process and allowing the recycling of
vital nutrients that would otherwise be lost to the environment. The resulting microalgal
biomass can subsequently be processed to extract nutrients for fertiliser production or
oils for biodiesel generation. Biogas can also be produced through anaerobic digestion of
residual biomass [66–68]. Biomethane is generated via biochemical conversion of biomass,
followed by gas upgrading, or by thermochemical conversion of solid biomass through
gasification, followed by gas cleaning, methanation as the process of synthesis, and biogas
upgrading of the product.

Anaerobic digestion by microalgae was first detailed by Golueke and his coworkers
in 1957 by means of Chlorella sp. and Scenedesmus sp.,whichgenerated nearly 0.17–0.32 L
CH4/gVS [69]. However, for two reasons, microalgae biomass is not currently considered
a viable substrate for biogas production in the anaerobic digestion process: (i) the rigid
cell wall of the microalgae confers a high level of resistance to microbial degradation,
and (ii) due to the high protein content, the biomass has very low carbon-to-nitrogen
(C/N) ratio, which is unfavourable [69,70]. Three different microalgae, belonging to
the genus Scenedesmus, Chlorella, and Chlamydomonas, displayed higher carbon/nitrogen
ratio in the biomass (24–26 on the basis of weight) when those microalgae were starved.
Consecutively, they also lost their capacity to resist degradation by bacteria, thus leading
to higher production of biomethane [71], with their conversion rates nearly equal to the
theoretical threshold value [70].

By weakening or breaking the microalgae cell wall structure via pretreatment, we
can improve the anaerobic biodegradability of microalgae; co-digestion also enhances the
biogas yield by increasing the organic loading rate while controlling the concentration of
ammonia. For a better understanding and optimization of the performance of the process,
mathematical models and reactor design and operation techniques must be carefully
studied. Finally, the biogas generated during the anaerobic digestion of microalgae should
be improved before being burned on-site or injected into natural gas systems or utilized as
liquefied petroleum gas.

To aid compression, to improve calorific value, and to avoid metal component corro-
sion, all hydrogen sulphide and other trace gases must be eliminated before biogas can be
utilised in generators or fed to national gas networks. These steps can be through various
chemical scrubbing methods [72,73]. However, the systems involved are huge and difficult
to scale down, and can produce very hazardous by-products. Therefore, biotrickling and
bioscrubbing have been developed as ecologically viable biological processes.

The use of the entire algal cell and the ability to employ low-quality algae sources,
such as wastewater treatment or blooms, are the advantages of the biogas generation
in general.

2.3. Biohydrogen

The term “biohydrogen” refers to hydrogen created biologically, most typically by
algae, bacteria, and archaea, either through cultivating them or from organic waste
sources [74]. Hydrogen is considered as yet another sustainable energy source gener-
ated by photosynthetic organisms, with a higher energy content of about 122 kJ/g, which
is nearly 2.75 times greater than that of hydrocarbon fuels [75]; due to this reason, it has
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been considered a viable alternative to fossil fuels and as an carrier of energy. A number of
microalgae species, such as Anabaena sp. [76], Chlorella vulgaris [77], Nannochoropsis sp. [78],
Chlamydomonas reinhardtii [79], Spirulina maxima [80], and Scenedesmus obliquus [77,81], are
capable of generating molecular hydrogen through the photofermentative metabolism.
Among the various species, Chlorella vulgaris is the most commonly used untreated sub-
strate for hydrogen generation. Hydrogen yield acquired from various species ranged from
0.37 to 19 mL of hydrogen/g VS, and highest hydrogen yield was achieved from Chlorella
vulgaris [82] and the Scenedesmus sp. [83].

Microalgal hydrogen production is facilitated by the solar light, or by fermentation
processes and various thermochemical techniques used to convert the biomass. Production
of molecular hydrogen by microalgae is carried out in the presence of the enzyme hydroge-
nase, which utilizes water as the only electron donor. [84].However, as the hydrogenase
enzyme that produces biohydrogen is particularly sensitive to oxygen and becomes inactive
even at a partial pressure of 2% of oxygen, [85], the ability of microalgae to stimulate hydro-
gen production shows only after acclimatization to anaerobic environment and is vanished
in the presence of even small amount of oxygen [86]. Thus, due to its incompatibility to
oxygen, the ability of microalgae lasts only for a short period of time.

In 1939, Gaffron and Rubin conducted the first scientific experiment of generating
hydrogen using microalgae. In their study, it was reported that Scenedesmus obliquus
was able to generate hydrogen at low rates under two conditions, such as in the dark
environment and by replacing the culture’s atmosphere with nitrogen gas [87]. Thus, it can
be stated that the production of hydrogen depends on the mechanism of algae to adapt to
the transition phase during which the dark anaerobic condition is switched to oxygenic
condition to perform photosynthesis. The electron transport pathway is re-oxidized only
through this transition [88].

Due to the low rate of biohydrogen production, the microalgae should be pretreated
to convert the complex carbohydrates into simple sugars, thereby increasing the surface
area (through the disruption of cell and disintegration of the cell wall) for the action of
microbes. To increase the production of biohydrogen, physical, chemical, and biological
pretreatments are employed. Physical pretreatment includes mechanical, thermal, and
ultrasonication. Chemical pretreatment is carried out by the addition of acid or base or
by ozonation.Microbes and enzymes are used in biological pretreatment to disrupt the
microalgal biomass and liberate intracellular components, thus increasing the biohydrogen
production rate. Enzymes are selected based on the composition of the microalgal cell
wall. Another method to increase the hydrogen yield is through metabolic engineering and
screening for mutant varieties. The photosynthetic stages within the cell are changed to
increase hydrogen production through metabolic engineering.

Hydrogen can be produced inthree different ways such as direct biophotolysis, indirect
biophotolysis (as shown in Figure 2), and hydrogen production driven by ATP. In direct
photolysis biohydrogen is produced by converting water to hydrogen using solar energy
through photosynthesis, and is further used as a substrate for anaerobic bacteria during
dark fermentation [76]. Such fermentative reactions are typically faster and produce more
hydrogen [89].

In indirect photolysis, the microalga produces hydrogen in two steps. In step 1,
carbon dioxide is captured through photosynthesis in the presence of solar light. In
other terms, microalgae produce oxygen and build up carbon within the cells. In step 2,
production of hydrogen takes place through the degradation of the accumulated carbon
through anaerobic fermentation which occurs in the absence of oxygen and involves a series
of complex biochemical events involving multi-enzyme systems [36,75]. Hydrogenase
enzyme plays an important role in this method. As discussed earlier, it is more sensitive to
oxygen, so various research is being carried out to develop hydrogenase enzyme which is
not sensitive to oxygen. Closed Photobioreactors can be employed for indirect photolysis
(Figure 3). The most widely used photobioreactors have atubular design which consists
of numerous transparent tubes. The tubes are usually designed to have a diameter less
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than 10 cm to maximize penetration of solar rays. The microalgal broth is pumped through
the tubes, where it is exposed to sunlight for photosynthesis, and then recycled back to a
reservoir. Using either a mechanical pump or an airlift pump, the algal biomass is kept
from settling by maintaining a very turbulent flow within the reactor [46]. A fraction of
the algae is usually collected from the solar tubes. Thus, in this way microalgae can be
harvested continuously.

Figure 2. Biohydrogen Production through photolysis and fermentation.

Figure 3. Closed Photobioreactors.

Various literatures have reported that usage of immobilized microalgal cells in the
photobioreactors is more advantageous compared to the free cells. Immobilized cells
provide increased cell retention time within the bioreactors and enhanced metabolic activity
compared to the free cells [90]. Several strategies for improving hydrogen synthesis have
been implemented, including varying light intensity, carbon supply, pH, temperature, and
sulphur starvation [91,92].

Furthermore, the process′s environmental and financial benefits are enhanced by
the simultaneous treatment of wastewater and generation of valuable algal biomass [93].
According to Brennan and Owende (2010), in the immediate future, the combination of
these processes will be the most reasonable commercial application, and it may be one of
the most sustainable methods to generate biofuels [5]. Though the concept of generating
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hydrogen through fermentative metabolism was discovered years ago by Chlamydomonas
moewusii [94]; the challenges faced by construction often hinder the application of algal
hydrogen generation in a wastewater environment in terms of renewable energy generation
and performance characteristics. Moreover, the action of volatile acids such as acetic acid
and butyric acid (released during the anaerobic digestion in the wastewater treatment
plant) on depletion of oxygen and consequent generation of biohydrogen and its continuity
in producing hydrogen has to be studied [95].

2.4. Bioethanol

Bioethanol is considered a substitute for conventional petroleum, as they both have the
same chemical and physical properties [96–98]. Microalgae biomass, in particular, has lately
received a lot of interest as a viable renewable source for the production of biofuels. Third-
generation bioethanol made from microalgae biomass could also be an environmentally
beneficial fuel. As discussed earlier, microalgae are rich in lipids, enabling it to produce
biodiesel. Similarly, some species of microalgae can store large amounts of carbohydrates,
such as triacylglycerol and starch, within their cells. These carbohydrates can be used as a
carbon source or substrate during fermentation to generate bioethanol [99,100]. Proteins
can also be accumulated within the cells, along with carbohydrates and lipids under
restriction of nitrogen or starvation [101]. Microalgae breakdown the complex nitrogen
molecules into protein. Variation in salinity, light intensity, and temperature can also
accumulate carbohydrates. Microalgae also lack lignin, and have low hemicellulose levels,
making hydrolysis and fermentation yields more efficient [102].

There are three different routes to produce bioethanol from microalgae:(i) The first
route is the conventional method, in which the biomass is pretreated, hydrolyzed enzymat-
ically, and fermented using yeast [103]. (ii) The second route operates in the dark condition,
and uses metabolic pathways to redirect photosynthesis to create hydrogen, acids, and
ethanol [104]. (iii)The third method is to use photofermentation, which is impossible in
nature [105]. (iv) The last route necessitates the use of genetic engineering to reroute
microalgae′s pre-existing metabolic pathways for more subjective and efficient bioethanol
synthesis. Bioethanol production from microalgae and cyanobacteria is a viable technical
advancement, as they have shown to be more productive than crops such assugarcane
and corn. Light is used as an energy source by genetically engineered strains to produce
bioethanol from carbon dioxide and water in a single process [106].

2.4.1. Bioethanol by Hydrolysis and Fermentation

This route is entirely based on the production of microalgae biomass in photobioreac-
tors, achieved by way of pretreatment steps which involve the hydrolysis of the biomass
and breakdown of the cell walls. The biomass is preferably pretreated using enzymes.
These treated biomass are further fermented with Sacchromyces cerevisae or bacteria to
yield bioethanol.

2.4.2. Bioethanol by Dark Fermentation

In this route of dark fermentation, the organic biomass is converted into biohydrogen.
Fermentative and hydrolytic microorganisms hydrolyze complex natural polymers into
monomers which are, in the end, converted into a combination of low molecular weight
organic acids and alcohols such as acetic acid and ethanol.

In the absence of light, certain microalgae and cyanobacteria are capable of expelling
ethanol through the cell wall via an intracellular process. Some of the species include
Chlamydomonas moewusii, C.vulgaris, C.reinhardtii, Oscillatoria limnetica, O. limosa, Chlorococ-
cum littorale, etc. [102,107]

2.4.3. Bioethanol by Photofermentation

Algae can generate bioethanol directly through the photosynthetic process, which is
referred to as thephotofermentative or photanol method [105,107]. Photofermentation is
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a technology whichis gaining popularity, especially after the announcement of industrial
operations that will use modified algae to create bioethanol directly [108]. The photofer-
mentative approach is a natural technique to transform sunlight into fermentation products
via a highly efficient metabolic pathway [109].

There has been a recent surge in the number of compounds such as ethanol produced
by modified cyanobacteria′s photofermentation metabolism. This has been made possible
by the information gained from traditional fermentation which is carried out by Escherichia
coli and Sacchromyces cerevisiae, which have been genetically modified to generate biofuels
such as bioethanol. Algae is a varied group of creatures with a lot of unwrapped genetic
potential. Although microalgae are morphologically identical single-celled photosynthetic
organisms, the functional genetic diversity is relatively high, as evidenced by the number
of unique genes found among distinct species. This genetic diversity is being used to create
novel algae strains for the production of biofuels [110].

The use of carbon dioxide and sunlight for carbon uptake and conversion into organic
molecules is the most fundamental feature of photosynthesis. Thus, it can be understood
that carbon dioxide and light are the two most important variables in increasing production
of bioethanol. The photosynthetic efficiency of microalgae ranges from 6–10% of the
incident light, whereas in higher plants, the efficiency is just 1 or 2 percent [111,112]. The
refinement of geometry, the study of optimal growing circumstances, and the capacity
of the photosynthetic machinery to absorb light all contribute to the desired result. In
general, microalgae are suitable for the generation of third generation biofuels such as
ethanol. Similar to biogas from microalgae, the ethanol production is determined by the
pretreatment and the algal strain used [113].

3. Conclusions

With the rapid pace of economic development and energy consumption, as well as
the limited supply of fossil fuels and the growing need for environmental protection, more
attention is being paid to the development of ecologically friendly fuels such as biofuels to
resolve the conflict. Microalgae-based biofuels are one of the most promising feedstocks for
the next generation of biofuels due to their capacity to produce a high amount of lipids and
minimum negative environmental consequence. Algal biofuels can be used in combination
with a reduction in carbon dioxide in flue gas and wastewater treatment, as well as the
generation of byproducts of high value. The markets for algal biofuel already exist, and are
developing, but the markets’ growth is constrained due high capital and operational costs,
and also due to underdeveloped production technology. Thus, the cost of algal biofuel is
increasing. Therefore, more research is to be conducted to improve the technologies used
to convert biomass to biofuels, and also produce better harvesting technologies to make
algal based biofuels more promising.
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Abstract: In this study, a newly isolated halotolerant strain Oceanisphaera arctica YHY1, capable of
hydrolyzing seafood processing waste chitin biomass, is reported. Microbial fuel cells fed with 1%
chitin and 40 g L−1 as the optimum salt concentration demonstrated stable electricity generation
until 216 h (0.228 mA/cm2). N-acetyl-D-glucosamine (GlcNAc) was the main by-product in the chitin
degradation, reaching a maximum concentration of 192.01 mg g−1 chitin at 120 h, whereas lactate,
acetate, propionate, and butyrate were the major metabolites detected in the chitin degradation. O.
arctica YHY1 utilized the produced GlcNAc, lactate, acetate, and propionate as the electron donors
to generate the electric current. Cyclic voltammetry (CV) investigation revealed the participation
of outer membrane-bound cytochromes, with extracellular redox mediators partly involved in the
electron transfer mechanism. Furthermore, the changes in structural and functional groups in chitin
after degradation were analyzed using FTIR and XRD. Therefore, the ability of O. arctica YHY1 to
utilize waste chitin biomass under high salinities can be explored to treat seafood processing brine or
high salt wastewater containing chitin with concurrent electricity generation.

Keywords: chitin; electricity generation; halotolerant; microbial fuel cell; seafood processing

1. Introduction

The seafood processing industry produces a substantial amount of wastewater, mainly
containing soluble, colloidal, and particulate matter. Among crustaceans, the total production
of shrimp reached 5.03 million tons in 2020 and is estimated to increase to 7.28 million tons by
2025, with a compound annual growth rate of 6.1% from 2020 to 2025 and 67.6 billion USD
turnover [1]. Asia alone contributes more than 80% of the global shrimp production, where
Thailand is the major exporter of cultivated shrimp to the USA, Canada, Europe, South Korea,
and Japan [2]. Depending on the market requirements, shrimp is exported or stored in frozen
conditions with or without an outer shell. For shrimp processing, a huge amount of water
is required, generating around 1000 L of highly polluted wastewater per ton of shrimp [1,3].
Shrimp processing produces 50–60% of solid waste comprising the head, viscera, and shell,
which are discarded as the by-products generated in processing. The biochemical composition
of shrimp waste mainly contains 15–46% chitin, 30–60% minerals, 10–40% protein, and 10–40%
lipids [1,4]. Similarly, the salinity of the seafood processing wastewater is another important
factor that mainly depends on the products or species being processed. The precooking or
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brine treatment for the canning of shrimp generates wastewater, with the NaCl concentration
ranging between 20–30 g L−1 [5].

Chitin is the second most abundant natural biopolymer, consisting of monomeric
units of GlcNAc linked with (1,4)-β-linkages [6]. The microbial chitinase (EC 3.2.2.14) is
a glycoside hydrolytic enzyme capable of hydrolyzing chitin into GlcNAc or oligomers
and utilizing it as a source of carbon for growth and development [7]. Chitin waste has
been partly used as animal feed, as a component of aquaculture feed formulation, and for
the recovery of bioactive molecules. However, a large amount of chitin biomass is being
wasted, which increases environmental pollution [1]. However, particulate substrates like
chitin can be inexpensive, easily available, and renewable feedstock in microbial fuel cells
(MFCs) for electricity production [8]. The MFC is a bio-electrochemical system that can
break and utilize chitin more effectively compared to normal fermentation conditions,
owing to the anode working as an electron acceptor [7,8]. Several natural and synthetic
substrates, including acetate, glucose, lactate, amino acids, butyrate, formate, fumarate,
alcohols, or complex carbohydrates like cellulose, sucrose, molasses, starch, or industrial
and domestic wastewater, were widely researched as fuels for MFCs [8,9]. However, high
production costs and easy depletion have constrained the use of synthetic substrates in
MFCs. Nevertheless, chitin waste can be an alternative synthetic substrate source for
sustainable energy production by using bacteria as a catalyst to oxidize organic substrates
directly into electrical energy. Previously, chitin has been utilized as a substrate by Bacillus
circulans, Arenibacter palladensis, Shewanella oneidensis, Aeromonas hydrophila, or as sediment
wastewater-based systems for electricity production [7,10].

Therefore, in the present study, a newly isolated halotolerant marine bacterium O.
arctica YHY1 capable of hydrolyzing chitin waste was studied as a biocatalyst for electricity
generation in MFCs. Furthermore, the electrochemical parameters, the structural changes
in chitin before and after degradation, and the by-products or metabolites of degradation
were analyzed.

2. Materials and Methods

2.1. Chitin Preparation, Isolation, and Identification of Chitin Degrading Microbes

The shrimp shell chitin was obtained from the local seafood processing unit near
Seoul, South Korea. The obtained chitin biomass was washed, dried, and pre-treated
according to the method reported earlier by Gurav et al. [10]. The resulting colloidal chitin
was dried and stored in a refrigerator for further applications. Isolation of chitinolytic
microbes was performed using marine soil collected from a beach near Geoje (34◦51′16.5′′
N 128◦43′43.9′′ E), Eastern Sea of South Korea. In brief, one gram of soil was serially
diluted and smeared on the chitin agar plates containing (g L−1) 0.7-KH2PO4, 0.3-K2HPO4,
5.0-NaCl, 0.5-MgSO4, 0.0001-ZnSO4, 0.0001-MnSO4, 10-chitin, and 25-agar [6,10]. Seven
morphologically different strains showing clear zones were isolated and cultured as a
monoculture on chitin-agar plates. These seven strains were initially tested for electric
current production in MFCs supplemented with 1% chitin. Based on its higher chitin
degradation and electricity generation ability, strain YHY1 was selected for identification
by using 16S rRNA gene sequencing.

2.2. MFC Setup and Electrochemical Analysis

As shown in Figure 1, a dual-chamber MFC consisting of cathodic and anodic cham-
bers separated by a proton exchange membrane (Nafion 212, Omniscience, Yongin, Korea)
was assembled. The anodic chamber was equipped with 2.25 cm2 carbon felt and a silver
reference electrode (Ag/AgCl), whereas the cathodic chamber contained 4 cm2 platinum-
coated carbon felt. Degassed growth media containing (g L−1) 0.7-KH2PO4, 0.3-K2HPO4,
40-NaCl, 0.5-MgSO4, 0.0001-ZnSO4, 0.0001-MnSO4, and 10-chitin was inoculated with 1%
v/v inoculum with an optical density of 0.9 ± 0.05 at the anodic chamber, whereas 50 mL
phosphate buffer (pH 7.0; 50 mM) containing 50 mM ferricyanide was filled at the cathode
chamber. The anode and cathode were connected through a potentiostat (WizECM-8100

60



Sustainability 2021, 13, 8508

premium, Wizmac, Daejeon, Korea) and operated as a closed-circuit using an external
resistance of 1000 Ω [7,8,11,12]. The current output density (mA/cm2) of the system was
recorded and plotted versus time (h). To investigate the electrocatalytic behavior and inter-
action between the redox mediator, electrode, and anodic biofilm, the CV was performed
using a three-electrode system including working, counter, and reference electrodes with a
10 mV/S scan rate and a +1 V to −1 V potential range.

Figure 1. Setup of the dual-chamber MFC.

2.3. Analysis of Degradation Products

HPLC (Young Lin, YL-9100, Seoul, Korea) investigation was performed to quantify free
GlcNAc in the degradation media using a C18 column (ZORBAX, SBC18) and acetonitrile:
water (20:80) as the mobile phase [7,10]. Further, the metabolic profiling of the chitin
degradation media was performed using HPLC (Bio-Rad, Hercules, CA, USA) equipped
with Bio-Rad Aminex HPX-87H column and 5 mM H2SO4 as the solvent phase [13].

2.4. SEM, XRD and FTIR Analysis

SEM (Hitachi TM4000Plus, Tokyo, Japan) was performed to investigate the anodic
biofilm [9]. The FTIR (Nicolet 6700, Thermo Fisher Scientific, Waltham, MA, USA) was
executed to verify the structural changes in the chitin before and after degradation in
MFCs [7,10], whereas XRD (D8 ADVANCE-DAVINCI, Bruker, Bremen, Germany) was
examined to determine changes in the crystallinity of chitin. The crystalline index (CrI, %)
was calculated from the XRD data using the following equations [10,14].

CrI020 = [(I020 − Iam)/I020 × 100] (1)

where I020 and Iam is the maximum intensity at 2θ ∼= 9◦ and the intensity of amorphous
diffraction at 2θ ∼= 16◦, respectively.

CrI110 = [(I110 − Iam)/I110 × 100] (2)

where I110 is the maximum intensity at 2θ ∼= 20◦.

3. Results

3.1. Identification, and Salt-Tolerance in the Chitinolytic Bacterium

Seven chitin degrading strains were newly isolated from the marine soil, where strain
YHY1 showed maximum chitin hydrolysis activity with a zone diameter of 20 mm on chitin
agar plates. The 16S rRNA sequencing data of strain YHY1 revealed 96% similarity with
Oceanisphaera arctica strain V1-41; therefore, strain YHY1 was designated as Oceanisphaera
arctica YHY1. The phylogenetic position of strain YHY1 and other allied strains is depicted
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in Figure 2a. The obtained gene sequence (989 bp) was submitted to Genbank under
accession no. MH590704. Furthermore, the salt tolerance in strain YHY1 showed better
growth on increasing the salt concentration from 5 g L−1 to 40 g L−1, suggesting the
necessity of salt for growth (Figure 2b). This strain was able to tolerate up to 80 g L−1

of salt concentration; however, concentrations above 80 g L−1 significantly inhibited the
growth of the bacterium.

(a) (b) 

Figure 2. (a) Phylogenetic position of O. arctica YHY1; (b) Salt tolerance in strain YHY1.

3.2. Electrochemical Assessment of MFCs Fueled with Chitin Waste

Depleting non-renewable energy resources has enabled researchers to discover new
sustainable energy assets. In MFCs, microbes act as the biocatalysts that transform the
chemical energy of organic residues into electricity [10,15]. In this study, halotolerant
O. arctica YHY1 was investigated for electricity production using seafood processing
waste chitin as the carbon source. As shown in Figure 3a, the performance of MFCs
fueled with 1% chitin biomass was studied, with a fixed external resistance of 1000 Ω
and 40 g L−1 NaCl. After inoculating the MFCs with O. arctica YHY1, a rapid increase
in electricity generation was observed in the MFCs, with a maximum current output
density reaching 0.302 mA/cm2 at 12 h. Higher current production in the initial period
could be related to the free GlcNAc (12.311 mg g−1 chitin) that was produced during the
pre-treatment of the chitin. A similar mechanism has been reported earlier in Aeromonas
hydrophila, Bacillus circulans, and Shewanella oneidensis MFCs using chitin as the carbon
source [7,11,12]. However, the current output density slightly dropped to 0.210 mA/cm2

after 20 h; this might be due to depletion in free GlcNAc. Thereafter, the electricity
generation was enhanced and remained almost constant until 216 h (0.228 mA/cm2).
Previously, chitin or pure GlcNAc has been reported as an electron donor in electricity
production in MFCs using various microbial catalysts. For instance, Aeromonas hydrophila
and Shewanella oneidensis fed with 0.2% chitin produced 8.77 μA/cm2 and 4.24 μA/cm2,
whereas using pure GlcNAc produced 6.65 μA/cm2 and 6.17 μA/cm2 of current output
density, respectively [11,12]. Similarly, Arenibacter palladensis and Bacillus circulans produced
15.15 μA/cm2 and 26.508 μA/cm2 current output density, respectively, in MFCs fed with
1% chitin [7,10]. However, in the present study, a stable and higher current output density
of 0.228 mA/cm2 (216 h) was observed in O. arctica YHY1 using 1% chitin and 40 g L−1

salt concentration. Salinity played an important role in the MFCs in the present study.
The MFCs were supplied with 40 g L−1 NaCl as the optimized salt concentration for O.
arctica YHY1. The salinity of the media has a positive impact on electricity generation

62



Sustainability 2021, 13, 8508

as it decreases the internal resistance of the system and increases media conductivity.
Furthermore, higher salinity can also prevent the acidification of the media due to the fast
transfer of H+ ions from the anode to the cathode [9,16].

(a) (b) 

Figure 3. (a) Performance of strain YHY1 in MFCs fed with 1% chitin, 40 g L−1 NaCl, and external load of 1000 Ω; (b) CV of
the MFCs fed with chitin. Plots represent the CV of media without inoculum (0 h), CV of media at 216 h of growth, CV of
cell-free metabolites with a new anode.

CV studies were executed to reveal the electrochemical behavior of O. arctica YHY1 in
MFCs fed with chitin. As depicted in Figure 3b, the initial CV profile of chitin media (0 h)
without bacterial inoculation did not show any oxidation-reduction peaks, indicating a lack
of redox mediators in the medium. However, the CV of MFCs at 216 h after inoculation
showed distinct oxidation peaks at −0.15 V (vs. Ag/AgCl), and +0.20 V (vs. Ag/AgCl),
reduction peaks at +0.10 V (vs. Ag/AgCl), and a broad peak at −0.40 V (vs. Ag/AgCl)
(Figure 3b). During the forward scan, a higher current output density of 0.302 mA/cm2

was observed, indicating higher oxidation reactions were recorded, as compared to the
reductions reported earlier [7,17]. The CV of the cell-free degradation metabolites after
the filtration and insertion of a new anode showed a broad oxidation-reduction peak
at +,−0.40 V (vs. Ag/AgCl), suggesting production of a low quantity of soluble redox
mediators in the chitin degraded medium. The observed formal potential of 0.200 V (vs.
Ag/AgCl) can be related to the outer membrane-bound cytochrome, which can transfer the
electrons directly to the electrode without any external redox mediators, as reported earlier
in Shewanella [18]. Further, a formal potential of −0.15 V (vs. Ag/AgCl) was detected
similar to Geobacter sulfurreducens, which generally use omcB to transfer electrons through
the electrode/biofilm interface [19–22]. Similarly, the low amount of flavins might have
been produced by O. arctica YHY1 with the formal potential of 0.40 V (vs. Ag/AgCl), as
reported earlier [23]. Therefore, from the CV data, it could be predicted that O. arctica
YHY1 mainly utilizes a direct electron transfer pathway to transfer electrons directly to the
electrode surface using membrane-bound cytochromes. Furthermore, this bacterium also
partly employs the indirect electron transfer pathway using extracellular redox mediators
to shuttle electrons to the electrode. However, more detailed study at a molecular level
is needed to find the exact mechanism used by O. arctica YHY1 to transfer electrons from
bacteria to the electrode surface.

3.3. Chitin Degradation By-Products and Other Metabolites

Chitinolytic microbes can hydrolyze chitin biopolymer into monomeric or dimeric
GlcNAc units and utilize them as the source of energy. In the present study, monomeric
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GlcNAc was the main by-product of chitin hydrolysis by O. arctica YHY1 in MFCs. The
concentration of GlcNAc at 24 h was 58.21 mg g−1 chitin, which was significantly in-
creased to 192.01 mg g−1 at 120 h. However, after 120 h, the concentration of GlcNAc
was gradually decreased to 76.22 mg g−1 at 216 h. From these results, it could be con-
cluded that until 120 h, chitin was efficiently degraded, with simultaneous utilization of
GlcNAc. Thereafter, depletion in the chitin concentration in media might have terminated
the chitinase-producing machinery or inhibited the enzyme activity due to the generation
of toxic intermediate metabolites [7,24]. However, O. arctica YHY1 continued to utilize the
produced GlcNAc with the concurrent electricity generation until 216 h. During hydrolysis
of the chitin, several metabolites were detected in the MFCs, with lactate, acetate, propi-
onate, and butyrate as the prominent metabolites. The highest concentration of acetate,
5.901 mM (144 h), was detected, followed by butyrate, 3.572 mM (96 h), lactate, 0.932 mM
(96 h), and propionate, 0.157 (120 h) (Figure 4a). Acetate, lactate, and propionate were most
preferred by O. arctica YHY1, with 1.593 mM, 0.110 mM, and 0.099 mM concentrations,
respectively, remaining unutilized at 216 h. However, butyrate was strain YHY1’s less
favored electron donor (2.533 mM; 216 h). Although the GlcNAc content was depleted
after 120 h of growth, the current output density remained stable as the bacterium also
utilized produced metabolites like lactate and acetate for growth, which correlates with
the previous report on chitin as the carbon source in MFCs [7]. In Shewanella, lactate is
first produced, followed by pyruvate, and acetate, and thus the carbon source preference
can be in the following order: lactate→pyruvat→acetate [25]. The lactate concentration
was higher at 96 h whereas acetate was higher at 144 h, although both concentrations
decreased after reaching the maximum concentration, suggesting lactate can be oxidized to
acetate [26]. During chitin hydrolysis, the production of metabolites like lactate, acetate,
butyrate, succinate, format, and propionate was reported earlier in Shewanella oneidensis,
Bacillus circulans, Arenibacter palladensis, and Aeromonas hydrophila [7,10–12].

Figure 4. (a) Production and utilization of GlcNAc and other metabolites in MFC; (b) SEM examination of anodic biofilm.

SEM investigation of the anodic biofilm of O. arctica YHY1 revealed a thick biofilm
formation on the anode surface (Figure 4b). This result could also be correlated with the CV
data, suggesting that membrane-bound cytochromes were principally involved in direct
electron transfer to the anode.

3.4. Investigating Structural Changes in Chitin Polymer in MFCs

As shown in Figure 5a, chitin biopolymer has a typical band pattern for amide bonds
at 1660 and 1630 cm−1 (amide I), 1558 cm−1 (amide II), 1318 cm−1 (amide III), and 693 cm−1

(amide V) [7,27]. Similarly, an IR peak at 1028 cm−1 assigned to stretching vibration for
–C–O–C of the glucosamine ring, and a peak at 890 cm−1 related to ring stretching for
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β-1,4 glycosidic bonds were detected in the chitin [28]. Nevertheless, on the degradation
of chitin in MFCs, the band intensity at 1660 cm−1 (amide I), 1378 cm−1 (amide III), and
1080 cm−1 (C–O stretching) substantially decreased, suggesting breaking of the C–O and
C–H bonds [7,10]. Likewise, the XRD analysis revealed alterations in the crystallinity of
the chitin before and after degradation (Figure 5b). The diffraction pattern of chitin before
degradation showed distinct peaks at lattice (020), (110), (120), (101), and (130) [7]. Strong
reflections were detected at 2θ 9.45◦, 19.05◦, and 31.46◦, whereas other peaks were detected
at 12.93◦, 20.09◦, 23.60◦, and 26.51◦. The crystalline index (CrI) of the chitin before and after
degradation was calculated considering reflections at (020) and (110). Initial CrI(020) and
CrI(110) of the chitin were 74.41% and 83.60%, respectively, which significantly decreased
to 67.96% CrI(020) and 81.15%(CrI110), respectively, after the degradation of the chitin by
O. arctica YHY1. Further, peaks at 2θ ∼= 23 related to the polysaccharide structure of chitin
showed broad scattering due to the hydrolysis of the chitin, indicating a decrease in the
crystallinity [7]. Likewise, a sharp peak detected at 31.46◦ was significantly reduced on the
degradation of the chitin biomass.

Figure 5. Structural changes in the chitin before and after degradation. (a) FTIR; (b) XRD.

4. Conclusions

The newly isolated halotolerant O. arctica YHY1 used in the present study generates
a higher and stable electric current for a longer time by using seafood processing waste
chitin as a carbon source. Monomeric GlcNAc and metabolites like acetate, lactate, and
propionate produced during chitin degradation were consumed by strain YHY1 in a timely
manner. The performance of the bacterium was improved by supplementing the MFCs
with a salt concentration of 40 g L−1. Further, O. arctica YHY1 can transfer electrons directly
to the anode surface using membrane-bound cytochromes, with the partly involvement
of extracellular redox mediators. Therefore, the findings of the present study can provide
insights for utilizing chitin waste under high salt conditions, which can serve a dual
purpose of recycling the seafood chitin biomass and generating electricity.
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Abstract: Carbon constraints, as well as the growing hazard of greenhouse gas emissions, have
accelerated research into all possible renewable energy and fuel sources. Microbial electrolysis cells
(MECs), a novel technology able to convert soluble organic matter into energy such as hydrogen gas,
represent the most recent breakthrough. While research into energy recovery from wastewater using
microbial electrolysis cells is fascinating and a carbon-neutral technology that is still mostly limited
to lab-scale applications, much more work on improving the function of microbial electrolysis cells
would be required to expand their use in many of these applications. The present limiting issues for
effective scaling up of the manufacturing process include the high manufacturing costs of microbial
electrolysis cells, their high internal resistance and methanogenesis, and membrane/cathode biofoul-
ing. This paper examines the evolution of microbial electrolysis cell technology in terms of hydrogen
yield, operational aspects that impact total hydrogen output in optimization studies, and important
information on the efficiency of the processes. Moreover, life-cycle assessment of MEC technology in
comparison to other technologies has been discussed. According to the results, MEC is at technology
readiness level (TRL) 5, which means that it is ready for industrial development, and, according to
the techno-economics, it may be commercialized soon due to its carbon-neutral qualities.

Keywords: microbial electrolysis cells; chronological development; wastewater to hydrogen; scale-up;
life-cycle assessment; MEC commercialization

1. Introduction

Water and energy are two inseparable commodities, which greatly influence the
growth of human civilization. The worldwide population is estimated to reach 9.7 billion
by 2050, while worldwide energy consumption is expected to exceed 736 quadrillion of
British thermal units (BTUs) by 2040 [1]. Water is an important natural source for all life
forms on Earth, and their quality of life is determined by its availability and quality [2,3].
The supply of clean water is essential for the establishment and maintenance of different
human activities including households, agriculture, and industries. Freshwater is becoming
one of the scarcest resources in recent years due to the increase in the world’s population
and industrial activities [4]. The environment-related concerns due to the emission of
greenhouse gases (GHGs) from fossil reserves has resulted in a paradigm shift in industrial
business strategies to design new configuration systems for wastewater treatment along
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with the production of green biofuels [5]. Some of the major concerns for government
bodies all around the world are the increasing global population, improving their living
standards, environmental change, and enhancing water demand for energy generation [6].

Wastewater is a complex mixture of diverse categories of pollutants [7]. There are
several forms of water contamination such as nutrient contamination, surface water con-
tamination, oxygen depletion, groundwater contamination, microbiological contamination,
suspended matter, chemical water contamination, and oil spillage, since water originates
from many sources. Wastewater generated from various effluents needs to be treated before
its recycling and reuse. Wastewater is rich in nutrients and its release in the open may
cause eutrophication and pose a threat to flora and fauna. Wastewater also contains many
unwanted chemicals and pathogens and is able to cause gastroenteritis, skin infections, and
leptospirosis-like diseases [8]. Traditionally, the main purpose of wastewater treatment was
to protect downstream users from health risks using various physical (grit and flotation)
and chemical (neutralization, flocculation, oxidation, etc.) methods. These methods are
all expensive and result in sludge production and secondary water pollution [9]. Water
reservoirs are becoming more contaminated as a result of rising levels of micropollutants
such as medicines, organic polymers, and suspended particles. Powdered activated carbon
(PAC) has been shown to be a viable option for water filtration with little environmental
effect [10]. H2 was formerly created using a variety of thermochemical, electrolytic, and
photolytic techniques. Heat and pressure are used in thermochemical procedures to disrupt
molecular bonds. Electrolysis is the process of breaking water into its parts using electricity.
H2 is extracted from microorganisms via photolytic reactions. Furthermore, thermochemi-
cal processes need fossil fuels as raw material, whereas electrolytic and photolytic processes
need a lot of energy and are, thus, quite costly [11,12]. Fossil fuel burning emits greenhouse
gases (CO2, SO2, and NOx) and toxic pollutants such as polycyclic hydrocarbons, mercury,
and volatile chemicals responsible for global warming, with a negative effect on human
health [13].

Biological hydrogen generation is required to solve the thermodynamic and environ-
mental issues by utilizing wastewater for hydrogen production with simultaneous wastew-
ater treatment. When biomass is employed as a raw material, the organic compounds
dissolved in the wastewater have a high energy state, making mechanical combustion
difficult. The raw ingredients such as various types of wastewaters, lignocellulosic biomass,
and organic compounds, utilized in biological hydrogen generation are readily accessible,
cost-effective, and waste from other sectors.

Although different kinds of water electrolysis technologies have been established,
further development is needed before they can be incorporated into large-scale, cost-
effective electricity networks. For example, according to a recent techno-economic study,
water electrolysis utilizing solar energy is still not economically viable when compared
to hydrogen generation from fossil sources. Microbial electrolysis is considered to be a
valuable, novel approach within this framework. Microbial electrolysis cells were originally
suggested in 2005. Microbial electrolysis cell technology provides a dual advantage of
gaseous energy production and organic waste treatment in these circumstances [14].

1.1. Sources of Wastewater

The properties of wastewater differ depending on its source. There are various sources
of wastewater such as industrial wastewater, solid waste and sewage disposal, arsenic con-
tamination of groundwater, underground storage, tube leakages, and inadequate sanitary
facilities, which directly affect our environment.

1.1.1. Industrial Wastewater

Industries generate a huge amount of garbage, which is full of harmful chemicals
and contaminants including antibiotics, polyphenolic compounds, and Azo dyes. It is
one of the primary causes of contamination in the water environment. Over the past
century, a significant volume of agricultural wastewater has been dumped into waterways,
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wetlands, and marine areas. Industries such as pharmaceuticals, food, pulp and paper,
textiles, tannery, pesticides, dyeing, and painting are the most significant sectors for water
contamination. Industries discharge a huge amount of unprocessed industrial waste into
the rivers knowingly or unknowingly and trigger pollution all over the country [15].

1.1.2. Sugar-Based Wastewater

Comparatively, a significant concentration of carbohydrates (2300–3500 mg·L−1), sug-
ars (0.65–1.18%), proteins (0.12–0.15%), and starch (65–75%) in starch processing wastewater
(SPW) is discharged, which is an essential energy-rich source that can be transformed into
a broad range of usable products [16]. SPW was used as a substrate to feed an energy-
producing microbial consortium, achieving power generation of 0.044 mA·cm−2 in combi-
nation with a drop in chemical oxygen demand (COD) in 6 weeks from over 1700 mg·L−1

to 50 mg·L−1 [17]. Wastewater from breweries as a substrate in MFCs has become another
favorite amongst investigators, largely due to its weak strength. While the composition
of brewery wastewater differs, it is usually nearly 10-fold higher in concentration than
domestic wastewater on the scale of 3000–5000 mg COD·L−1 [18].

1.1.3. Cellulose- and Chitin-Based Waste

Substrates such as cellulose and chitin are inexpensive biopolymeric resources that
can be utilized for power generation and are easily accessible. In industrial and munic-
ipal wastewaters, these green materials also constitute a major portion of organic com-
pounds [19]. Only a few reports on the usage of these particulate substrates in MFCs have
been performed. The microorganism must be able to anaerobically hydrolyze cellulose
and be electrochemically active, using an electrode as an electron acceptor, thus oxidizing
cellulose hydrolysis metabolites for specific processing of cellulose to generate hydrogen
in MECs.

1.1.4. Landfill Leachates

Landfill leachates are extremely contaminated landfill wastes comprising four main
classes of contaminants with a diverse composition: dissolved organic and inorganic
biocomponents, heavy metals, and organic xenobiotic compounds [20]. Habermann and
Pommer initially documented the usage of landfill effluent in a biofuel cell for removal of
COD, but no current output values were listed [21].

1.1.5. Protein-Based Wastewater

The diverse structure of fats, proteins, fibers, highly organic material, parasites, meat-
processing effluents, and pharmaceuticals for veterinary purposes is known to be dan-
gerous worldwide. Due to the vast spectrum of slaughterhouse wastewater (SWW) and
pollutant levels, SWW is usually analyzed using bulk criteria. SWW comprises signifi-
cant quantities of biochemical oxygen demand (BOD), chemical oxygen demand, total
organic carbon (TOC), total nitrogen (TN), total phosphorus (TP), and total suspended
solids (TSS) [22]. A major concern for the livestock sector is indeed the overall management
of SWW to decrease its ecological consequences [23]. It includes organic matter usable for
processing from microbial activity. For its purification, it is important to reduce the BOD
value therein [24].

1.2. Need for Hydrogen as a Biofuel

When compared to conventional carbon-based fossil fuels, hydrogen as a biofuel
is more efficient in supplying energy. Biohydrogen is what we term hydrogen that is
generated using biological routes and biotechnological principles [25]. The current analysis
focuses on the mechanisms that produce hydrogen, the biology that underpins them, and
the use of wastewater to produce hydrogen. It is a viable option since it is easy to make
from renewable resources and can be utilized in high-efficiency fuel cells. Hydrogen is now
created using a variety of thermochemical, electrolytic, and photolytic techniques [13]. The
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traditional practices mentioned above, on the other hand, are harmful to the environment
in terms of GHG emissions. Thermochemical processes use fossil fuels as a source of
energy, while electrolytic and photolytic processes need a lot of energy and are, thus, quite
costly [26].

The biological synthesis of hydrogen is required to solve these difficulties and reduce
negative environmental repercussions. The organic elements dissolved in wastewater are
in a high-energy condition when biomass is employed as a source material. As a result,
they are difficult to combust mechanically. This is the point at which we must depend on
biological techniques to generate H2. The most favored technique of dark fermentative
biohydrogen generation is restricted by the thermodynamic barrier. In this case, MEC
technology provides a dual advantage of gaseous energy production and organic waste
treatment. However, many more technological advances and a better knowledge of the role
and function of microbial communities in biohydrogen generation must be accomplished
before this method can be commercialized [27].

2. Biological Hydrogen Production

With the ever-rising energy demand, hydrogen can potentially be an alternative
efficient and clean fuel replacement of the conventional ones [28]. An innovative approach
to solve the issue of waste generation would be to utilize commercial and residential
wastewater for producing electricity [29]. Biohydrogen production can come into action
via four processes: (a) bio-photolysis, (b) dark fermentation, (c) photo fermentation, and
(d) microbial electrolysis, as described below.

2.1. Bio-Photolysis

Bio-photolysis in a biological system generally means the dissociation of the water
molecule in the presence of light (photons). In such a lytic process, photosynthetic mi-
croorganisms such as microalgae and cyanobacteria are involved, whereby photosystems
(PSI, PSII) absorb light energy and the excited electrons pass through a sequence of energy
carriers, eventually receiving two protons when a water molecule splits [28], as depicted
in Figure 1.

Figure 1. Schematic representation of direct photolysis for hydrogen production.
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In the direct process, the system follows the following reactions:

2H2O + hv → O2 + 4H+ + Fd(4e−) → Fd(red).

4e− + 4H+ + Fd(red)
Hydrogenase→ FdOx + 2HFd (red)

2 .

Although photoproduction of hydrogen in the biosystem is environmentally friendly
and can be undertaken by partial activation of photosystem II in Chlamydomonas spp., it is
not economically feasible because it is inefficient for development at the industrial level.
When discussing the drawbacks of this mechanism, many physiological factors are taken
into consideration, such as hydrogenase O2 sensitivity, competition with other metabolic
pathways, downregulation of electron transport by non-dissipation of a proton gradient,
and performance under non-saturating illumination [30].

2.2. Dark Fermentation

Dark fermentation (DF) is a process involving fermentation by dark-adapted microbes
of carbohydrates under anoxic conditions to give H2 as a resulting product along with
acids, as illustrated in Figure 2 [28]. Studies have shown that Clostridium spp. can use a
wide variety of sugars, making it a possible candidate to form H2 from wastewater at a
large scale [31]. The lowered pH due to acid output hampers the generation of H2.

 

Figure 2. Diagrammatic representation of dark and photo fermentation (hybrid process).

A major economic emphasis is on biological H2 production from wastewater using
dark fermentation. The H2 production system has many similarities with methanogenic
anaerobic digestion, notably, the two gaseous compounds that can be separated from
treated wastewater. The mixed microbial population present in both bioprocesses have
the same properties but exhibit one major difference in biological H2 production: bacteria
such as homo-acetogens and methanogens inhibit hydrogen formation. To destroy these
microbes, heat treatment is required without affecting spore-forming fermenting bacteria.
Other approaches include high dilution rates or low pH for higher activity of the reactor
and optimized operating environmental conditions to maximize the output of hydrogen.
Unfortunately, the production of bio-H2 depends on a comparatively limited volume of
the overall equal H2 present in wastewater. We cannot estimate recovery efficiency in
high-carbohydrate wastewater to surpass 15% of the electron equivalent, under optimized
conditions. Therefore, various researchers have performed two-step processes that involve
the development of bio-H2 via methanogenic anaerobic digestion to increase the overall
energy output of the process. Methanogenic anaerobic digestion, as described later, is a
useful and convenient process. Another promising technique is the conversion of methane
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to H2 via a catalytic method. Therefore, H2 production through the direct method is
somewhat limited to the pretreatment step in large-scale energy production, while the
discharge of H2 gas through plastic enclosures and thin metal sheets represents another
limitation because of the high diffuse rate of H2 [32]. To increase the overall hydrogen yield,
hybrid processes are also suggested, whereby organic acids produced in dark fermentation
can be used as a feedstock in photo fermentation to produce hydrogen (Figure 2).

2.3. Photo Fermentation

The process of photo fermentation involves organic/inorganic substrate oxidation in
the presence of O2 to release electrons that end up reducing ferredoxins. These reduced
ferredoxins are related directly to the production of H2 and to the fixation of CO2. The
following reaction takes place:

(CH2O2)2
NADPH→ Fd(red) + ATP

Nitrogenase→ H2 + FdOx + ADP + Pi.

Although this process has advantages such as enhanced potential conversion yields
and the ability to absorb a wide variety of substrates, there are drawbacks such as continu-
ously regulated area/volume ratio maintenance in photobioreactors, temperature control,
and controlled agitation. For the development of bio-H2 from wastewater, various types of
reactor systems such as batch and continuous reactors are used, with each configuration
providing its advantages and disadvantages [33].

3. Existing Wastewater Treatment Technologies and Their Bottlenecks

Traditional wastewater treatment usually takes place when wastewater is carried by a
sewer to a centralized wastewater treatment plant, where the wastewater is then treated
linearly by the end-of-pipe technology. It is time to make the switch to a closed-loop
system [34], in which water is treated with simultaneous nutrient and energy recovery.
Due to the superior positioning of decentralized wastewater treatment plants, centralized
wastewater treatment plants can lead to a reduction in operational and capital expenditure
(OPEX). Despite being in their infancy when it comes to deployment and optimization,
decentralized solutions are lagging in the adoption phase when related to centralized ones.
Clearly, the consequences of decentralization are visible, and developments in wastewater
treatment plants are trying to make the transition from centralization to decentralization,
where waste resources are reclaimed [35]. Because of a lack of effective methods for
garbage disposal, management, and recycling, this problem will inevitably worsen [36].
Although centralized water systems are not relevant in many regions of the globe despite
the drastic expansion in population and people favoring metropolitan areas, that trend is
becoming even more prevalent as time progresses. For several reasons, from the changing
demographics to building codes, rural people have to change their lifestyle, and this has
placed wastewater setups under burden. Unfortunately, in several instances, this has led to
efficient wastewater treatment systems not being put in place. In certain cases, it is difficult
and expensive to build centralized wastewater treatment plants after the fact. With the
increased use of distributed and non-networked technologies, it is more likely that we will
develop a decentralized wastewater treatment infrastructure, which helps to encourage
improved system robustness and lower economic and environmental costs [37].

Microbial Electrolysis Cell Mechanism for Wastewater Treatment with Simultaneous
Hydrogen Production

The microbial electrolysis cell is a capable technique for removing organics while
simultaneously producing hydrogen gas. When mixed with other elements, hydrogen is a
plentiful element on Earth (water, hydrocarbons, etc.). To produce biohydrogen in a pure
and regulated form, several industrial procedures are necessary. Among a variety of fuels
(gasoline: 47.5 MJ·kg−1 higher heating value (HHV); 44.5 MJ·kg−1 lower heating value
(LHV)), hydrogen has the greatest thermal efficiency (141.9 MJ·kg−1 HHV; 119.9 MJ·kg−1

LHV) and may be preserved for extended periods until being employed in fixed or mobile
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operations. The benefits of biohydrogen generation from waste matter, such as solid wastes
and wastewater, are increased by making the process more sustainable [38]. Hydrogen
is an excellent future fuel that can be used to meet the world’s energy demands due to
its high energy density, ecologically benign combustion profile, and ability to be used at
ambient temperature and pressure [39].

MECs provide a different approach for centralized wastewater treatment systems.
According to this energy conversion estimate, the chemical energy potential of organic
components constituting wastewater’s core is roughly 9.3-fold higher than the energy
required to treat it [40]. There is a notable increase in employing biomass energy to get
energy from biological anaerobic wastewater treatment because of the simplicity and
resilience of this technique [41]. Anaerobic digestion (AD) is a technique that is increasingly
being used to generate biogas from wastewater sludge. A process termed acetate digestion
provides energy by breaking down acetate to produce CO2 and CH4 [42]. Alternatively,
the process is quite sluggish and causes the biogas to produce a significant quantity of CO2,
which reduces the energy density. Because biogas contains a high quantity of CO2, it must
be stored, and substantial chemical treatment is performed, involving cryogenic separation,
to eliminate CO2 until it can be utilized [43]. Compared to the use of biological techniques,
MECs provide an alternate method for producing both CH4 and H2.

In MECs, microbes are utilized as biocatalysts to reduce the activation overpotential
of a certain redox process, enhancing voltage efficiency and production rate [44]. On
the surface of the anode, some microbes can develop a biofilm, which can convert the
chemical energy contained in organic molecules into electrical energy. At the cathode,
this electrical energy is subsequently used to produce additional useful products, such
as H2 and CH4 [45]. To withstand cellular function and growth, certain microorganisms
are electrochemically active, which means that they can transfer electrons along with the
electrode to keep things running [46]. The chronological development of MEC technology
is illustrated in Figure 3.

 

Figure 3. Chronological development of microbial electrolysis cell (MEC) technology [42,47–57].
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4. Thermodynamics and Electrochemistry for Hydrogen Production Using MEC

Because of the thermodynamic limitations, major organic compounds such as volatile
acids (e.g., butyrate, acetate, and propionate) and solvents (e.g., ethanol and butanol)
cannot be used for fermentative H2 production. However, additional energy is required
for overcoming this limitation and for producing hydrogen [58]. In MEC, the required
additional energy is provided by the voltage supplied through the power source. However,
there is a necessity for higher applied potential than the equilibrium potential (Eeq) of the
electrochemical cell (EC) for driving the MEC process. The equation is given as follows:

Eeq = Ecat − Ean, (1)

where Eeq is the equilibrium potential of the EC, Ecat is the cathodic half-life potential, and
Ean is the anodic half-life potential.

Therefore, to find the equilibrium voltage, determining the individual half-life poten-
tial using the Nernst equation is required.

Another well-researched electrochemical process is the hydrogen evolution reaction
(HER). There are two reasons for this: (i) hydrogen evolution was originally regarded to be
one of the simplest electrochemical processes, and (ii) it is a very significant process for
society since hydrogen will one day replace fossil fuels as a transportation fuel, because of
its simple reaction scheme.

2H+ + 2e− → H2 (Under acidic conditions).

2H2O + 2e− → H2 + 2OH− (Under alkaline conditions).

The equilibrium potential of the hydrogen evolution process is significantly reliant on
the pH at the cathode since protons (or hydroxyl ions) are involved, according to

Eo
H2. pH = −0.059 × pH. (2)

It has been well established that HER proceeds via two successive steps. The initial
adsorption of a proton to form adsorbed hydrogen, i.e., the Volmer reaction (H+ + e− + Had),
is usually considered to be fast; however, there are two possibilities for the subsequent,
slower hydrogen evolution process: one is the hemolytic Tafel reaction; the other is the
heterolytic Heyrovsky reaction [59].

H2O + e−+Me → MeHads+OH− (volmer electrochemical discharge step).

MeHads + H2O + e− → H2 ↑ +OH− + Me (Heyrovsky electrochemical disorption step).

MeHads → H2+2Me (Tafel catalytic recombination step).

4.1. Anodic Potential for Hydrogen Production

In the MEC method, anode respiratory bacteria such as antibiotic-resistant bacteria
(ARB) or exoelectrogens residing in anodic biofilms transform organic matter into bicarbon-
ates, electrons, and protons; the electrons are then transported to the cathode via a limited
energy supply (−0.300 V vs. standard hydrogen electrode (SHE) formed by ARB), where
they interact with protons to produce hydrogen gas. For example, the sodium acetate
reaction at the anode is presented below.

CH3COO− + 4H2O → 2HCO3
− + 9H+ + 8e−.
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In terms of the conceptual anode potential (Ean) for oxidation of acetates under typical
biological conditions (pH = 7, T = 298.15 K, [CH3COO−] = 0.0169 mol·L−1 (1 g·L−1), and
[HCO3

−] = 0.005 mol·L−1), the Nernst equation can be approximated to

Ean = Ean
0 − RT

8F
ln

[
CH3COO−]

[HCO3−]
[
H+

]9 , (3)

= 0.187 − 8.31 × 298.15
8 × (9.65 × 104)

ln
[0.0169]

[0.005]2[10−7]
9 = −0.300 V, (4)

where Ean
0 is the standard electrode potential for acetate oxidation (0.187 V), R is the

universal gas constant (8.31 J·mol−1·K−1), T is the absolute temperature (K), and F is
Faraday’s constant (9.65 × 104 C·mol−1) [60].

4.2. Performance Calculation
4.2.1. Hydrogen Production Rate and Coulombic Efficiency

The system’s efficiency was measured in terms of the rate of hydrogen production,
the rate of hydrogen recovery, the Coulombic efficiency, the volumetric density, and the
energy recovered [61].

On the basis of COD elimination, the total potential number of moles generated, nth, is

nth =
bH2/svLΔCS

Ms
, (5)

where bH2/s = 4 mol/mol denotes the maximum amount of hydrogen that can be sto-
ichiometrically generated from the substrate, vL denotes the volume of liquid in the
reactor, ΔS (g COD·L−1) denotes the change in concentration of the substrate during one
batch cycle, and Ms denotes the molecular weight of the substrate. The COD concen-
tration (g COD·L−1) was converted into moles of acetate using a conversion factor of
0.78 g COD·g−1 sodium acetate. According to the measured current, the moles of hydro-
gen recovered by nCE can be calculated as follows:

nCE =

∫ t
t=0 Idt

2F
, (6)

where I = V/Rex is the current computed from the voltage across the resistor, and 2 is the
conversion factor used to transform moles of electrons to hydrogen. F = 96,485 C/mol e− is
Faraday’s constant, and dt (s) is the interval over which data were collected. The Coulombic
hydrogen recovery is expressed as

rCE =
nCE

nth
= CE, (7)

where CE is the Coulombic efficiency. The hydrogen recovery (in moles) at the cathode rCat
is calculated as

rCat =
nH2

nCE
, (8)

where nH2 is the number of moles of hydrogen recovered over a batch cycle. The maximum
volumetric hydrogen production rate (Q) measured in m3 H2·m−3 of reactor per day (m3

H2·m−3·day−1) is calculated as

QH2

(
m3 m−3·day

)
=

Iv
(
A/m3)rCat[1C/s)/A](0.5 mol·H2/mol·e−)(86, 400 s/d)(

F = 9.65 × 104 C
mol ·e−

)
Cg

(
mol·H2

L

)(
103 L

m3

) =
43.2 IVrCat

Fcg(T)
. (9)
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4.2.2. Energy Recovery

The amount of energy provided by the power source to the circuit (WE) is expressed as

WE = ∑n
1

(
IEapΔt − I2RexΔt

)
(adjusted for losses across the resistor), (10)

where Eap (V) denotes the voltage applied, Rex is the external resistor, and Δt (s) is the
time increment for n data points measured during a batch cycle [61]. Energy balances
based on combustion heats are usually used for electrolyzers and for predicting the amount
of energy contained in organic matter. The amount of energy added by the substrate is
expressed as

Ws = ΔHsns, (11)

where ΔHs= 870.28 kJ·mol−1 is the heat of combustion of the substrate, and nS denotes
the total number of consumed moles of the substrate during a batch cycle based on COD
removal. The ratio of the total energy of the hydrogen produced to the input of required
electrical energy is the energy efficiency relative to the electrical input (nE).

nE =
nH2 ΔHH2

WE
, (12)

where ΔHH2 = 285.83 kJ·mol−1 is the energy content of hydrogen based on the heat of
combustion (upper heating value), and WH2 = nH2 ΔHH2. The efficiency relative to the
added substrate (nS) is calculated as

nS =
WH2

WS
. (13)

The overall energy recovery based on both the electricity and the substrate inputs
(ηE+S) is expressed as

ηE+S =
WH2

WE + WS
. (14)

The percentages of energy contributed by the power source (eE) and substrate (eS) are
calculated as follows:

eE =
WE

WE + WS
, eS =

WS

WE + WS
. (15)

5. MEC Reactor Architecture

Similar to MFC, an elementary MEC architecture has two chambers that are connected
employing an ion-exchange membrane. Over time, many different combinations of MECs,
which are described below, have been developed for hydrogen yield improvement. The
previous layouts comprised a basic H-type cell containing gas collection parts connected
to a cathode chamber [62]. Eventually, various refinements were made to develop dual-
chambered MECs for straightforward operation.

According to the findings of the research, based on a comparative analysis of various
combinations, single-chambered MEC had higher hydrogen production rates and current
densities than dual-chambered MEC. As a result, significant efforts have been made to
further refine this combination for use in scale-up investigations. This surplus amount of
MEC configurations indicates that the system setup for hydrogen generation in MEC is
quite important. Substantial research was carried out to determine suitable MEC config-
urations. Several types of reactor modifications were assembled according to the results:
cylindrical design, tubular reactor design, two-chamber MEC, up-flow single-chamber
reactor, single-chamber membrane-less MEC, and many others. The hydrogen output and
Coulombic efficiency of the MEC depend largely on the reactor configuration. Initially,
researchers used dual-chambered MECs; the single-chambered MEC was introduced later
for increasing the volumetric power density of the cathode and the hydrogen yield.

78



Sustainability 2021, 13, 8796

5.1. Single-Chambered MEC

A research group put together single-chambered MECs to synthesize hydrogen and
assess the process efficiency. The main design used a glass bottle with a total capacity of
50 mL, while the secondary configuration used vials made of borosilicate glass with a total
capacity of 10 mL; the cells usually used a mixed culture and pure culture of S. oneidensis,
respectively. The anode and cathode, measuring 3.5 × 4 cm2 and 4 × 5 cm2, were kept
2 cm apart by plastic screws. The anode was type A carbon, and the cathode was type B
carbon with platinum (0.5 mg·cm−2) as a catalyst separated by a J-cloth layer to prevent
a short-circuit in both configurations [63,64]. Single-chambered MECs lack a membrane,
as illustrated in Figure 4. When production rates are high, the microbial conversion of
hydrogen to methane will be slow, with hydrogen being relatively insoluble in water.
Energy losses of the membrane are lowered in membrane-less MECs, and the energy
recovery process is high [65].

Figure 4. Schematic representation of a single-chambered microbial electrolysis cell.

5.1.1. An Up-Flow Single-Chambered MEC

Lee HS constructed an up-flow single-chamber MEC by inserting a cathode on top of
the MEC and implemented out a program to monitor hydrogen and electron equivalents
in batch trials to enhance the output of hydrogen gas. In a batch evaluation experiment
lasting 32 h with a starting acetate concentration of 10 mM, the CE was 60% ± 1%, the H2
yield was 59% ± 2%, and methane production was insignificant [66].

5.1.2. Smallest-Scale MEC

An MEC system with a single power source unit was designed. They used transparent
glass serum vials with graphite plates functioning as anodes, which they found to be
effective. It was soaked overnight, rinsed thrice in Milli-Q water, and further polished by
sandpaper. Following the introduction of the unbent piece of wire through a hole drilled
at the top center of the graphite plate, the bent end of the wire was inserted into a second
hole and folded to form a tight connection between the wire and the plate. At 0.6 V of
applied voltage, MECs having NiMo cathodes exhibited 33% better performance than NiW
cathodes by accomplishing a hydrogen production rate (HPR) of 2.0 m3·day−1·m−3 at
a current density of 270 A·m−3; however, this was slightly lower than MECs with a Pt
catalyst which could accomplish 2.3 m3·day−1·m−3 [65].
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5.1.3. A Cathode-on-Top Single-Chamber MEC

The reactor was made up of two parts: a top cover and the main chamber, both of
which were constructed of glass and had a capacity of 0.4 L, as described in Figure 5 [62].
The substrate and electrolyte were pumped in via the bottom intake, and the produced
gas was collected from the cathode with the use of a gasbag. HPR increased from
0.03 L·L−1·day−1 to 1.58 L·L−1·day−1 in a 24 h batch test when the applied voltage was
expanded from 0.2 V to 1.0 V, and total hydrogen recoveries rose from 26.03% to 87.73%
when the applied voltage was increased from 0.2 V to 1.0 V. The greatest total energy
recovery was 86.78% at an applied voltage of 0.6 V [67].

Figure 5. A cathode-on-top type of microbial dual-chambered reactor.

5.2. Dual-Chambered MEC

Dual-chambered MECs are often used in typical configurations and consist of an
anodic and a cathodic chamber separated by the use of a membrane, as shown in Figure 6.
The H-type MEC is a widely utilized dual-chambered MEC. Dual-chambered MECs are
difficult to scale up because of their complex assemblies and large volumes with high
internal resistance. The utilization of a membrane serves a dual purpose. It lowers the
crossover from the anode to the cathode chamber and helps to prevent short-circuits at the
cathode chamber, as well as aiding in the preservation of the purity of the product collected
on the cathode side. The proton exchange membrane (PEM) is the most often used mem-
brane since it is intended to only allow free protons to flow through while employing –SO3
functional groups [68,69]. Alternative membranes, including anion-exchange membranes
(AEM), such as AMI7001, bipolar membranes, and charge-mosaic membranes (CMM) [70]
have also been investigated in MECs, in addition to the conventional membranes [71].
Cheng and Logan created a reactor in which an anion-exchange membrane (AEM) was
used between the electrodes to achieve their desired results. The anode chamber was filled
with graphite granules that were heated with ammonia gas, which increased the current
densities, resulting in a reduction in the amount of time required for reactor accommoda-
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tion. A carbon cloth served as the cathode, and a platinum catalyst was maintained near
the membrane, which was connected to the outside circuit via a titanium wire [72].

Figure 6. Schematic representation of a dual-chambered microbial electrolysis cell.

Various patents associated with MEC reactor architecture (Figure 7) are displayed
in Table 1.

Figure 7. Cont.

81



Sustainability 2021, 13, 8796

Figure 7. (A) Top and front view of graphite brush anode used in the microbial electrolysis cell;
(B) microbial electrolysis cell.

Table 1. Patents associated with MEC reactor architecture.

Patent ID Description Reference

US8440438B2

More competition for fossil fuels and the desire to avoid carbon dioxide release through burning
necessitate the development of new and sustainable technologies for energy generation and carbon

capture. In accordance with aspects of the present invention, methods are given that include
providing an electromethanogenic reactor containing an anode, a cathode, and a plurality of

methanogenic microorganisms positioned on the cathode. Methanogens are given electrons and
carbon dioxide. Even in the absence of hydrogen and/or organic carbon sources, methanogenic

microbes produce methane.

[73]

US20150233001A1

Bioelectrochemical systems including a microbial fuel cell (MFC) and a microbial electrolysis cell
(MEC) are provided. Both systems can ferment insoluble or soluble biomass, with the MFC capable
of using a consolidated bioprocessing (CBP) organism to also hydrolyze an insoluble biomass and
an electricigen to produce electricity. The MEC, on the other hand, relies on electricity input into

the system, a fermentative organism, and an electricigen to produce fermentative products such as
ethanol and 1,3-propanediol from a polyol biomass (e.g., containing glycerol). There are also

approaches that are related.

[74]

EP2747181A1

The present invention relates to a process for inhibiting methanogenesis in single-chamber
microbial electrolysis cells, which includes the initial addition of at least one methanogenesis

inhibitor and is characterized by the following: dissolved hydrogen is removed from said cells after
said initial addition of at least one methanogenesis inhibitor.

[75]

US7922878B2

The present invention provides a system for hydrogen gas generation that includes a hydrogen gas
electrode assembly with a first anode in electrical communication with a first cathode, a microbial

fuel cell electrode assembly with a second anode in electrical communication with a second
cathode, a microbial fuel cell electrode assembly in electrical communication with a third cathode,
and a hydrogen gas electrode assembly with a third anode in electrical communication with a third
cathode. The hydrogen gas electrode assembly is at least partially contained in the interior space of

a single-chamber housing.

[76]

US9216919B2

A brush anode microbial electrolysis cell is shown. At the cathode of the microbial electrolysis cell,
a method for manufacturing products such as hydrogen is also given. The microbial electrolysis

cell has a cylindrical shape with a concentric brush anode spirally wrapped around the outside of a
cylindrical MEC, as illustrated in Figure 7. In some situations, the procedure may require sparging
the anode and/or cathode with air. In rare situations, CO2-containing gas can also be fed into a

cathode chamber to lower the pH.

[77]

CN102408155A

The invention discloses a microbial electrolysis cell that combines CO2 conversion and sewage
treatment functionalities. The invention relates to the intersection of biofuel cells and the

environment, as well as carbon dioxide capture and usage, and it is specifically linked to a kind of
CO2 conversion collection, with WWT in the microorganism electrolytic cell.

[78]
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6. Scale-Up Reactor Designing

Researchers have been trying to successfully construct large-scale reactors, so that
wastewater treatment and value-added byproduct production become easier. These prod-
ucts can be hydrogen gas, methane, and so on. The theoretical conclusion for perfect
up-scaling of the process through works of literature and data is difficult because of the
differences in substrate type and other parameters such as operation mode [79]. Most
of the reactors, as concluded from reviews, are operational in a continuously fed mode.
The first scale-up of the MEC system was performed by Cusick et al. [80]. Based on the
previous demonstration at laboratory scale, a single-chambered 1000 L MEC reactor was
designed for H2 production from winery wastewater with high volatile fatty acid (VFA)
content [81]. Along with hydrogen gas production, the production of methane was also
observed at a gradually increasing level despite the MEC being functional for a short time.
These observations, along with cases of cathode contamination, led to the development
of a two-chamber system with a total capacity of 100 L by Heidrich [82,83]. In the tests
conducted with wastewater produced domestically, methane production was inhibited
successfully with the introduction of a polymeric membrane. This membrane separated
the cathode from the rest of the reactor and helped in avoiding microbial crossover to the
catholyte [79].

In batch mode, COD removal was high with higher H2 production. However, when
the operational mode was switched to continuous mode, the COD level decreased along
with the Coulombic efficiency. The probable reason behind the performance degradation
may have been inefficient substrate flows into the reaction chamber and slow transportation
of produced gas to the collection chamber. Hence, the usefulness of the transportation
phenomenon in a functional scale-up reactor was highlighted [79]. Cotterill explained
the cassette design module with Baeza using three different cassettes [84]. They observed
material decay and degradation due to the applied voltage in a MEC. The development of
a hermetic system is a challenge for reactors as the up-scaled reactors have shown leaking
problems that might create balance errors. The existing systems are the perfect basis for
up-scaled reactors; however, more work has to be done on the reactor design to make
it fit for commercial and industrial applications [85–87]. More low-cost membranes and
electrode materials need to be recognized. Attaining an optimum applied voltage and
operational mode can also change the future of MECs [79]. Propylene has been the material
chosen for building the body of a large-scale reactor [80,83], whereas polycarbonate is used
for smaller systems [88]. Due to economic reasons, stainless-steel electrodes are used. Good
electrolytic activity and proper H2 gas evolution add to its characteristics. However, nickel
for the cathode and carbon materials for the anode [87] are also used.
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Figure 8. Cost–performance ratio curves for eight scenarios of a financially competitive MEC. Scenario 0: baseline MEC
model; Scenario 1—double hydrogen yield; Scenario 2—applied voltage reduced to 0.6 V; Scenario 3—energy price changes;
Scenario 4—anode and current collector value returned after 20 years; Scenario 5—membrane replaced annually; Scenario
6—membrane and cathode replaced annually; Scenario 7—additional staff member required; Limit 1—capital cost of reactor
minus the anode; Limit 2—capital cost of reactor minus the anode and current collector (adapted from Aiken et al. [88]).

7. Optimizing Features Affecting the MEC System Design for Hydrogen Production
and Wastewater Treatment

Rapid commercialization of such a technique can result in a significant expansion in
the industry, while also helping to enhance funds and boost research for continual advance-
ments. The factors to be considered in the analysis and comparison of MECs for wastewater
treatment and energy generation include several variables. This assessment highlights
the main feedstock, anode and cathode materials, reactor volume, system architecture,
outputs, and expenses as the most important aspects when it comes to the system design.
These factors have an impact on system performance, as well as the commercialization
of the technology’s economic feasibility. To be economically viable, MECs must strike a
stability between overall system performance optimization and the economic proficiency
of entirely basic components. MEC construction in the future should include ways to cut
down on anode costs, enhance organic loading rates, and develop better knowledge about
component requirements and electrode life expectancy [88]. For researchers to determine
the next steps in the development of this technology, they must evaluate the parameters
regarding industrial use and take into consideration the economic and manufacturing
benefits, while simultaneously researching how to hasten the introduction of this method
into the industry.

7.1. Feedstock

In general, wastewater strength is related to the degree of contamination of the
water and determines the duration of treatment, reactor size, and quantity of energy
needed and produced. This is because high-strength wastewater is rich in organic content;
consequently, more energy may be recovered by treatment procedures. However, in the
case of wastewater that has high strength, treating it will take a longer period, thereby
increasing the amount of hydraulic retention time (HRT). An attempt should be made to
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enhance the HRT for a lower reactor size, thereby optimizing energy output or utilization.
The loading levels and, hence, the organic loading rate (OLR) are substantially influenced
by the source of wastewater.

With advancements in MEC cost, a system’s sustainable organic loading rate (OLR)
varies within 800–1400 mg·L−1 [88]. As a result of the lower concentration of COD in urban
wastewater (300–500 mg·L−1), it necessitates a smaller HRT (5–9 h); swine wastewater, on
the other hand, requires a substantially longer HRT of 314 h due to the higher concentration
of COD in the waste (18,300 mg·L−1). Longer HRTs provide a substantial obstacle to
industrial adoption since they reduce the volume of waste which can be processed each
day and necessitate the construction of larger reactors. High-strength wastewaters, on
the other hand, offer more energy and, as a consequence, are more economically viable
in terms of energy production, since larger organic loads have a higher energy potential.
Moreover, wastewater of low strength has a low COD (total dissolved solidity (TDS)
<250 mg·L−1), while the HRT is low; however, it is still difficult to economically justify
treatment because of the extremely low energy output linked to its lower organic content.
When wastewater strength (COD) increases even a little (by 360–400 mg·L−1), treatment is
possible economically, since higher energy generation offsets the higher cost of treatment.

A hydrogen-producing MEC with an OLR ranging between 1000 and 2000 mg
COD·L−1·day−1, according to Gil-Carrera et al., is a viable alternative when compared to
activated sludge in terms of treatment efficacy. For wastewater treatments with OLRs more
than 2000 mg COD·L−1·day−1, a possible HRT for diverse waste streams has been esti-
mated [89]. The addition of electrodes, a wider bacterial adhesion surface, and the voltage
delivered all contribute to enhanced performance. Based on the 1400 mg COD·L−1·day−1

OLR, both crude glycerol and cheese wheat, have extremely high HRT. In these circum-
stances, reactor design is critical to decreasing HRT while increasing solid retention to
minimize reactor size. Traditional wastewater treatment requires a lot of energy, particu-
larly activated sludge treatment, which accounts for approximately 60% of the total energy
required. Compared to AD, MEC-ADs for the treatment of wastewater have led to a 1.7-fold
increase in energy generation [90] and substrate removal, demonstrating the possibility
for extremely effectual treatment for commercial waste streams previously employed. In
addition, minimizing post-treatment needs would result in a significant reduction in the
energy usage of the treatment procedure. The energy demands for full water treatment
were estimated to be 0.057 kWh·m−3 (or 0.087 kWh·m−3 if ultraviolet treatment is chosen),
which is about 85% less than the electrical energy consumption of a typical activated sludge
process [91]. Utilizing MECs to reduce wastewater treatment energy consumption would
have far-reaching global implications. There is an increase in the amount of research being
done on the effectiveness of MECs in treating a variety of waste streams, which is aiding
in the development of a better knowledge of how different microbial populations interact
with different substrates. Because of its abundant availability and chemical composition,
the waste feedstock is seen as an appealing and cost-effective substitute to pure chemicals
in MECs.

7.1.1. Domestic or Residential Wastewater

The H2 produced by MECs is less expensive than the projected commercial value
of hydrogen ($6·kg−1 H2), with a cost of $3.01·kg−1 H2 for domestic wastewater [92].
Heidrich et al. ran a 120 L MEC on site for the treatment of domestic wastewater. According
to their findings, over more than 3 months, with a Coulombic efficiency of 55%, the
MEC was capable of creating pure H2 (100% ± 6.4% purity). The reactor generated
approximately 0.015 L H2·L−1·day−1 and retrieved around 70% of the electric power
input [82,83]. According to Zhen et al. (2016), the utilization of the liquid portion of
pressed municipal solid waste (LPW) for H2 production was investigated. The maximum
H2 production (0.38 ± 0.09 m3·m−3·day−1 and 30.94 ± 7.03 mmol·g COD−1 added) was
obtained at an applied voltage of 3.0 V and a pH of 5.5. Acetate, propionate, and butyrate,
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following their acetification, were used to achieve electrohydrogenesis, which resulted in
an overall H2 recovery of 49.5% ± 11.3% of the COD provided in the experiment [93].

7.1.2. Industrial/Food Processing Wastewater

Montpart et al. investigated the usage of glycerol, milk, and starch in varied concentra-
tions and levels of complexity in synthetic wastewater using a single-chamber MEC. It was
discovered that only milk was capable of sustaining hydrogen synthesis for a prolonged
period of time. The introduction of glycerol and starch in MEC did not inhibit the total mul-
tiplication of H2 scavengers, even under circumstances of short H2 retention time caused
by frequent nitrogen sparging [94]. Shen et al. used a continuous up-flow fixed-bed MEC to
treat recalcitrant wastewater generated from hydrothermal liquefaction of cornstalks while
simultaneously producing hydrogen. At 1.0 V in the cathode, a hydrogen generation rate
of 3.92 mL·L−1·day−1 was attained, although the highest power density (305.02 mW·m−3)
was achieved at 0.6 V [95]. Guo et al. studied the effect of several cathode/anode ratios in
membrane-less MECs using beer wastewater. With an improved cathode/anode ratio of
4 cm2·cm−3 and an applied voltage of 0.9 V, methane production of 0.14 m3·m−3·day−1

was achieved [95]. Furthermore, wastewater from a soybean edible oil refinery was used to
generate bioelectricity and biomethane through the utilization of MFCs and MECs [89]. In
comparison to conventional anaerobic digestion, the methane yield was 45.4 ± 1.1 L·kg−1

COD, and the generation rate of MECs was 0.133 ± 0.005 m3·m−3·day−1.

7.1.3. Fermentation Effluents

The fermentation effluents comprise various byproducts such as acetate, butyrate,
ethanol, lactate, and formate. These byproducts can still undergo further reactions, re-
sulting in the production of more hydrogen. The fermentation of sugars by bacteria is a
common source of H2 production, although transformation of carbohydrates to hydrogen
is insufficient. Additional hydrogen is frequently generated from the effluent of an ethanol
dark fermentation reactor, according to the results of a single-chamber MEC test. At an
applied voltage of E(ap) = 0.6 V, overall H2 recovery of 83% ± 4% was achieved using a
pH-controlled effluent (pH = 6.7–7.0), with a hydrogen generation rate of 1.41 ± 0.08 m3

H2·m−3·day−1; furthermore, after combining the MEC and fermentation system, the over-
all H2 recovery increased to 96%, and the system was able to produce an average of 2.11 m3

H2·m−3·day−1, which corresponds to a voltage efficiency of 287%. At applied voltages
ranging from 0.5 to 0.8 V, high cathodic hydrogen recoveries (ranging from 70% ± 5% to
94% ± 4%) were obtained [96].

When the MEC was integrated with the other fermentation system, 96% of the H2
was recovered at a production rate of 2.11 m3 H2·m−3·day−1, resulting in electrical energy
productivity of 287%. Sosa-Hernández et al. investigated the potential of spent yeast (SY)
for energy recovery in MEC. Tests were conducted on the concentrations of SY produced
by bench alcoholic fermentation and ethanol, which ranged between 750 and 1500 mg
COD·L−1 and between 0 and 2400 mg COD·L−1, respectively. The removal efficiency
(RE), Coulombic recovery (CR), Coulombic efficiency (CE), H2 production, and current
density of the COD removal system were all measured and analyzed. The combination of
1500 mg COD·L−1 SY + 1200 mg COD·L−1 ethanol produced an appealing current density
(222.0 ± 31.3 A·m−3) and H2 generation (2.18 ± 0.66 LH2·d−1·LReactor

−1) [97]. Cai et al. de-
veloped a bioelectrochemically assisted anaerobic reactor and compared it to an anaerobic
digestion (AD) control reactor in order to generate methane. They achieved an average
methane production rate of 0.070 mL CH4·mL−1 reactor·day−1, which was 2.59 times
greater than the AD control reactor (0.027 m3 CH4·m−3·day−1), as well as an increase in
COD removal of approximately 15% above the AD control. When the fermentation liquid
is changed to sludge fermentation liquid, the rate of methane generation was raised even
further, reaching 0.247 mL CH4·mL−1 reactor·day−1 [98].
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7.1.4. Swine Wastewater

Employing a single-chamber MEC with a graphite-fiber brush anode, hydrogen gas
was produced at a rate of 0.9–1.0 m3 H2·m−2·day−1 utilizing either pure or diluted swine
wastewater (which may contain complex molecules that degrade at a slower rate than
hydrogen). As a result, a greater allocation of carbon should be assured in order to meet
the carbon demand that cannot be fulfilled by the organisms themselves. Undiluted swine
waste matter would require a carbon-to-nitrogen ratio greater than 1.7 in order to degrade
completely). COD removals ranged from 8–29% in 20 h tests and 69–75% in longer tests
(184 h) that used full-strength effluent to achieve the highest levels of COD removal. The
gas produced contained up to 77% ± 11% H2, with overall recoveries of up to 28% ± 6% of
the COD contained within the waste matter being recovered as hydrogen [99].

7.1.5. Refinery Wastewater

Lijiao Ren was the first person to make use of refinery wastewaters [100]. The treat-
ment of six different refinery wastewater samples was observed in mini-MECs. These
waste matter samples were assessed separately and in combination with domestic waste
matter as MFC feedstock to determine whether the treatability of the waste matter might
be enhanced by introducing microbes and nutrients. In MEC testing, the various refin-
ery wastewater collections differed in terms of current production and treatability. All
the de-oiled wastewater samples from mixed sources performed well, with one sample
providing values similar to DW. Other samples had low current densities as a result of
high starting pH or a low BOD. The effectiveness of MECs was investigated using cur-
rent generation throughout a number of batch-fed cycles. Refinery wastewater (RW) was
treated in MECs that were previously acclimated utilizing domestic wastewater (DW) or
a 50:50 mixture of RW and DW. The most effective results were obtained from de-oiled
refinery wastewater collected from a single site (DOW1), which had a maximum current
density of 2.1 ± 0.2 A·m−2 (maximum current density), 79% COD removal, and 82% BOD
removal. The results observed were consistent with the results obtained from the domestic
wastewater treatment study [100].

7.1.6. Winery Wastewater

Field site experiments were carried out at the Napa Wine Co. (NWC), which is located
in Oakville, California, USA. NWC crushes and decants an annual total of 7000 tons of
grapes and creates an annual total of 5.1 × 104 m3 of wastewater. The treatment of on-site
wastewater (through aerobic biological oxidation) consumes roughly 654,000 kWh of power
per year. A continuous-flow MEC on a scale of 1000 L was built and analyzed for current
production and COD removal using winery waste matter, with positive results. The reactor
was divided into 24 modules, each containing 144 electrode pairs. The development of an
exoelectrogenic biofilm took around 60 days, which is significantly lengthier than the time
typically necessary for laboratory reactors. By the time the experiment was scheduled to be
completed, current production attained a maximum of 7.4 A·m−3 (after 100 days). Despite
the fact that the majority of the product gas was transformed to methane (86% ± 6%),
the cathodic approach produced a peak of 0.19 ± 0.04 L·L−1·day−1. Higher techniques
for isolating H2 gas generated at the cathode will be necessary in future testing in order
to increase the amount of hydrogen recovered. The current generation was adjusted by
guaranteeing a sufficient volatile fatty acid content (VFA/SCOD ≥ 0.5) and by increasing
the temperature of the waste materials (to 31 ± 1 ◦C) in the waste stream. In addition, the
usage of MECs remains a potential technology for the integration of energy recovery and
wastewater treatment [101].

Various substrates have been utilized in MEC as illustrated in Table 2.
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Table 2. Performance of MEC configurations using different substrates.

Substrate Type MEC Specification Applied Voltage (V)
Hydrogen Production Rate

(m3·m−3·day−1)
Reference

Acetate Two-chamber MEC 0.45 0.37 [47]
Acetate Two-chamber MEC 0.5 0.02 [102]

Domestic wastewater
Bioelectrochemically

assisted microbial
reactor

0.5 0.01 [103]

Acetate Modified MFC 0.6 1.1 [104]

Acetate Single-chamber
membrane-free MEC 0.6 0.69 [64]

Acetate Single-chamber
membrane-free MEC 0.8 3.12 [81]

Acetate
Single-chamber MEC
with anion-exchange

membrane
1.0 0.3 [71]

Acetate Two-chamber MEC 1 50 [105]
Glycerol Two-chamber MEC 0.9 3.9

Municipal solid waste Single-chamber MEC 3.0 0.38 ± 0.09 [106]
Glycerol, milk, starch Single-chamber MEC 0.8 0.94 [94]
Palm oil mill effluent Single-chamber MEC 0.1–0.8 205 mL H2·g COD−1 [107]

7.2. Inoculation

Inoculating microorganisms into a MEC in which they would survive and grow,
producing a microbial biofilm on the electrodes, is known as system inoculation. Because
microorganisms are inoculated into the system, inoculum selection is essential for organic
matter degradation [108]. Because the response of an MEC system is governed by the
microorganisms involved, inoculation directly controls the start-up time of the system. The
start-up period refers to the time it takes for a system to begin producing H2 or biogas.
Long start-up durations diminish system proficiency because it takes longer for the system
to begin generating energy; consequently, choosing the correct inoculum source is critical
to maximizing system efficiency. Methods for reducing the time it takes for microbial
electrochemical systems (MESs) to start up have been investigated. Selection of inoculum
could be helpful to reduce start-up time while simultaneously improving efficiency. Biogas
production was significantly increased by 18.5% when a mixture of inoculum sources
containing a 1:4 ratio of activated sludge and municipal sewage was used as compared
to a mono-inoculated treatment, implying that diversification is required for nutrient
enrichment, which is essential for digestion [108]. In other words, the development of the
methanogenic consortium in the system was also more rapid, which indicates that this
mixed bacterial consortium helps enhance the hydrogenotrophic methanogen population.
The amount of inoculum at the start of the experiment is equally critical. In the study
conducted by Escapa et al., the authors discovered that the reactor failed to start when
residential wastewater of low strength (230 mg COD·L−1) was used as the inoculum [51].
It is said that, with the addition of gas production, the start-up time for a large pilot system
might be anywhere between 50 and 90 days. A simple technique to shorten the time it takes
to set up a large-scale system is through “pre-acclimatization” of electrodes by applying a
beneficial microbe to the electrodes before putting them into the system. Carbon electrodes
that were inoculated with hydrogenotrophic bacteria extracted from natural bog sediment
and pre-charged with hydrogen-rich water started up faster and produced more methane
than those that were not [109].

A significant start-up time can also provide problems if repayment is not completed
within a certain time frame. Pre-inoculation of electrodes can give a low-cost option
for lowering start-up time, but this method comes with the added benefit of avoiding
expensive modifications. Additional research into the best beginning circumstances will
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increase the technology’s appeal for industrial use, providing the basis for MECs to be
commercialized for worldwide wastewater treatment.

7.3. Electrode Material
7.3.1. Anode Material

The anode’s performance is critical for bio-electrochemical systems that rely on bio-
electrochemical reactions, which take place at the anode, and which can be replaced
by MFCs, MECs, and MEC-ADs. It was established that anode activity is a restrictive
component in the overall performance of the system [110]. As an electro-active bacterium
(EAB) attaches itself to the bioanode surface, producing a biofilm, it provides the bioanode
with energy. As a result of this oxidation by EAB, organic molecules are converted to
CO2. Because of their remarkable ability to adhere to EAB, their huge surface area, and
their abundance, carbon-based materials have become the most extensively used electrode
material [111]. It has been shown that carbon compounds help to increase interfacial
microbial colonization and, thus, the production of biofilms. Electrically conductive current
collectors of metals are employed as electron acceptors, to overwhelm poor conductivity.
Titanium wire is often utilized because of its corrosion resistance [40]. Additionally, the
capability to simulate interfacial microbial colonies allows for improved current density
by developing a beneficial microenvironment for electron transport that compensates for
the decreased conductivity [112]. Graphite is affordable, plentiful, and conductive, and,
because of this, it has become one of the most extensively used electrode materials [113].
Graphite electrodes have been implemented in many ways, including brush, granular,
rods, felts, and foams [112]. Nevertheless, graphite’s molecular structure and morphology
are both planar in comparison to other carbon materials due to its low surface porosity
required for bacterial adhesion. Surface area-increasing porous 3D carbon materials, such
as carbon brushes, felts, meshes, and foams, have been the focus of recent research [114].
Carbon fiber (CF) electrodes have previously proven to be effective and are currently
being used to achieve good outcomes [115]. Carbon nanotubes (CNTs) have incredible
electrical, mechanical, biological, and thermal properties, making them ideal for real-time
applications. Despite extensive study and application possibilities of carbon nanotubes,
many issues such as biodegradability, biotoxicity, and biosafety remain difficult to address
and should be addressed with caution prior to design and manufacturing [116]. Anodes of
a mesh-like design (i.e., porous, woven, or multilobed) tend to generate greater current
densities (more current flows) than flat or plate-shaped anodes because of improved mass
transfer, surface area, and biofilm growth. Carbon fiber brushes give excellent test results;
however, because of their very expensive cost, they are seldom employed in large-scale
BES. Based on an independent study, which used recycled carbon fiber anodes and found
that, in comparison to graphite felt anodes, the use of recycled carbon fiber electrodes
produced better results while also being cheaper, Carlotta-Janes et al. found that it was
possible to improve performance while cutting costs if recycled carbon fiber anodes were
used. As there is a considerable portion of the anode in the current model without a biofilm,
increasing the surface area of the anode is more likely to result in a greater increase in
biofilm density and adherence on the anode. Reduction in anode size will be advantageous
for commercial viability since the anode material constitutes about 70% of the whole system,
which will need a 90% drop in cost to make it profitable [88]. Additionally, molybdenum
anodes showed excellent overall durability, neither corroding nor lowering in current
production for over 350 days. Another important consideration is the endurance of the
electrode materials. Unfortunately, there are no data on electrode materials’ long-term
durability, and most experiments last about 1 year. Material dissipation in electrodes is often
underestimated, which may lead to significant issues when determining which materials
to utilize commercially. Stainless steel is also good since it has several characteristics
which can be utilized [117]. In terms of conductivity and scale-up potential, stainless steel
outperforms carbon anodes owing to lower capital expenditures, despite a relatively flat
surface, which reduces its biocompatibility. Stainless steel has a high nickel concentration
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and may efficiently catalyze the HER. Stainless-steel brush cathodes, for example, produced
hydrogen at a rate of 1.7 m3·m−3·day−1 and had a cathodic efficiency of 84%, comparable
to Pt cathodes in single-chamber MECs. The high Ni content (8–11%) and the large specific
surface area were also implicated for the rapid hydrogen generation (810 m2·m−3). Flame
spray oxidation improves the biocompatibility of stainless steel by producing an iron
oxide coating on the surface, which facilitates the adherence of iron-reducing bacteria
and increases surface roughness without sacrificing corrosion resistance [118]. Because
stainless steel has yet to be tested on pilot systems, more research into its durability is
needed. Cotterill et al. compared a 30 L tank to a 175 L tank to examine how tank
capacity influences H2 production. H2 generation was fourfold greater in the small MEC
in comparison to the bigger MEC, when the anode surface area was reduced from 1 m2 to
0.06 m2. The larger MEC had a lesser performance, demonstrating a negative relationship
between scale and gas output, implying that efficiency decreases as size increases [119]. As
part of the commercialization process, a cost–benefit analysis of anode materials must be
completed, which considers the material’s availability, corrosion resistance, and capacity to
scale up.

7.3.2. Cathode Material

The necessity to create either CH4 or H2 dictates reactions at the cathode, and this
is dependent on the need and potential to manufacture and utilize hydrogen or methane
on-site. The rate at which H2 is consumed is determined by the amount of methanogenic
activity present. The hydrogen will very probably be consumed throughout the reaction if
the device is operated as a single chamber without a membrane, and the biogas generated
will be in form of CH4 [80]. Temperature has a direct influence on methanogen activity,
with temperatures exceeding 35 ◦C considerably boosting methanogenic activity [120].
Hydrogenotrophic methanogens are more prevalent in MECs where CH4 is produced,
according to the study. Hydrogenotrophic methanogens produce CH4 through the in-
termediate synthesis of H2. The CH4 synthesis route reveals that the cathode material’s
hydrogen evolution capacity is a critical design factor. As a result, the cathode serves as
both a biocatalyst and an electrocatalyst, enhancing hydrogen evolution reactions (HER) by
increasing electrode–microbe electron transfer [121]. The presence of hydrogen-scavenging
bacteria in waste streams necessitates the use of membranes if pure hydrogen is required.
Multiple investigations have shown that membrane systems can achieve hydrogen purity
above 98% [122]. Corrosion resistance, good conductivity, high specific surface area, bio-
compatibility, and outstanding mechanical qualities are all required of successful cathode
materials [123]. Furthermore, cathodic materials must minimize significant hydrogen
evolution overpotentials. Cathode fabrication for industrial application must be low-cost,
utilizing easily accessible materials and conventional production procedures, for the large-
scale deployment to be practicable. Metals have been investigated because they conduct
electricity more efficiently than carbon-based materials [124], and they have greater bio-
compatibility, as well as cathode potential, which prevents corrosion. Platinum has the
strongest HER activity, which leads to improved H2 evolution [125]. Platinum, on the other
hand, has some disadvantages, including being expensive and having substantial mining
environmental effects; as a result, the invention of new metallic electrode materials is
required [126]. Stainless steel and nickel have performed well as nonprecious metals [127].

Stainless steel is a typical material for electrode construction because it is a relatively
inexpensive metal. When it comes to hydrogen production, stainless steel with a large
specific surface area can be as effective as a platinum catalytic electrode containing carbon.
Because of its high conductivity as a transient metal, stainless-steel mesh is thought to
have outstanding ohmic resistance and electron transport resistance. Meshes and brushes
made of stainless steel have a low cost and excellent performance, making them an ideal
cathode made of a non-precious metal for further evaluation and scale-up operations. The
findings are consistent with the use of meshes and wool in pilot-scale systems to produce
a low-cost, high-surface-area cathode with a low cost and large surface area. Nickel,
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like other non-platinum metals, has high corrosion resistance, as well as high hermetic
electron transfer activity. Nickel is also more corrosion-resistant than stainless steel, which
is important for an electrode because it must be long-lasting in order to be commercially
viable. Hydrogenotrophic methanogens play a role in the enhanced performance, implying
that nickel’s high HER activity relative to other materials helps it perform better [128]. HER
activity must be a key focus of study to maximize the efficiency of cathodes. Stainless steel
is now commonly used. Due to its availability, a pilot study has shown it to be the ideal
cathode material for scale-up. Cost and machinability are two factors to consider. On a
pilot scale, a comparison was made between nickel and stainless steel. It would be wise to
experiment with nickel cathodes to determine if the improved performance justifies the
additional expense. Various cathode materials are described in Table 3.

7.4. Effect of Electrolyte pH

Because the HER at the cathode depends on electrolyte pH and has the most crucial im-
pact on overall performance of MECs. High overpotentials can occur owing to a difference
in redox potentials between anode and cathode chambers; it was observed that more cation
instead of proton percolates through the cation-exchange membrane. Consequently, the
cathode becomes alkaline while the anode becomes acidic. Theoretically, 59 mV of voltage
loss is incurred due to a difference in pH level of 1 between the anode and cathode. Micro-
bial activities are pH-dependent; microbes are highly sensitive to surrounding pH, and its
variability may cause modifications in microbial respiration and, consequently, extracellu-
lar electron transfer. In fact, because microbes are mostly active at neutral pH, most MEC
studies are conducted at pH 7. Moreover, many other parameters (ion transfer, conductivity,
substrate oxidation, etc.) are directly or indirectly associated with pH. Researchers have
reported that low cathode and high anode pH improved hydrogen production [129–131].
Protons accumulate under high pH, thereby increasing the electrogen proliferation due to
conducive environment. Research suggests that periodic polarity reversal can be used to
stabilize pH in two-chambered MECs [132]. An electrolyte, including a weak acid, operates
as an electric charge at high pH, increasing MEC characteristics, and the deprotonation
process may increase the conductivity of the electrolyte while lowering the impedance
between the anode and cathode. However, we must evaluate the possible impacts of weak
acid catalysis and solution resistance for a lower pH electrolyte to determine whether the
reactor can function more effectively. However, certain experimental findings revealed that
the presence of phosphate species and some weak electrolyte acids, as a charge carrier for
improving conductivity, had a beneficial impact on a stainless-steel brush cathode and also
reduced the Pt/C cathode’s overpotential. Merrill et al. [133] found that lowering the pH
improves MEC performance by lowering solution resistance and cathode overpotential.
Munoz et al. [134] found that using phosphate as an electrolyte may increase the rate of
hydrogen generation and current density in MECs. Yossan et al. [135] investigated five
kinds of catholytes in MECs, namely, deionized water, tap water, NaCl solution, acidified
water, and a phosphate buffer. Due to its greater buffer capacity, a 100 mM phosphate
catholyte in a MEC exhibited the best rate of hydrogen generation. As a result, phosphate
is the most often utilized electrolyte in MECs.

7.5. Temperature

Temperature is a key element in MECs that affects their function because it improves
exoelectrogen selectivity and production. Most microbes prefer an optimum temperature
range of 35–40 ◦C for growth, enzyme activity, and the development of a durable biofilm,
which increases substrate degradation, mass transfer, and power generation. According
to the COD removal efficiency and microbe loading at the anode, Omidi et al. reported
that 31 ◦C is the most efficient operating temperature for MECs [136]. As a result, the test
temperature of an MEC is typically kept at about 30 ◦C. Lu et al., on the other hand, demon-
strated that utilizing a single-chambered MEC produces hydrogen at low temperatures
such as 4 ◦C, while simultaneously reducing the generation of methane [137]. Additionally,
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the anode biofilm and hydrodynamic force both impact hydrogen generation in MECs [138],
with the hydrodynamic force having a larger effect on hydrogen production than the anode
biofilm [139]. Furthermore, by placing two anodes on each side of the cathode, additional
hydrogen may be generated.

7.6. Applied Potentials

As explained in the above sections, a minimum of 0.2 V is required to break the
thermodynamic barrier for feasibly producing hydrogen at the MEC cathode. Large
cathodic overpotentials reduce the efficiency of the overall process. Even though hydrogen
evolution increases with increasing applied potential [140], optimum potential ranging
from 0.2–0.8 V must be applied for achieving process scalability [141]. Researchers have
reported that varying applied potential can decrease cell metabolism and increase cell
lysis [142].

8. Bottlenecks in Commercialization of MECs for Biogas Production during
Wastewater Treatment

It is essential to understand the functioning of MECs on a large scale for wastewater
treatment. This also poses a barrier in adopting MECs owing to the little understanding
of these systems. More modest frameworks produce high energy yield per volume when
standardized. For metropolitan wastewater, the benchtop investigation produced standard-
ized net energy of 25.96 kWh·m−3·day−1 [88]. On the other hand, a pilot-scale framework
produced standardized net energy of 0.11 kWh·m−3·day−1. This demonstrates that energy
creation cannot be accurately scaled, and that proficiency decreases as the size of the system
increases. The net energy of a 1000 L pilot-scale framework with a cathodic surface area
of 18.1 m2·m−3 was determined to be 2.11 kWh·m−3·day−1 for vineyard wastewater [80].
One obstruction is the trouble of precisely contrasting the various arrangements in the ex-
amination. The reactor size is just a single boundary and does not give a genuine portrayal
of the framework’s versatility.

Table 3. Different cathode materials along with catalysts used in MECs.

Cathode Material Catalyst Id Q (m3·m−3·day−1) Eapp (v) References

Activated carbon Nitrogen NA 0.0060 (m3·m−2) 0.8 kWh·m−3 [143]

Stainless steel Nickel oxide NA 0.76 0.6 kWh·m−3 [49]
Molybdenum disulfide 10.7 Am−2 NA NA [144]

Carbon cloth

Nickel/molybdenum 2.1 Am−2 1.25 0.6 kWh·m−3 [145]
Molybdenum disulfide/carbon

nanotubes NA 0.01 0.8 kWh·m−3 [146]

Nickel powder NA 1.2 0.6 kWh·m−3 [69]
Nickel-tungsten 200 Am−2 1.5 [66]

Carbon paper
Nickel powder NA 2.6 (L·m−3·day) 1.0 kWh·m−3 [147]

Nano-Mg (OH)2/graphene 18.3 Am−2 0.63 0.7 kWh·m−3 [148]
Palladium nanoparticles NA 2.6 0.6 kWh·m−3 [149]

Nickel foam

22.8 Am−2 50 1.0 kWh·m−3 [105]
Nickel/phosphorous NA 2.29 0.9 kWh·m−3 [150]
Nickel/molybdenum NA 0.13 0.6 kWh·m−3 [151]

Nickel/tungsten 0.14 [152]
Graphene NA 1.31 0.8 kWh·m−3 [153]

Nickel/iron layered double hydroxide 197 Am−2 2.12 0.8 kWh·m−3 [154]
Gas diffusion electrode Nickel powder 4.6 Am−2 5.4 1.0 kWh·m−3 [155]

8.1. Economic and Cost Analysis

The confirmation that innovation is financially viable for a large scope and has pro-
ductivity that is virtually identical to or better than other arrangements accessible is critical
to the passage of innovation from the lab to the field. Performing techno-economic and
life-cycle assessments is important for progressing innovation used in the financial analysis
of energy advancements to identify and evaluate operating and capital expenditures (OPEX
and CAPEX) over their entire life cycle. The yield considers financial aid evaluators and
levelized cost of energy objectives, such as investment return and net present value. To ana-
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lyze the natural influence, the LCCA appraisal must be conducted similarly to the life-cycle
assessment, with the same assumptions. MECs will benefit from using these projections
since they will be better able to comprehend future costs, execution procedures, and risk
factors [156]. When we say CAPEX, we are referring to the expenditure of performance;
however, when we say OPEX, we are referring to the operational expense throughout the
performance. Even though simple arrangements have a low CAPEX, they may be wasteful
and require additional support, resulting in a higher OPEX than more complex arrange-
ments. As a result, while evaluating the complete LCCA of innovations, it is necessary
to consider both the CAPEX and the OPEX costs. Furthermore, when considering the
profit from the venture from the energy produced, a high CAPEX might be acceptable in
innovation such as MEC-AD for wastewater treatment, where energy is given [157].

In the ebb and flow UK market, 1 kWh of electrical expense is equivalent to £0.144,
and, as a result, the price of treating 1 m3 of metropolitan wastewater is equivalent to
£0.072 per kWh of electricity. As a result, for every 1 kg of COD neutralized, activated
sludge treatment produces 0.4 kg of sludge, necessitating extra processing, which is often
done using AD in order to recover a fraction of the energy [157]. MECs, on the other hand,
can both reduce COD and generate energy. MECs currently require a significant amount
of CAPEX to be implemented and are several times more costly (248-fold) than activated
sludge frameworks [88].

According to the results of an analysis, the overall cost of the MEC framework was
around £2344·m−3. In aspects of toxicity, MEC was evaluated by comparing to activated
sludge. Although the MEC CAPEX was twice that of the active sludge, the consumption of
energy was 10-fold lower [88]. Because of the potential for MECs to generate bioenergy,
they can be either energy-neutral or energy-positive, whereas activated sludge is the most
energy-concentrated of the currently available wastewater treatment techniques, according
to the EPA [82,83]. Generally speaking, the expenses of MECs need to decrease by 84% to
£375·m−3 [158].

The positive cash flows generated at 2020 pricing (£15,000·year−1) (Figure 8) had a
small influence on the net present value (NPV) under scenario 1 (a doubling of current
yields to 30 L·m−3) due to the cost of materials (assuming current performances). MEC
capital expenses are projected to exceed their revenue from hydrogen production, as a
result. For the baseline scenario (0) to be economically viable, either hydrogen prices must
be raised to £5.09·kg−1 (higher than the EU’s target of £3.55 by 2020 and £2.66 by 2030)
or yields must be increased from 15 L·m−3 to 21.5 L·m−3 by 2020 and 28.7 L·m−3 by 2030
(increases of 43% and 91%, respectively). Due to the relatively high cathodic efficiencies, it
will be necessary to raise Coulombic efficiencies and the organic loading rate (OLR) in order
to improve yields. Although hydrogen must be sold at a loss in order to be competitive
with other sources of energy, power costs in MECs are negligible when compared to those
of activated sludge (AS) [88].

8.2. Scale-Up Strategies

An exploration was directed in which a pilot-scale MEC took care of winery wastewa-
ter utilizing different stacked modules and discovered that there was equivalent execution
across every one of the 24 modules that were practically identical to the limited lab-scale
test. It was tracked down that weak electric association among modules brought about
considerable ohmic misfortunes, bringing about various flow densities among modules,
featuring the need to utilize great arrangements among modules [80]. Although less expen-
sive than utilizing large tanks, this methodology can be significantly more expensive than
doing so because as many materials are needed to transport the numerous modules. This
increases the CAPEX of the framework and serves as an obstacle to the commercialization
of the product. Another examination distinguished that, while considering a piled strategy
for the increase of hydrogen-generating MECs, the partition film between the anode and
cathode poses a huge hindrance. The investigation tracked down that high internal resis-
tance inside the cell is brought about by the sluggish development of electrons over the
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membrane layer. Moreover, because membranes are costly, using a large number of films
could increase the cost of the framework, creating a significant barrier to commercialization.
This shows that frameworks devoid of membranes might be effectively versatile.

The technique for arranging modest cells in series is equivalently less reported; numer-
ous little vessels masterminded in series against one bigger tank implies that the framework
can exploit improved blending, strong maintenance, diminished ohmic misfortunes, and
enhanced microbial consortium separation over the treatment cycle. Large, permanent
treatment vessels are frequently used in conventional wastewater treatment frameworks,
and their treatment capacity is frequently restricted. Organizing reactor vessels in succes-
sion allows sediments to settle throughout the framework, reducing strong maintenance
duration and developing microenvironments inside the framework based on the number
of organics in each vessel [159]. A higher concentration of larger, undigested organics will
typically be found in tanks toward the beginning of a series rather than tanks at the end of
a series. Microbial colonies form in response to these specific conditions, just as they do in
response to fluctuations in distributed oxygen, pH, volatile substances, and unsaturated
fatty acids [160].

Pilot-Scale Limitations

MEC technology is at the technological readiness level (TRL) 5, which indicates
that the system is being evaluated in a particular context. Instead of focusing solely on
illustrating the result, future research should seek to standardize it. According to the
literature study of the various pilot projects, there are two major areas where MECs must
improve in order to become a viable wastewater treatment technology. It would be critical
to achieve the target volumetric treatment rates at the beginning of this process in order
to determine the feasibility of this strategy. Existing research suggests that increasing the
rate at which organic materials are loaded into the system can improve this volumetric
technique. This can be performed by either increasing the intensity of the wastewater or
increasing the flow rate of the wastewater. Any of these modifications would increase
the rate at which organics are distributed into the reactor within the wastewater, which
in turn would increase the rate at which organics are removed from the wastewater. By
fully appreciating and optimizing this mass transfer, it is able to design the optimal reactor
length for the given flow rate while also accurately predicting the costs. Furthermore, the
issue of scale is a significant concern [161]. The highest MEC recorded so far was 1000 L,
achieved with a hydraulic retention time of 1 day. When it comes to wastewater treatment
activities, it is far from the scale that is required. Therefore, several BESs have been built
with compact electrodes, numerous units of which can be mounted in any established
tank. This is crucial because it allows for treatment in urban environments with a small
land footprint to be achieved with these current tanks because of their depth. The design
of an electrode that can stretch to a depth of 3 m would have to take into account the
influence of hydrostatic pressure on the development of the biofilm, the output, and the
structural integrity of the electrode itself. It would, therefore, be necessary to cope with the
advancements in the kinetic and thermodynamic features of biological and electrochemical
mechanisms that have occurred throughout time. More research is required to investigate
the most recent reactor designs that keep the same land footprint as existing properties,
which is currently lacking [162].

8.3. Investigation of Methane and Hydrogen Generation and Its Implications for
Industrial Application

Purified hydrogen can be utilized as an important asset for fuel and assembling differ-
ent synthetic substances. Because hydrogen has a greater energy content than methane,
it has the potential to improve the efficiency of hydrogen generation in comparison to
methane. MECs for the evolution of hydrogen consist of a double-chamber reactor with a
film placed at the cathode to prevent hydrogenotrophic methanogenesis from occurring,
thereby improving the framework’s cost, and complications will only increase their expense
and complexity [161]. In typical wastewaters, a rich source of microorganisms is present,
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rendering the cathode susceptible to biofouling, which could require replacement of the
cathode, thus increasing the costs [88]. Hydrogen likewise requires modern storage spaces
and handling hardware. On account of the on-site production of energy, the worth of
methane and hydrogen will decrease to the levelized cost of energy (LCOE) and levelized
cost of heat (LCOH) produced and used. There are broad foundations and equipment
to preserve and change methane into electrical and nuclear power. A pilot-scale frame-
work was developed to provide methane while also generating a significant amount of
net energy [80]. In comparison, the standardized net energy announced for a hydrogen-
delivery MEC was 76.2 kWh·m−3·day−1 at 98% purity, which is higher than the previous
estimate [127].

The gas storage foundation additionally assumes a critical part in the business reason-
ability of utilizing MECs for energy production. It has been recommended that MECs can
be combined with inexhaustible resources [162]. Renewable energy provides the MEC with
the ability to generate gas, which can be used as a kind of energy storage. Compared to
hydrogen, methane has a greater energy thickness when it comes to barometrical pressing
factors. In addition to its increased energy thickness and greater atomic size, methane’s
increased practicability makes it the most feasible candidate for non-compressed energy
storage. Biogas generated by AD is of low quality and difficult to store, with storage energy
accounting for only 10% of the total energy produced [163]. MEC-ADs generate biogas of
good quality with CH4 content coming to 86% ± 6% [80], featuring the upside of MEC-ADs
over AD frameworks with respect to energy storage capacity. MEC-ADs designed to gener-
ate methane can contend with AD innovation; however, this is generally neglected on a
wide scale owing to expenses. In contrast to the generation of power from hydrogen, there
are various innovations that can use biogas straightforwardly with responding motors,
microturbines, energy units, gas turbines, steam turbines, and consolidated cycle frame-
works. Moreover, biogas can be converted into biomethane, which can then be infused
into the matrix [163]. Lastly, when compared to the development of methane storage and
conversion innovation, the development of hydrogen storage and conversion innovation is
less advanced.

Hydrogen Production Technology and Inventory

The production of hydrogen is primarily accomplished through two methods: steam
methane reforming (SMR) of natural gas and electrolysis of water. Recently, there has
been increased interest in hydrogen production from biomass resources. This is due to the
large amount of biomass waste generated by various industrial and agricultural activities,
which has the potential to be converted into useful energy in a very short period of time.
A further interesting alternative for hydrogen production from renewable resources is
high-temperature electrolysis (HTE) by solid oxide electrolysis cells (SOECs). These are the
hydrogen production techniques that were investigated in this study, together with their
inventories, which are summarized and provided in Table 4. In the literature, you can find
a thorough overview of each of the different H2 technologies [164]. Although many key
input parameters have been changed in this study, several of the underlying assumptions
used in the analysis are still based on the default assumptions of the sub-models used for
inventory data (the hydrogen production analysis models—H2A and the GREET model)
and the Eco-invent. The emphasis of this study was on the unit-operational level, and, for
the sake of simplicity, only the major unit (i.e., electrolyzer, industrial reformer, furnace)
for each unit source was reconstructed utilizing generic data from the Eco-invent database
for the manufacturing infrastructure. Because of the lack of data availability, several
secondary systems were ruled out. It is widely acknowledged that such stages have
minor consequences if they are spread out over the course of their operating lifespan [165].
Several different system configurations were simulated in order to test the sensitivity of
the findings.
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Table 4. Resources required to produce 1 kg of H2 from different production technologies and pathways [166].

Type Conversion Pathway
Electricity

(kWh·kg−1 H2)
Water

(kg·kg−1 H2)
Ammonia

(kg·kg−1 H2)
Glucose

(kg·kg−1 H2)
Corn Liquor
(kg·kg−1 H2)

Thermo-chemical
Steam methane reforming (SMR) 1.11 21.869 - - -

Biomass gasification (BMG) 0.98 305.5 - - -

Coal gasification (CG) 1.72 2.91 - - -

Biological

Dark fermentation + microbial
electrolysis cell (MEC), without ER 21.6

104.225 0.102 0.335 0.008
Dark fermentation + microbial
electrolysis cell (MEC), with ER 6.03

Dark fermentation + microbial
electrolysis cell (MEC), with

H2 recovery
21.6

9. Integrated MEC Systems

MECs have been shown to be viable options for dealing with the issue of wastewater
treatment while also producing hydrogen. However, there have been certain challenges
in commercializing these MEC technologies. Thus, combining new technologies with
traditional ones may be used to overcome the thermodynamic limits, as well as material
prices, methanogens, substrate concentration, and other issues that MES faces on its own.
The performance of several integrated systems is highlighted in Table 5. Various patents
based on integrated MEC technology are described in Table 6.

Table 5. Current integrated MEC configurations.

Type of Integration Applied Voltage Type of Reactor Substrate Hydrogen Production Ref.

MEC-AD
−0.2 V Dual-chamber AD effluent 1.7 ± 0.2 L H2·L−1·day−1 [167]

1.2V Single-chamber Fermentation sludge 0.16 m3 H2·m−3·day−1 [168]
−0.2 V Single-chamber Food waste 3.48 L H2·L−1·day−1 [169]

MEC/pyrolysis Batch mode: 0.8 V Dual-chamber Pyrolyzed biomass effluent 2.5 L H2·L−1·day−1
[170]

Continuous mode: 0.96 V Dual-chamber Aqueous phase of bio-oil 4.3 L H2·L−1·day−1

MEC/dark
fermentation

0.8 V Single-chamber DF effluent 100 mL H2·g COD−1
[171]

700 mL H2·g COD−1

200 mV Dual-chamber Fruit juice wastewater 1609 mL H2·g COD−1 [172]
550 mV Single chamber DF effluent 81 mL H2·L−1·day−1 [173]

0.6 V Single-chamber Cassava starch
processing wastewater 465 mL H2·g COD−1 [174]

MEC/MFC/dark
fermentation 0.2 V Single-chamber Cellulose 0.24 m3 H2·m−3·day−1 [175]

Table 6. Various patents associated with integrated MEC technology.

Patent ID. Description Reference

KR101575790B1

Using a bioelectrochemical device, the present invention pertains to an apparatus and a method for
boosting the efficiency of an anaerobic digestion tank used for treating waste water or slurry-type
waste with a high content of organic materials. In the anaerobic digestion tank, an electrode device
is installed that consists of electrode modules that contain an oxidation electrode and a reduction

electrode on which microorganisms with electric activity cling and develop and are integrally
joined to have a separation membrane therebetween.

[176]

CN201416000Y Electrolysis is used to enhance the fermentation for hydrogen production in experimental
installation. The utility model belongs to the biomass ferment hydrogen production device. [177]

CN211339214U
For landfill leachate treatment, a microbial electrolysis cell/membrane bioreactor combination

device is used. The utility model is for a microbial electrolysis cell/membrane bioreactor
combination treatment device for treating landfill leachate in the field of wastewater treatment.

[178]

US20140285007A1

A power management unit (PMU) is used in various versions of the invention to control the
production of hydrogen and electricity for external usage in an MFC/MEC coupled system. A

PWM controller and low-voltage electronic switches using MOSFETs are included in one
embodiment of the PMU. The PWM controller generates the necessary timing waveform to drive
the switches. In other instances, the switches can be replaced with any switching regulator capable
of producing high efficiency at low operating voltages and currents. A wastewater treatment plant

might use such a technology.

[179]

CN104141147B

Microbiological fuel cell with self-driven microorganism electrolysis cell for hydrogen production
and storage. The current invention relates to a method for reclaiming elemental mercury by using a
microbiological fuel cell made from industrial effluent containing Hg2+. The method for hydrogen

storage is driven microbial electrolysis cell hydrogen synthesis.

[180]
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10. Comparison between MEC Technology and Water Electrolysis

When compared to water electrolysis, the primary advantage of MECs is that they do
not produce oxygen [181–184], which is regarded to be a part of the process safety; this
process safety asset is essential when producing pressurized hydrogen, such as during
water electrolysis, because, when producing pressurized hydrogen at high pressure, there
is an increased risk of hydrogen crossover at the anode compartment [163]. A further
advantage of MECs is that the anode produces chlorine at a very low potential, eliminating
the need for the electrolyte to be dissociated from chlorine, which is required for water
electrolysis. This is another advantage of MECs [185,186]. MECs have another operational
parameter, which is pH. The pH of the electrolyte is neutral, although many microbial
biofilms do not tolerate extremes in pH [183]. Furthermore, the neutral pH offers the
additional process safety benefit of allowing electrolytes to be handled without the need
for severe safeguards. When disposing of and replacing a phosphate buffer with neutral
pH, it is much simpler than when disposing of and replacing pH 14 potassium hydroxide,
which is used in water electrolysis [184–186].

Comparison in Terms of Theoretical Energy Yields

MECs are also more efficient than water electrolysis in terms of energy generation, and
two different sources of energy must be considered, with electricity being the most promi-
nent of the two. The reaction in MECs that produces hydrogen consumes a significantly
lower amount of energy than water electrolysis, resulting in lower power consumption. It
is an endothermic reaction that requires heat in order for the reaction to occur at equilib-
rium cell voltage. The energy yields from multichannel electrolysis cells (MECs) are up to
10–11.3 γG greater based on MEC configurations.

Chemical energy is the other source of energy, and it is obtained when the oxidation
of various compounds present at the anode is completed. During the side production
of methane, the energy yield for G, including hydrogen generation, decreased below 10;
nevertheless, the thermal energy yield for both increased to 12 YH. This yield demonstrates
that hydrogen produced by MECs can store up to 10 times the electrical energy in the form
of Gibbs free energy [187]. Table 7 lists the characteristics of some of these pilot studies
including electrical and thermal energy yields.

Table 7. Characteristics of MEC pilot studies (volume, ionic conductivity, methane, and hydrogen production rates) with
final electrical (γG) and thermal (γH) energy yields.

Anolyte
Volume

(L)

Current
Density
(A·m−2)

CH4
(L·day−1·m−2)

H2
(L·day−1·m−2)

γG γH Ref.

Wastewater acetate 120 0.3 0.06 3.6 0.69 - [82,83]
Sewage sludge 33 0.01 0.28 0 - 6.45 [188]

Synthetic wastewater 30 0.78 - - - - [189]
Synthetic, acetate, saline 4 42.5 Very less 102 0.37 - [85]

Sucrose, wastewater 18 0.1 0.82 0.45 0.69 5.55 [190]
Wastewater effluent 16 0.72 - - - - [186]
Acetate, pig slurry 16 1.75 <2 17.8 1.25 1.5 [189]

Wastewater 130 0.3 <5 2.52 1.03 1.24 [84]

11. Conclusions

To summarize, the development of MEC technology has shown positive results,
primarily by lowering the total cost of wastewater treatment and energy generation. Si-
multaneously, it delivers a significant advantage via the creation of value-added fuels
such as hydrogen. Furthermore, MEC technology is still in its early stage, since it faces
several obstacles such as mass transfer restrictions, energy loss, and other issues that must
be thoroughly investigated on a pilot and industrial scale utilizing real-world wastew-
aters. However, when it comes to the actual applications of MEC technology, it should
be noted that establishing unique configurations in both anode and cathode structural
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design, as well as membrane structural design, should be given top priority to maximize
the technology’s cost-effectiveness. However, in recent years, reports have emerged that
the technology’s prospects are promising, as seen by the successful construction of many
pilot-scale MEC reactors, indicating that the first commercial encounter with the technology
is on the way. There is a significant gap between the literature results and the reality of
scalable research, and the real challenge today is now to study the credibility of pilot-scale
studies. Moreover, there is no comparative analysis of the cost estimation with respect
to conventional technologies and MEC, which could help in the commercialization. The
obstacles to bringing this technology forward from TRL 5 are not only technological but
are also connected to innovation policy incentives. The stringent regulatory efficiency
restrictions and the profitability of water utilities do not support developments in systems
that are unlikely to satisfy these standards immediately.

Biofuels and bioenergy are being developed using this approach, which has been
proposed as a means of transforming electrical energy from renewable energy sources
such as solar and wind into biofuels and bioenergy. As a result, the development of
integrated MECs with hydrolysis has the potential to increase the rate of breakdown
of nonbiodegradable complex organics and, as a result, improve the overall efficiency
of production.
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Abstract: Anaerobic digestion (AD) is a biological-based technology that generates methane-enriched
biogas. A microbial electrolysis cell (MEC) uses electricity to initiate bacterial oxidization of organic
matter to produce hydrogen. This study determined the effect of energy production and waste
treatment when using dairy manure in a combined AD and MEC (AD-MEC) system compared to
AD without MEC (AD-only). In the AD-MEC system, a single chamber MEC (150 mL) was placed
inside a 10 L digester on day 20 of the digestion process and run for 272 h (11 days) to determine
residual treatment and energy capacity with an MEC included. Cumulative H2 and CH4 production
in the AD-MEC (2.43 L H2 and 23.6 L CH4) was higher than AD-only (0.00 L H2 and 10.9 L CH4).
Hydrogen concentration during the first 24 h of MEC introduction constituted 20% of the produced
biogas, after which time the H2 decreased as the CH4 concentration increased from 50% to 63%.
The efficiency of electrical energy recovery (ηE) in the MEC was 73% (ηE min.) to 324% (ηE max.),
with an average increase of 170% in total energy compared to AD-only. Chemical oxygen demand
(COD) removal was higher in the AD-MEC (7.09 kJ/g COD removed) system compared to AD-only
(6.19 kJ/g COD removed). This study showed that adding an MEC during the digestion process could
increase overall energy production and organic removal from dairy manure.

Keywords: biogas; MEC; bio-hydrogen; manure; digestion

1. Introduction

Microbial electrolysis cell (MEC) is a bioelectrochemical technology that uses concepts from
microbial fuel cell (MFC) research. While MFCs use microbial decomposition of organic compounds to
produce an electric current, in an MEC, an electric current is applied to reverse the reaction to convert
organic material to hydrogen (H2) and/or methane (CH4). Recently, MECs have been explored as a
clean energy source and a promising innovative technology for H2 production using bioelectrochemical
properties. Hydrogen gas is formed in an MEC from two sources of energy: (1) bacterial oxidization of
organic matter and (2) electric input [1–4]. Converting organic matter into H2 in an MEC requires:
(1) exo-electrogenic anodal microbes to release electrons and protons from organic material (oxidation
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reaction), and (2) an external electricity input (voltage > 0.114 V) to push the reaction to be favorable,
as the reaction may not be thermodynamically favorable without the electrical input [5].

Methane-enriched biogas is produced during anaerobic digestion (AD) by anaerobic bacteria
decomposing organic material, such as manure, sewage, municipal waste, and/or food waste [6]. During
AD, the waste is converted into biogas, a renewable energy source that consists of 55–75% CH4, 45–25%
CO2, and small amounts of hydrogen sulfide (H2S), hydrogen (H2), and other gases [7,8]. The microbial
process in the AD process is divided into two main phases: acidogenic and methanogenic [6,9].

In order to enrich H2, methanogenic bacterial growth should be decreased, as methanogens can
use H2 as a pathway for CH4 production. While methanogenic production can be limited by low pH
conditions, slightly acidified conditions (pH 5–6) were not effective in controlling methanogenesis
in an MEC-only treatment in which H2 production was the desired product [10,11]. In most MEC
studies, methanogens have been found to use the produced H2 for CH4 generation [11–15], with CH4

production continuing when the voltage was no longer applied. In an MEC study that washed
methanogens from the MEC reactor using a low hydraulic retention time (5.3 h), CH4 production
was still detected [15]. A recent experiment confirmed that methanogens are a preventive factor for
H2 production from wastewater treatment plants using MEC [16], as CH4 production reduces H2

concentration and purity. Few MEC studies have been conducted using actual waste material [17,18].
Furthermore, MEC treatment volumes are often small (<0.3 L), with a high electrode surface area in
the MEC, which would make scaling expensive. Liu et al. (2012) studied the effect of feeding an MEC
with waste activated sludge fermentation liquid using bi-frequency ultrasonic and alkaline addition as
a pre-treatment step to suppress methanogenic activity and increase H2 production, which eliminated
CH4 production in favor of H2, but greatly increased the process complexity [18].

In our previous work [4], we evaluated incorporating an MEC with AD in the same reactor to
digest food waste to first increase H2 production, and then use the H2 substrate to further increase the
CH4 concentration. This work increased the energy production output, with >90% CH4, without an
increase in the process complexity. In this previous work, three treatments were tested for 23 days: (1) a
merged AD and MEC system with the MEC operating for the duration of the experiment; (2) a merged
AD and MEC system with the MEC operating for only the first five days, followed by the AD for the
remaining 18 days; and (3) an AD-only system operating for the entire 23-day experiment. Our previous
results showed that, incorporating our unique MEC design within the AD reactor enhanced the biogas
quantity and quality, total energy production, and food waste treatment. At this point, there has not
been a study that incorporated an MEC with AD treatment at the end of dairy manure digestion to
determine the effect of MEC inclusion to increase residual energy potential, nor has there been an MEC
study focused on dairy manure, which is a readily available substrate used in AD systems worldwide.

In this research, an AD and MEC were combined to demonstrate the performance of using MEC
during the last 11 days of digestion when biogas production had decreased but solids and chemical
oxygen demand (COD) still persisted and could be further reduced given enough time. The current
study aim was to determine the effect of a combined AD-MEC to enhance the treatment performance
(i.e., COD and solids removal) and energy production (CH4 + H2) during the last 11 days of digestion
of dairy manure. The MEC was designed to comprise a small volume compared to digester volume
(0.0191 m3/m3). This study demonstrated a new application of MEC to increase both organic waste
treatment and energy production performance.

2. Materials and Methods

2.1. Substrate and Inoculum

The dairy manure substrate was obtained from the Northwest Agriculture and Forestry University
Dairy Farm, Yangling, Shaanxi, China. Prior to use, the dairy manure was stored for seven days
at −4 ◦C. The total solids (TS) and volatile solids (VS) content of the dairy manure were 13.3% and
10.9% on a wet weight basis, respectively. An inoculum to substrate (ISR) VS ratio of 1:2 was used for

108



Sustainability 2020, 12, 8491

the experiment. The inoculum was collected from the effluent of a previous AD-MEC experiment,
with 5.6% TS and 3.3% VS, on a wet weight basis. After 20 days of digestion (before starting up
the MEC), the contents of both treatment reactors were mixed together and distributed back to the
digesters. The COD, TS, and VS concentrations of dairy manure and inoculum mixture after 20 days of
digestion (before starting up the MEC) were 46.7 g/L, 6.89%, and 4.70%, respectively. The pH, ORP,
and conductivity were 7.88, −374 mV, and 11.12 ms/cm, respectively. The total active volume of each
digester (AD-MEC and AD-only) was 8 L.

2.2. Reactor Design

Two reactors were used in the experiment: (1) AD-MEC: a digester that contained an MEC
connected to an electricity source, and (2) AD-only: a digester with an MEC included to provide equal
surface area and reactor volume, but the MEC was not connected to an electricity source (substrate
was treated using only the digestion process) (Figure 1). Both reactors were made of stainless steel,
with each reactor having an inner diameter of 18 cm and length of 46 cm, resulting in a total volume of
11 L (8 L active volume, and 3 L head space) (Auzone BMR-A10L, Shanghai Auzone Bio-engineering
Equipment CO., LTD., Shanghai, China). Each digester was digitally programmed for temperature
and mixing speed. Heating of the digesters was conducted using water that was heated and pumped
into water jackets surrounding the reactors. The temperature within the digester was maintained at
16 ◦C for the first 10 days of digestion, then increased to 35 ◦C. At day 20, the MEC was connected
to the power supply in the AD-MEC treatment for 11 days (from days 20–31), while the AD-only
treatment operated for 11 additional days (days 20–31) without MEC as an AD-only treatment. A pH
probe was inserted into each reactor (Mettler Toledo 52003679, Beijing, China), as well as an Ag/AgCl
reference electrode. There was an outlet (1 cm diameter) located 14 cm from the bottom of the reactor
for collecting liquid samples.

Figure 1. Photograph and schematic diagram of combined AD and MEC (AD-MEC) system compared
to AD without MEC (AD-only) treatment.

109



Sustainability 2020, 12, 8491

2.3. Microbial Electrolysis Cell Design

The MEC was fabricated according to our previous research [4] and included a PVC pipe closed
with PVC caps as the MEC sleeve, with a diameter of 3.49 cm and length of 15.50 cm, resulting in a
total MEC volume of 0.153 L. To guarantee the flow of liquid between the inside and the outside of the
MEC, ten vertical holes of approximately 5.5 cm in length and 0.35 cm in width were created on the
sides of the PVC sleeve [4]. An additional hole with a diameter of 1.6 cm was created in the center of
each PVC cap to allow gas produced within the MEC to escape (Figure 1).

Each anode was made of eleven graphite plates composed of ≥99.95% pure graphite with high
electric resistivity (≤1000 μΩ·cm), with dimensions of 15.0 cm (length) × 1.50 cm (width) × 0.1 cm
(thickness) per plate. Rubber bands were used to separate each graphite plate to create a space between
the plates, which formed the first part of the anode [4]. The second part of the anode was made of a
stainless-steel cylinder (grade 201) with 15.0 cm length, 1.85 cm diameter, and 0.05 cm thickness and
low electric resistivity (≤68.5 μΩ·cm) [4]. The graphite plates (first part of the anode) were inserted
into a stainless-steel cylinder (second part of the anode). The integration of a stainless-steel cylinder
and graphite plates was used to increase the electric conductivity between the graphite plates and to
reduce the ohmic resistance compared to a graphite-only anode [4,19,20]. Furthermore, the utilization
of grade 201 stainless steel in the anode helped to decrease the distance between the electrode plates
and increase the conductivity. Moreover, the stainless steel grade 201 contains manganese (5.5–7.5%),
which has been shown to increase the electrical energy produced by a factor of 10 [21,22].

The anode was positioned inside the cathode (stainless-steel cylinder with a 3.13 cm diameter,
15.0 cm length, and 0.05 cm thickness) and rubber bands were used to isolate the anode and cathode to
avoid short circuiting (Figure 1) [4]. Insulated wires were used to connect the anode and cathode to
the circuit.

2.4. MEC Voltage

A programmed direct current power-supply (YH-305D, Yi Hua Inc., Shanghai, China) was used
to apply the voltage (1.2 V) across the anode and the cathode. The anode with a 10 Ω resistor
was connected serially to the power supply positive lead, while the cathode was connected to the
negative lead. The voltage drops across the 10 Ω resistor were measured using a multi-meter (model
ATW9205L; ATTEN Instruments Inc., Shanghai, China). Measurements of voltage drop were conducted
approximately 7 times per day.

Ohm’s law was used to calculate the current (I = V/R, where V is the voltage drop measured
across the resistor (R)). The energy recovery efficiency was based on electricity (ηe) (%) input based
on the measured current compared to the energy difference in the usable gas production between
the AD-MEC and AD-only reactors. The volume of CH4 and H2 produced daily were normalized to
the reactor active volume (m3 gas/m3/d). The volumetric current density (IV, A/m3) was normalized
by the MEC liquid volume (0.150 L), and the total volume of manure + inoculum (8 L). Following
Call and Logan (2008), the energy dissipation in the 10 Ω resistor (WE) was accounted for in order
to determine the actual energy supplied [23]. Gibbs’ free energy equation was used to calculate the
energy production from CH4 (ΔGCH4 = 890.4 kJ/mol) and H2 (ΔGH2 = 237.1 kJ/mol) [4,24,25].

2.5. Analytical Methods

The dairy manure and inoculum TS and VS concentrations were measured using Standard
Methods [26]. The COD was measured using colorimetry, using Method 410.4 [27]. Wet gas meters
(W-NK-0.5, Shinagawa Co., Tokyo, Japan) were used to measure biogas production from both treatments
(AD-MEC and AD). A gas bag was attached to the gas meter outlet to ensure air could not enter
the gas meter while collecting the gas sample. A gas chromatograph (GC) (GC2014C, Shimadzu Co,
Chiyoda-ku, Japan) was used to analyze the gas samples, which were collected from the reactor using
a gas-tight syringe.
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Scanning electron microscopy (SEM) (TM3000 Tabletop, HITACHI, Fukuoka, Japan) was used for
scanning the electrodes, the biofilm, and the liquid between the electrodes. Prior to SEM, the samples
were air dried for approximately 20 min inside a closed incubator, and then coated with gold for 20 s.

3. Results and Discussion

3.1. Organic Matter Reduction: COD, TS, and VS Removal

The COD concentration after 20 days of digestion and before MEC use was 46.7 g/L. The AD-MEC
had 38.3% further reduction in COD (28.8 g/L) after the 272 h of the combined MEC and AD digestion
(days 20–31) compared to 19.1% additional COD reduction in the AD-only treatment (37.8 g/L).
The greater increase in COD reduction (50.1% higher) in the AD-MEC reactor compared to AD-only
was higher than previous studies with AD-MECs, which showed increased COD reductions of 5%
to 15% compared to AD-only [4,28,29]. Asztalos and Kim (2015) included three bioanodes and a
stainless-steel mesh cathode to treat waste activated sludge at ambient temperature and found the
VS and COD removal were only 5–10% higher than AD-only [30]. In our work, not only was the
overall COD reduction higher, but the COD conversion efficiency to renewable energy was higher in
the AD-MEC (7.09 kJ/g COD removed) compared to AD-only (6.19 kJ/g COD removed). The TS and VS
concentrations in the reactors before MEC use were 6.89% and 4.70%, respectively. The additional TS
reduction in the last 10 days of digestion was also higher in the AD-MEC treatment (35.2%) compared
to AD-only (13.4%), and the additional VS reduction was 41.9% for AD-MEC treatment compared to
19.0% for AD-only. The results showed that the AD-MEC treatment increased the reduction of COD,
TS, and VS concentrations during digestion compared to AD-only, with the additional organic matter
removal likely occurring through oxidization of the organic material using exoelectrogenic bacteria
attached to the anode and H2 production at the cathode [30].

3.2. Anode Bacterial Attachment

The scanning electron microscopy (SEM) images on the anode surface showed bacterial cell
colonization and growth. These cells were likely exoelectrogens, electricigens, and anodophilic bacteria
that promoted substrate breakdown and electricity production (Figure 2) [31,32]. The anode (graphite)
surface was completely covered with attached biofilm after the 11 days of the MEC inclusion, as
confirmed by the SEM analysis. Coccoid and rod-shaped bacteria dominated the biofilm. It appears
that 11 days were sufficient for the bacteria to colonize and acclimate to the anode graphite plates
to form the biofilm needed to degrade the organic material (dairy manure). The SEM analysis also
showed a denser microbial adherence on the graphite compared to stainless steel due to the porous
structure of graphite materials [33].
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Figure 2. Morphological characteristics of the anode and cathode as visualized by the scanning electron
microscope (SEM).

3.3. Biogas Production

Cumulative biogas production from the AD-MEC treatment was 93.0% higher than the AD-only
treatment (Figure 3) during the MEC-inclusion period (days 20–31). The AD-MEC treatment produced
26.0 L of useful gases (CH4 + H2) over the additional 11-day digestion period, with 116% more
CH4 (23.6 L) and 51,804% more H2 (2.43 L) than the AD-only treatment, which had 10.9 L CH4 and
0.04 L H2 (Figures 3 and 4). These results are similar to previous studies [34,35] that have shown
that MEC inclusion into AD increased biogas and CH4 production by 80–100%. The AD-MEC also
reduced the CO2 concentration (37.9% of the total gas) compared to AD-only (40.2% of the total gas),
illustrating how MEC incorporation can both decrease CO2 concentration and increase the generation
of useful gases (CH4 and H2) in the biogas [4]. Our MEC novel design confined the cathode and the
anode inside a single chamber, which reduced the cathode and anode distance, and thus, potential
ohmic losses, but still allowed liquid to flow easily between the MEC and AD chambers. Recent
studies [36–38] have reported that limiting the distance between the electrodes can increase the gas
production, as large distances between the electrodes can inhibit electron flow between the anode and
the cathode, increasing ohmic losses. Additionally, the manganese used in the stainless grade 201
could have increased the gas production, as Mg has been shown to enhance electrical energy produced
in MFCs by a factor of ten [21,22].
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Figure 3. Cumulative and daily biogas production for AD-MEC and AD-only for days 20–31
(272 cumulative h) after MEC introduction (days 0–20 not shown, as treatments acted as duplicate
treatments).

AD-MEC (H2) AD-MEC (CH4) AD-Only (CH4) AD-Only (H2)

Figure 4. Methane (CH4) and hydrogen (H2) production for AD-MEC and AD-only for days 20–31
(272 cumulative h) after MEC introduction (days 0–20 not shown, as reactors acted as duplicate reactors).

Overall, the AD-MEC produced 149% more daily useful gases (H2 and CH4) (0.26 m3/m3/d)
compared to AD-only (0.11 m3/m3/d) over the 11 additional days of digestion. The daily production rate
of H2 and CH4 in the AD-MEC treatment reached a maximum of 0.16 m3H2/m3/d and 0.39 m3CH4/m3/d
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within the first 24 h. During the 11-day period, a cumulative H2 + CH4 production rate of 2.87 m3/m3

was observed for the AD-MEC treatment, compared to 1.15 m3/m3 observed for the AD-only treatment.
Hydrogen concentration recorded in the first 24 h of the MEC introduction reached 20% of biogas

volume, but was then reduced to 2% H2, as CH4 increased from 50% to 56.9% after 5 days and to
63% CH4 after 11 days. Most MEC studies observed high H2 generation during experimental startup,
which would gradually decrease while CH4 concentration increased [13,14,24,29,39]. Recent studies
have shown that hydrogenotrophic methanogens can survive in harsh environmental conditions,
with continued utilization of the produced H2 with CO2 to form CH4 [40–42]. It has also been shown
that hydrogenotrophic methanogens can directly receive electrons from MEC electrodes [43] or H2 [14]
to enhance CH4 production [44].

3.4. Energy Recovery

A relatively constant current, averaging at 111 mA, was recorded during the duration of the
experiment, with a maximum of 383 mA recorded in the first 24 h. With an AD-MEC liquid volume of
8 L and a cathode surface area of 294 cm2, the volumetric current and current density were calculated
to be 13 A/m3, and 7.4 A/m2, respectively. These results were 70.9% higher than the current density
(4.33 A/m2) in a previous study [34] that resulted in 112% additional biogas with MEC inclusion.
Biofilm on the electrodes also plays an important role (Figure 2) in increasing the current density [45,46].

Higher energy production was observed for the AD-MEC treatment (WAD-MEC = 964 kJ) compared
to the AD-only treatment (WAD-only = 434 kJ). The total energy needed (electricity) to run the MEC
(We(AD-MEC) = 107 kJ) was only 20.2% of the extra energy produced by the AD-MEC treatment,
compared to the AD-only treatment (WAD-MEC – WAD-only), and 11.1% of the AD-MEC’s total energy
production (WAD-MEC) (Figure 5).

Figure 5. Energy from the CH4 and H2 produced by the AD-MEC and AD-only treatments from days
20–31 (272 cumulative h) after MEC introduction (days 0–20 not shown, as reactors acted as duplicate
reactors).

The energy recovery efficiency, based on the extra energy produced (WAD-MEC – WAD-only) from
the AD-MEC over the electrical energy needed to operate the MEC, ranged from 73.1% (ηE min.) to
324% (ηE max.), with an average increase of 170% over time (Figure 6). Huang et al. (2020) showed
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that coupling AD and MEC in the same chamber to treat food waste resulted in a 238% energy recovery
efficiency when operated under negative pressure [47]. In the current study, the energy return was
also greater than the input energy required to operate the MEC.
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Figure 6. Electric energy recovery efficiency for MEC inclusion.

3.5. Biogas Utilization in a Fuel Cell or Combined Heat and Power (CHP) Generator

A combined heat and power (CHP) generator has a 30% electric conversion efficiency and 45% heat
conversion efficiency [48], while a fuel cell has a 70% electric conversion efficiency [49]. The expected
electricity production per m3 digester volume using the produced biogas from the AD-MEC (during
the last 11 days of digestion) in a fuel cell is 1.5 kwh/m3/d, which is more than double the electricity
production than AD-only (0.7 kwh/m3/d), due to the 149% higher daily CH4 and H2 production
in the AD-MEC system (Table 1). Similarly, the calculated electricity and heat production from a
CHP generator was more than double with MEC inclusion compared to AD-only. Previous studies
have found the potential electricity production for dairy manure digestion to be between 0.08 and
1.8 kWh/m3/d over the entire digestion period [25,50]. By adding an MEC system to just the last
11 days of digestion, the dairy manure electric output went from the lower part of this range to the
upper part of this range, while accounting for the electric input needed to operate the MEC. Overall,
combining AD with an MEC greatly improved the biogas output during the last 11 days of digestion,
allowing for a high electricity production when the biogas is used in a CHP or fuel cell (0.7 and
1.5 kWh/m3/d, respectively).

Table 1. Biogas utilization in a fuel cell and combined heat and power (CHP) generator based on daily
H2 and CH4 production per m3 digester.

H2

Production
CH4

Production
Fuel Cell

Utilization
CHP

Utilization

Unit m3 H2/m
3/d m3 CH4/m

3/d kWh/m3/d kWh/m3/d BTUs/m3/d

AD-MEC 0.025 0.24 1.5 0.7 3388

AD-only 0 0.11 0.7 0.3 1515
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4. Conclusions

An MEC was combined with AD in a single chamber to increase organic matter removal and
energy production. The AD-MEC treatment produced 137.9% more CH4 + H2 in the produced biogas
compared to the AD-only treatment. Furthermore, COD conversion efficiency was 14.5% higher in
AD-MEC compared to AD-only. The efficiency of electrical energy recovery for MECs reached a
maximum of 324%, with an average of 170% over the 11-day period. Incorporating AD with MEC
could increase overall energy production from dairy manure digestion, even if added as a polishing
step after 20 days of digestion.
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Abstract: Ferric oxide-containing waterworks sludge can be used to reduce the formation of hydrogen
sulfide during anaerobic digestion. The ferric compound is reduced biochemically in the digester and
forms insoluble pyrite in digester sludge. Virgin ferric chloride is often used to solve the hydrogen
sulfide problem. Since 2013, Sydvatten AB has supplied a growing number of digestion plants
in Sweden with ferric-containing dewatered waterworks sludge derived from the drinking water
treatment plant Ringsjöverket to limit the formation of hydrogen sulfide. At the waterworks, ferric
chloride is added to enhance the coagulation of organic matter from the source water. The sludge
formed in this process is dewatered and landfilled, but also recycled in biogas production in order to
decrease the hydrogen sulfide concentration. In this study, the use of sludge for hydrogen sulfide
removal in digesters was technically and economically evaluated via case studies from 13 full-scale
digesters in Sweden. Compared with the use of fresh ferric chloride, the operational costs are reduced
by up to 50% by using sludge. The quality of the sludge is high and its content in metals is low or
very low, especially when compared with the requirements of different certification standards for
biosolid reuse applied in Sweden. The addition of waterworks sludge containing iron to a digester
for the removal of dissolved hydrogen sulfide is a technically and economically good alternative
when producing biogas. It is also one step closer to a circular economy, as replacing the use of virgin
chemicals with the by-product waterworks sludge saves energy and materials and reduces the carbon
footprint of the waterworks.

Keywords: biogas digestion; hydrogen sulfide; ferric oxide; waterworks sludge

1. Introduction

Biogas production is gaining increasing attention as a source for replacing fossil-based
fuels with renewable fuels in society. Biogas is typically produced in anaerobic digestion
plants (AD), where different substrates rich in organics are digested by methanogenic
bacteria. Most substrates also contain sulfur, which in anaerobic environments can be
microbiologically reduced to hydrogen sulfide, which negatively affects the metabolic
activity of the methanogens and eventually poisons the digester. Additionally, hydrogen
sulfide is a technical issue in plants and downstream when biogas is used, since hydrogen
sulfide corrodes pipes, generators and other equipment. It is also a health hazard, being
toxic to humans. Improving the quality and quantity of biogas usually requires pre-
treatment to maximize methane yields and/or post-treatment to remove hydrogen sulfide.
This requires considerable energy consumption and higher costs; hence there are needs for
better and more efficient measures to control hydrogen sulfide production [1].

One way to remove hydrogen sulfide as a gas is to add ferric salts to the substrate
or to the digester. Ferric salts can be reduced to ferrous iron and form pyrite (FeS2) as a
precipitate. Often, ferric chloride solution is dosed into the reactor to achieve this removal
effect on hydrogen sulfide. However, the addition of virgin ferric salts has an operational
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cost, and a water and carbon footprint. The profitability in, for instance, the Swedish
biogas industry is relatively poor [2]. Swedish and European climate ambitions state that
greenhouse gas emissions should be reduced to at least 55% below 1990 levels by 2030, and
be climate-neutral by 2050. Policies to help transition society towards a circular economy
later on suggest a reduction in waste generation and the reuse and recycling of materials
and energy, as expressed in the EU New Green Deal, the agenda for sustainable growth.
The EU’s transition to a circular economy will reduce pressure on natural resources and
will create sustainable growth and jobs. It is also a prerequisite to achieve the EU’s 2050
climate neutrality target and to halt biodiversity loss. Could other ferric materials with
lower costs, smaller climate footprints and better material use replace the need for virgin
ferric chloride? If so, the operational costs would decrease, the climate footprint would be
reduced, and more biogas plants could achieve positive results, thus contributing to the
EU New Green Deal.

The segment that has the greatest untapped potential for biogas production in Sweden,
but also the biggest economic challenges, is the agricultural sector. Reducing the hydrogen
sulfide concentration during digestion is presently associated with significant costs and
the handling of corrosive chemicals. For farm-based biogas plants, this is extra stressful
because these plants are small, and have small financial margins and limited resources for
handling hazardous chemicals. In addition, manure (especially pig manure) is rich in sulfur
and contains concentrations that can be converted to several thousand ppm hydrogen
sulfide during the digestion process. How much hydrogen sulfide is formed during the
digestion process depends on the sulfur content of the substrate in the form of sulfate or as
sulfur bound in amino acids [3,4]. High costs for the removal of hydrogen sulfide can mean
the difference between a positive and a negative financial result at the end of the year for a
farm facility, and thus are also something that limits the expansion of biogas production in
agriculture in Sweden. The removal of hydrogen sulfide also represents a significant cost
in co-digestion plants. Requirements are higher for the separation of hydrogen sulfide in
these plants, since the biogas produced is in principle exclusively upgraded to vehicle gas
quality. In the case of biogas generated from sewage sludge in wastewater treatment plants,
primarily those based on biological phosphorus separation have issues with high hydrogen
sulfide concentrations during digestion. For these plants, a reduction in hydrogen sulfide
is also associated with costs that make the biogas business less profitable, which is why
alternative solutions can be of interest. Before upgrading the biogas, all sulfur must be
removed, unless the upgrade is performed with a water scrubber, or in some cases an
amine scrubber, as a few hundred ppm can be accepted. When the biogas is to be used for
power/heat production, the requirements are usually around 50–200 ppm, but by lowering
the concentration further, the service life can be increased and the need for maintenance on
the engine/turbine used for power/heat production can be reduced.

The addition of an iron source, may it be iron chloride, iron oxides or waterworks
sludge rich in iron salts, binds the hydrogen sulfide in the slurry in the digestion chamber,
and reduces the possibility that the hydrogen sulfide can inhibit biogas production [3]. The
addition of ferric salts can also increase the availability of trace metals that the microorgan-
isms need, and thus increase the efficiency of the biogas process [5]. The addition of air and
oxygen reduces the hydrogen sulfide concentration in the gas phase, but does not resolve
the problem of hydrogen sulfide inhibiting the microorganisms in biogas production to
the same extent. Furthermore, the use of oxygen/air in methane streams is associated
with some risks, and it is important that biogas producers leave a sufficient margin to
the lower explosion limit for biogas. It is not possible to use air if the biogas is to be
upgraded to vehicle quality, as this requires that the oxygen in the air first be separated
from the air nitrogen in an external process [6]. Ferric chloride and ferric oxide have similar
properties when it comes to binding sulfide, with the difference that iron oxide is less
reactive and less corrosive and thus easier to handle. Regardless of the method used, the
reduction of hydrogen sulfide is associated with significant costs for the biogas producer,
with the exception of those plants that use only air. A Swedish feasibility study for biogas
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production at farms [7] showed that the cost of hydrogen sulfide reduction was around
EUR 0.01–0.02 per Nm3 biogas at farm biogas plants. The cost is higher for plants where
the hydrogen sulfide level must be kept below 100 ppm in the produced biogas.

Since 1997, Sydvatten AB has utilized ferric chloride as a coagulant in drinking water
production at Ringsjöverket, the waterworks in Stehag, south Sweden. The coagulant forms
a sludge that is gravimetrically removed from the sedimentation step in the waterworks.
The waterworks sludge is dewatered in two steps and landfilled in an area previously
used for peat extraction. Sydvatten AB has a sustainability plan laid out by the board of
directors in 2018, stating, among other items, that resources should be utilized as efficiently
as possible and that energy and material should be reused and recycled to the greatest
possible extent [8]. The board of directors has stated that the company must be climate-
neutral by 2030, and the work on defining how climate neutrality can be reached and what
measures must be taken in the organization to achieve climate neutrality has been reviewed
in the Climate Accounts Report 2020 [9].

In 2016, tests were performed to investigate if the reuse of dewatered waterworks
sludge could be applied in anaerobic digesters in the biogas industry in Sweden [10]. A
growing number of biogas plants using varying sulfur-containing substrates means a
growing need for efficient hydrogen sulfide management. To minimize the amounts of
sludge deposited and to increase the recycling of materials is beneficial for society and
reduces the costs and carbon footprint in the digester. The sludge contains mostly ferric
oxide in various forms that originate from chemical precipitation with iron chloride in the
waterworks. The purpose of this study is to technically and economically evaluate the
use of the sludge for hydrogen sulfide reduction and to discuss to what extent the reuse
of ferric waterworks sludge can contribute to the company reaching climate neutrality
by 2030. A technical evaluation of the methods employed to add sludge to digesters and
which specific dose of sludge should be added to digesters is also presented. We present
some accounts from the field of the quantities of ferric compounds required to reduce the
hydrogen sulfide concentration in different biogas plants.

The residual solids from the biogas production should be of such quality that they
can be brought back to arable land as organic fertilizers when using ferric waterworks
sludge as a hydrogen sulfide measure in the digester. Efficient material use requires these
measures in a sustainable society. In Sweden, two different certification standards are used,
depending on the origin of the substrate in biogas plants. If the substrate comes from a
wastewater treatment plant, REVAQ is applied [11]. This is the national standard for the
quality control of residuals from wastewater treatment plants and has been used since 2008.
If the substrate originates from other sources, such as manure or food waste, the SPCR 120
standard is used instead [12]. This certification standard has been developed by the solid
waste industry in Sweden and has been used since 1999.

In substrates containing sulfur and rich in organic material, the anaerobic microbial
metabolism generates sulfide and hydrogen sulfide, depending on the pH. If iron is present,
some iron is reduced microbiologically to ferrous iron. Pyrite (FeS2) is a highly insoluble sul-
fide that can be formed in anaerobic conditions in the presence of sulfide ions. Waterworks
sludge from drinking water treatment plants utilizing ferric salts for coagulation contains
large amounts of ferric oxide. Mixing such sludge into the digester will cause the ferric
ion (Fe3+) to be reduced in the anaerobic environment to ferrous iron (Fe2+), which binds
sulfide ions to form pyrite. To dose ferric compounds into the digester is a method that can
facilitate the removal of hydrogen sulfide from the biogas. It has been reported that around
2–4% of influent S enters the digesters, which could be removed sufficiently by a dosage of
1.1 mg/L of Fe into the raw wastewater. A higher dry matter content was also observed in
the dewatered cake as an additional secondary benefit when changing from alum dosage
to iron dosage for phosphorous removal [13]. A drop in hydrogen sulfide emission from
full-scale ADs at a large-scale municipal wastewater treatment plant could be achieved
when dosing ferric chloride. The ferric salt was applied in the range of 24–105 mg FeCl3/L
into the feeding line and the sludge thickener unit. The hydrogen sulfide emission was
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reduced by 4 mg/L with the direct dosing into an AD, but this emission was reduced by
only 1.3 mg/L in non-dosed ADs. The formation of hydrogen sulfide could be correlated
to the volatile primary sludge solid loading rates, based on data from a 17-month study
period [14].

The waste iron powder produced by laser cutting machines in the steel and iron
industry was mixed with dairy manure at a concentration between 2.0 and 20.0 g/L in
digestion batch experiments and between 1.0 and 4.0 g/L in bench experiments. For batch
experiments, the hydrogen sulfide concentration could be reduced by up to 93% at a dosage
of waste iron powder of 2.0 g/L. If the waste iron powder concentration was higher than
8.0 g/L, the reduction was more than 99%. Waste iron powder did not have a significant
effect on methane yield in the batch and bench experiments, but the hydrolysis rate constant
was almost doubled and the lag-phase period halved in test digesters compared to control
digesters without iron dosage. In bench experiments, the H2S concentration was reduced
by 89% at 2.0 g/L, and by 50% at 1.0 g/L, without harming the digestion process [15].

Fe2O3 and TiO2 nanoparticles at four different concentrations in two different combi-
nations, from 20 to 500 mg/L, were used for the mitigation of hydrogen sulfide emission
during the anaerobic digestion of cattle manure in a batch system. The H2S production was
2.13–2.64 times lower than in the control. Additionally, biogas and CH4 production were
1.09–1.191 times higher than those of the control [16]. Titanium is relatively costly, and in
another study, the researchers investigated whether directly adding waste iron powder
and iron oxide nanoparticles into batch digesters could offer a more cost-efficient solution
to hydrogen sulfide generation. By adding iron in the form of microscale iron powder at
concentrations of 100 mg/L to 1000 mg/L, the methane yield could be improved by up to
57%. The equivalent dosages of iron nanoparticles improved the yield by up to 21%. The
highest iron powder dose (1000 mg/L) achieved the maximum improvement in the rate of
hydrolysis, which was 1.25 times higher than in the control reactions. A high dosage of iron
powder also decreased the rate of hydrogen sulfide production by up to 77% compared
with the reference. The direct mixing of microscale iron powder was proposed as a practical
and economical means of supporting the production of biogas from dairy manure [17].

The addition of iron-rich drinking water sludge directly into the urban domestic
wastewater system was tested to reduce the content of dissolved sulfide in sewer systems,
to aid phosphate removal in wastewater treatment, and to reduce hydrogen sulfide in the
anaerobic digester. It was tested using two laboratory-scale urban wastewater systems, one
as an experimental system and the other as a control, each comprising sewer reactors, a
sequencing batch reactor (SBR) for wastewater treatment, sludge thickeners, and anaerobic
digestion reactors. The experimental system received in-sewer drinking water sludge
corresponding to 10 mg Fe/L, while the control had none. The addition of ferric sludge
reduced the hydrogen sulfide concentration in the wastewater by 3.5 mg S/L as compared
with the control. The phosphate concentration decreased by 3.6 mg P/L after biological
wastewater treatment in the experimental SBR. In the experimental anaerobic digester,
the sulfide concentration decreased by 16 mg S/L compared with the reference. Drinking
water sludge dosing also enhanced the settleability of the mixed liquid suspended sludge
and the dewaterability of the anaerobically digested sludge. The cake solids concentration
increased from 16% to 19%. Additionally, the chemical oxygen demand (COD) and total
suspended solids (TSS) concentrations in the wastewater were increased, but did not
affect normal operation. The authors concluded that the addition of iron-rich drinking
water sludge could be employed in the urban wastewater system, achieving multiple
benefits [18].

Just over 2.1 TWh of biogas was produced in Sweden in 2019. Swedish biogas pro-
duction increased by 3.3% in 2019, to a total of 2111 GWh (Table 1). Biogas production
increased at all plant types except industrial plants and gasification plants in 2019. The
largest increase was at digestion plants (+68 GWh), which also accounted for most of the
increase in the last decade. A total of 49% of the biogas was produced in co-digestion
plants and 35% at sewage treatment plants. There are a total of 280 biogas production
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facilities in Sweden [19]. The biogas is mainly produced from various types of waste and
residual products such as sewage sludge, food waste, manure and waste from the food
industry and slaughterhouses. Increasing quantities of biogas are produced from manure.
A total of 71 plants use fertilizer as a substrate, and the amount of manure that is digested
has increased by 9% to 1.1 million tons. In total, around 2.8 million tons of digestate
(wet weight) were produced at Swedish biogas plants in 2019, of which 2.4 million tons
(87%) were used as fertilizer in agriculture. From co-digestion plants and farm plants, all
digestate (bio fertilizer) was used as fertilizer. From the sewage treatment plants, 41% of
the digestate (digestate sludge) was used as fertilizer. Just under two-thirds of the biogas is
upgraded. The long-term trend whereby an increasing amount of biogas is being upgraded
continues, after a temporary decline in 2018. The upgraded biogas is used as vehicle gas
or fed into the gas network. Of the biogas produced, 64% is upgraded (1351 GWh) and
19% is used for heat production (Table 2). Direct electricity production continues to decline.
The share of biogas that goes into flaring is a total of 11% of production, showing a definite
increase up to 2018. Flaring has to be carried out during the start-up phases of digesters,
and occasionally when operational problems occur. In 2019, a large new digester was
commissioned, and the start-up issues took some time to solve [19].

Table 1. Volume of biogas production and number of plants in Sweden in 2019 per plant type and
change since 2018 [19].

Plant Type
Number
of Plants

Production
(GWh)

Share
(%)

Change Since
2018 (%)

Sludge from wastewater
treatment plants 135 738 35 +2

Co-digesters 36 1031 49 +7
Farm units 50 58 3 +4

Industrial plants 7 142 6 −1
Landfill gas plants 52 142 7 +1
Gasification plants 0 0 0 −100

Sum 280 2111 100 +3.3

Table 2. Use of produced biogas in Sweden 2019 with change since 2018 [19].

Area Use (GWh) Share (%) Change Since 2018 (%)

Upgrading 1351 64 4
Heat 397 19 −1

Electricity 38 2 −10
Industrial use 52 2 0

Other uses 23 1 −15
Flaring 235 11 11

Losses and lack of data 15 1 2
Sum 2111 100 3.3

Of the upgraded biogas, 539 GWh was injected directly into the gas distribution
network in south-west Sweden and in the regional network in Stockholm. In 2019, the total
biogas use increased by 7%, and the import was estimated at around 1.8 TWh, meaning the
total biogas use in Sweden in 2019 was 4 TWh. The biogas market is growing in Sweden.
Since 2015, it doubled, but the Swedish production only grew by a total of 9% during
the same period [19]. Profitability in the Swedish biogas industry is relatively poor, and
many biogas producers are struggling to achieve positive results. The segment that has the
greatest untapped potential for biogas production in Sweden, but also the biggest economic
challenges, is the agricultural sector. In order for there to be growth in this segment, it is
necessary to be able to report profitability for the business. Reducing the hydrogen sulfide
concentration during digestion is today associated with significant costs and the handling
of corrosive chemicals. For farm-based biogas plants, this is extra stressful, because these
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plants are small, and have small financial margins and limited resources for handling
hazardous chemicals. In addition, manure (especially pig manure) contains sulfur, which
can be converted to several thousand ppm of hydrogen sulfide during the digestion process.
How much hydrogen sulfide is formed during the digestion process depends on the sulfur
content of the substrate in the form of sulfate or as sulfur bound in amino acids [3,4]. The
high costs of hydrogen sulfide reduction can mean the difference between a positive and
a negative financial result at the end of the year for a farm facility, and this is thus also
something that limits the expansion of biogas production in agriculture in Sweden today.

The reduction of hydrogen sulfide is also a significant cost for co-digestion plants.
Here, the requirements for the separation of hydrogen sulfide are higher than at farm-based
biogas plants that produce power/heat, since the biogas produced at digestion plants
is in principle exclusively upgraded to vehicle gas quality (see Table 2). In the case of
wastewater treatment plants, it is primarily plants that perform biological phosphorus
separation that experience high hydrogen sulfide concentrations during digestion. For
these plants, a reduction in hydrogen sulfide is also associated with costs that make the
biogas business less profitable, which is why alternative solutions can be of interest. Sulfur
hydrogen is corrosive, and must be removed before the biogas is upgraded to vehicle
fuel or used for power/heat production. Before upgrading biogas, all sulfur must be
removed, unless the upgrade is performed with a water scrubber, or in some cases an
amine scrubber, as a few hundred ppm can be accepted. When the biogas is to be used for
power/heat production, the requirements are usually around 50–200 ppm, but by lowering
the concentration further, the service life can be increased and the need for maintenance
on the engine/turbine used for power/heat production can be reduced. The addition of
iron chloride, iron oxides or waterworks sludge from the iron coagulation steps binds the
hydrogen sulfide in the slurry in the digestion chamber, and reduces the probability of the
hydrogen sulfide inhibiting biogas production [3].

2. Materials and Methods

Since 2013, iron-containing sludge derived from drinking water production at Syd-
vatten’s waterworks in Stehag has been offered to biogas production plants in southern
Sweden for hydrogen sulfide control. Sydvatten’s interest is to minimize and eventually
avoid the landfilling of waterworks sludge and find pathways to reusing the sludge in
other applications. A survey of the properties of the waterworks sludge and how it has
been used for counteracting hydrogen sulfide formation during biogas production has
previously been reported [10]. The sludge contains mostly iron in various forms that
originate from chemical precipitation with iron chloride in the waterworks.

Dewatered waterworks sludge was collected three times in 2016 and analyzed with
reference to metal content at an accredited lab, AlControl AB. Sludge was collected from
three different dewatering batches and mixed prior to analysis. Thirteen biogas producers
from different sites in south Sweden who use waterworks sludge at full-scale for hydrogen
sulfide removal were asked to share their experiences from these facilities, which have
been collected and compiled below under different categories. Experiences concerning
waterworks sludge transportation, transport cost, operational and maintenance costs for
storage, the dosing and cleaning of the equipment used in the handling of waterworks
sludge at the biogas plant, the practical dosage and use of waterworks sludge in the
digester, the effects of storage conditions due to storage time and ambient temperature, and
general operational observations of conditions when the waterworks sludge was dosed
into the digester and mixed with substrate, were recorded in the interview series. All
interviews were carried out through direct visits to the plants and through interviews with
plant operators and managers.

3. Results

At Sydvatten’s Ringsjöverket waterworks in Stehag, approximately 9000 tons of sludge
with 15% total solids (TS) are produced annually (see Table 3). The sludge is formed in

124



Sustainability 2021, 13, 7416

the chemical precipitate, which is the first part of the waterworks process. The raw water
comes from Lake Bolmen in Småland, and the organic content of Bolmen’s water is virtually
inert, i.e., it will not contribute to the biogas production in the digestion chamber. Today,
ferric chloride is used as a coagulation chemical to coagulate organic material in the water.
The water pH is corrected with lye before the addition of the coagulant. The sludge settles
in lamella sedimentation and is then thickened in a gravity thickener after the addition of
iron chloride, lime water and polymer, so as to reach a dry content of about 2%. The sludge
is then pumped into a sludge handling plant where it is pressed in sieve belt presses after
the addition of additional polymer and iron chloride to a dry content of about 15%. The
sludge is finally landfilled in a closed peat extraction area. Data on the overall generation
of sludge and the fraction used in biogas plants are presented in Table 3.

Table 3. Waterworks sludge generation and fraction used for sulfide removal in biogas plants
(Sydvatten, internal statistics).

Year
Total Waterworks Sludge

Generation (tons)
Fraction to Biogas Plants for
Hydrogen Sulfide Removal

Wet Weight Total Solids (%)

2012 10,388 1558 0%
2012 10,388 1558 0%
2013 10,709 1606 5%
2014 9378 1407 10%
2015 9521 1428 16%
2016 7907 1186 27%
2017 6739 1011 40%
2018 8730 1310 34%
2019 7682 1152 56%
2020 9584 1438 56%

There are operating situations at the waterworks when no iron-containing sludge is
produced. This occurs especially if there is a landslide in the tunnel that runs between Lake
Bolmen in Småland and Ringsjöverket. This has historically occurred on three occasions
over the past 30 years, and then the tunnel has had to be drained and renovated. On these
occasions, water from Ringsjön is used at the waterworks and then an aluminum-based
precipitation chemical is used instead of iron chloride. The sludge formed then cannot be
used in the biogas industry. These malfunctions usually take between one and two years to
rectify. It is therefore important for biogas producers who choose to use the waterworks
sludge to be able to switch quickly to an alternative solution, such as ferric chloride, during
such a period.

The waterworks sludge from Ringsjöverket has a black-brown appearance (see Figure 1),
and if it has been in contact with air for a while, small black iron crystals form on the
surface. The sludge is water-soluble and has a slight iron odor. Its density is around
1.1 kg/dm3, and the sludge is slightly acidic, with a pH value around 4.2. The sludge
consists mostly of iron compounds (about 30% iron and >40% iron oxides) and various
organic compounds (about 25% TOC). In the waterworks, before the sludge is separated,
only iron chloride and lye are added. Then, a small amount of the drinking water-grade
polymer Magnafloc LT22S-DWI is added together with additional iron chloride in both the
thickener and the screen belt press to facilitate dewatering [10].
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Figure 1. Waterworks sludge (left) and manure storage (right). Photo: Annika Nyberg.

A detailed metal analysis has been carried out on the dewatered sludge from Ringsjöver-
ket on three different occasions. Results for the most relevant metals are reported in Table 4.
Table 4 compares the analysis results with the limit values that exist within Avfall Sverige’s
certification rules for biofertilizers, SPCR 120 [12] and the Swedish Environmental Pro-
tection Agency’s general guideline values for contaminated land for sensitive land use,
published in 2009 [20]. It is clear that the metal content of the waterworks sludge is below
these levels by a very good margin for virtually all metals. Only the limit value for arsenic
in the sludge is in the same order of magnitude as the Swedish Environmental Protection
Agency’s guideline value for contaminated soil in sensitive land use. Revaq is a certification
system that has the aim of reducing the flow of hazardous substances to treatment plants
and creating a sustainable return of plant nutrients by spreading sludge from wastewater
treatment plants on arable land [11]. The heavy metals that hold the greatest interest in Re-
vaq and that require the most frequent analysis intervals within Revaq are lead, cadmium,
copper, chromium, nickel, zinc, mercury, silver and tin, and analysis results from all of
these are included in Table 4. Even in this case, the concentrations are low compared to the
guideline values that exist. Table 4 also shows that the iron content is relatively constant
during the year, with only small variations. This is important for biogas producers to be
able to use a similar dosage for different sludge deliveries.

Table 4. Composition of waterworks sludge from Ringsjöverket compared with guideline values from Swedish EPA [20]
and the Swedish Waste Association standard SPCR 120 [12] for permissible metal content for biosolids reuse.

Metal
Guideline Value from

Swedish EPA for
Contaminated Land

SPCR 120 12 October 2015 11 April 2016 27 June 2016 Unit

Antimony 12 <2.1 <2.1 <2.1 mg/kg TS
Arsenic 10 7.2 5.1 8.6 mg/kg TS
Barium 200 40 <23 45 mg/kg TS

Cadmium 1.5 1 <0.11 <0.11 0.13 mg/kg TS
Chromium 80 100 12 18 15 mg/kg TS

Cobalt 15 4.3 5 4.7 mg/kg TS
Copper 80 600 11 17 15 mg/kg TS

Iron 30 29 28 % of TS
Lead 50 100 6.5 5.3 11 mg/kg TS

Mercury 0.25 1 <0.051 <0.051 0.052 mg/kg TS
Molybdenum 40 4.1 4.5 4.1 mg/kg TS

Nickel 40 50 5.5 5.3 6.7 mg/kg TS
Silver <0.51 <0.51 <0.52 mg/kg TS

Tin <0.51 0.7 0.82 mg/kg TS
Vanadium 100 47 47 64 mg/kg TS

Zinc 250 800 49 50 65 mg/kg TS

In 2016, waterworks sludge was accepted as an approved additive to the digestion
process within the certification system SPCR 120. Therefore, it is now possible for the biogas
plants that have this certification to use the waterworks sludge to reduce the hydrogen
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sulfide concentration in the biogas. When it comes to certification according to Revaq, the
use of the waterworks sludge should only affect the cadmium (Cd)/phosphorus (P) ratio
marginally, because the cadmium content is very low. However, the phosphorus content is
also low, which means that even a low cadmium concentration can have a negative effect
on the Cd/P ratio. The size of the sludge feed is also affected because this is regulated
not only by the metal concentration, but also by the amount of a certain metal that may
be laid per unit area. This applies in particular to the metals lead, cadmium, chromium,
nickel, zinc and mercury. However, the content of these metals is very low, and should
only have a minor impact. The rules for the Revaq certification system state, however, that
“The certificate holder shall not receive such material that is deemed to adversely affect the
quality of sludge, through low nutrient content or high content of contaminants. The 60
trace elements must always be analyzed before receiving a new type of material”. This can
be a problem for the use of waterworks sludge in Revaq-certified treatment plants, but it is
not really different from using ferric chloride to reduce the hydrogen sulfide concentration,
as it also contains some other heavy metals.

During the project, 13 biogas producers that use waterworks sludge at the full scale
were contacted. The experiences at these facilities have been collected and compiled below
under different categories. Some of the results have already been published in a report in
Swedish [10].

3.1. Transport Cost

The transport cost varies between different biogas producers depending on the dis-
tance and how the transport is performed. Some use trucks with trailers and others without.
Some drive a few kilometers while others drive up to 600 km. In addition to the actual
transport of the sludge, the transporter must also spend time cleaning the platform after-
wards. The cost reported by the biogas producers in different parts of the country varies
between EUR 15 and 40/ton of waterworks sludge, with 15% TS.

3.2. Other Costs

In addition to transport, biogas producers face costs for the storage, dosing and
cleaning of the equipment used. For most users of waterworks sludge for hydrogen sulfide
control, these costs are considered to be marginal and estimated at somewhere between
EUR 2 and 10/ton wet waterworks sludge.

Most of the biogas producers who currently use waterworks sludge have previously
used iron chloride that they bought from a chemical supplier. The cost of virgin iron
chloride is up tp twice as high as the total handling costs of the waterworks sludge. The
location of the plant matters. A large transport cost reduces the net savings of operational
costs. According to Broberg [7], the cost of hydrogen sulfide reduction with iron chloride
and iron oxide is around EUR 0.01–0.02 per Nm3 in farm biogas plants. The cost of
using waterworks sludge ends up in the same order of magnitude if the cost of handling
and transport is estimated at approximately EUR 40 per ton. However, several biogas
producers have reported substantially lower transport and handling costs, and in addition,
they reduced the hydrogen sulfide concentration to lower levels when using the sludge
compared to when they used ferric chloride. This supports the conclusion that cost savings
of up to 50% are possible, but that this depends on the transport cost. The reason for the
further reduction in the hydrogen sulfide concentration with sludge is that they think they
can afford to add a surplus of iron to the digester, since the marginal material cost is lower,
and thus they can then control the dosage towards a lower hydrogen sulfide concentration
in the generated biogas. A lower residual hydrogen sulfide concentration in the biogas
increases the life of the power/heating unit and reduces its maintenance needs and costs.
If the substrate used has lower sulfate content, the amount of sludge needed per volume of
biogas produced is lower. Other benefits that the operators of the biogas production plants
have observed is the easier handling of waterworks sludge when dosing compared to the
corrosive ferric chloride solution and the corrosive damage to the equipment that this can
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lead to. Some of the farm biogas producers have previously used only aeration or aeration
in combination with iron additive. Then, the economic gain achieved with the transition to
waterworks sludge is smaller because the addition of air is associated with very marginal
costs.

3.3. Use of Waterworks Sludge in the Digester

The number of plants that utilize waterworks sludge from Ringsjöverket has increased
since the test started in 2013. In 2020, a total of 24 different plants collected iron-containing
waterworks sludge for hydrogen sulfide removal in the digesters. Based on information
from seven biogas plants where only manure is used as the substrate, one ton of wet
waterworks sludge (with a TS of 15%) is sufficient to produce an average of 2700 Nm3 of
biogas if the hydrogen sulfide concentration in the biogas is to be reduced below 100 ppm.
This corresponds to about 0.2–0.5% of the amount of substrate added, expressed as dry
matter. The stoichiometric relation between sulfur and iron could be observed at another
biogas plant where the residual hydrogen sulfide content was allowed to be higher. This
plant was designed to produce biogas with a residual hydrogen sulfide concentration
below 300 ppm. An addition of one ton of waterworks sludge to the digester was enough
to produce 8000 Nm3 of biogas with <300 ppm H2S.

In co-digestion plants where a mixture of manure, starch, food waste and slaughter-
house waste is applied, one ton of wet waterworks sludge was sufficient to reduce the
hydrogen sulfide concentration in a significantly larger volume of biogas, since the mix
of substrate contains less sulfur than pure manure. Five co-digestion plants surveyed
in this study dosed less than half the amount of waterworks sludge into the substrate
compared with the manure-based biogas plants, and could still generate biogas with less
than 100 ppm hydrogen sulfide. If the proportion of manure dominates in the substrate,
the required addition of waterworks sludge remains high, since that kind of substrate is
similar to pure manure. The iron in waterworks sludge is less available compared to the
addition of pure ferric chloride solutions to control the hydrogen sulfide concentration.
When comparing the addition of iron from waterworks sludge with ferric chloride solution,
the total amount of iron added to the substrate had to be increased 2.5 to 3 times if added
as waterworks sludge in order to achieve a similar effect on hydrogen sulfide removal,
compared with the dosing of ferric chloride solution.

3.4. Impact of Temperature and Storage of Waterworks Sludge

Out of 13 surveyed plants, 1 had experienced a slight loss of efficiency resulting from
waterworks sludge dosing in the summer. When stored for a long time in the summer,
the waterworks sludge lost some of its function, since iron crystals were formed on the
sludge surface when it dried in the sun. The iron in the crystals was less available for
the microorganisms in the digester. Only one of the producers surveyed identified this as
problematic. The storage of sludge in a shaded environment and the modest addition of
moisture to the sludge could mediate this issue.

3.5. Observed Operational Conditions When Mixing Waterworks Sludge with Substrate and
Feeding the Mix into Digesters

The mixing and feeding of waterworks sludge into the digester was generally a
carefree process. Very few problems have been experienced in connection with the handling
of the waterworks sludge in biogas plants. The exception was for biogas plants utilizing
solid substrates. In these plants, the substrate is mixed with waterworks sludge and fed
into the digestion chamber with a screw. The screw is designed for handling dry materials.
If the substrate becomes too wet after mixing with the sludge, it slides backwards and stops
following the screw. With less feed into the digester, the production decreases. The solution
to the problem is to mix the sludge with drier materials and preferably also with longer
straw in the substrate. In one of these plants, it was observed that some of the waterworks
sludge remained at the bottom of the digestion chamber when it was opened. No action

128



Sustainability 2021, 13, 7416

has been taken, but this suggests that the dissolution of the sludge is slow when it is fed
together with solid material.

In most of the plants that use liquid substrates, the waterworks sludge is scooped
into a mixing well. In these wells the pH is often quite low and the stirring is vigorous. A
low pH facilitates the dissolution of the sludge as the solubility of the iron increases with
decreasing pH. Those who use this type of mixture have not experienced any problems
with dissolving the sludge, nor have they seen any residues of undissolved sludge in
the mixing well when it has been drained. For wastewater treatment plants, operators
have expressed concerns that the addition of waterworks sludge could affect the drainage
properties of the digestate. The opposite effect is indicated by literature data, finding that
the drainage of biosolids after the addition of waterworks sludge is improved [13,18].

3.6. Transportation of Waterworks Sludge into the Digestion Plant

The waterworks sludge is slightly adhesive and may get stuck on the flatbed when
transported. For this reason, various measures have been taken to make handling and
cleaning easier. Many people have added straw or sawdust to the flatbed before loading
the sludge to make cleaning easier. Another possibility is to spray the flatbed with rapeseed
oil or similar prior to loading. There is also a risk in cold climates that the sludge gets stuck
on the platform due to freezing. In wintertime, it may be necessary to transport the sludge
in closed containers.

4. Discussion

Assuming that the waterworks sludge is virtually inert and does not degrade in the
digestion chamber, the entire dry content of the added waterworks sludge will pass through
the digestion chamber and be present in the residual biosolids. Based on the information
collected from the examined biogas plants included in the study, the waterworks sludge
contributes to an increased amount of digestate; that is, about 1–3% based on dry matter,
i.e., about 1–3% of TS. The digestate in most plants has a TS content of around 5%, while the
waterworks sludge has a TS content of around 15%. The volume increase in the digestate
to be handled due to the addition of waterworks sludge is 1% at the most; the TS content in
the digestion increases by about 0.1–0.3%, while the total amount of metals in the digestate
increases by approximately 1–3% (see calculation in Table 5). Table 5 also refers to the
quality requirements according to the biofertilizer certification system, SPCR 120 [12]. This
standard states that the proportion of each of the metals (lead, cadmium, copper, chromium,
mercury and zinc) may not exceed 15% of the total amount of the metal in the certified
biofertilizer. In addition, the nickel content in the biofertilizer from the waterworks sludge
must not exceed 6 mg/kg biofertilizer (wet weight). In 2019, around 2.8 million tons of
digestate (wet weight) was produced in Sweden, of which 87% was used as fertilizer in
agriculture [19]. From farm plants and co-digestion plants, 2.13 million tons, virtually
all digestate (biofertilizer), was used as fertilizer. From the wastewater treatment plants,
0.25 million tons (41% of all the sludge) was used as fertilizer certified in the Revaq system.
The remaining amount was used mainly as construction material or for the final coverage
of landfills [19]. No biosolids are generated at landfill gas plants.

The biogas production from the other plants that also generate biosolids corresponds
to a total of 1969 GWh [17]. These plants simultaneously produced 2.8 million tons of
biosolids, or around 700 kWh/ton of biofertilizer. Assuming that 1 Nm3 CH4 corresponds
to 9.81 kWh [21] and that the biogas contains 65% methane [22], this corresponds to a
production of 110 Nm3 of biogas per ton of biofertilizer. According to the values for the
13 plants using waterworks sludge from Ringsjöverket surveyed above, around 1 ton
of waterworks sludge is added per 8750 Nm3 of biogas that has been produced. This
corresponds to adding 1 ton of waterworks sludge per 108 tons of biofertilizer produced
in the plant, excluding the added waterworks sludge, or 9.2 kg of waterworks sludge per
ton of biofertilizer produced. Table 5 shows how adding waterworks sludge affects the
concentration of metals in the biofertilizer. The starting point for the calculation is the
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average value of the metal contents in the biofertilizer for the 18 plants that were certified
within SPCR 120 in 2014 [23]. Nickel is not included as there is no risk that the content of
nickel can reach up to 6 mg/kg wet weight given the concentration of nickel present in the
waterworks sludge. Among other heavy metals, lead and chromium make up the largest
parts of the total metal concentration, at 7 and 6%, respectively. However, this is below
the limit of 15% specified according to SPCR 120. Therefore, this is also not considered
to be a problem for the use of waterworks sludge. With the addition of the waterworks
sludge, which is assumed to be inert, the S content of the biofertilizer increases. Assuming
the same waterworks sludge dose as above, the TS in the biofertilizer increases from 3.9 to
4.0%. An effect of this is that the concentration of metals, stated as mg/kg TS, decreases
for, e.g., copper and zinc, while the concentration increases slightly for lead and chromium
(see Table 5).

Table 5. Average concentration of heavy metals in biofertilizer for the facilities that were certified in 2014 [23] before and
after an estimated addition of waterworks sludge. The TS in the biofertilizer is 3.9% before the addition of waterworks
sludge. The concentration in the sludge is the average of analyzed data according to Table 3.

Unit Pb Cd Cu Cr Hg Zn

Concentration in biofertilizer mg/kg TS 3.6 0.4 89 8.3 0.06 292
Concentration in biofertilizer mg/kg DS 0.14 0.016 3.47 0.32 0.002 11.4

Concentration in waterworks sludge mg/kg 1.15 0.019 2.15 2.25 0.01 8.27
Content in 9.2 g waterworks sludge mg 0.011 0.0002 0.020 0.041 0.00007 0.150

Total amount in 1 kg bio fertilizer + 9.2 g
waterworks sludge mg 0.15 0.016 3.49 0.34 0.002 11.5

Fraction of metals from waterworks sludge % 7.0 1.1 0.6 6.0 3.0 0.7
Total concentration in biofertilizer produced

with waterworks sludge mg/kg TS 3.7 0.4 86 8.4 0.06 281

Since about half of the waterworks sludge consists of various organic compounds
from lake-source water, the waterworks sludge contributes to the increased organic content
in soil where the digestate is spread as fertilizer. In many Swedish soils, the organic content
is low, which is why this is a welcome contribution to improving the soil’s properties. The
organic content in soils improves the physical, chemical and biological properties of the
soil, such as its water holding capacity, nutrient content, buffer capacity, and the activity of
soil organisms.

To reuse material is beneficial for climate and society, and reduces the carbon footprint.
According to the evaluation in Sydvatten’s Climate Account Report 2020, the production of
virgin iron chloride generates about 0.395 kg CO2 emission per kg FeCl3. Since Sydvatten
used 3132 tons of FeCl3 in 2020 for drinking water treatment, the reuse of 56% sludge by
replacing virgin ferric chloride with waterworks sludge would eliminate 740 tons of carbon
dioxide, which is about 17% of all the carbon dioxide that was emitted by the company in
2020 [9], and is well in accordance with EU’s Circular Economy Plan [24].

5. Conclusions

Waterworks sludge that contains iron works very effectively as an additive to reduce
the hydrogen sulfide concentration in biogas production. This has been demonstrated in
the 13 full-scale biogas plants surveyed in this project. According to the costs reported for
the transport and handling of the sludge, there is potential to save up to 50% compared to a
scenario in which these plants use virgin ferric chloride instead. In the manure-based biogas
plants, one ton of waterworks sludge with 15% TS is sufficient to reduce the hydrogen
sulfide concentration to below 100 ppm in 2–3000 Nm3 biogas. In the digestion plants
that participated in the study, the same amount of sludge was enough for more than twice
as much gas—about 8000 Nm3. In both cases, the exact figure depends on the substrate
composition and the level at which the hydrogen sulfide concentration is reduced. The
content of heavy metals in the waterworks sludge is well below the concentrations used in

130



Sustainability 2021, 13, 7416

Avfall Sverige’s certification system, SPCR 120, for the reuse of biosolids from solid waste
plants. The reuse of 56% of the sludge by replacing virgin ferric chloride with waterworks
sludge saves 740 tons of carbon dioxide, corresponding to about 17% of all carbon dioxide
emitted by Sydvatten in 2020.
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Abstract: Biofilms are a complex and heterogeneous aggregation of multiple populations of mi-
croorganisms linked together by their excretion of extracellular polymer substances (EPS). Biofilms
can cause many serious problems, such as chronic infections, food contamination and equipment
corrosion, although they can be useful for constructive purposes, such as in wastewater treatment,
heavy metal removal from hazardous waste sites, biofuel production, power generation through mi-
crobial fuel cells and microbially enhanced oil recovery; however, biofilm formation and growth are
complex due to interactions among physicochemical and biological processes under operational and
environmental conditions. Advanced numerical modeling techniques using the lattice Boltzmann
method (LBM) are enabling the prediction of biofilm formation and growth and microbial community
structures. This study is the first attempt to perform a general review on major contributions to
LBM-based biofilm models, ranging from pioneering efforts to more recent progress. We present
our understanding of the modeling of biofilm formation, growth and detachment using LBM-based
models and present the fundamental aspects of various LBM-based biofilm models. We describe
how the LBM couples with cellular automata (CA) and individual-based model (IbM) approaches
and discuss their applications in assessing the spatiotemporal distribution of biofilms and their
associated parameters and evaluating bioconversion efficiency. Finally, we discuss the main features
and drawbacks of LBM-based biofilm models from ecological and biotechnological perspectives and
identify current knowledge gaps and future research priorities.

Keywords: biofilm; lattice Boltzmann method; cellular automata; individual-based model

1. Introduction

Bacteria mainly live together, forming complex and heterogeneous aggregations of
structured communities connected together by their excretion of extracellular polymer
substances (EPS). Such aggregates of microorganisms are called biofilms. Biofilms can
consist of bacteria and various non-cellular materials such as mineral crystals, corrosion
particles, clay or silt particles, or blood components, depending on the environment in
which the biofilm has developed. Biofilms often contain one or more microbial species,
which adhere to each other; to surfaces (living or non-living); and to solid–liquid, liquid–air,
liquid–liquid and solid–air interfaces [1]. Biofilms can cause many industrial and biological
problems, such as chronic infections, food contamination, biofouling and equipment corro-
sion, although they have been applied for a variety of industrial applications, such as in
biohydrogen production, fermentative food processing, power generation through micro-
bial fuel cells, biological wastewater treatment and microbial-enhanced oil recovery [2–15].
As such, it is important to understand the mechanisms of biofilm formation, growth and
detachment, as well as their interactions with their surrounding environments, the social
interactions between single-species and multispecies biofilms and the potential applications
of biofilms for environmental protection and enhanced biotechnology. Extensive efforts
have been made to understand the mechanisms of biofilm growth and their interactions
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with the affective signals [3,16–24]. Due to the very complex interactions among physic-
ochemical and biological processes, direct measurement of the impacts of bioactivity on
transport dynamics in 3D structures is very difficult due to sample opacity [25,26]; thus,
many numerical models have been developed to examine biofilm growth, which can be
categorized into discrete or particle-based models and continuum models [27,28].

1.1. Mathematical Models of Biofilms

Biofilm modeling dates back to the 1970s. Biofilms were originally described as
uniform biomasses of single microorganism species [29,30]. The first-generation biofilm
models can be implemented quickly and easily but they cannot capture certain details
of biofilm structures. Later, stratified biofilms were dynamically modeled [31]. These
one dimensional (1D) stratified models were evolved to describe multi-substrate and
multi-species interactions within the biofilm as the second-generation models; however,
the second-generation models were not capable of describing the characteristic structural
heterogeneity of biofilms. As such, discrete models of biofilm growth were developed in
the 1990s and have continued until the current day as the third-generation mathematical
models. Cellular automata (CA) or individual-based models (IbM) are two of the discrete
model types, which have been used for simulations of inherently stochastic and individual
cells and for cell spreading at the local level [32]. The rules used to model the interactions
at the local level can be determined not only through biological principles, but also through
mathematical and physical frameworks using CA or IbM approaches. Hydrodynamics and
multispecies transport are solved using the finite difference method (FDM), finite volume
method (FVM), or finite element method (FEM). As bottom-up models, the third-generation
biofilm models allow the description of the sophisticated two- (2D) and three-dimensional
(3D) structures and morphologies of microbial biofilms. They can incorporate not only sub-
strate transport and transformations [33,34], but also hydrodynamics [35] and population
dynamics [36]. The large-scale morphology dynamics results from the interactions of the
small-scale individual cells and the environment; however, the third-generation biofilm
models have difficulty in accounting for complex non-equilibrium interface dynamics,
multiphase flow with phase changes and complex geometries, such as porous media.

1.2. History of Lattice Boltzmann Equation in Modeling of Biofilms

The lattice Boltzmann method (LBM)-based models are more recent in the field of
biofilm modeling research than others using FDM or FVM. LBM approaches are particle-
based, bottom-up models that are considered suitable for tracing the dynamics and prop-
erties of individual bacterial cells. Conversely, the behavior of individual cells is not
directly tracked in continuum models and the biofilm is modeled using volume- or mass-
averaged behaviors of different functional groups. The first attempt to model biofilm
growth using LBM can be dated back to 1999 by Picioreanu et al. [35,37]. In the 2000s,
many researchers used the LBM approach to study biofilm growth [34,38–41]. In LBM-CA
models, the CA describes the spreading possess for a limited number of directions and with
ad hoc or probabilistic rules [42,43]. In the LBM-based biofilm models, biofilm growth is
simulated through coupling with either IbM (e.g., LBM-IbM) [28,44] or with CA (e.g., LBM-
CA) [3,19,35,37]. In recent years, LBM-based models have been extended to the modeling
of several key processes, such as multispecies competition and cooperation [3], the thermal
effects on biofilm growth [19,20], the effects of pH values on biofilm growth [21] and
heterogeneous permeability in biofilms [28]. The LBM-based models are very effective in
modeling complex multilateral interactions among biofilm growth, transport phenomenon
and hydrodynamics, allowing better and more detailed description of processes in different
industrial or academic applications. Here, we call the LBM-based biofilm models as the
fourth-generation models. Despite remarkable advances in modeling biofilm formation
and growth, the LBM-based biofilm models have not yet been reviewed.

This review aims to synthesizes our understanding in modeling the biofilm forma-
tion, growth and detachment using LBM-based models. We present the fundamentals
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of various LBM-based biofilm models and how the LBM couples with CA or IbM with
their applications for the simulation of spatiotemporal distribution of biofilms and bio-
conversion in biotechnologies and bioengineering. Finally, we highlight the value of
an ecological and biotechnological perspective and identify current knowledge gaps and
future research priorities.

2. Multiscale Biofilm Formation Processes and Lattice Boltzmann Method

Biofilm growth, formation and detachment are multiscale processes in nature [45].
Biofilm growth links cell and population scales and interacts with hydrodynamic and
nutrient. Their multiscale nature requires to incorporate more intracellular states, behaviors
and interplay among biofilm growth, reaction-diffusion and hydrodynamics in quantitative
modeling of biofilms.

2.1. Multiscale Biofilm Processes

Biofilms are ubiquitous in nature and are persistently sticked to both biotic and
abiotic surfaces ranging from the human tooth or lung to a rock submerged in a stream
and/or reactor wall. Therefore, many studies of biofilms have been performed due to
their importance in infectious disease processes in clinical and public health [46] and
bioconversion in biotechnology [19,20]. Medical devices may be colonized by biofilms,
resulting in measurable rates of device-associated infections. Bacterial biofilms are mostly
composed of multiple populations of different bacterial species in hierarchical structure
of a microbial biofilm [47] (Figure 1). Each population needs to be adapted to either
environmental fluctuations, such as nutrient and water availability, temperature, moisture
and pH value, or metabolism and migration of other species. Therefore, the surviving of
any given population in a multispecies biofilm greatly relies on the three universal types
of processes occurring in a biofilm system: transformations (e.g., substrate utilization),
transport (e.g., convection and diffusion) and biofilm formation and growth.

 

Figure 1. Schematic representation of the hierarchical structure of a microbial biofilm (Reprinted
from [47] with permission from Elsevier).
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Figure 2 shows the hierarchical characteristic time scale for microbial biofilm growth
and fluid flow processes that occur in a biofilm community [48]. The order of magnitude
of the characteristic times can be represented by dimensionless forms [48]:

τgr =
1
μ
� τdi f =

L2
F

D
(1)

where τgr is the characteristic time for biomass growth, τdif is the time of substrate transport
by diffusion and LF is the biofilm thickness. The difference of characteristic times could be
large as 10 orders of magnitude, although a specific time scale can change from minutes to
months, relying on the processes of most interest. Biofilm growth has a time scale > 105 s
(~1 day). In contrast, hydrodynamic changes occur at a time scale usually less than 1 s.
This means that hydrodynamic conditions are changed quickly but the change of other
biofilm components is so slow that they can be presumed as a constant state. Thus, this
provides the possibility to reduce drastically the computational effort without sacrificing
accuracy if multiscale modeling approaches are used.

Figure 2. Characteristic times of different processes occurring in reactive transport and biofilm
systems (Reprinted from [48] with permission from John Wiley and Sons).

There are several numerical methods to simulate transport phenomenon from macro-
scopic continuum media to microscopic scheme (Figure 3). In the macroscopic methods,
the domain is treated as a continuum media such as Navier–Stokes equation which is
used in fluid mechanics and thermodynamics. On the other hand, in microscopic methods
of molecular dynamics (MD), the domain is considered as small particles such as atoms,
molecules or parcels. Both methods can produce acceptable outcomes when the system
involves enough large number of particles.

Molecular dynamics is based on the Lagrangian specification of the flow field in
which an individual fluid parcel or molecule moves through space and time according
to Newton’s law and an intermolecular potential. In CA models, the biomass in a grid is
represented using volume averaged variables of properties (density or concentration) and is
represented as percentage of whole area (2D) or volume (3D). The set of CA rules is used to
describe the interaction of cells with each other and its neighborhood in the lattice network.
Each rule designates one of the main processes occurring in biofilm, such as spreading
direction, biofilm growth and decay and biofilm distribution. Cell movement is limited in
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the finite number of lattice directions. In contrast, the IbM is a type of multiscale models
to represent the interactions among individual cells, population or community [43,49].
A bacterial cell is assumed as a sphere which is characterized by essential variables, such
as volume, mass and density. These spherical cells can locate anywhere in continuous 3D
space and act independently under a set of rules, analogous to behaviors of individual
bacterial cells, such as biofilm growth, cell division and production of metabolites. IbM
allows off-lattice cell movement on a continuous set of directions and distances. This type
of IbMs overcome the drawbacks deriving from the discrete rules to biofilm spreading in
the CA approach [34]. In biofilm modeling, both CA and IbM do not simulate reactive
transport of a solute species and fluid flow. When movement of particles is controlled by
Newton’s law, CA can be used for simulation of hydrodynamics and reactive transport.
Such a CA algorithm is called as lattice gas cellular automata (LGCA) [50].

Figure 3. Various approaches to hydrodynamics and reactive transport together with their preferred
range of applicability.

LBM originated from classical statistical physics and lattice gas automata (LGCA) [50].
In LBM, there are two main practical modifications: (1) The distribution functions of parti-
cles replace the tracing of each particle. This allows a group/parcel of atoms or molecules to
represent individual particles and significantly reduces simulation scale from microscopic
to mesoscopic scale, that considerably saves the computational time. (2) The degree of
freedom of particles movement is reduced to restrict the movement of particles to a finite
number of directions. LBM treats flows in terms of fictive parcels of particles which reside
on a mesh and conduct translation according to collision steps entailing overall fluid-like
behavior. The statistical noise of LGCA was eliminated due to using a continuous distribu-
tion function and the collision operator within Bhatnagar–Gross–Krook (LBGK) model [51].
LBM can recover macro governing equations of transport phenomenon, including mo-
mentum, energy and mass transfer using correctly choosing the equilibrium distribution
functions after implementation of the Chapman–Enskog multiscale expansion [52–54]. This
makes LBM more efficient, stable and flexible in hydrodynamics modeling.

Figure 3 shows four groups of methods which can describe the conservation of mass,
momentum and energy at computational grids. These methods have their respective
strengths at different Knudsen numbers. The Knudsen number is the ratio of the mean free
molecule path to the representative system length, which is a characteristic length scale
representing spatial resolution, such as bacterium and the sand size [55]. Navier–Stokes
approaches solve continuum-based partial differential equations using FDM or FVM at
a larger spatial scale, while MD, CA or IbM approaches are suitable processes at microscale.
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LBM and LGCA are at mesoscale between macroscale of Navier–Stokes approaches and
microscale of MD. Therefore, LBM is more suitable for simulations of reactive transport
and fluid flow with biofilm growth at meso or macroscale.

2.2. Lattice Boltzmann Equation

Compared to traditional computational fluid dynamics (CFD) using FDM or FVM,
LBM, due to its fundamental kinetic nature, has a number of key benefits, such as easier
parallelization, handling of pressure field (no need to solve the Poisson equation that is
computationally expensive), complex boundary conditions and geometries and interface
interactions. These advantages make LBM an ideal scale-bridging scheme to integrate sim-
plified kinetic models with hydrodynamics in the simulation of microscopic/mesoscopic
processes and biofilm growth.

In biofilm modeling, the system must be governed by the mass, energy and momentum
conservations with their initial and boundary conditions. The substrate conservation is de-
scribed by the reactive transport equation. The flow field is expressed by the Navier–Stokes
equation and the continuity equation. The set of conservation equations is mathematically
complicated and difficult to be handled analytically. Thus, the set of conservation equations
have been solved using numerical methods, such as FDM and LBM.

In lattice Boltzmann method, as a mesoscopic approach, the movement of groups
of fluid particles are modeled to capture macroscopic quantities such as velocity during
two processes, streaming and collision. This modeling is established using the distribution
function, f (x, c, t), which is defined as the number of particles in time t, with velocity
ranging from c to c + dc, located in the position between x and x + dx. The distribution
function stands as a replacement of each single particle in molecular dynamics which leads
to substantial saving in computational cost and making simulations feasible for larger
computational domain, compared to ones for molecular dynamics.

In LBM, the domain is discretized to uniform Cartesian cells (often squares in 2D
or cubes in 3D). The movement of particles (group of atoms or molecules) is limited to
a number of specific directions, depending on LBM schemes. The DnQm scheme is widely
used for classifying the different LBM methods is. In the DnQm scheme, n represents the
dimension of model (2 for two-dimensional and 3 for three-dimensional) and m does the
number of specific streaming directions. For example, D2Q9 represents two-dimensional
model with nine velocity directions. Table 1 shows several commonly-used 2D and 3D
LBM schemes. For D2Q9, the model equations are expressed as:

fk(x + ckΔt, t + Δt) = fk(x, t) +
Δt
τ

[
f eq
k (x, t)− fk(x, t)

]
+ ΔtFk (2)

f eq
k (x, t) = ωkρ

[
1 +

ck.U
c2

s
+ 0.5

(ck.U)2

c4
s

− 0.5
U.U

c2
s

]
(3)

where ω = 1/τ stands for collision frequency, τ is for relaxation factor and f eq
k represents

the local equilibrium distribution function. Subscript k denotes the streaming direction of
LBM model. The set of LBM equations can recover the continuity of mass and momentum
(Navier–Stokes) equations by using the Chapman–Enskog multiscale expansion [56,57]:

∇.U = 0 (4)

ρ
∂U
∂t

+ ρU.∇U = −∇p + μ∇2U (5)

To consider all fluid flow, temperature field and species transport, the conservations
of energy and species concentration in the domain can be described as the below reactive
transport equation and temperature equation:

∂T
∂t

+ U.∇T = α∇2T +
qg

ρCp
(6)
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where T is local temperature, α is thermal diffusion coefficient, qg is the heat source.

Table 1. Common Lattice Boltzmann Models.

Model Schematic Velocities Weighting Factors

D2Q5 ck =

⎧⎨
⎩

(0, 0), k = 0
(±1, 0) k = 1, 3
(0,±1), k = 2, 4

ωk =

⎧⎨
⎩

0, k = 0

1
4 , k = 1 − 4

D2Q9
ck =

⎧⎪⎨
⎪⎩

(0, 0), k = 0
(±1, 0), (0,±1), k = 1 − 4
(±1,±1), k = 5 − 8

ωk =

⎧⎪⎨
⎪⎩

4
9 , k = 0
1
9 , k = 1 − 4
1
36 , k = 5 − 8

D3Q15
ck =

⎧⎪⎨
⎪⎩

(0, 0, 0), k = 0
(±1, 0, 0), (0,±1, 0), (0,±1, 0), k = 1 − 6
(±1,±1,±1), k = 7 − 14

ωk =

⎧⎪⎨
⎪⎩

2
9 , k = 0
1
9 , k = 1 − 6
1

72 , k = 7 − 14

D3Q19
ck =

⎧⎪⎨
⎪⎩

(0, 0, 0), k = 0
(±1, 0, 0), (0,±1, 0), (0,±1, 0), k = 1 − 6
(±1,±1, 0), ( ±1, 0,±1), (0,±1,±1) k = 7 − 18

ωk =

⎧⎪⎨
⎪⎩

1
3 , k = 0
1

18 , k = 1 − 6
1
36 , k = 7 − 18

Corresponding distribution function for each parameter is required if LBM is ap-
plied to solve scalar parameters such as concentration and temperature in the domain.
Thus, different distribution functions, g and gl , are defined for every scalar parameter,
respectively [19,20].

The g is the distribution function used for temperature calculation:

gk(x + ckΔt, t + Δt) = gk(x, t) +
Δt
τg

[
geq

k (x, t)− gk(x, t)
]
+ ΔtωkST (7)

where geq
k is the corresponding equilibrium distribution function, Δt is time step that should

be adjusted by macroscopic time step and ST is the heat source. For the temperature as
a scalar variable, the equilibrium distribution function is determined by [3,19,54,58–60]:

geq
k (x, t) = ωkρ

[
1 +

ck.U
c2

s

]
(8)

The source term, ST , is a function of heat source, qg, as:

ST =
qg

ρC
(9)

As there are more than one species in biofilm growth systems, the concentration field
of multispecies reactive transport can be described as

ρU.∇Cl = ρDe f f
l ∇2Cl + Sl (10)
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where Cp is the specific heat capacity, Cl represents the concentration fraction of species

l, Sl is the mass generation rate for the species per unit volume and time and De f f
l is the

effective diffusion coefficient of the lth species. Subscript l denotes the lth species.
The concentration field of each species (as a scalar parameter which is similar as

temperature) can be simulated using corresponding distribution functions, gl , defined as
below [3,19–21,59]:

glk(x + ckΔt, t + Δt) = glk(x, t) +
Δt
τl

[
geq

lk (x, t)− glk(x, t)
]
+ ΔtωkSl (11)

geq
lk (x, t) = ωkCl

[
1 +

ck.U
c2

s

]
(12)

where glk is the distribution function of the lth species.
Having calculated distribution functions, the temperature and species concentrations

are calculated as:
T = ∑

k
gk (13)

Cl = ∑
k

glk (14)

Although each biofilm simulation has its own known and unknown parameters that
affect the simulation process, a general simulation procedure would generally be applicable
to LBM simulations, shown in Figure 4 [19]:

1. Geometry definition: as the first step, the computational domain is defined regarding
to the bioreactor geometry.

2. There are usually three types of zones in the domain as fluid, solid, biofilm that are
updated in this step due to initial geometry or zones calculated in previous time step.

3. Solve the hydrodynamic equations (Equations (2) and (3)) to capture local velocity vectors.
4. Solve energy/temperature equations (Equations (7) and (8)) to find local temperature

and update fluid and species properties, if they are considered temperature dependent.
5. Solve the species transport equations (Equations (11) and (12)), that gives local species

concentration and consumption by bacteria regarding to local fluid velocity, tempera-
ture and concentrations of nutrients.

6. Biomass calculation (its concentration, detachment and shrinkage) in each grid in
order to determine the biofilm growth and spread of growth and spread.

7. Update biofilm pattern, affecting flow connection channels.
8. Return to Step (2) for the next time step, calculations continue up to desired total

simulation time.
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Figure 4. LBM simulation flow chart (Reprinted from [19] with permission from American
Chemical Society).

3. Applications of LBM-Based Biofilm Models to Biotechnology and Bioengineering

LBM-based biofilm models are based on the idea that flow field, substrate fields and
temperature field can be solved by LBM while biofilm growth can be characterized using
IbM or CA. Therefore, an LBM-based approach is essentially a hybrid scheme. Because
modeling biofilm growth, detachment, attachment and shrinkage have two approaches:
IbM and CA, an LBM model can couple with one of them to solve interactions among
biofilm growth, flow and reactive transport and temperature. These hybrid models have
shown their capability in representing the biofilm structure heterogeneity. In this section,
we classify the LBM-based biofilm models as three types: LBM with no biofilm pattern,
LBM coupled with CA (LBM-CA) and LBM coupled with IbM (LBM-IbM).

3.1. LBM for Biological Reaction with no Biofilm Growth

LBM can describe biological reaction without tracing biofilm growth. In such LBM model,
flow and reactive transport, such as temperature and substrate concentration, are solved
using LBM. Substrate consumptions are calculated by using zero, the first order or Monod
kinetics but biofilm growth patterns will not be traced. Graf von der Schulenburg et al. [61]
developed an LBM model coupled with a directed random walk algorithm to study the
hydrodynamics of flow induced by biofilm in a randomly packed bed. They investigated
the irregular transport dynamics due to effects of biofilms and examined the effects of
observation time on the displacement distributions (propagators). They reported that
increasing observation time caused propagators to have a transition from a pre-asymptotic
to a Gaussian-shaped distribution. In both situations with and without biofilm growth, this
transition was observed; however, it was very significantly delayed due to the significant
development of essentially stagnant regions if the biofilm was present.
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Zhang et al. [62] used lattice Boltzmann method to simulate fluid flow and mass
transfer and their effects on an herbicide-degrading bacterium growth rate in porous media.
They investigated the effects of the heterogeneity of pore structures and transverse mixing
on the growth of a pure culture (Delftia acidovorans) degrading (R)-2-(2, 4-dichlorophenoxy)
propionate (R-2, 4-DP). Figure 5 shows reaction rate contours in homogeneous and aggre-
gate pore networks. Although they experimentally observed biofilm growth, they used
LBM to simulate the reaction rate without biofilm growth. The results could contribute
to enhance the knowledge of biofilm growth in complex porous media affected by the
coupling between fluid flow, species mass transfer and bioreaction rates.

 
Homogeneous 

 
Aggregate 

Figure 5. Reaction rate contours in mol.m−3.s−1, in homogeneous and aggregate pore networks, for reaction rate constants
(Da = 1.39) (Reprinted from [62] from with permission American Chemical Society).

Hydrogen is considered as high energy density and renewable energy source and has
an enormous potential to replace fossil fuels. Hydrogen can be generated through some
microbial processes such dark and photo fermentation that are eco-friendly production
technologies having a huge potential to be a leading future-interest energy technology [21].
Yang et al. [63] numerically investigated hydrogen production by photosynthetic bacteria
(PSB) in a biofilm bioreactor using LBM. They investigated the biochemical reaction in
an attached thin PSB biofilm to a circular cylinder considering the curved boundaries.
The substrate consumption efficiency and the hydrogen yield were examined for different
Reynolds and Sherwood numbers that represented different fluid velocity and mass transfer
characteristics. The simulated results were validated against the drag and lift coefficients
and concentration profiles of theoretical/numerical data available in the literature. They
found that the concentrations of both the substrate and products decrease with increasing
Reynolds number. However, they did not include biofilm growth. Liao et al. [64,65]
simulated biohydrogen production through photo fermentation in photobioreactor. They
used LBM to simulate fluid flow and species transport in the bioreactor and evaluated
the impacts of accumulation mode of particles, fluid velocity, porosity of immobilized
granule and illumination intensity on biohydrogen production performance in terms of
the substrate consumption efficiency and hydrogen yield. Figure 6 shows biohydrogen
concentration fields around the immobilized granule [65]. However, they did not consider
biofilm growth as they calculated photo fermentative biohydrogen production assuming
a biofilm region in the domain without considering biofilm growth.
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Figure 6. Concentration fields of biohydrogen concentration around the immobilized granule (Reprinted from [64] with
permission from Elsevier).

3.2. LBM-CA Based Biofilm Models

LBM-based models are more recent in time in the biofilm modeling research than
others using FDM or FVM. A summary of all LBM-CA based models is shown in Table 2.
It is common that CA is discretized spatially as same grid of rectangular elements as
LBM. Each grid element has four first-order neighbors and another four second-order
neighbors in the 2D square space discretization. A grid cell is allowed to be filled up
to a predetermined maximum value and a simple rule is employed to locate the extra
biomass in a new compartment. As one of the first studies in the file of biofilm growth
using LBM-CA, Picioreanu et al. [35,37] presented a two- and three-dimensional model
for biofilm growth considering both convective and diffusive mass transfer and cellular
automata approach for the growth calculation. A two- and three-dimensional solute
transport were solved using LBM when convection term was considered, or the FDM if
without convection term. A CA approach was used for the biofilm growth calculation.
This platform simulated bacterial growth, biomass spreading and biofilm detachment for
multispecies and multi substrate biofilms. Figure 7 shows their simulated two-species
biofilm growth on a spherical carrier. Their results showed that the LBM platform is
a useful tool for multidimensional biofilm modeling.

Figure 7. A two-species biofilm simulated growth during time grown on a spherical carrier. Two bacteria are shown as dark
and light-colored balls (Reprinted from [35] with permission from the copyright holders, IWA Publishing).

Biofilm growth in porous media has many important applications, such as, biore-
mediation of contaminated sites, bio-barriers development in groundwater protection,
biodegradation, microbially-enhanced oil recovery, dynamic membrane filters and biofil-
ters of wastewater treatment [21,28,40,41,66,67]. Due to the highly heterogeneous biofilm
growth within porous media, this can cause a decrease of pore space, leading to a reduction
in porosity and permeability of the system and increasing hydrodynamic depression. There-
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fore, understanding biofilm growth in porous media is of interests to achieve an efficiency
of industrial applications matter.

Table 2. Characteristics of LBM-CA based biofilm models.

Ref. Biofilm Growth Dimension Flow Species Temperature pH Consideration

Picioreanu et al.
[35,37] CA-Herbert-Pitt 2D&3D LBM LBM - - Reynolds number, Thiele number

Picioreanu et al.
[48] CA-Beeftink 2D LBM LBM - -

Picioreanu et al.
[68] CA-Beeftink 2D LBM LBM - -

Eberl et al. [34] CA-Monod
kinetics 3D LBM HOC/CDS - -

Knutson et al.
[38] CA-Dual Monod 2D LBM Volume of Fluid

Approach - -

Knutson et al.
[39] CA-Dual Monod 2D LBM Volume of Fluid

Approach - -

Tang et al. [69] CA-Monod
kinetics 2D LBM Finite Difference

Method - -

Benioug et al.
[70]

CA-Monod
kinetics 2D LBM Volume of Fluid

Approach - - Considering Damköhler and Péclet numbers
and dimensionless shear stress

Benioug et al.
[71]

CA-Monod and
Haldane kinetics 2D LBM Volume of Fluid

Approach - - Considering Damköhler and Péclet numbers
and dimensionless shear stress

Delavar and
Wang [3]

CA-Haldane and
Monod Kinetics 2D LBM LBM - -

Reynolds, Prandtl and Schmidt numbers and
variable diffusion coefficient due to biofilm

growth were considered.
Variable properties and source term due to

the local temperature and/or
concentration change.

Modified boundary conditions, shear stress
calculation and extra biomass transfer.

Considering variable properties.

Delavar and
Wang [19] CA 2D LBM LBM + -

Delavar and
Wang [20] CA 2D LBM LBM + -

Delavar and
Wang [21] CA 2D LBM LBM - +

Including spatiotemporal effects of pH
change due to inlet and local acid production

and concentration on the bioprocess.

Two-dimensional models were developed for simulations of fluid flow, substrate mass
transfer, biomass growth and spreading around an irregular biofilm surface [48,68]. In
their model, both diffusion and convection terms of the substrate mass transport were
considered in the liquid phase and only diffusion term in the biofilm-gel matrix. They
evaluated effects of convection and diffusion on biofilm heterogeneity under different mass
transfer regimes. Their results showed that the maximum substrate flux to the biofilm
was significantly affected by both internal and external mass transfer rates. However,
it was observed that the inoculation density did not affect the maximum substrate flux
to the biofilm. Eberl et al. [34] used LBM to simulate fluid flow using a combination of
standard central difference scheme (CDS), high order compact (HOC) method for substrate
concentration and CA for simulation of biofilm growth. They indicated that the solution
algorithms were computationally expensive.

Knutson et al. [38,39] developed a hybrid model in which two-dimensional pore-scale
LBM numerical model was used for flow field calculation, FVM for substrate transport and
CA for biodegradation and biofilm growth. They simulated transvers mixing of species and
biofilm growth within a 2D porous medium. Their results showed a qualitative agreement
between numerical results and experimental ones. They also examined impact of some
parameters, including reaction rate and biofilm shear strength, on biofilm growth and
distribution in the domain. It was found that shear strength of new biomass and solute
degradation rates are the most important factors that control biofilm growth.

Tang et al. [69] developed a pore-scale biofilm model to study biofilm growth in
porous media. LBM was used for simulations of fluid flow using lattice Boltzmann method,
FDM for the concentration of species and CA for biofilm growth. They claimed that they
have included the shrinkage procedure in biofilm growth for the first time. They found that
an insufficient grid accuracy in the narrow liquid paths could cause about 90% reduction
in computational time due to improvement of the numerical instability. Figure 8 shows
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their results for biofilm distribution in pore-space for both numerical and experimental
investigations: (a) numerical and (b) experimental [69].

  

Figure 8. Biofilm distribution in pore-space for both investigations: (a) numerical and (b) experimental (Reprinted from [69]
with permission from John Wiley and Sons).

Benioug et al. [70] presented a two-dimensional LBM-CA pore scale numerical model
to investigate biofilm growth in porous media. They simulated fluid flow using an im-
mersed boundary LBM and substrate transport was captured using a volume of fluid
type approach. They implemented a combined model of CA algorithm with immersed
boundary methods to account for cell attachment and detachment mechanisms for the
spreading and distribution of biomass in the two-dimensional domain. The dimensionless
parameters, Damköhler and Péclet numbers and dimensionless shear stress, were used
to describe biofilm growth effects on macroscopic properties of the porous media. Their
results showed the capability of the coupled model to predict appropriately the interactions
among fluid flow, species transport and bacterial growth under different hydrostatics and
hydrodynamics conditions. Benioug et al. [71] examined the interaction between biofilm
growth and non-aqueous-liquid (NAPL) dissolution/biodegradation in both abiotic and
biotic conditions to assess the capability of the model. Although the FVM was used to
solve solute transport in the domain, the fluid flow field was simulated using immersed
boundary lattice Boltzmann method (IB-LB). Biomass growth was investigated using a CA
which was same as their previous study [70]. Figure 9 shows the evolution of simulated
biofilm growth on porous media [71]. They studied how the hydrodynamic regimes and
spatial distribution of NAPL blobs affect the distribution rate under different blob size and
Peclet numbers in abiotic conditions.

 

 

Figure 9. Evolution of the transport processes and biofilm growth (coloured green) at Da =10 (Reprinted from [71] with
permission from Elsevier).

In recent years, Delavar and Wang [3,19–21] perform a series of studies using LBM-CA
to investigate impact of different working parameters and signals on microorganisms’
cooperation and competition with their industrial applications. Biofilms are mostly com-
posed of multiple bacteria. As complex consortia of different microbial species, these
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species need to cooperate/compete with their neighbors for nutrient and space to survive.
However, it is an imperative challenge to simulate the competition and the growth of
multiple microorganisms in biofilms due to complex and multilateral interactions amid
fluid, solid and bio-interfaces.

Due to the importance of the competitive growth, Delavar and Wang [3] investigated
effects of aerobic nitrite and ammonium oxidizers in a micro bioreactor using an LBM-CA
platform. If the biomass density in a lattice cell exceeds a maximum value, amount of
the exceeded biomass is transferred to its neighboring grid cell. The selection of the new
location is random or specific to find an appropriate neighbor. Unlike other LBM-CA
models, if there are no empty neighbors, different spreading strategies were be applied
by Delavar and Wang [3,19] to find a transfer direction of biomass according to concen-
tration gradients. Newborn cells would be located to its neighbors with the maximum
concentration gradient. The platform showed the ability to simulate bacterial growth,
biomass spreading and biofilm detachment in multispecies and multi substrate biofilms.
The effects of some parameters, such as the ratio of nutrient transfer rate to the biofilm
and bacterial growth rate, were also investigated under different Reynolds number and
Thiele modulus. Figure 10 shows biofilm concentration and aerobic nitrite and ammonium
oxidizers bacteria in the microbioreactor at different simulation time. Their results revealed
that the inlet nutrient concentrations had substantial effects on biofilm growth in terms
of maximum biofilm concentration, microorganisms’ concentrations, growth pattern and
time. This showed that the LBM-CA framework provides a powerful tool to improve our
knowledge of dynamic multilateral behavior of many complex microbial consortia systems.

  
(a) 7.5 days 

  
(b) 15 days 

  
(c) 22.5 days 

  
(d) 30 days 

Figure 10. Biofilm concentration (left) and cells occupied with aerobic nitrite oxidizer (red) or
ammonium oxidizer (blue) at different simulation time: (a) 7.5 days, (b) 15 days, (c) 22.5 days and
(d) 30 days (Reprinted from [3] with permission from John Wiley and Sons).
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Delavar and Wang [19] developed their LBM-CA further to account for thermal effects
on competitive biofilm growth in a microbioreactor. Two microbial species, aerobic nitrite
and ammonium oxidizers, were considered in three geometrical configurations of the
microbioreactor. Figure 11 illustrates aerobic nitrite oxidizer (red) and ammonium oxidizer
(blue) patterns in different models in a reactor. In all geometries, two heating blocks were
inserted to find and compare the impacts of changing structures and temperatures on
competitive biofilm growth. It was observed that the heating blocks temperatures and
locations had significant effects on both the biofilm growth rate and its pattern.

 

 
Model 1 

 
Model 2 

 
Model 3 

 
Model 4 

Figure 11. Aerobic nitrite oxidizer (red) or ammonium oxidizer (blue) patterns in different places
of heated blocks for the changed heating arrangement in the bioreactor (Reprinted from [19] with
permission from American Chemical Society).

A detailed development of a thermal LBM-CA platform was presented with significant
modifications in boundary condition implementation, variable properties, detachment and
extra biomass transfer [20]. The effects of dimensionless number (e.g., Reynolds, Prandtl
and Schmidt numbers) were analyzed. Their results showed that changing temperature
has considerable effects on not only the biofilm growth rate but also the maximum biofilm
concentration in the reactor. For example, it was observed that time to reach maximum con-
centration reduced to 5 days (high temperature case) from 30 days (low temperature case).

Delavar and Wang [21] developed an LBM-CA platform to account for fermentative
biohydrogen production. The platform was successfully used to study dark fermentation
in a microbioreactor. Figure 12 shows calculated pH contours in the microbioreactor
at different acid concentration at inlet. Their results demonstrated that pH is one of
signals affecting the performance of dark fermentation and. Acids are one of the main
byproducts of many dark fermentation processes. A change of local acid production
and inlet acid concentration could significantly affect local pH and dark fermentative
biohydrogen production and extraction rates.
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(a) 

 

(b) 

 

(c) 

 
 

(d) 

 

Figure 12. pH contours for different inlet acetic acid concentration through Inlet 2 when pHi = 5:
(a) Ci-2-acetic = 0, (b) Ci-2-acetic = 10, (c) Ci-2-acetic = 20 and (d) Ci-2-acetic = 30 (mole/m3) (Reprinted
from [21] with permission from Elsevier).

3.3. LBM-IbM Based Biofilm Models

In LBM-IbM models, hydrodynamics, temperature and substrate transport are solved
using LBM and biofilm growth, formation and detachment are simulated using IbM. Thus,
LBM-IbM can account for large phenotypic heterogeneity in nature resulting from envi-
ronmental differences. A summary of all LBM-IbM based models is shown in Table 3.
LBM-IbM platforms have been used to study biofilm growth in different porous
structures [44,72–74]. Graf von der Schulenburg et al. [44] developed a three-dimensional
LBM-IbM model to examine multilateral interactions among fluid flow, nutrient mass
transport and biofilm growth in porous media. Their results revealed that the permeability
of porous media was highly affected by biofilm growth and showed the necessity of 3D
simulations to capture more accurate results, compared to 2D models. Pintelon et al. [72]
modified an LBM-IbM model to enable it to consider non-zero permeability of biofilms
structures. They examined permeability reduction in porous medium due to the biofilm
growth with a range of biofilm strengths. Their results showed that given stronger biofilms
under constant pressure drop, less biomass deposition and energy input are required
to reduce the system permeability. However, for weaker biofilms, it was observed that
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constant volumetric flow rate was more efficient to decline the permeability than constant
pressure drop. This demonstrated that the significant influence of biofilm permeability on
overall biofilm growth rate at large biofilm concentrations. Biofilm growth in sponge carrier
media (which has a large surface area to volume ratio) was carried out by So et al. [74]
using an LBM-IbM model. The simulated oxygen and biomass distributions inside both
the porous network and biofilm were examined in mobbing bed biofilm reactors (MBBR).
Their results showed that at low detachment rates more clogging happened in outer pores
that limited biofilm growth on the surface region of the sponge.

Table 3. Characteristics of LBM-IbM based biofilm models.

Ref. Biofilm Growth Dimension Flow Species Temperature pH Consideration

Graf von der
Schulenburg et al. [44]

IbM-Monod
kinetics 3D LBM LBM - -

Pintelon et al. [72] IbM-Monod
kinetics 2D LBM LBM - - Flow shear to simulate

the biomass detachment

Pintelon et al. [75] IbM-Monod
kinetics 3D LBM LBM - -

Creber et al. [76] IbM-Monod
kinetics 3D LBM LBM - -

Pintelon et al. [73] IbM-Monod
kinetics 3D LBM LBM - -

So et al. [74] IbM-Monod
kinetics 2D LBM LBM - -

Tian and Wang [28] IbM-Monod
kinetics 2D LBM LBM - - Multiscale

Permeability in biofilms

The fouling of biofilms in reverse osmosis (RO) membrane is one of the important
issues in industrial production of high purity water. In good condition, RO membrane can
remove 99% of mono- and divalent ions. However, biofilm growth can dwindle the fluid
flow and system efficiency if biofilm fouling happens. Pintelon et al. [75] developed a 3D
LBM-IbM model to simulate biofouling in the RO membrane. Monod kinetics was used
for description of biofilm growth. Their simulated results agreed well with experimental
data obtained with magnetic resonance imaging (MRI) techniques. They examined the
effects of biofilm cohesive strength on the membrane pressure drop. It is found that weaker
biomass has lower effects on pressure drop. Some cleaning strategies such as forward or
backward flushing and electro-chemical treatment could be used to remove foulants, in RO
membranes. Creber et al. [76] simulated membrane cleaning and reduction in the biofilm
cohesive strength using an extension of LBM-IbM model proposed by Pintelon et al. [75].
They examined biofilm accumulation and chemical removal in RO membranes. The biofilm
distribution and water flow field in the membrane, before and after cleaning, were captured.
and their simulated biomass changes were in good agreement with experimental data.

In LBM-IbM models by Graf von der Schulenburg et al. [44], Pintelon et al. [72] and
Pintelon et al. [73], the conventional LBGK was used to recover continuity and standard
Navier–Stokes equations. Because Navier–Stokes equation is limited to simulate flows
in porous media due to neglecting the variable porosity and permeability of unresolved
microporosity in solid matrix and biofilms, the permeability of biofilm was considered indi-
rectly through the manipulation of the LBGK relaxation parameter as the pseudo-viscosity
for flow within biofilm-occupied simulation lattice. However, many porous materials,
such as biofilms and soils, include multiscale pores or porosities that can contribute to the
macro-permeability of porous media. Due to importance of the unresolved intra-aggregate
pores in porous media, Tian and Wang [28] presented an LBM-IbM model which recovered
the Darcy–Brinkman–Forchheimer equation. They used a multilayer bounce-back treat-
ment developed by Tian and Wang [77] to account for multiscale porosities in biofilms and
solid matrix. The coupled LBM-IbM model was implemented to study interactions among
oxygen, bioclogging, chemical oxygen demand (COD), biofilm growth and multiscale
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permeability of the porous media and biofilms. Figure 13 shows the porosity distribution
and velocity vectors and the biofilm colony distribution in the domain. Their results
showed a very heterogeneous biofilm growth on the surface of the solid matrix and pores.
In addition, they found a biofilm porosity threshold, beyond which no obvious effects on
the flow rate and COD removal were observed. This demonstrated the capability of the
model to study biofilm growth, clogging and contaminants degradation under various
operational conditions in porous media. The model is potentially applicable to investigate
processes in wastewater treatment.

  
(a) (b) 

Figure 13. (a) The porosity distribution and velocity vectors, (b) the biofilm colony distribution in
the domain, at 38 × 104 time steps (Reprinted from [28] with permission from John Wiley and Sons).

4. Current Trends and Upcoming Challenges

LBM-based models are more recent in time in the biofilm modeling research than
other biofilm models. Both LBM-CA and LBM-IbM approaches represent powerful tools
in modeling biofilm growths. Compared to the FDM or FVM, as a meso-scale approach,
LBMs coupled with IbM or CA have advantages to incorporate non-equilibrium interface
processes and events and adopt distinct rules for cell spreading by different bacteria and,
thus, can capture the micro-scale interactions among individual cells, local substrate vari-
ability and macroscopic structure of biofilms. Because geometries generated by computed
x-ray tomography scan, such as porous media, can be directly inputted into LBM solver,
this allows very complex geometries to be simulated [28]. Furthermore, because LBM
solver uses two basic steps: stream and collision, this makes the code efficient and effective
to be parallelized and implemented [57,78].

4.1. Advantages and Disadvantages of Different LBM-Based Models

The LBM-IbM model seems to be very appealing to microbiologists since it allows
individual variability and tracks individual cells as the fundamental units [28,44]. The use
of IbM would become necessary if the biofilm heterogeneity resulting from the intracellular
interaction and their feedbacks between the individuals and the population needs to be
simulated. In IbM, the collective action of individual cells reflects population or community
level properties [79].

For LBM-CA model, a CA approach can use the same lattice grid as LBM. A set of
rules is used for biomass spreading. As a CA grid is much bigger than an individual
cell size, a CA grid is usually occupied by several cells. Therefore, CA does not resolve
individual cells. Instead, CA uses a predetermined maximum biomass in a grid. Under
the maximum biomass, biomass in the grid is represented by its percentage [3,19]. Any
newborn cell in a grid is transferred to its neighbour grids in the biofilm front and the cell
shoving with one another is not required.
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Despite the aforementioned advantages, LBM-based models have disadvantages. First,
because LBM-based models require to calculate distribution functions and then recover
the macro variables, such as velocity, temperature and concentration, LBM-based models
require more computer memory and computational time than FDM [57]. Particularly,
LBM-IbM is very computationally intensive. Because IbM traces every individual cell and
their interaction. Thus, at every time step, shoving and spreading of cells require many
iterations to find appreciated position of every cell. The more the cell number, the more
iterations will require. Thus, LBM-IbM models have been limited at small-scale systems.
However, if the larger sizes of cells (e.g., 10 to 20 μm in diameter) or a parcel of cells are
used, this will allow a larger system to be simulated while still keeping the shoving and
spreading rules for cell redistribution. Furthermore, because individual cells are assumed
as hard spheres and a predetermined shoving parameter is used to simulate the direction
of the biomass movement. Constant biofilm porosity and the elastic contact between cells
can also cause uncertainties.

In CA approach, spreading successfully movements are limited in a number of direc-
tions. The rules of spreading in CA are sometimes arbitrarily formulated. This might lead
to it being aesthetically driven, rather than physically motivated [42].

4.2. Upcoming Challenges and Future Research Perspectives

Biofilm modeling is driven by the scientific and practical interest to understand, control
and engineer biofilms in different applications, such as bioconversion, biofuel production,
wastewater treatment and prevention of biofouling. With the impressive advances in
genetic and biochemical technologies, it has been realized that the biofilms could not
be defined as simply bacteria fastened to a hydrated surface. For example, antibiotic
tolerance in biofilms causes the inability of antibiotic treatment in suppressing bacterial
infections. Bacterial populations produce persisters that exhibit multidrug tolerance and
survive treatment by all antimicrobials but the tolerance of persister cells is different from
inherited, reversible antimicrobial resistance. Persister cells are greatly enhanced in biofilms.
This can lead to difficulty to deal with biofilm-related diseases [80]. Quorum sensing
involves perceiving and responding to extracellular signals of bacterial communities for
competition and cooperation [81]. Furthermore, nutrient and microbial heterogeneity,
quorum sensing and environmental conditions all affect the phenotypic distinctiveness
of the individual stages of biofilm development. Individuals of the same species can
clearly compete with each other, but they need cooperation in the multicellular-level. LBM-
based models require to incorporate these features and behaviors of the complex biofilm
communities as a possible way in controlling and removing biofilms of industrial and
clinical concern [82].

Although IbMs have simulated signal transduction mechanisms in chemotaxis in
the new field of synthetic biology [83] and the integration of intracellular mechanisms
also enables the use of the rapidly increasing amount of metagenomic data, LBM-IbM
or LBM-CA models have not been reported to simulate these complex features. It is still
a challenge to account for different cells, such as active and inert cells, quorum sensing
and antibiotics. Furthermore, biofilm models need to expand their capacities beyond
the illustrative processes and simple geometries because many bioreactors are complex
in industrial applications. However, simplification and parameterization of the general
biofilm models are inevitable to achieve a specific goal in industrial applications. Therefore,
a comprehensive model of biofilm reactors may not require including as many parameters
as possible, but rather, to assess the level of significance of various parameters. This can
make it feasible to capture the main features in the description of the different biofilm
processes as the necessary data can be extracted for the reactor design and operation.

5. Conclusions

In this paper, we revisit a family of the LBM-based biofilm models chronologically. We
present the fundamentals of LBM-based biofilm modeling first and two main integrated
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approaches: the integrated LBM with CA or IbM. Then, we focus on progresses of LBM-
CA and LBM-IbM approaches and their applications. The LBM-based models are very
promising to handle complex multilateral interactions which occur in a bioreactor and
have successfully simulated many complicated phenomena in the biofilm’s dynamics
and interactions between biofilm growth and hydrodynamics in different industrial or
academic applications. However, long-term challenges exist in modeling biofilms when
bridging different spatiotemporal scales, such as multispecies competition and cooperation,
community assembly, cell-to-cell signaling, quorum sensing, antimicrobial resistance and
cellular motility. Addressing these challenges would inevitably need a combined approach
that not only selectively couples multiple relevant models by adding their strengths, but
also the incorporation of new findings. LBM-based models doubtlessly offer new ways in
understanding the dynamics of biofilms and controlling the biofilm formation and growth
in public health, biotechnology and bioengineering and microbiology.
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Abstract: With the development of the economy, environmental pollution caused by energy con-
sumption has become increasingly prominent. Improving the efficiency of energy utilization is an
important way to solve this problem. Firstly, we used a data envelopment analysis (DEA) model to
calculate the energy utilization efficiency of China’s provinces and regions from the perspective of
environmental constraints, including four inputs—labor force, capital stock, energy consumption
and carbon emission—and one output, GDP. Secondly, an entity fixed effect model of panel data was
built to investigate the influence of openness, urbanization, marketization and industrial structure
on energy utilization efficiency in the process of economic structure change. The results indicate
that China’s energy efficiency shows a trend of first stabilizing and then declining from 2007 to 2017.
Meanwhile, the comprehensive energy efficiency of all provinces and regions is not very ideal. Only
Beijing, Shanghai and Guangdong constitute the forefront of China’s energy efficiency. The lack of
pure technical efficiency in most provinces is the main reason for the low comprehensive efficiency,
but there are also obvious differences among provinces and regions. In addition, urbanization,
openness and industrial structure have a negative impact on energy efficiency, while marketization
has a significant positive impact on energy efficiency. Finally, based on the regional differences, some
suggestions were put forward to improve China’s energy utilization efficiency.

Keywords: DEA; regional difference; energy utilization efficiency; carbon emission

1. Introduction

With the rapid development of the economy in recent years, China’s energy pro-
duction and consumption have been growing rapidly, but environmental pollution has
also been significantly aggravated. Moreover, the restriction of energy on the economy
and the environment is becoming more and more obvious, which has attracted the at-
tention of many scholars. Therefore, in order to realize the coordinated development of
energy–economy–environment, the 13th Five-Year Plan (2016–2020) has emphasized that
China should adhere to the energy development strategy of “four revolutions and one
cooperation” and deepen the energy revolution. In addition, energy consumption per
unit of GDP and carbon dioxide emission are required to be reduced by 15% and 18%,
respectively. Energy efficiency is generally measured by energy intensity (energy consump-
tion per 10,000 yuan of GDP). The higher the energy intensity per unit of GDP, the lower
the energy efficiency. As can be seen from Figure 1, since 1980, with the improvement
of China’s energy science and technology innovation ability, the rapid development of
energy technology and equipment, and the optimization of the energy system driven by
automation, intellectualization and digitization, China’s energy efficiency has undergone
great changes, and the energy intensity has generally declined. It can be seen that China’s
energy utilization efficiency drops sharply every 10 years, and the overall trend is a step-
wise decline. However, the energy intensity dropped to 0.55 tons of standard coal per
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10,000 yuan in 2018, which was not reduced by 15% on the basis of 2015. There, it is
necessary to analyze China’s energy efficiency in detail to develop more effective strategies
for green development.

Figure 1. Energy intensity in China from 1980 to 2018. Data source: China economic network.

Many scholars have used various methods to study energy utilization efficiency.
Patterson pointed out that energy efficiency itself is a general term [1], which can be
measured by a variety of quantitative indicators The measuring methods can be divided
into single-factor energy efficiency and total-factor energy efficiency. The former is the
reciprocal of energy intensity. Compared with total-factor, the single-factor method is
calculated in a simple way, and the alternative effects between various input elements are
not taken into account. Total-factor energy efficiency considers the interaction between
energy consumption and other factors of production and has more than one input and
output indicator. Among various methods, data envelopment analysis (DEA) is widely
used to calculate energy efficiency. George Halkos and Kleoniki Natalia Petrou analyzed
the efficiency of the 28 EU member states in 2008, 2010, 2012 and 2014 using DEA and
directional distance function, among which Germany, Ireland and the United Kingdom
were the most efficient countries [2]. Zhongshan Yang, Xiaoxue Wei calculated the energy
utilization efficiency of 26 major cities in China by building a multi input-output DEA
model [3]. Tengfei Huo, Miaohan Tang et al. used the DEA model and the TFEE algorithm
to calculate the actual total factor energy efficiency (TFEE) of the construction industry [4].
Cheng et al. measured the TFEE of 30 provinces in China from 1997 to 2016 based on
the nonradial directional distance function of the DEA model and found that TFEE had
significant regional heterogeneity [5]. The extended DEA method is also very common
in the energy field. Geng et al. proposed a novel DEA model based on the affinity
propagation (AP) clustering algorithm (AP-DEA) [6]. Iftikhar et al. used the network
DEA method to measure the economic efficiency and distributive efficiency of major
economies [7]. Fernández et al. evaluated the productivity and energy efficiency of existing
industrial gases facilities through DEA and the Malmquist index [8]. Wen et al. combined
a multiregional input-output model with DEA to evaluate the energy efficiency of China’s
construction industry at the provincial level [9].

From the above literature, it can be found that a variety of input and output fac-
tors should be considered when the DEA method is used to calculate energy utilization
efficiency. In addition, we also need to pay attention to which social and environmen-
tal variables will affect the efficiency value. Scholars generally agree that technological
progress and economic structure are two key factors. Zhu et al. held that the rationalization
and advancement of industrial structure had a positive impact on the efficiency of green
development [10]. The results of Wang et al. showed that the development of 21 industries
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would decrease the national carbon intensity in China’s 28 industries [11]. Xiong, Ma and
Ji supported that industrial structure efficiency was a determinative factor to provincial
industrial energy efficiency [12]. In addition to industrial structure, openness, marketi-
zation and urbanization could also affect energy efficiency. Zhao and Lin constructed a
simultaneous equation model and demonstrated positive feedback between foreign trade
and energy efficiency in the textile industry [13]. Koengkan conducted a survey on the
impact of trade openness on energy consumption in four Andean community countries,
and found that economic growth and trade openness had a positive impact on energy
consumption [14]. Peng et al. analyzed the overall textile industry energy efficiency gap
between China and the United States, and argued that the main factors influencing the
energy efficiency of the chemical fiber industry in China included economic structure,
energy structure, industry scale and technology [15]. Wang, Shi and Zhang explored the
influencing factors of energy efficiency using the Tobit regression model and found that
market concentration and foreign direct investment had significantly positive effects on
industrial energy efficiency [16]. Zhao et al. used a three-stage DEA model, and the results
showed that economic and energy structure, urbanization rate and R&D investment would
affect energy efficiency [17]. Morfeldt and Silveira believed that the government’s behavior
did not contribute to the improvement of the energy efficiency of the industry [18]. Li, Fang
and He found that the overall impact of urbanization on energy efficiency was negative in
China [19].

We find that previous studies cover countries, regions and industries, but lack analysis
of regional differences. Meanwhile, most scholars only consider the economic output
measured by GDP, and the choice of output indicators is often single. In addition, most
studies focus on the relationship between technological progress, industrial structure
and energy efficiency, with insufficient attention paid to openness, marketization and
urbanization. This paper differs from the past researches as follows:

(1) We incorporate carbon emissions into the DEA model. In calculating the energy
efficiency of regions and four major economic zones, it is considered an undesirable
output to measure environmental pollution.

(2) Based on the provincial panel data from 2007 to 2017, the entity fixed effect models in
China and its four major economic zones are constructed.

(3) We explore the impact of openness, marketization and urbanization on energy effi-
ciency in the period of economic structure transformation, and put forward some
suggestions to improve efficiency.

2. Energy Utilization Efficiency in China

2.1. DEA Method and Index Selection

DEA is proposed by Charnes [20], which is a non-parametric econometrics method
based on operational research theory and linear programming technology. Many scholars
have measured energy efficiency by the DEA method because of its distinct advantages
in evaluating relative efficiency of decision-making units with multiple input and output
indicators. The DEA model can be divided into two types: input-oriented and output-
oriented. Due to the different situations in different provinces, we choose the input-oriented
and changeable scale of the BCC model as the original DEA model (1) to calculate energy
utilization efficiency, where n represents the number of decision-making units (DMU), U
represents input, V represents output, and the relative efficiency of DMU0 is a0.

min a0S. t.

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

n
∑

i=1
λixiu ≤ a0x0u, u = 1, 2, · · · , U

n
∑

i=1
λiyiv ≥ y0v, v = 1, 2, · · · , V

λ1 + λ2 + · · ·+ λn = 1, i = 1, 2, . . . n
λi ≥ 0, i = 1, 2, . . . n

(1)
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In the previous studies, most scholars only considered expected output measured
by GDP. However, the use of energy will inevitably bring undesirable outputs, such as
environmental pollution, which should also be considered in efficiency evaluation. In this
paper, we use carbon emissions to measure environmental pollution. For economic and
environmental systems, carbon emissions are unexpected output. In the environmental
efficiency evaluation model, there are many processing methods to deal with the undesir-
able outputs, among which “regarding unexpected output as input” is one of the main
ideas. This measure conforms to the basic idea of the DEA model, that is, we expect to
get more expected output with less input. Therefore, we regard carbon emissions as an
input variable. In addition, under the framework of total-factor production function, labor,
capital and energy consumption are regarded as input variables, and GDP is regarded as
an output variable.

2.2. Data Sources and Processing

The panel data of 30 provinces in China from 2007 to 2017 are selected as the evaluation
units for energy utilization efficiency (considering the availability and completeness of data,
Shanxi, Guizhou and Tibet are not included, and the data of Chongqing are incorporated
into Sichuan for accounting). The sources and processing of input and output data are as
follows:

(1) Energy consumption. The total energy consumption of each province is used as the
energy consumption index, and the data are from China Energy Statistical Yearbook
in 2018.

(2) Labor. The number of employees in each province is selected to measure the labor
input. The number of current employees = (the number of employees at the end of
the previous period + the number of employees at the end of the current period)/2.
The data are from CEInet Statistics Database.

(3) Capital stock. Perpetual inventory method is adopted to estimate the actual capital
stock of each province every year. The calculation method is as follows:
Kit = Ki,t−1(1 − δit) + Iit, where Kit is the capital stock of province i in year t, Iit
is the actual investment of province i in year t, δ is economic depreciation rate. Iit
is calculated according to the total investment and the fixed asset investment price
index of each province. The data are from China Statistical Yearbook, δ takes 5%. The
initial value of capital stock K0 = I0

δ+g where I0 is the actual fixed assets investment
in initial year, g is the annual average growth rate of investment in sample period. All
data are calculated according to the constant price in 2007.

(4) Carbon emissions. It is regarded as an unexpected environmental output indicator
for measuring energy utilization efficiency. The energy consumption (coal, coke,
crude oil, gasoline, kerosene, diesel oil, fuel oil and natural gas) of each province is
multiplied by the standard coal coefficient to obtain the standard consumption. Then
multiply it by the carbon emission coefficient, and we can get the carbon emission
of energy consumption in each province during 2007–2017. The data are from China
Energy Statistics Yearbook 2018.

(5) GDP. It is used as an economic output index for measuring energy utilization effi-
ciency. We get the GDP data (calculated by current price) of each province during
2007–2017 from China Statistical Yearbook. Meanwhile, we convert those data by the
price in 2007.

2.3. Analysis of Energy Utilization Efficiency
2.3.1. Analysis of Provincial Energy Utilization Efficiency

We use DEAP2.1 software to calculate the energy efficiency of 30 provinces in China
during 2007–2017. The results are shown in Table 1. The DEA model can be used to
analyze the comprehensive efficiency, pure technical efficiency and scale efficiency. Pure
technical efficiency (vrste) refers to the minimum factor cost of input under the maximum
output of the same scale, which is calculated under the assumption of variable returns
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to scale. It can be used to measure the extent to which input factors are caused by pure
technical inefficiency. Scale efficiency (scale) refers to the ratio between the output of
technical efficiency on the production boundary and its optimal scale output under certain
input conditions. The larger the scale efficiency is, the closer the production scale of
the production unit is to the optimal production scale. Comprehensive efficiency (crste)
refers to the minimum factor cost of required input under the maximum output, which is
calculated under the assumption of constant return to scale. The quantitative relationship
among them is that comprehensive efficiency = pure technical efficiency × scale efficiency.

First of all, according to Figure 2, the comprehensive energy utilization efficiency of
provinces and cities in 2007–2017 is not very ideal. Only Beijing, Shanghai and Guangdong
have a comprehensive efficiency value of 1, which constitutes the forefront of China’s
energy utilization efficiency. Secondly, the average energy efficiency of Tianjin, Zhejiang
and Jiangsu reaches 0.8 in 2007–2017, which is relatively effective. Thirdly, the average
energy efficiency of 12 provinces, such as Gansu, Yunnan, Ningxia and Qinghai, is below
0.6, so there is an urgent need to improve energy efficiency and find reasonable ways to
save energy and reduce emissions. From a horizontal perspective, the energy utilization
efficiency of all provinces and cities in China declined from 2007 to 2017. Improving energy
efficiency is an urgent problem.

Figure 2. Comprehensive efficiency of China’s regions during 2007–2017.
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We can divide the regions into five echelons according to the comprehensive energy
utilization efficiency. The first echelon achieves DEA efficiency, including Beijing, Shanghai
and Guangdong. The second echelon is the weak effective echelon, including Tianjin,
Zhejiang and Jiangsu, which can strive to move closer to the first echelon. The third
echelon includes Hainan, Fujian, Hunan, Jiangxi and Hubei. The comprehensive efficiency
of this level is lower than 0.8 but higher than the national overall efficiency, which has
promoted the national energy utilization efficiency for a long time. The energy efficiency of
the fourth echelon is about the national overall efficiency, including Heilongjiang, Henan,
Shandong and Guangxi. These provinces can improve energy efficiency through some
structural adjustment. The fifth echelon includes 14 provinces, namely Inner Mongolia,
Guizhou, Anhui, Xinjiang, Sichuan, Shanxi, Liaoning, Chongqing, Hebei, Gansu, Jilin,
Ningxia, Yunnan and Qinghai. Their comprehensive efficiency has been lower than that of
the whole country for a long time. To improve the overall energy utilization efficiency, the
fifth echelon is the main target.

From the perspective of average comprehensive efficiency (Figure 3), the general
characteristics of energy utilization comprehensive efficiency of 31 regions during 2007–
2017 are as follows: the eastern region is larger than the central region, and the central
region is larger than the western region. The reasons for the differences may come from
three aspects: Firstly, from the perspective of capital stock and labor force, the capital
investment in the eastern region is much higher than that in the central and western
regions due to the differences in regional economic development level. Secondly, the
central and western regions are located in the interior of China, and the development
environment is relatively closed, which leads to the low level of input allocation of relevant
factors and technology development. Finally, from the perspective of output, the large
difference in output among the eastern, central and western regions directly affects the
utilization efficiency of input factors.

Figure 3. Distribution of average comprehensive efficiency in China during 2007–2017.

2.3.2. Comparison of Energy Efficiency in Four Economic Zones

According to the standard of National Bureau of statistics, 30 regions are divided
into four major economic zones, including eastern, central, western and northeastern
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regions. The eastern region includes 10 provinces: Beijing, Shanghai, Tianjin, Hebei,
Jiangsu, Zhejiang, Fujian, Shandong, Guangdong and Hainan. The central region includes
6 provinces: Anhui, Jiangxi, Henan, Hubei, Shanxi and Hunan. The western region
includes 11 provinces: Inner Mongolia, Guangxi, Sichuan, Chongqing, Guizhou, Yunnan,
Shaanxi, Gansu, Qinghai, Ningxia and Xinjiang. The Northeast region includes 3 provinces:
Liaoning, Jilin and Heilongjiang. The energy efficiency of the four economic zones during
2007–2017 is shown in Table 2.

Table 2. Comprehensive efficiency in four major economic zones during 2007–2017.

Eastern Central Western Northeastern

2007 1 0.804 0.735 0.817
2008 1 0.831 0.778 0.868
2009 1 0.819 0.78 0.869
2010 1 0.829 0.78 0.885
2011 1 0.849 0.814 0.922
2012 1 0.84 0.822 0.924
2013 1 0.812 0.797 0.889
2014 1 0.796 0.774 0.848
2015 1 0.78 0.745 0.823
2016 1 0.783 0.718 0.681
2017 1 0.791 0.693 0.599

It can be seen from Table 2 that the average energy utilization efficiency in the eastern
region is the highest, which has always been in the effective frontier. The comprehensive
efficiency in the central region is basically above 0.8, which is weak effective. The efficiency
in the western region is relatively weak, hovering around 0.7–0.8 for a long time, and has
a downward trend. The efficiency in the northeast region has declined year by year in
recent five years, and the efficiency in 2016 and 2017 was even lower than 0.7. From the
perspective of scale efficiency and pure technical efficiency (Figure 4), the central region
needs to improve scale efficiency and pure technical efficiency, and scale efficiency should
be given more attention. The western region also needs to improve both, but the focus is
on improving pure technological efficiency. The northeast region is obviously lacking in
scale efficiency, but the pure technical efficiency is always in a good state.

Figure 4. Pure technology efficiency and scale efficiency in four major economic zones.

The energy utilization efficiency in the four economic zones in China is basically
in line with the actual economic situation. Compared with the inland areas, the eastern
coastal areas have developed earlier and have great advantages in economic output, talent
reserve and resource allocation. The economic development of the western region is
relatively backward, and scientific and technological means should be adopted to improve
energy utilization efficiency. There is still a big gap between Northeast China and Eastern
China, and we should improve energy efficiency in terms of scale effect. In addition,
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there are significant improvements in energy efficiency in different regions compared to
inter-provincial energy efficiency. That is to say, the overall energy efficiency difference
of China’s sub regions is gradually narrowing, but the energy efficiency within regions is
extremely unbalanced, resulting in the huge energy efficiency differences among provinces.

3. The Relationship between Openness, Marketization, Urbanization and Energy
Utilization Efficiency

3.1. The Definition of Variables

Due to the large gap in the resource status and economic development level of different
regions, the time series model would ignore the individual differences among regions,
while the cross-sectional data model cannot reflect the dynamic trend of economic change.
In order to overcome these two shortcomings, this paper uses panel data model to analyze
the impact of openness, marketization and urbanization on energy efficiency. The data are
from China Statistical Yearbook and CEInet statistical database. The definition of variables
is showed as follows:

(1) Energy utilization efficiency (EE): The result of the DEA model in the previous
section is energy efficiency.

(2) Openness (OP): The proportion of total imports and exports in GDP is used to
measure the degree of economic openness.

(3) Marketization (MK): The marketization level is measured by (1- local fiscal expen-
diture/GDP). Generally speaking, the larger the proportion of government fiscal
expenditure, the more government intervention, the lower the marketization degree.

(4) Urbanization (UB): The urbanization level is measured by the proportion of urban
population in the total population of regions.

(5) Industrial structure (IS): It is measured by the proportion of added value of the
tertiary industry in GDP.

3.2. Unit Root Test and Cointegration Test of Panel Data

In order to avoid spurious regression and guarantee the validity of estimation results,
it is necessary to test the stability of panel data by a unit root test before regression. If the
results of the unit root test have the same order among variables, the co-integration test
can be used to study the long-term equilibrium relationship. If there is a long-term stable
equilibrium relationship among variables, the regression residual of the equation is stable.
On this basis, regression analysis will be more accurate.

There are many unit root test methods, including LLC, IPS, Breitung, Fisher-ADF,
Fisher-PP test and so on. In this paper, we mainly use the common root test LLC and
the different root tests Fisher-ADF and Fisher-PP. If they all reject the null hypothesis, the
sequence is considered to be stationary. Otherwise, it is unstable. Then, the differential test
is continued until it is stable. The unit root test result of panel data is shown in Table 3.

Table 3. The result of unit root test.

Variables

Methods
EE ΔEE OP ΔOP MK ΔMK UB ΔUB IS ΔIS

LLC
Test

−3.8587
**

−17.175
**

−12.010
**

−26.299
**

−7.4667
**

−13.495
**

−4.3202
**

−17.758
**

−3.7790
**

−21.562
**

Fisher-ADF Test 28.1527 132.902
**

116.860
**

206.809
** 68.4116 140.244

** 56.4507 150.582
** 41.6331 155.626

**

Fisher-PP
Test 38.1522 150.277

**
124.424

**
213.927

** 77.1731 293.208
**

78.6062
*

208.198
**

62.1979 158.717
**

Note: **, * indicate that the variable is significant at the level of 1% and 5% respectively, the same below.
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The results in Table 4 show that all variables are I (1) process. On this basis, the
co-integration test is carried out to test whether there is a long-term stable equilibrium
relationship between nonstationary sequences. The Pedroni method is used in this paper
and the result is shown in Table 4.

Table 4. The result of co-integration test.

Statistics Prob. Results

Panel v-Statistic −2.319973 0.9898 Accept
Panel rho-Statistic 4.184402 1.0000 Accept
Panel PP-Statistic −6.727107 0.0000 Reject

Panel ADF-Statistic −4.357801 0.0000 Reject
Group rho-Statistic 6.557975 1.0000 Accept
Group PP-Statistic −12.49921 0.0000 Reject

Group ADF-Statistic −3.656433 0.0001 Reject

It can be seen from Table 4 that Panel v-Statistic, Panel rho-Statistic and Group rho-
Statistic fail to pass the test at the significance level of 5%, indicating that they accept the null
hypothesis and there is no co-integration relationship. However, the rest of the statistical
data have passed the significance test. Panel ADF-Statistic and Group ADF-Statistic are
more suitable for small sample data in the Pedroni test. Since the data used in this paper is
relatively small (T < 20) and the above two statistics have passed the significance test, it
can be concluded that there is a long-term stable equilibrium relationship among variables.

3.3. Estimation and Analysis of Panel Data Model

We take energy efficiency as a dependent variable, and openness, marketization,
urbanization and industrial structure as independent variables to construct a panel data
regression model. In this paper, the F test and Hausman test are used to determine the
form of the model to avoid model setting errors and improve the effectiveness of parameter
estimation.

From the results of F test in Table 5, the null hypothesis should be rejected. In other
words, compared with a pooled regression model, we should establish an entity fixed effect
model. Similarly, from the results of the Hausman test, an entity fixed effect model should
be established compared with an entity random effect model. The model is as follows:

EEit = C + β1OPit + β2MKit + β3UBit + β4 ISit + D1 + D2 + · · · D30 + uit (2)

Table 5. Results of F test and Hausman test.

Statistics Prob.

F test 24.573998 0.0000
Hausman test 180.561486 0.0000

The dummy D1, D2, · · · D30 variable is defined as:

Di =

{
1, (I f it′s the a − th individual)

0, (others)
i = 1, 2, 3, · · · 30; t = 2007, 2008, 2009, · · · 2017

In this model, i represents province i and t stands for year t. EE, OP, MK, UB, IS,
respectively represent the energy utilization efficiency, openness, marketization, urban-
ization and industrial structure variable. C is the public intercept; D1, D2, · · · D30 stands
for individual difference; β1, β2, β3, β4 are corresponding coefficients; uit is the random
disturbance term.

To avoid heteroscedasticity and autocorrelation, the cross-section weights estimation
method is adopted to estimate the entity fixed effects model of panel data. The results are
shown in Table 6.
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Table 6. Panel data model estimation results 1.

Variable Coefficient t-Statistic Prob.

C 144.8916 ** 16.66261 0.0000
OP −0.182832 ** −10.49266 0.0000
MK −0.151994 * −1.978842 0.0488
UB −0.26349 ** −3.573559 0.0004
IS −1.071729 ** −16.27322 0.0000

Adj.R2 0.971921 F-Statistic 310.4761
D-W 0.648526 Prob.(F-Statistic) 0.0000

** 5%, * 10%.

From Table 6, R2 of this model is 0.9719 and the value of F-statistic is 310.4761. The
regression equation is overall significant and its goodness of fit is very high. However, the
explanatory variables OP, UB fail to pass the test at the significance level of 5%. The value
of D-W statistic is 0.6540, which indicates that there is serious positive autocorrelation. To
eliminate the autocorrelation, AR (1) is added to this model. The estimation results are
shown in Table 7.

Table 7. Panel data model estimation results 2.

Variable Coefficient t-Statistic Prob.

C 156.3528 ** 15.47954 0.0000
OP −0.04625 ** −4.768227 0.0000
MK 0.165401 * 1.757011 0.0401
UB −1.268613 ** −9.512252 0.0000
IS −0.649303 ** −10.03062 0.0000

AR(1) 0.686154 ** 26.37959 0.0000
Adj.R2 0.991604 F-Statistic 922.7332
D-W 1.737583 Prob.(F-Statistic) 0.0000

** 5%, * 10%.

From Table 7, R2 of this model is 0.9916. Its goodness of fit is high and the value
of F-statistic is 922.7332. The regression equation is overall significant. All explanatory
variables pass the test at the significance level of 5%, and the value of D-W statistic is 1.7375,
indicating that autocorrelation has been basically eliminated. Therefore, the final model is
as follows:⎧⎨

⎩
EEit = 156.3528 − 0.0463OPit + 0.1654MKit − 1.2686UBit − 0.6493ISit

+97.0395D1 + 66.6155D2 + · · · − 16.4617D29 − 24.9672D30 + uit
uit = 0.6862uit−1 + eit

(3)

Di =

{
1, (I f it′s the a − th individual)

0, (others)

i = 1, 2, 3, · · · 30; t = 2007, 2008, 2009, · · · 2017

According to the results of regression estimation, openness, marketization, urban-
ization and industrial structure are important factors affecting regional energy utilization
efficiency. Openness has a significant negative impact on energy utilization efficiency,
and its regression coefficient is −0.0463, which indicates that if the proportion of total
imports and exports in GDP increases by 1%, China’s energy efficiency will decrease by
0.0463%. Opening up is a double-edged sword. On the one hand, it can attract foreign
advanced technology and experience. It can also produce technology spillovers, promote
the transformation of the economic development mode, and improve the environment
and efficiency. On the other hand, some high-polluting enterprises will flow into the
country with the improvement of openness degree. They can cause serious environmental
pollution and reduce energy efficiency. Generally speaking, the environmental pollution
caused by economic opening partially offsets the technology spillover and affects the
energy efficiency.
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Marketization has a positive impact on energy efficiency. The regression coefficient
of marketization is 0.1654, which passes the test at the significance level of 5%. If the
proportion of local fiscal expenditure in GDP decreases by 1%, energy utilization efficiency
in China will increase by 0.1654%. This shows that market-oriented reform is beneficial to
the improvement of China’s energy efficiency to some extent and promotes enterprises to
increase independent innovation. However, the government should also play its role of
macro-control and supervision to make up for the failure of the market in environmental
governance and promote sustainable economic development.

Urbanization has the greatest negative impact on energy utilization efficiency, and
its regression coefficient is −1.2686, indicating that every 1% increase in the urbanization
rate will cause a 1.2686% decrease in energy utilization efficiency. It indicates that with
the improvement of urbanization level, China’s energy use efficiency has not improved,
but decreased. The reason may be that the employment, infrastructure construction,
transportation, capital and technology pressure brought by population aggregation make
the urbanization quality of China’s provinces not high. Moreover, many foreign-funded
enterprises focus on the cheap labor force and broad market provided by China’s ur-
banization, which is not conducive to the urbanization level to promote technological
progress and improve energy utilization efficiency through the spillover effect of foreign-
funded technologies.

Industrial structure has a significant negative influence on energy efficiency at the level
of 1%. Its coefficient is −0.6493, which indicates that if the proportion of the added value
of the tertiary industry in GDP increases by 1%, China’s energy efficiency will decrease by
0.6493%. This is not consistent with expected results and conclusions of previous scholars.
Why do we get this opposite conclusion? Although the proportion of the tertiary industry
in China’s industrial structure is increasing year by year, the proportion of the secondary
industry is still high, with an average of 40.5%. Besides, energy-intensive industries occupy
a large proportion in the secondary industry of China, which offset the improvement of
energy utilization efficiency by the tertiary industry. Therefore, we conclude that the impact
of industrial structure variables is negative.

In order to further investigate the influence of various factors on different regions, this
paper not only carries out a regression analysis on the national panel data, but also makes
a corresponding analysis on each region. The regression results of four major economic
zones are shown in Table 8.

Table 8. Estimation results of four major economic zones.

Explanatory
Variable

China East Central West Northeast

OP −0.04625 ** −0.045487 * −0.003827 0.101132 −0.347372
MK 0.165401 * −0.015305 0.024308 0.117862 ** −1.372778 **
UB −1.268613 ** −1.071398 ** −0.717434 ** −1.315832 ** −0.661520
IS −0.649303 ** −0.797692 ** −0.894773 ** −0.557170 ** −1.495912 **

Adj. R2 0.991604 0.976768 0.925243 0.924013 0.807909
D-W 1.737583 1.849916 2.090744 2.196564 1.925070

** 5%, * 10%.

As can be seen from Table 8, from a national perspective, openness, marketization,
urbanization and industrial structure all have significant impacts on energy efficiency.
However, from a regional perspective, their impacts are different and not entirely signifi-
cant. The energy efficiency of the eastern region is the highest. Openness, urbanization
and industrial structure all have a negative impact on its efficiency, while the impact of
marketization on efficiency is not significant. Compared with other regions, the economic
development level and opening-up degree are relatively high in the east. Meanwhile, by
introducing and learning foreign advanced technology and experience, some enterprises
with high pollution, high energy consumption and high emissions have flowed into China,
which have a negative influence on the environment. For the eastern region, we should not
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blindly introduce foreign investment, but transfer from “quantity” to “quality”. We should
build a green and healthy urban environment while pursuing the speed of urbanization
and improving infrastructure construction.

In western regions, urbanization and industrial structure have significant negative
effects on energy efficiency, while marketization has a significant positive effect. How-
ever, the impact of openness is not significant. The high proportion of the secondary
industry and energy-intensive industries in the western region offsets the improvement of
energy utilization efficiency by the tertiary industry. Therefore, the government should
strengthen its support and influence on the western region and promote the adjustment
of economic structure and the transformation of the development mode. Meanwhile, it
is of great importance to speed up the process of marketization and improve the quality
of urbanization.

The impact of urbanization and industrial structure on energy efficiency in Central
China is negative. The central region is an inland area, and there is a big gap between
the central region and the eastern coastal area in terms of introducing foreign capital.
Therefore, we should improve the economic openness degree and learn from foreign
advanced technology and management experience. The urbanization process should also
be controlled to avoid blind urban agglomeration. Otherwise, it will hinder the optimal
allocation of resources and lead to the reduction of efficiency.

Marketization and industrial structure have a significant negative impact on the
energy efficiency in Northeast China, with coefficients as high as −1.3728 and −1.4959,
respectively, while other variables have no significant impact. As an old industrial base,
the proportion of secondary industry in the northeast has been relatively high. There are a
lot of energy-intensive industries, which offset the improvement of energy efficiency by
tertiary industry and also make the influence of industrial structure negative. In order to
improve the energy efficiency in Northeast China, we should not only pay attention to the
adjustment of industrial structure, but also accelerate the transformation of the economic
development mode and curb the excessive growth of energy-intensive industries.

4. Conclusions and Suggestions

Based on the analysis results, the following conclusions can be drawn:

(1) With the development of the economy and the progress of science and technology,
energy utilization efficiency in China has not improved. There is a big gap in energy
efficiency among the four major economic zones in China. How to improve energy
utilization efficiency and find reasonable ways of energy conservation and emission
reduction is extremely urgent.

(2) From the national perspective, the changes in economic structure, including openness,
marketization and urbanization, are all important factors affecting energy utilization
efficiency. From the regional perspective, the influence of openness, marketization,
urbanization and industrial structure are different and not entirely significant. There-
fore, regional differences must be fully taken into account when taking measures to
improve energy efficiency.

Based on the above conclusions, we put forward the following suggestions for im-
proving energy utilization efficiency in China:

(1) We should continue to take accelerating the transformation of the mode of economic
development as a long-term and arduous task. China must strive to break the exten-
sive growth mode of high input and low output, pay more attention to the quality
of economic development, energy conservation and emission reduction, and realize
the effective utilization of resources. In addition, energy conservation policies and
objectives must take into account regional differences.

(2) The four major economic zones should encourage the rational flow of capital, tech-
nology, talent and resources, so as to promote the optimal allocation of resources,
mutual exchange and cooperation. In order to improve the overall energy efficiency
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of our country, the high-efficiency regions should ensure the stable improvement of
efficiency and guide the low-efficiency areas to narrow the regional gap.
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Abstract: The water and wastewater sector is an important lifeline upon which other economic sectors
depend. Securing the sector’s critical infrastructure is therefore important for any country’s economy.
Like many other nations, South Africa has an overarching national cybersecurity strategy aimed
at addressing cyber terrorism, cybercriminal activities, cyber vandalism, and cyber sabotage. The
aim of this study is to contextualise the water and wastewater sector’s cybersecurity responsibilities
within the national cybersecurity legislative and policy environment. This is achieved by conducting
a detailed analysis of the international, national and sector cybersecurity stakeholders; legislation
and policies; and challenges pertaining to the protection of the water and wastewater sector. The
study found some concerning challenges and improvement gaps regarding the complex manner in
which the national government is implementing the cybersecurity strategy. The study also found
that, along with the National Cybersecurity Policy Framework (the national cybersecurity strategy of
South Africa), the Electronic Communications and Transactions Act, Critical Infrastructure Protection
Act, and other supporting legislation and policies make provision for the water and wastewater
sector’s computer security incidents response team to be established without the need to propose
any new laws or amend existing ones. This is conducive for the immediate development of the
sector-specific cybersecurity governance framework and resilience strategy to protect the water and
wastewater assets.

Keywords: cybersecurity; cybercrime; legislation; policy; systems thinking; water

1. Introduction

Goal 16 of the United Nations’ (UN) 17 sustainable development goals is intended to
“promote peaceful and inclusive societies for sustainable development, provide access to
justice for all and build effective, accountable and inclusive institutions at all levels” [1].
But peace, justice and strong institutions [1] require strengthening coordination among
various international and domestic stakeholders. Critical infrastructure protection also
requires the strengthening of coordination among international and domestic stakeholders.
The United States of America (USA) defines critical infrastructure according to the 2013
Presidential Policy Directive No. 21, as “systems and assets, whether physical or virtual,
so vital to the United States that the incapacity or destruction of such systems and assets
would have a debilitating impact on security, national economic security, national public
health or safety, or any combination of those matters.” [2] (p. 37). The study has adopted
this as the baseline definition of a critical infrastructure.

An example of a water-specific critical infrastructure is the Latvian water supply
and sewerage enterprises association [3] which oversees 27 member organisations [4].
In Austria, there are approximately 5500 water utilities, 1900 community-based utilities,
165 water supply associations and 3400 water supply cooperatives [5]. Having a regularly
updated inventory list of such critical infrastructures is a good practice [6]. However, an
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effective cyberlegislation is not only vital for identifying and classifying but maintaining a
country’s infrastructure and protecting its citizens [6,7].

In many countries, the water and wastewater supply systems are classified as critical
infrastructure as they are vital to national public health and economic security. Thus, pro-
longed interruptions of such critical infrastructures would naturally result in deteriorating
public health and economic losses [5]. It is therefore crucial to understand the cyberse-
curity policy trends and discussions [7] to ensure proper coordination of cybersecurity
activities in a country. This paper explores South Africa’s water and wastewater sector
cybersecurity responsibilities within the national and international policy context. This
highlights how well-defined policy regulations in any country could ensure coordination of
stakeholder roles and responsibilities for carrying out water-specific critical infrastructure
cybersecurity activities. Thus, failure to define and implement effective cyberlegislation
and policies could have devastating impact on the protection of water and wastewater
critical infrastructure.

In South Africa, the government gazetted the National Cybersecurity Policy Frame-
work (NCPF) in 2015, which aimed at addressing cyber terrorism, cybercriminal activities,
cyber vandalism, and cyber sabotage [8,9]. As the overarching national cybersecurity
strategy of South Africa [9], the NCPF provides a governance process and guidelines to
respond to cybersecurity threats and attacks against the country [8,9]. In the cybersecurity
domain, policies outline the objectives and limitations of a strategy [10] to provide for
measures to be put in place for the protection, safeguarding, and resilience of assets [11].
Thus, adopting the most recent cybersecurity technologies is only effective when deployed
within the guidelines of a clearly defined and enforceable policy [10]. Since the adoption of
the NCPF, South Africa has been actively conducting cybersecurity assessments, audits,
and readiness exercises in different public sector entities as part of the implementation of
the cybersecurity strategy. Water and wastewater is one such sector that needs to conduct
its own cybersecurity assessments, audits, and readiness exercises. Failure to conduct
these periodically could increase the risk and intensify severity of a cyberattack to critical
water infrastructure [12].

For example, an attacker may use the cyber kill chain—reconnaissance, weaponisation,
delivery, exploitation, installation, command and control, and action on their objectives—to
gain entry into the victim’s environment through the corporate information technology
(IT) domain and then move laterally to the operational technology (OT) domain to launch
attacks on critical infrastructure [13]. OT is a collective term for industrial control systems
(ICSs), supervisory control and data acquisition (SCADA) systems, and other industrial
monitoring and control processes [14,15]. ICSs and SCADA systems are essentially the
backbone of critical infrastructures worldwide, including water supply systems, electricity
grids, and transportation and telecommunication networks [16,17]. A well-documented
cyberattack of a water supply system which took three months to detect occurred at the
Maroochy water treatment plant in Australia [18]. This cyberattack took place in 2000,
when SCADA systems began experiencing loss of communication, false alarms, and loss
of pump controllability due to altered configurations [12,13,19]. This resulted in nearly
1 million litres of raw sewage spilling into rivers, parks, and residential areas, causing
damage to the environment and costing society a lot of money [14,16,20,21].

The cyberattack example above demonstrates that cybersecurity can significantly
affect sustainability. All three pillars of sustainability—social, environmental or ecological,
and economic [19]—were impacted. The social pillar was impacted as a result of the raw
sewage spillage in residential areas, including the grounds of a hotel [20]. The death of
marine life and unbearable stench, as reported by the Australian Environmental Protection
Agency [16], shows the extent to which the environmental pillar was affected. Lastly, all
these damages cost the Maroochy Shire Council and the state of Queensland money to
clean up and rehabilitate the environment. Thus, the economic pillar of sustainability
was also greatly impacted upon. It is also clear from this incident that the sustainability
pillars can also be viewed as three distinct and yet interacting systems [21]. That is, if one
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system/pillar is compromised, the other two will be equivalently affected in an attempt to
return to the natural state of equilibrium [22,23].

In light of this, the paper aims to contextualise the water and wastewater sector’s
cybersecurity responsibilities within the national cybersecurity legislative and policy envi-
ronment of South Africa. This will determine if and whether there is a need to propose any
new legislation and/or policies, or amend existing ones, to address the cybersecurity re-
quirements of the sector. A systems thinking method is adopted to achieve the study’s aim
by examining the interrelationships between the water and wastewater sector and national
cybersecurity legislative and policy environments as one system rather than independent
and unrelated elements.

This introductory section provides the background and context of the study problem.
The rest of the paper is structured as follows: Section 2 outlines the international, national
(South Africa), and sector (South African water and wastewater sector) cybersecurity
policy and legislative environments; Section 3 describes the systems thinking research
methodology adopted in the paper to contextualise the water and wastewater sector’s
cybersecurity responsibilities within the South African cybersecurity legislative and policy
environment; Section 4 presents the results; and Section 5 discusses the findings. The policy
recommendations of the study are outlined in Section 6 and the conclusion presented in
Section 7.

2. Cybersecurity Policy and Legislative Environment

A cybersecurity policy helps to chart a course of action for ensuring security of cy-
berspace by defining collective and individual regulatory, legal, technical, behavioural,
organisational, and international responsibilities in pursuit of cybersecurity [24,25]. Cyber-
security is therefore a shared responsibility for national governments, economic sectors,
and organisations and/or individual digital device end-users [26]. The shared cyber de-
fence responsibilities are usually coordinated by nation states to develop capabilities to
achieve cyber resilience, reduce cybercrime, and secure critical national infrastructure
while developing industrial and technological resources for cybersecurity [27]. In this
section, the researchers reviewed the international, national, and sector (water and wastew-
ater) cybersecurity literature to identify the stakeholders involved and existing policy and
legal environment.

2.1. International System

In the digital era, cybersecurity is of paramount importance for economic competitive-
ness and continuity of trade for organisations of all types and sizes. As the United Nations
Economic Commission for Europe (UNECE) [28,29] asserts, cyberthreats cut across any so-
cial and economic activities nationally, regionally, and internationally. It is therefore prudent
to explore available international cybersecurity cooperation mechanisms for the protection of
critical infrastructure, including water and wastewater critical infrastructure. Of particular
focus in this section are the key international cybersecurity stakeholders involved, applicable
laws, and the challenges encountered when implementing cybersecurity practices.

2.1.1. International Cybersecurity Stakeholders

In the protection of critical water-related infrastructure cybersecurity webinar held on
18 November 2020 by the World Meteorological Organisation [30], it was indicated by one
of the UNECE speakers that work encouraging common regulatory frameworks in specific
sectors with critical impact on sustainable development is under way at the UN. This
includes a report on the sectoral initiative on cybersecurity by the UNECE [28], albeit not
one specifically focused on the water-related infrastructure sector. This makes the UN one
of the important international cybersecurity cooperation stakeholders. In addition, some of
the regional and other international stakeholders relevant to South Africa’s cybersecurity
endeavours were reviewed in Appendix A and are as follows:

• African Union
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• African Network Information Centre
• Council of Europe
• Forum of Incident Response and Security Teams (FIRST)
• International Criminal Police Organisation (Interpol)
• International Telecommunication Union
• Southern African Development Community
• United Nations

The African Network Information Centre is missing in Appendix A and is regarded
by Dlamini [31] as a relevant stakeholder on the African continent regarding security
of cyberspace. The next section explores some of the available treaties and conventions
governing international cybersecurity cooperation and the interrelationships between the
stakeholders mentioned above.

2.1.2. International Cybersecurity Laws

The 2001 Budapest Convention, which is the Convention on international cybercrime
by member states of the Council of Europe and other non-member states [32], is the first in-
ternational cooperation mechanism on issues relating to cybersecurity and cybercrime [33].
It attempts to provide signatory states with a common international policy to fight har-
moniously against cybercriminals [34]. Of the 47 member states of the Council of Europe,
only one—the Russian Federation—has not signed [35], citing infringement of its (internet)
sovereignty [36]. Ireland and Sweden are the only two member states that have signed but
never ratified [35].

There are several non-member states that have not signed and/or ratified the Bu-
dapest Convention. These include countries such as Brazil, Nigeria, and New Zealand.
In the Brazil-Russia-India-China-South Africa (BRICS) bloc, only South Africa has signed
the Convention but has never ratified [37,38]. Thus, the total number of signatures not
followed by ratifications stands at three—South Africa, Ireland, and Sweden—as of 10
November 2020. In addition, the total number of ratifications now stands at 65 [35]. Since
accession to the Convention is by invitation only for non-member states such as those in
the BRICS bloc, no truly binding international cybersecurity and cybercrimes agreement
is currently in place [33]. On the African continent however, the African Union (AU)
adopted the AU Convention—Convention on Cyber Security and Personal Data Protec-
tion in June 2014 [36,38,39]. According to Coleman [39], the AU Convention provides a
framework for personal data protection which member countries may transpose into their
domestic legislation but requires at least 15 countries to be ratified and take effect. At the
time of writing, the AU Convention had been signed by 14 member countries out of 55,
and ratified by 8 [40]. South African has not yet signed the AU Convention.

There has since been other efforts for international cooperation regarding cyberse-
curity and cybercrimes, such as the UN General Assembly resolution 70/237 adopted
on 23 December 2015 [41]; the world summit on the information society’s (WSIS) Geneva
Plan of Action [42]; Global Cybersecurity Agenda by the International Telecommunication
Union [33]; the Open-Ended Working Group based on UN General Assembly resolution
73/27 [43]; and the Group of Governmental Experts (GGE) based on UN General Assembly
resolution 73/266 [44]. South Africa is a member of the GGE and, along with 24 other
member states, is expected to submit a final report to the UN General Assembly in 2021 [44].
In summary, some of the most pertinent international cybersecurity laws are as follows:

• The Budapest Convention
• The ITU Global Cybersecurity Agenda
• UN General Assembly resolution 70/237
• UN General Assembly resolution 73/27
• UN General Assembly resolution 73/266
• WSIS Geneva Plan of Action

Apart from the Budapest Convention of 2001, none of these international cooperation
measures are binding as yet. This leaves the Budapest Convention on international cyber-
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crime as the only treaty that is binding to its member states. Clough [33] (p. 725), however,
cautions that the Convention is only effective when all member states have capacity in
place to enact “domestic legislation across the spectrum of substantive and procedural laws
and to put in place mechanisms for international cooperation.” Some of the international
cybersecurity implementation gaps and challenges in the water and wastewater sector are
explored in the next section.

2.1.3. International Water-Specific Cybersecurity Challenges

It was mentioned earlier that ICSs are essentially the backbone of critical infras-
tructures worldwide, including of the water and wastewater critical infrastructure. The
introduction of cyber connectivity into ICS environments has increased the vulnerability of
all types of critical infrastructures to cyberattacks [3,45–47]. Recently, the USA’s cybersecu-
rity and infrastructure security agency (CISA) [48] has reported compromises on critical
infrastructures, government agencies, and private sector organisations through a third-
party contractor network management tool called SolarWinds Orion platform. According
to CISA [48], this advanced persistent threat (APT) [49] began approximately in March
2020, with evidence suggesting that there are additional initial access vectors other than the
SolarWinds Orion platform. APTs are cyberattacks carried out repeatedly over an extended
period of time by actors with significant resources and sophisticated levels of expertise [20].

The Australian and USA critical infrastructure cyberattacks point to supply chain com-
promises [11,25,50,51]. Some of the challenges of implementing cybersecurity safeguards
on critical infrastructures, including the water and wastewater critical infrastructure, are
summarised in Table 1.

Table 1. International water-related cybersecurity implementation challenges.

Challenge Description Source

Supply chain compromises Third-party contractors and vendors are used as access vectors to the
intended victim’s computer networks. [12,48,52]

Increased cyber connectivity
Introduction of internet communication protocols to industrial
control systems (ICSs) exposes them to security risks through the IT
domain.

[12,13,53]

False sense of security by obscurity

Older supervisory control and data acquisition (SCADA) systems
were isolated from corporate IT networks. With increasing cyber
connectivity, they become difficult to secure due to design for safety
and performance.

[53,54]

Network misconfigurations Vulnerable computer network as a result of the misconfiguration of
the firewall and related tools. [45,55,56]

No media protection enforcement Data theft due to a lack of removable media policy enforcement. [57]

Unsecured remote access Remote access to ICSs through untrusted devices, usually by
third-party contractors and vendors increases cyber risk. [53,58]

Undocumented policies and procedures
Undocumented cybersecurity policies and procedures make
enforcement and compliance difficult. This inevitably increases
organisational cyber risk.

[20,56]

Untrained personnel Training and awareness of staff achieves significant cybersecurity
improvements. The opposite also applies. [20,59,60]

The above-mentioned challenges of implementing water-related and other critical
infrastructure cybersecurity safeguards are mostly at an organisational level [61]. However,
government policy and legislation and international cooperation on fighting cybercrime
can help deter the would-be attackers in various ways. For example, they can regulate and
help improve the information flows, enable collaborative interrelationships, highlight best
practices for different sectors, track and monitor emerging cybersecurity technologies, and
increase cyber risk awareness and training among citizens [26]. South Africa’s national
cybersecurity legislation and government policies are reviewed in this regard.
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2.2. National System

To develop an effective cybersecurity strategy for the water and wastewater sector, it is
prudent to first understand policy discussions at the national level [7]. On 23 March 2012,
the NCPF was adopted by the South African Cabinet [36,62–64] and gazetted by the Minis-
ter of State Security on 23 September 2015 [65]. As the national cybersecurity strategy, the
NCPF has six key objectives that can be summarised as “centralise coordination of cyberse-
curity activities, by facilitating the establishment of relevant structures, policy frameworks
and strategies in support of cybersecurity in order to combat cybercrime, address na-
tional security imperatives and to enhance the information society and knowledge-based
economy” [65] (p. 15). The NCPF’s supporting legislation and policies were reviewed to
determine where and how the water and wastewater sector fits in, if at all.

A review of the NCPF has since been done by various other researchers over the
years, as detailed in Appendix A of this paper. Appendix A could have excluded all work
published prior to September 2015, which was when the NCPF was officially gazetted. This
is because, as discussed in later sections, some of the conclusions drawn from such work
might currently be invalid or partially valid due to subsequent insertions, substitutions,
and/or repeals of some pieces of legislation supporting the NCPF, notwithstanding the
mergers and renaming of some government departments. However, it was decided that
the essence of the content of some of the previous research work—such as stakeholders
involved, coordination structure, and perceived gaps and challenges—remained relevant.
Appendix A therefore includes the NCPF review work from 2013 onwards, that is, the
period after which the South African Cabinet adopted the NCPF in 2012.

2.2.1. National Cybersecurity Stakeholders

Review work of the national cybersecurity stakeholders was conducted in Appendix A.
Stakeholders that are mentioned multiple times in Appendix A are listed once below as
either domestic or foreign. All other stakeholders are listed below without exception. It
should thus be noted that not all of these are necessarily key stakeholders to the imple-
mentation of the national cybersecurity strategy. The domestic stakeholders relevant to the
national cybersecurity endeavours as reviewed in Appendix A are as follows:

• State Security Agency (SSA)

- Electronic Communications Security—Cyber Security Incidents Response Team
(ECS-CSIRT)

- Cybersecurity Centre

• Department of Communications and Digital Technologies (DCDT)

- National Cybersecurity Hub
- Cyber Inspectorate
- National Cybersecurity Advisory Council

• Department of Defence (DoD)

- Cyber Command
- Centre Headquarters

• South African Police Service (SAPS)

- Cyber Crime Centre

• Department of Justice and Constitutional Development

- National Prosecuting Authority

• Department of Trade, Industry and Competition
• Department of Public Service and Administration
• Department of International Relations and Cooperation
• Department of Science and Innovation
• Public sector Cyber Security Incidents Response Teams (CSIRTs)
• Industry CSIRTs
• State Information Technology Agency
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• South African Revenue Service

The key national and domestic stakeholders as defined in the NCPF can be represented,
as shown in Figure 1. As shown in Figure 1 and delineated in the NCPF, the key organs of
state that play a critical role in the implementation of the cybersecurity strategy [65] are
dominated by the Justice, Crime Prevention and Security (JCPS) cluster [66]. According
to the Government of South Africa [67], the JCPS cluster is made up of the Presidency,
the Ministry of Defence and Military Veterans, the Ministry of State Security, the Ministry
of Justice and Correctional Services, the Ministry of Police, the Ministry of Home Affairs,
the Ministry of International Relations and Cooperation, the Ministry of Finance, the
Ministry of Small Business Development, the Ministry in the Presidency for Women, Youth
and Persons with Disabilities, and the Ministry of Social Development. In Figure 1, the
bidirectional arrows are not reporting lines. They represent information flow within and
outside the national cybersecurity system.

 

Figure 1. National cybersecurity governance structure in South Africa.

All other organs of state, including but not limited to those listed above, are required to
align their cybersecurity and Information and Communications Technology (ICT) policies
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and practices with the NCPF [65]. Effectively, Figure 1 shows the cybersecurity coordination
and management structure in South Africa. The coordination is performed by the JCPS
Cybersecurity Response Committee (CRC) [67] that is operationally supported by the
Cybersecurity Centre in the SSA [65]. This inter-ministerial coordination is managed and
facilitated through various pieces of legislation and government policies.

2.2.2. National Cybersecurity Legislation and Policies

Review work of legislation and government policies used for the implementation
of the national cybersecurity strategy was conducted in Appendix A. Similarly, pieces of
legislation and policies that are mentioned multiple times in Appendix A are listed once
below. All other pieces of legislation and policy are listed below without exception. It
is therefore acknowledged that not all of these are necessarily key cybersecurity legisla-
tion and policies for the implementation of the national cybersecurity strategy. It is also
acknowledged that not all cybersecurity-relevant legislation and policies are reflected in
Appendix A. For example, as mentioned in the NCPF [65], the Electronic Communications
Security Proprietary (Pty) Limited (Ltd) Act 68 of 2002 was not reflected in the review
work in Appendix A. Nonetheless, the legislation and policies relevant to the national
cybersecurity endeavours as reviewed in Appendix A are as follows:

• Constitution of the Republic of South Africa of 1996
• Broadband Infraco Act 33 of 2007
• Companies Act 71 of 2008
• Consumer Protection Act 68 of 2008
• Competition Act 89 of 1998
• Copyright Act 98 of 1978
• Corporate Governance of Information and Communications Technology Framework
• Critical Infrastructure Protection Act (CIPA) 8 of 2019
• Cryptography regulations
• Cybercrimes Bill of 2019 (waiting for assent by the President)
• Cyber Warfare Strategy
• Defence Review
• Designs Act 195 of 1993
• E-government strategy and roadmap (national)
• E-government strategy for each province
• Electronic Communications and Transactions Act 25 of 2002 (ECT Act)
• Electronic Communications Act 36 of 2005
• Films and Publications Act 65 of 1996
• Financial Intelligence Centre Act 38 of 2001
• Independent Communications Authority of South Africa Act 13 of 2000
• Inter-Governmental Relations Framework of 2005
• King IV Report on Corporate Governance
• National Archives and Record Service of South Africa Act 43 of 1996
• National Development Plan
• National Cybersecurity Policy Framework
• National Prosecutions Act 32 of 1998
• Prevention of Organized Crime Act 38 of 1999
• Promotion of Access to Information Act (PAIA) 25 of 2002
• Protection of Constitutional Democracy against Terrorism and Related Activities Act

33 of 2004
• Protection of Personal Information (POPI) Act 4 of 2013
• Protection of State Information Bill
• Protection from Harassment Act 17 of 2011
• Promotion of Equality and Prevention of Unfair Discrimination Act 4 of 2000
• Public Service Act: Regulation
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• Regulation of Interception of Communications and Provision of Communication-
related Information Act 70 of 2002 (or RICA)

• State Information Technology Agency Act 88 of 1998
• Trade Marks Act 194 of 1993

Achievement of the six key objectives of South Africa’s national cybersecurity strat-
egy is therefore distributed among 37, and probably more, different pieces of legislation
and government policies [37,38]. This is the legal framework for national cybersecurity
governance and resilience in South Africa. Harmonising and aligning these [37] could
make the currently complex coordination and management of the national cybersecurity
endeavours [38] a bit easier. In addition to the Constitution [68], it would appear from
Appendix A that seven pieces of legislation and government policies in particular are
key to the implementation of the national cybersecurity strategy as they are repeatedly
mentioned. These are shown in Figure 2 [65,69–74].

 

Figure 2. Key national cybersecurity policy and legislation in South Africa.

Review of the six individual pieces of legislation and one policy in Figure 2 revealed
that some older laws—those enacted prior to the democratic dispensation in 1994—have
since been repealed while others have been amended to respond to changing needs and to
align with the country’s constitution. It is worth highlighting a few of these in Table 2 as
they relate to cybersecurity and cybercrimes in South Africa.

There are many other repeals and amendments but those are beyond the scope of
the study. However, as one of the key cybersecurity laws in South Africa, it is imperative
to highlight that, as shown in Table 2, sections 85 to 88 (cybercrime offences) of the ECT
Act [73] have since been repealed and substituted by sections 2 to 12 of the newly approved
Cybercrimes Bill [69]. Moreover, section 89 (cybercrime penalties) of the ECT Act has also
been amended as outlined in section 58 of the Cybercrimes Bill. A review of the NCPF also
revealed a few implementation gaps and challenges.

2.2.3. National Cybersecurity Challenges

The review work in Appendix A revealed that, apart from the fact that the current
coordination and management of the national cybersecurity strategy of South Africa is
complex and should be simplified [37,38], a few challenges were identified. Although
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Appendix A revealed more than ten gaps and challenges, these can be aggregated into the
ten described in Table 3.

Table 2. National cybersecurity legislation amendments and repeals.

Legislation Current Status

Computer Evidence Act 57 of 1983 Repealed by the ECT Act 25 of 2002.

Copyright Act 98 of 1978 Amended after 1994.

Critical Infrastructure Bill of 2017
Signed into law on 28 November 2019, and it is
now the Critical Infrastructure Protection Act 8
of 2019 (Critical Infrastructure Act).

Cybercrimes and Cybersecurity Bill of 2017 Revised and approved as the Cybercrimes Bill by
the National Council of Provinces on 1 July 2020.

Monitoring and Prohibition Act 127 of 1992 Repealed by RICA.

National Key Points Act 102 of 1980 Repealed by CIPA.

Sections 85 to 88 of the ECT Act Repealed and substituted by sections 2 to 12 of
the newly approved Cybercrimes Bill.

Section 89 of the ECT Act Amended as outlined in section 58 of the
Cybercrimes Bill.

Some of the challenges in Table 3 are similar to those experienced in other countries,
for example, the limited collaboration and information sharing among various sectors
and inadequate cybersecurity skills in Turkey [75]. Identifying and classifying critical
infrastructure and updating the inventory on a regular basis is a challenge [6]. This is
highlighted by White [2] in regards to the USA’s Department of Homeland Security’s
need to develop guidelines to classify critical infrastructure sectors. In the case of Turkey,
what [75] found was that if a sector is predominantly managed by private entities, the
general cybersecurity posture tends to be more mature, and vice versa. In the case of the
USA, however, the Department of Homeland Security is not a private entity. Perhaps
cybersecurity issues are not that straightforward as stakeholder roles and responsibilities
are often not as obvious, and moreover, the required security levels are also difficult
to define [76]. The complex nature of the current coordination and management of the
national cybersecurity strategy [37,38] may not be unique to South Africa after all. It is,
however, important to understand how the cybersecurity gaps and challenges in Table 3
impact the water and wastewater sector’s cybersecurity responsibilities. In this regard,
the water and wastewater legal context was reviewed to determine whether and how it
addresses protection of the sector’s critical cyber infrastructure.

2.3. Sector System

The Constitution of South Africa and specifically the Bill of Rights enshrines the basic
human right to have access to adequate drinking water in section 27(1)(b), an environment
that is not harmful to human health or well-being in section 24(a), and a healthy and safe
environment in section 152(1)(d) [68]. These constitutional rights mandate the state in
section 27(2) of the Constitution [68], through the Department of Water and Wastewater
(DWS), to ensure that the water resources of the country are sustainably consumed and
managed as well as protected [77].
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Table 3. National cybersecurity challenges.

Challenge Description

Poor public-private partnerships track record

There is generally a poor track record of inter-ministerial
coordination of government projects. It becomes even complex
when stakeholders from industry, civil society, and special
interest groups are involved.

Insufficient technical cybersecurity skills and user awareness
education in South Africa

Development of technical cybersecurity skills must be
prioritised by government. Public user education and
awareness are pertinent aspects to preventing spoofing and
phishing related cybercrimes in the country.

Independent and uncoordinated cybersecurity awareness
initiatives

Currently, disparate and uncoordinated cybersecurity
awareness training initiatives do exist. An integrated and
coordinated approach to educating the public digital user about
the dangers of cyberspace would be more effective.

Missing sector CSIRTs

With the exception of the banking sector which has the South
African Banking Risk Information Centre (SABRIC), missing
sector CSIRTs refers to the absence of CSIRTs in major sectors of
the country, for example, in the mining, aviation, and
agricultural sectors. These would be effective in sector
information sharing and national coordination of cybersecurity
incident responses.

Requirement for the establishment of new and dedicated
cybersecurity institutions

The most critical cyber threats in South Africa are to the national
critical infrastructure, intelligence agencies, and military. While
the military and intelligence agencies are to some degree
equipped to tackle cybersecurity, the provincial and local
governments as well as the private sector operate and manage
the vast majority of the national critical infrastructure. These
entities must also be equipped to effectively protect the national
critical infrastructure in a coordinated manner. This warrants
the establishment of new and dedicated cybersecurity
institutions.

Implementation of critical infrastructure protection still in
abeyance

Protection of critical infrastructure is key in advanced
cybersecurity strategies and must include strategies for cyber
resilience and crisis management. Regulations are yet to be
promulgated to implement the Critical Infrastructure Act.

Outstanding commitment to existing security conventions

There are no visible commitments to existing conventions such
as the Budapest and African Union Convention on Cyber
Security and Personal Data Protection. This would help in
international collaboration on fighting cybercrimes, capacity
building, and information sharing.

Lack of capacity and capability by law enforcement agencies

There is a huge gap between enacted laws and practical
enforcement capability on the ground in most emerging and
developing countries such as South Africa. This speaks to the
point regarding the development of technical cybersecurity
skills and user education and awareness.

Missing Cyber Inspectorate unit

A Cyber Inspectorate unit with powers to inspect, search, and
seize cyber content in pursuit of unlawful digital acts was never
established as clearly delineated in the ECT Act enacted in 2002.
This is exacerbated by a poor track record of inter-ministerial
coordination of complex government programmes.

International cooperation

South Africa is a non-member state signatory to the Council of
Europe’s international Convention on cybercrime—the
Budapest Convention. However, a clear commitment to the
Convention is lacking as it is yet to be ratified since its signing
on 23 November 2001.
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2.3.1. Water Stakeholders

Two water and sanitation strategic documents were reviewed to identify the stakehold-
ers legally mandated to provide water and wastewater services in South Africa. These are
the national water and sanitation master plan [78] and the latest Department of Water and
Sanitation (DWS) annual report [77]. In these two documents, the key water and wastew-
ater stakeholders from the public sector and their roles and responsibilities are clearly
defined. The following are the identified key stakeholders in the water and wastewater
sector of South Africa [77,78]:

• Parliament Portfolio Committee
• National Department of Water and Wastewater
• Regional Department of Water and Wastewater
• Provincial governments
• Local governments (municipalities as water service authorities, or water service

providers through subcontractors)
• Water boards/regional water utilities
• Catchment management agencies
• Water-user associations
• Water Research Commission
• Trans-Caledon Tunnel Authority
• Water Tribunal
• Water trading entity

Note that the water boards/regional water utilities, catchment management agencies,
water service authorities, water service providers and water-user associations are stake-
holder categories that represent many water organisational entities. For example, the water
service providers category includes both the public and private sector entities. Thus, the
stakeholder categories above are representative of all the key stakeholders in the water
and wastewater sector of South Africa. In addition to the stakeholders, the appropriate
water legal framework is required for ensuring that the water resources of the country are
sustainably consumed, managed, and protected.

2.3.2. Water Legislation and Policies

Sources from [79–82] were reviewed to identify legislation and policies governing the
water and wastewater sector of South Africa. Similar pieces of legislation and government
policies in the sources were listed once below. All other pieces of legislation and policies
are listed without exception below:

• Constitution of the Republic of South Africa of 1996—Chapter 2, sections 10, 24(a),
27(1)(b), 27(2), and 152(1)(d); Chapter 6, section 139(1); Chapter 7, section 154(1);
Schedule 4, Part B

• Housing Act 107 of 1997
• National Water Act 36 of 1998
• Water Services Act 108 of 1997
• Water Research Act 34 of 1971
• National Environmental Management Act 107 of 1998
• Local Government: Municipal Structures Act 117 of 1998
• Local Government: Municipal Systems Act 32 of 2000
• Strategic Framework on Water Services of 2003
• Chapter 4 of the National Development Plan
• National Water Policy Review of 2013
• National Wastewater Policy of 2016
• Water and Wastewater Climate Change Policy of 2017
• National Water Resources Strategy, Second Edition, of 2013
• White Paper on Basic Household Wastewater of 2001
• White Paper on National Water Policy for South Africa of 1997

182



Sustainability 2021, 13, 291

• White Paper on Water Supply and Wastewater of 1994
• National Water and Wastewater Master Plan of 2019

The words “secure”, “security” and “protection” were searched in each of the pieces
of legislation and policies above. The idea was to determine if and whether provisions for
cyber critical infrastructure protection are made. The review revealed water cybersecurity
gaps and challenges as discussed in the next section.

2.3.3. Water Cyber Critical Infrastructure Protection Challenges

A review of the legislation and policies identified in the previous section revealed
that their purposes are essentially about providing for an integrated water resources
management agenda [83]; a technique for planning, monitoring, and managing water
resources in a coordinated manner. The legislation and policies contain nothing relating to
the protection of critical cyber and physical infrastructure as described in Table 4.

Table 4. Water cyber critical infrastructure protection challenges.

Challenge Description

National Water Act provides for protection of raw water
This does not refer to the protection of raw water cyber critical
infrastructure. Instead, it refers to the planning, monitoring and
managing of water resources in a coordinated manner.

The Strategic Framework on Water Services of 2003 provides for
protection of water assets

This does not refer to the cyber protection of water assets.
Instead, it refers to the repair, maintenance, and rehabilitation of
water systems.

Table 4 indicates that the closest reference to some kind of protection is in the National
Water Act, which in addition to the protection of raw water in South Africa, provides for
the governance of raw water, including the development, consumption, management, and
control of aquatic ecosystems [78]. The Strategic Framework on Water Services of 2003
also mentions protection of water assets albeit as it pertains to the repair, maintenance,
and rehabilitation of water systems. Therefore, no provision for critical cyber and physical
infrastructure protection is made in all the water and wastewater legislation and policies.
A review of the existing international, national, and sector (water and wastewater) cyberse-
curity legislative and policy environments has been conducted in this section. The review
identified the national and water and wastewater sector cybersecurity gaps and challenges.
What is not clear thus far is how the water and wastewater sector interrelates with the
national cybersecurity legislative and policy environment.

2.4. Systems Interrelationships

The previous sections discussed three interdependent cybersecurity systems, each with
its own unique purpose. These were the international, national, and sector cybersecurity
systems. The interdependent relationships between these dynamic systems as well as how
they can interoperate effectively is illustrated in Figure 3 as derived from [26].

The arrows in Figure 3 represent cybersecurity information flow within and between
the three interdependent systems. Clough [33] indicated that nation states should put
in place domestic legislation that is conducive for international cooperation such as the
Budapest Convention. Coleman [39] concurs with this and argues that collaborations such
as the AU Convention on Cyber Security and Personal Data Protection provide a legal
template that could be aligned with but also customised according to domestic legisla-
tion and policy requirements. This indicates that the dynamic relationships within and
between the three systems are governed by legislation and government policy. While the
international and national systems in Figure 3 have clear cybersecurity-related policies
and/or legislation, no cybersecurity-related legislation and/or government policy is de-
fined specifically for the water and wastewater sector. By utilising the systems thinking
approach, the interrelationships between the water and wastewater sector (sector system
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in Figure 3) and national cybersecurity legislative and policy environment (national system
in Figure 3) were examined further. The research methodology on how to achieve this is
described in the next section.

 

Figure 3. Cybersecurity systems dynamic interrelationships.

3. Materials and Methods

The systems thinking approach [84,85] is employed to achieve the research aim of this
study. The approach is deemed suitable as it helps examine dynamic patterns and events by
holistically focusing on the interrelationships between a system’s parts rather than seeing
the constituent parts as static, standalone, and unrelated elements [84,85]. It is an analysis
tool to identify and understand how the parts interconnect within the entire system [86].
This is especially useful when considering the complex nature of government policy and
the different parties involved in effecting legislation. In this study, a system is perceived as a
group of interdependent elements assembled to create an emergent character or behaviour
of the group as a whole [22,23,87,88]. As shown in Figure 4, the national cybersecurity
strategy of South Africa is considered a system in this study, and its underlying structure
comprises three main parts: (i) Function; (ii) Elements; and (iii) Interconnections.

Firstly, the stated function of a system is its purpose, which sets out how that system
is expected to behave [87]. Altering the function of a system has the greatest impact on the
entire system and may render it unrecognisable [84]. Secondly, the elements of a system are
the most visible and are the actors in the system [87]. It is however acknowledged that some
elements can be more important than others [84]. Changing system elements has the least
impact on a system [84], provided that the function of the system remain unaltered [87].
Thirdly, interconnections are oftentimes harder to see but more critical in the system than
elements [84,87]. They are the signals that enable one element of a system to respond
to other elements through action or decision points [84]. Oftentimes, interconnections
are not physical flows [84,87], but rather the flow of influences, energy, or information
inside and outside the system as it strives towards a state of equilibrium [22,23]. The
interconnections of a system’s elements are configured in such a way as to generate their
own characteristic or emergent behaviour, which may start to differ from the espoused or
defined purpose [22,84,87]—which is why systems are firm and very difficult to change [89].
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Figure 4. Systems thinking approach.

In addition to system elements/actors, interconnections and function, three more parts
make up a system [84]: (i) Stocks, which are the snapshots or historical views of a system,
showing the changing flows in the system; (ii) Flows, which are the inflow and outflow
activities of a system impacting the levels of stock; and (iii) Feedback loops, which occur
when a change—reinforcing or balancing loop [85]—in stock levels leads to additional
positive or negative changes [84,87,89,90]. However, these did not form the central aim of
the study. To closely examine the interrelationships between the water and wastewater
sector and national cybersecurity legislative and policy environment, the four steps in
Figure 4 are sequentially operationalised.

Ultimately, the goal of a systems thinking approach is leverage—identifying where
changes and concomitant actions in the underlying structure of a system can result in signif-
icant and lasting improvements [86]. In the next section, a review of the national and sector
cybersecurity literature is conducted to identify the underlying structure of the national
cybersecurity system. This should shed light on the key stakeholders and government
policies and legislation required to realise significant and lasting improvements to national
and, more specifically, water and wastewater sector, cybersecurity endeavours.

4. Results

In this study, South Africa’s water and wastewater sector and the national cyberse-
curity legislative and policy environment were analysed. The analysis was conducted to
contextualise the water and wastewater sector’s cybersecurity responsibilities within the
national cybersecurity legislative and policy environment and determine whether there is
a need to propose any new legislation and/or policies, or amend existing ones, to address
cybersecurity requirements of the sector. The findings are summarised in Table 5.

In Table 5, the “international cybersecurity system” means the international laws and
stakeholders on fighting cybercrime, and the “national cybersecurity system” means the
South African cybersecurity legislative and policy environment inclusive of key stake-
holders. Similarly, the “water and wastewater sector as a system” means the water and
wastewater legislative and policy environment inclusive of the sector’s key stakeholders,
and the “water and wastewater sector as a stakeholder” means the sector as one of the
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key stakeholders within the national cybersecurity system. The findings in Table 5 are
discussed in the next four sections.

Table 5. Summary of study findings.

Cybersecurity Purpose
(System Function)

Cybersecurity Stakeholders
(System Elements/Actors)

Cybersecurity Legislation
and Policies

(System Interconnections)

International cybersecurity system Defined Partially defined Partially defined
National cybersecurity system Defined Defined Defined
Water and wastewater sector

as a system Not defined Not defined Not defined

Water and wastewater sector
as a stakeholder Defined Defined Defined

4.1. Identify the National Cybersecurity System Function, Actors and Interconnections

The purpose of this analysis exercise was to identify key national cybersecurity stake-
holders (actors) responsible for the implementation of the six key objectives of the national
cybersecurity (function), as well as to identify legislation and policies (interconnections)
governing the interrelationships among stakeholders. The function of the national cyber-
security strategy has already been defined in Section 2.2 as to “centralise coordination of
cybersecurity activities, by facilitating the establishment of relevant structures, policy frame-
works and strategies in support of cybersecurity in order to combat cybercrime, address
national security imperatives and to enhance the information society and knowledge-based
economy” [65] (p. 15). On the one hand, the national cybersecurity strategy function is
implemented by domestic stakeholders such as the SSA, SAPS, and DCDT supported by
foreign stakeholders such as the African Union, Interpol, and FIRST. The national cyberse-
curity stakeholders are the defined actors or elements of the national cybersecurity system.

On the other hand, six key pieces of legislation—such as the ECT Act, Cybercrimes
Bill, and POPI Act—and one policy, the NCPF, were found to determine the interrela-
tionships among the stakeholders in the national cybersecurity system. These are the
interconnections of the national cybersecurity legislative and policy environment. As
argued by Sutherland [38] and Detecon [37], the current coordination and management
of the national cybersecurity programme is complex. To demonstrate how complex the
current implementation of the national cybersecurity strategy is, a few gaps and challenges
were identified in the national cybersecurity legislation and policy environment. These are
summarised as follows:

• Subsections 16.4(b) and 16.4(c) of the NCPF mandate the DCDT to establish the
National Cybersecurity Advisory Council and Cybersecurity Hub, which in turn is
tasked to encourage and facilitate the establishment of industry CSIRTs, whereas
Chapter 12 of the ECT Act mandates the same government department to establish a
Cyber Inspectorate unit and appoint cyber inspectors. Firstly, no Cyber Inspectorate
unit has ever been established and no cyber inspectors were ever appointed to date.
Secondly, except for the banking industry, which has SABRIC, there are few other
industry CSIRTs, even those are not actively coordinated for information sharing
and incidents recording in a national database. Lastly, the National Cybersecurity
Advisory Council is non-existent or at least its activities, if any, are not visible.

• The NCPF recognises and encourages cybersecurity education for technical skills
development, user awareness campaigns, and research and development in Section
2.7 of the policy. However, there are no visible and coordinated nation-wide activities
to address insufficient technical cybersecurity skills and user awareness campaigns in
the country.
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• The CIPA provides for infrastructure resilience, albeit without explicitly stating
whether this includes cyber resiliency. Moreover, the SAPS is yet to develop reg-
ulations to implement the Act.

• Despite the existence of the different pieces of cybersecurity-related legislation and
policies, there seems to be a lack of capacity and capability by law enforcement
agencies in fighting cybercrimes in South Africa.

4.2. Identify the Water and Wastewater System Function, Actors and Interconnections

The purpose of this analysis exercise was to identify all the important stakeholders
(actors) for the provision of quality water and wastewater services as well as cyber protec-
tion of the water infrastructure (function), which legislation and policies (interconnections)
are responsible for the functions, and whether these delineate cybersecurity-related roles
and responsibilities. On the one hand, the key stakeholders, such as the DWS, water
boards and Trans-Caledon Tunnel Authority responsible for the provision of quality water
and wastewater services, were identified in Section 2.3.1. On the other hand, pieces of
legislation, such as the National Water Act, Water Services Act and Water Research Act,
and policy, such as the National Water and Wastewater Master Plan, were identified in
Section 2.3.2. These determine the interrelationships among the stakeholders in the water
and wastewater sector for the provision of quality water and wastewater services. However,
further analysis revealed that no cybersecurity-related roles and responsibilities are defined
in the water and wastewater sector legislation and policies. This means that the water and
wastewater sector is what SEBoK Editorial Board [88] refers to as an independent system
(see sector system in Figure 3) comprised of its own components configured in such a way
as to achieve its unique purpose within the national system.

4.3. Identify the Water and Wastewater System as an Actor in the National Cybersecurity System

The purpose of this analysis exercise was to identify which of the national cybersecu-
rity stakeholders represent the water and wastewater sector. Analysis revealed that the
Public sector CSIRTs in the ‘OTHER ORGANS OF STATE’ block in Figure 5 represents the
water and wastewater sector as an actor or stakeholder within the bigger national cyberse-
curity system. Moreover, all national, provincial, and local government departments as
well as state-owned entities are also represented by the public sector CSIRTs. As shown
in Figure 5, the public sector CSIRTs have a direct interconnected relationship with the
ECS-CSIRT located in the SSA.

According to Sutherland [38], the ECS-CSIRT is actually Electronic Communications
Security (Pty) Ltd. or COMSEC Pty Ltd., a private enterprise established in 2002 and
mandated by the SSA to ensure protection of critical electronic communications. Like many
other public sector and industry CSIRTs, the water and wastewater sector CSIRT is yet
to be established. Since no cybersecurity-related roles and responsibilities are defined in
the water and wastewater legislative and policy environment, only one option is left: the
national cybersecurity legislative and policy environment. To determine whether and how
the existing national cybersecurity legislative and policy environment delineates the water
and wastewater cybersecurity responsibilities, the interconnected relationships between
the two systems were analysed.

4.4. Analyse Interrelations between the Water and Wastewater and National
Cybersecurity Systems

The purpose of this analysis exercise was to determine if and whether the existing
national cybersecurity legislation and government policies delineate water and wastewater
cybersecurity role and responsibilities. It was found that the water and wastewater legisla-
tion and policies give no provision for the sector’s critical cyber and physical infrastructure
protection. Instead, analysis revealed that the cybersecurity roles and responsibilities to pro-
vide for the sector’s critical cyber and physical infrastructure protection, and indeed those
of other sectors, are drawn mainly from the NCPF [65], Cybercrimes Bill [69], CIPA [70],
POPI Act [71], RICA [72], ECT Act [73], and PAIA [74]. For example, the NCPF states that
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the SSA shall, among other things, be required to “initiate and lead a process” [65] (p. 27)
for the establishment of public sector CSIRTs while the Cybersecurity Hub at the DCDT
should do the same with private sector CSIRTs and civil society stakeholders [65] (p. 18).

 
Figure 5. Water and wastewater system as an actor within the national cybersecurity system.

It has already been established in the previous section that the water and wastewa-
ter sector is represented by the public sector CSIRTs block in the national cybersecurity
governance structure. The cybersecurity roles and responsibilities of sector CSIRTs are
delineated in Section 6.3.6 of the NCPF and require, among others, that sector CSIRTs
“establish national security standards and best practices for the sector in consultation with
the Cybersecurity Centre (located in the Ministry of State Security) and the JCPS CRC,
which are consistent with guidelines, standards and best practices developed in line with
the NCPF” [65] (pp. 18–19). Along with other defined roles, this role interconnects the
water and wastewater sector as an actor with other stakeholders or actors/elements inside
and outside the national cybersecurity system to achieve the nation’s function or purpose
of securing against cyberattacks. Additionally, cybercrimes and concomitant penalties
from such cyberattacks are defined in the Cybercrimes Bill and ECT Act as supported by
other mentioned key legislation and policies. These are the interconnections of the national
cybersecurity and water and wastewater systems. Therefore, the water and wastewater
system’s cybersecurity purpose, stakeholders, and legislation and policies are only defined
when the sector is an actor—public sector CSIRT—within the national cybersecurity system.
The ramifications of these findings as they pertain to the aim of the study are therefore
discussed in detail.

5. Discussion

The aim of this study was to contextualise the water and wastewater sector’s cyberse-
curity responsibilities within the national cybersecurity legislative and policy environment.
To achieve the aim, systems thinking was adopted to analyse the purpose or function of
both the national cybersecurity and water and wastewater systems, stakeholders involved
to achieve the functions, and stakeholder interrelation. The ramifications of the study
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findings are discussed under two headings: (i) National cybersecurity legislative and
policy environment; and (ii) Water and wastewater legislative and policy environment.

National cybersecurity legislative and policy environment. The study findings indicate
that the function of the national cybersecurity system is clearly defined in the NCPF.
The purpose of the national cybersecurity strategy is therefore very clear. According to
Meadows [84], altering the function of a system has the greatest impact on the entire
system and may render it unrecognisable. This means that changing the purpose of the
national cybersecurity strategy has the greatest impact on the entire national cybersecurity
programme. The findings also indicated that the JCPS CRC was established to oversee
the implementation of the national cybersecurity strategy by ensuring consistency with
guidelines, standards and best practices developed in the NCPF. The JCPS CRC is the
key stakeholder or element/actor in the national cybersecurity system. Although it is
acknowledged that some key stakeholders can indeed be more important than others [84],
systems thinking indicates that changing individual stakeholders should have the least
impact on the national cybersecurity programme provided that the purpose and legislation
and policies remain unaltered. This means that stakeholders implementing the national
cybersecurity strategy, including individual members of the JCPS CRC, can be changed
without having a noticeable impact on the overall purpose of the programme.

Furthermore, the findings indicated that the flow of information among and between
the national cybersecurity stakeholders is governed by legislation and policies such as the
Cybercrimes Bill, CIPA, ECT Act, NCPF, POPI Act, RICA, and PAIA. In terms of interna-
tional cybersecurity cooperation, South Africa is yet to ratify the Budapest Convention of
2001 as of 10 November 2020 [35]. That leaves Interpol and extradition treaties between
South Africa and other countries as the only available international cooperation mecha-
nisms to fight cybercrimes perpetrated outside its jurisdiction. Systems thinking indicates
that each legislation and/or policy interconnects stakeholders in such a way that it could
generate its own characteristic or emergent behaviour, which may start to differ from
the espoused or defined purpose of the national cybersecurity strategy. This means that
amending or repealing cybersecurity-related legislation and government policy could have
significant impact on the overall purpose and performance of the national cybersecurity
programme. This is why it was important to dig deeper to understand the interconnected
relationships among the stakeholders involved and the impact these relationships have on
the overall purpose and performance of the national cybersecurity programme. What the
findings show is that a seamless coordinated effort is required to implement the national
cybersecurity strategy. The argument that government has a below par performance record
when it comes to the implementation of policies involving several government stakeholders
and requiring public-private partnerships [91] is not encouraging. It was also found that
the no less that 37 different pieces of legislation and policies led to further implementation
gaps and challenges. The ramifications of these gaps and challenges, which also impact on
the water and wastewater sector’s cybersecurity responsibilities, are fourfold.

Firstly, since the enactment of the ECT Act in 2002, the DCDT has failed to establish
the Cyber Inspectorate unit and appoint cyber inspectors, failed to report any activities
by the National Cybersecurity Advisory Council, if any, and progresses slowly to ensure
the establishment of industry and sector CSIRTs as stipulated in the NCPF since it was
gazetted in 2015. All these shortcomings point to a lack either of capacity or capability by
the DCDT, or a combination of both.

Secondly, tasked to be the national structure dedicated to cybersecurity activities,
including cybersecurity technical skills and user awareness campaigns and engagement
with the private sector and civil society, the DCDT’s Cybersecurity Hub is visibly absent in
the coordination of these activities. As already alluded to by Detecon [37] and corroborated
by Gcaza [92], cybersecurity awareness and education have proven to be effective in
significantly reducing the risk of a security breach. This is because awareness and education
prepare technical experts to put proactive safeguards in place, and ordinary end-users
to be consciously alert. The case in point on the importance of cybersecurity awareness
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and education is the data breach at Experian South Africa, a credit records organisation,
where a database containing personal details of approximately 24 million consumers and
nearly 800,000 businesses was willingly handed over to a fraudster [93] as a result of a
social engineering attack. Thus, the national government, and in particular the water
and wastewater sector, should develop a strategy to embark on a coordinated effort to
achieving the required sector cybersecurity skillset. This investment is fully supported and
encouraged in Section 2.7 of the NCPF. This lack of visible and strategic coordination by the
Cybersecurity Hub also points to a lack either of capacity or capability within the DCDT.

Thirdly, the regulations to promulgate the CIPA had not yet been gazetted by the
SAPS at the time of writing. In terms of the transitional arrangements in the Act, Parlia-
ment must first approve the SAPS draft regulations. Until that happens, the Act is held in
abeyance [94]. In this regard, it is not yet clear which national assets per sector, including
the water and wastewater sector, will be identified and classified as national critical infras-
tructure. Perhaps when the CIPA regulations are gazetted, the roles, responsibilities, and
accountability of different parties will be defined to also include cyber resilience. As argued
by Mutemwa [66], a good cybersecurity strategy should also include cyber resilience in
addition to cyber defence policies and capabilities. A cyber resilience strategy helps shift
from a retroactive to a more proactive approach [95]. As matters currently stand, the CIPA
merely promises to enable the protection and safeguarding of critical infrastructure to
achieve resiliency. How that critical infrastructure resilience is going to be achieved with
cooperation between government and the private sector remains unclear.

Lastly, the findings suggest a clear lack of capacity and capability by law enforcement
agencies in fighting cybercrimes in the country. This might require a coordinated cyber-
crimes skills development collaboration programme with international stakeholders such
as Interpol and similar others to help bridge the gaps in the short term. In addition to all
the matters considered above relating to the national cybersecurity legislation and policy
environment, there is another concern: It would appear that the national cybersecurity
strategy is primarily more defensive [8], and thus retroactive, than offensive which requires
proactiveness [96]. It is more passive and static than proactive. Under international laws,
any sovereign state has the right to defend itself against adversarial actors [96]. As the na-
tional cybersecurity policy overarching both the DoD’s Defence Review and Cyber Warfare
Strategy, the NCPF does not explicitly state whether South Africa would execute cyber
offence strategies in response to a cyberattack. Even in its delineation of the role and re-
sponsibilities of the DoD, the NCPF refers to the development of a “Cyber Defence Strategy,
that is informed by the National Security Strategy of South Africa” [65] (p. 24). Defence
(retroactive approach) seems to be our cybersecurity strategy as opposed to adopting an
offensive (proactive approach) or a combination of both strategies.

In spite of these national cybersecurity challenges, the Cybercrimes Bill, CIPA, ECT Act,
NCPF, POPI Act, RICA, and PAIA, together with other cybersecurity-relevant legislation
and policies, are drafted in such a way as to address the cybersecurity requirements of
the water and wastewater sector without the need to propose any new legislation and/or
policies or amend existing ones. All the sector needs to do is to encourage member
organisations to align their ICT policies and cybersecurity practices with the NCPF to
address cyber risks and water-related cybersecurity implementation challenges such as
those highlighted in Table 1.

Water and wastewater legislative and policy environment. The study findings indicate
that the water and wastewater sector has two functions fulfilled through two different
stakeholder responsibilities. The first function is that the water and wastewater sector is
mandated to supply quality water and wastewater services to the nation. This function or
purpose is achieved through the water and wastewater sector as an independent system
comprised of its own stakeholders (system elements/actors)—such as DWS, water boards,
and Trans-Caledon Tunnel Authority)—and legislation and policies (interconnections)
—such as the National Water Act, Water Services Act, and National Water and Wastewater
Master Plan. The second function is that the water and wastewater sector has national
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cybersecurity responsibilities. This function is achieved by the water and wastewater sector
as a stakeholder—public sector CSIRT—in the bigger national cybersecurity system. The
public sector CSIRT cybersecurity responsibilities of the water and wastewater sector are
defined in Section 6.3.6 of the NCPF [65].

The findings also indicated that the public sector CSIRT will report to the national
CSIRT or ECS-CSIRT in the SSA. It is not clear whether the ECS-CSIRT caters for both
corporate IT and ICS cybersecurity services nor how, specifically, it helps the public sector
CSIRTs as it claims on its website. The roles and responsibilities defined in the NCPF [65]
(pp. 18–19) further require that the Cybersecurity Centre located in the SSA be consulted
by public sector CSIRTs when establishing national security standards and best practices
for their sectors. The question is, what is the relationship between the Cybersecurity Centre
and ECS-CSIRT, both located in the SSA? Is COMSEC (Pty) Ltd. now the Cybersecurity
Centre? Are they different? To reiterate Sutherland’s [38] point, perhaps this is what
contributes to the complex manner in which the national cybersecurity strategy of South
Africa is being implemented. Nonetheless, it has already been proven that the existing
national cybersecurity legislative and policy environment provides for the establishment of
the water and wastewater sector-specific CSIRT without the need to propose any new laws
or amend existing ones. However, this is based on the assumption that the DWS will host
the CSIRT on behalf of the entire sector. Whether this is the best way to do it is a separate
discussion. Alignment of the sector’s ICT policies and cybersecurity practices with the
NCPF is enough to establish a CSIRT that will be hosted at the DWS.

By understanding the dynamic nature of its interconnected relationships [23,85,97]
among various stakeholders, the water and wastewater sector is therefore immediately
able to develop its own cybersecurity governance framework and resilience strategy as
illustrated in Figure 6.

 

Figure 6. Water and wastewater cybersecurity system.
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De Jong et al. [98] assert that outsiders usually offer creative and innovative policy
inputs that can lead to a better understanding of societal challenges. This approach yields
better policy decisions with more realistic judgements of the advantages and disadvantages
of potential policy measures [98,99]. The water and wastewater sector should therefore
be as collaborative with “outsiders” such as the JCPS CRC, Cybersecurity Hub in the
DCDT, and Cybersecurity Centre in the SSA and as representative (among its member
organisations) as possible in order to attain, through better policy decisions, the desired
level of sector cybersecurity resiliency against cyber threats and attacks. In this regard,
policy recommendations are proposed as outlined in the next section.

6. Recommendations

The study has a few recommendations regarding the national cybersecurity legislation
and policy environment and the water and wastewater sector’s cybersecurity responsibili-
ties within this legal context. Firstly, regarding the national cybersecurity legislation and
policy environment, the following are recommended:

• The National Cybersecurity Advisory Council, and/or Cybersecurity Hub, and/or
Cyber Inspectorate unit should either be moved from the DCDT, or their operating
models and mandates be reviewed, or a combination of both.

• The Critical Infrastructure Protection Act should be amended to explicitly include “cy-
ber” and/or “digital or information” infrastructure in its definitions of “infrastructure”
and “critical infrastructure” terms.

• To boost capacity and capability in fighting cybercrimes in the sort-term, South African
law enforcement agencies may need to partner with international stakeholders such
as Interpol and similar others to develop cybercrimes and digital forensics skills. For
medium to long term solutions, the law enforcement agencies should recruit the best
and brightest students with passion and a keen interest in cybercrimes and digital
forensics from local universities.

Lastly, regarding the water and wastewater sector’s cybersecurity responsibilities within
the national cybersecurity legislation and policy environment, the following are recommended:

• Establish a sector computer security incidents response team. Establish the national wa-
ter CSIRT that will have specialist teams serving both the IT and ICS cybersecurity
requirements to help formulate and implement the cybersecurity governance frame-
work, resilience strategy, and education and awareness campaigns. Although the
establishment of the CSIRT to be hosted at the DWS requires no development of new
legislation and/or policies or amendments of existing ones, the authors recommend
that a sector-specific agency be established. This would indeed require either the
development of a new piece of legislation or amendment of the CIPA and probably
the National Water Act. The rationale behind this recommendation is based on inter-
national best practices where it would appear that sector-specific agencies for each
classified critical infrastructure sector are the best way to look after the cybersecurity
requirements of a sector.

• Develop a sector cybersecurity governance framework. Probably most of the sector stake-
holders have a cybersecurity governance framework at organisational level based
largely, if not solely, on corporate IT security requirements. Such stakeholders merely
need to align these with the NCPF as stipulated in Section 16.7 of the policy and incor-
porate ICS cybersecurity requirements where applicable. At sector level, a governance
framework would help with facilitating the exchange of cybersecurity information,
sharing of knowledge and collaboration, skills development, and rapid responses
to incidents.

• Develop a sector cybersecurity resilience strategy. Cybersecurity resilience refers to a criti-
cal infrastructure’s capability to anticipate, withstand, adapt and/or rapidly recover
from any cyber terrorism, cybercriminal activities, cyber vandalism, cyber sabotage,
accidents, or naturally occurring threats or human error induced infrastructure failure.
This refers more to the water and wastewater ICS as critical infrastructure. Likewise,
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at sector level, a cybersecurity resilience strategy would help with ICS cybersecurity
information exchange, knowledge sharing and collaboration, skills development, and
rapid recovery from any deliberate cyberattacks, accidents, or naturally occurring
threats or incidents.

• Encourage sector members to have documented ICS cybersecurity policies and procedures.
The water and wastewater sector members who either own and/or operate a critical
infrastructure (or water ICS) should be encouraged to have documented ICS cyberse-
curity policies and procedures separate from the corporate IT security policies and
procedures in their security operations centres.

• Develop a sector cybersecurity education and skills development strategy. A coordinated
skills development programme in collaboration with the Cybersecurity Hub in the
DCDT, Cybersecurity Centre in the SSA, and other external stakeholders as stipulated
in the NCPF should be initiated through the water CSIRT. The sector can partner with
academic institutions such as the University of Johannesburg and ICS vendors to de-
velop a formal but customised ICS cybersecurity training and certification programme.
This could bolster the specialist domain of ICS cybersecurity in the country tremen-
dously as IT security already has an established body of knowledge and certification
programmes. Ultimately, though, the desired picture is to have a cross-functional team
of cybersecurity experts in the CSIRT sector to share their varied domain knowledge
and experiences to evaluate and mitigate risk in the sector. Thus, cybersecurity opera-
tion centres in member organisations should comprise both IT security and specialist
ICS cybersecurity experts where applicable.

• Develop a sector cybersecurity awareness campaign strategy. Coordinated sector-wide cy-
bersecurity education and awareness campaigns should become regular occurrences.

7. Conclusions

The national cybersecurity strategy is a system mainly comprising stakeholders from
the justice, crime prevention, and security cluster of South Africa. However, industry, civil
society, and other government entities such as the water and wastewater sector are recog-
nised as important stakeholders in the national cybersecurity system. A systems thinking
approach was employed to analyse the national cybersecurity and water and wastewater
systems. Through the stated stakeholders (system elements/actors) and legislation and
policies (system interconnections), the ultimate purpose (system function) of the national
cybersecurity system was found to be the establishment of a conducive environment and
the provision of guidelines, standards, and best-practices for key cybersecurity stakehold-
ers in South Africa. The interconnected relationships among these key stakeholders were
found to be determined largely by the Cybercrimes Bill, CIPA, ECT Act, NCPF, POPI
Act, RICA and PAIA in particular, and other cybersecurity-relevant pieces of legislation
and policies.

It is concluded that the water and wastewater sector can immediately address its cyber-
security requirements without the need to propose any new legislation and/or government
policies or amend existing ones. The aim of the study has therefore been achieved. But the
water and wastewater sector will need to identify where changes and concomitant actions
in the underlying structure of the national cybersecurity system can result in significant
and lasting improvements for the sector. This can only be achieved by establishing a sector
CSIRT that should continuously monitor the changes in the underlying structure of the
national cybersecurity programme. This is especially important as changing cybersecurity-
relevant legislation and policies greatly impact the entire national cybersecurity system,
including the water and wastewater sector’s cybersecurity responsibilities.

Future research work could use systems thinking or system dynamics to analyse the
impact of the national cybersecurity legislation and policies in South Africa since 2015.
Other research projects could explore the recommendations discussed above. Moreover,
a review of how other countries deal with cybersecurity in the water and wastewater
sector in contrast to South Africa should form part of future research works. After all,
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the exchange of international experiences is crucial in the advancement of cybersecurity
practices. As the country embarks on a digital transformation strategy future research
could look at related challenges in the water and wastewater sector. For example, noting
that some municipalities have already embarked upon installing smart meters, legislation
and policies governing security and privacy of smart water meters and other Internet of
Things (smart) devices could be explored.
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Appendix A Analysis of the National Cybersecurity Policy Framework System

A literature review of the previous analysis work on the National Cybersecurity
Policy Framework (NCPF) was conducted in this appendix. This looked at mainly the
stakeholders involved, legislation and policies underpinning the national cybersecurity
strategy, and challenges in the implementation of the NCPF.

Researcher
Stakeholders

(Elements/Actors)

Legislation and Policies

(Interconnections)
Gaps or Identified Challenges

[100]

Domestic

• Cybersecurity centre (SSA)
• Cyber Crime Centre (SAPS)
• Cybersecurity Hub (Department

of Telecommunications and
Postal Services)

• Cyber Command (DoD)

[101]

Foreign

• International
Telecommunication Union (ITU)

• NCPF

[102]
Foreign

• African Union (AU)

• African Union
Convention on
Cybersecurity and
Personal Data Protection
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Researcher
Stakeholders

(Elements/Actors)

Legislation and Policies

(Interconnections)
Gaps or Identified Challenges

[36]

Domestic

• Justice, crime prevention and
security (JCPS) cluster (SSA and
others)

• Cybersecurity Response
Committee (CRC)

• Department of
Telecommunications and Postal
Services (DTPS)

• SITA
• Department of Science and

Technology
• Department of International

Relations and Cooperation
(DIRCO)

• South African Revenue Service
(SARS)

Foreign

• International Criminal Police
Organisation (Interpol)

• Constitution of the
Republic of South Africa

• Computer Evidence Act
57 of 1983

• Copyright Act 98 of 1978
• Critical Infrastructure

Bill of 2017
• Cybercrimes and

Cybersecurity Bill of
2017

• ECT Act 25 of 2002
• Electronic

Communications Act 36
of 2005

• Films and Publications
Act 65 of 1996

• Financial Intelligence
Centre Act (FICA) 38 of
2001

• National Prosecutions
Act 32 of 1998

• Monitoring and
Prohibition Act 127 of
1992

• Prevention of Organised
Crime Act 38 of 1999

• Promotion of Access to
Information Act (PAIA)
25 of 2002

• Protection of
Constitutional
Democracy against
Terrorism and Related
Activities Act 33 of 2004

• Protection of Personal
Information (POPI) Act 4
of 2013

• RICA 70 of 2002

• New laws and institutions are
required in South Africa to
effectively address cybersecurity
requirements.

• The military, intelligence
agencies, and critical
infrastructure experience the
most cyber incidents in South
Africa. It should, however, be
noted that national critical
infrastructure is mostly operated
and managed by provincial and
local governments as well as the
private sector.

• New cybersecurity capabilities
have to be developed and
acquired by South Africa.

[66]

Domestic

• South African National Defence
Force (SANDF)

• JCPS cluster

• NCPF
• Defence Review
• Cybercrimes and

Cybersecurity Bill
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Researcher
Stakeholders

(Elements/Actors)

Legislation and Policies

(Interconnections)
Gaps or Identified Challenges

[38]

Domestic

• Department of State Security
• SSA
• SSA Cybersecurity Centre
• Electronic Communications

Security—Cyber Security
Incidents Response Team
(ECS-CSIRT)

• Department of Justice and
Constitutional Development

• NPA
• SAPS
• DoD
• Cyberwarfare Command
• Centre Headquarters (HQ)
• COMSEC Ltd.
• Department of

Telecommunications and Postal
Services

• National Cybersecurity
Advisory Council

• National Cybersecurity Hub
• Cyber Inspectorate
• Department of Trade and

Industry
• Public Service and

Administration
• SITA
• Foreign
• Forum for Incident Response

and Security Teams (FIRST)

• Section 198 of the 1996
Constitution

• NCPF
• RICA 70 of 2002
• Protection of State

Information Bill
• POPI Act 4 of 2013
• Cybercrimes and

Cybersecurity Bill
• Cyber Warfare Strategy
• ECT Act 25 of 2002
• Cryptography

Regulations
• E-government strategy

and roadmap
• Companies Act 71 of

2008
• PAIA 2 of 2000
• Corporate Governance

of ICT Framework
• E-government strategy

for each province

• Establishment of a Cyber
Inspectorate is provided for in
Chapter 12 of the ECT Act. Its
mandate includes the powers to
inspect, search and seize
electronic content in pursuit of
illegal activities. However, no
regulations were ever
promulgated to establish this
unit.

• Coordination in government is
generally an issue. Add to that
the inadequacy of existing
cybercrime and cybersecurity
legal framework, and there is an
even bigger issue. The National
Cybersecurity Advisory Council
was tasked with reducing these
deficiencies but there is very
little evidence of its activities.

• The proposed coordination
mechanisms in the NCPF are
complex, thus making their
management difficult. This is
exacerbated by a poor track
record of inter-ministerial
coordination of programmes.
Additionally, there are only
limited review and oversight
mechanisms, and many
activities are shrouded in
secrecy.

• One of the major challenges for
the South African government is
the promotion of cybersecurity
measures to the (i) national,
provincial, and local
governments; (ii) general public;
(iii) private sector; (iv) civil
society; and (v) special interest
groups.
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Researcher
Stakeholders

(Elements/Actors)

Legislation and Policies

(Interconnections)
Gaps or Identified Challenges

[103]
Domestic

• SSA

• NCPF
• ECT Act 25 of 2002
• RICA 70 of 2002
• POPI 4 of 2013
• Cybercrimes and

Cybersecurity Bill

[57]

• NCPF
• National Key Points Act

102 of 1980
• ECT Act 25 of 2002
• King III Report on

Corporate Governance

[63]

Domestic

• Department of Communications
• National Cybersecurity

Advisory Council (NCAC)

Foreign

• Council of Europe (CoE)

• NCPF
• CoE’s Cybercrime

Convention

• South Africa was ranked in the
top 10 countries most affected
by internet crimes. The statistics
were drawn from the Internet
Crime Complaint Center that is
managed by the USA’s Federal
Bureau of Investigation. The
challenge is not a lack of
cybercrime laws but enforcing
them. There is a huge gap
between enacted laws and
practical enforcement capability
on the ground in most emerging
and developing countries such
as SA.
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Researcher
Stakeholders

(Elements/Actors)

Legislation and Policies

(Interconnections)
Gaps or Identified Challenges

[37]

Domestic

• State Security Agency (SSA)
• South African Policy Service

(SAPS)
• Department of Justice and

Constitutional Development
(DOJ & CD)

• National Prosecuting Authority
(NPA)

• Department of Communications
(DOC)

• Department of Defence and
Military Veterans (DoD & MV)

• Department of Science and
Technology (DST)

• Foreign
• African Union
• Southern African Development

Community (SADC)
• Commonwealth

• Films and Publication
Act 65 of 1996

• Protection from
Harassment Act 17 of
2011

• Regulation of
Interception of
Communications and
Provision of
Communication-related
Information Act (RICA)
70 of 2002

• Promotion of Equality
and Prevention of Unfair
Discrimination Act 4 of
2000

• Copyright Act 98 of 1978
• Consumer Protection Act

68 of 2008
• National Archives and

Record Service of South
Africa Act 43 of 1996

• Trade Marks Act 194 of
1993

• Designs Act 195 of 1993
• Electronic

Communications Act 36
of 2005

• Electronic
Communications and
Transactions Act 25 of
2002 (ECT Act)

• Independent
Communications
Authority of South
Africa (ICASA) Act 13 of
2000

• Inter-Governmental
Relations Framework of
2005

• Competition Act 89 of
1998

• Broadband Infraco Act
33 of 2007

• State Information
Technology Agency
(SITA) Act 88 of 1998

• Public Service Act:
Regulation

• South Africa follows several
global methods. However, a
clear commitment towards
existing conventions such as the
Budapest, AU, SADC and
Commonwealth conventions is
still outstanding.

• Advanced cybersecurity
strategies include protection of
critical infrastructure (CI) as a
key element. The ECT Act also
alludes to the protection of CI.
However, the implementation of
CI protection is still in abeyance.
The country had planned for CI
protection of the following
priority sectors: (i) energy; (ii)
information and
communications technology;
and (iii) transport.

• Sector CSIRTs have not yet been
established. These would be
effective for incident responses
and information exchange
between sectors.

• In the current configuration, the
cybersecurity and cybercrime
legal framework is spread
among very different pieces of
legislation. Aligning these
would improve predictability
and transparency of the policies.

• There is a lack of technical
cybersecurity skills in
government to enable the
Cybersecurity Hub to assume
the role of a national CERT.
Skills development must be
prioritised by government in
this regard.

• A lack of user cybersecurity
education and awareness in the
general public exacerbates
spoofing and phishing related
cybercrimes as these are not
generally associated with
inadequate technical safeguards.

• Implementation of a national
cybersecurity programme
requires sound expertise in
several disciplines, and this is
lacking in government. This
includes commitment and
guidance from the top echelons
of government, availability and
development of the required
cybersecurity expert level, and
continuous cybersecurity
awareness campaigns for the
general public.
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Researcher
Stakeholders

(Elements/Actors)

Legislation and Policies

(Interconnections)
Gaps or Identified Challenges

[104] • NCPF

• In South Africa, cybersecurity
awareness initiatives are rolled
out through a variety of
independent and uncoordinated
mechanisms. An integrated and
coordinated approach would be
effective.
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