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Søren Juhl Andreasen

Effects of Impurities on Pre-Doped and Post-Doped Membranes for High Temperature PEM
Fuel Cell Stacks
Reprinted from: Energies 2021, 14, 2994, doi:10.3390/en14112994 . . . . . . . . . . . . . . . . . . . 169

v



Chongbo Zhou, Lingyi Guo, Li Chen, Xin Tian, Tiefeng He and Qinghua Yang

Pore-Scale Modeling of Air–Water Two Phase Flow and Oxygen Transport in Gas Diffusion
Layer of Proton Exchange Membrane Fuel Cell
Reprinted from: Energies 2021, 14, 3812, doi:10.3390/en14133812 . . . . . . . . . . . . . . . . . . . 187

Torsten Berning and Søren Knudsen Kær

A Thermodynamic Analysis of an Air-Cooled Proton Exchange Membrane Fuel Cell Operated
in Different Climate Regions
Reprinted from: Energies 2020, 13, 2611, doi:10.3390/en13102611 . . . . . . . . . . . . . . . . . . . 205

Artem Chesalkin, Petr Kacor and Petr Moldrik

Heat Transfer Optimization of NEXA Ballard Low-Temperature PEMFC
Reprinted from: Energies 2021, 14, 2182, doi:10.3390/en14082182 . . . . . . . . . . . . . . . . . . . 219

Torsten Berning

On the Nature of Electro-Osmotic Drag
Reprinted from: Energies 2020, 13, 4726, doi:10.3390/en13184726 . . . . . . . . . . . . . . . . . . . 237

vi



About the Editors

Samuel Simon Araya

Samuel Simon Araya is an associate professor at Aalborg University since 2015 and the leader

of the Fuel Cell Systems research group since January 2018. He obtained his MSc in environmental

engineering in 2008 from the University of Perugia in Italy and his PhD degree in energy technology in

2012 at Aalborg University, Denmark. He has more than 12 years of experience in research, teaching,

supervision and project management in the field of fuel cells and hydrogen technologies. His

research interests include the experimental characterization and modeling of electrochemical energy

conversion devices, mainly reformed methanol-fed high temperature PEM fuel cells (HT-PEMFCs),

low temperature PEM fuel cells and electrolyzers, at single cell, stack and system levels. He is

involved in several national and international research projects on the diagnostics, characterization,

development and deployment of both fuel cells and electrolyzer systems for enhanced hydrogen

solutions.

Vincenzo Liso

Ass. Prof. Vincenzo Liso is currently an associate professor at the Department of Energy

Technology, Denmark, where he earned his PhD in solid oxide fuel cells systems in 2012. He earned

his MSc degree in environmental engineering from University of Perugia, Italy, in 2005. He teaches

and works on research projects in the field of chemical and electrochemical processes, system thermal

integration and fuel conversion. He has acted both as a research project leader and research project

manager in cooperation with companies and other research institutions.

vii





Preface to ”Advances in Hydrogen Energy”

This book, which is a reprint of articles published in the Special Issue Advances in Hydrogen

Energy in Energies, seeks to contribute to disseminating the most recent advancements in the field

of hydrogen energy. It does so by presenting scientific works from around the world covering both

modeling and experimental analysis. The focus is placed on research covering all aspects of the

hydrogen energy, from production to storage and final use, including the development of other

easy to store and transport hydrogen-based energy carriers via the power-to-x (PtX) route, such as

ammonia and methanol.

Hydrogen energy research and development has attracted growing attention as one of the

key solutions for clean future energy systems. In order to reduce greenhouse gas emissions,

governments across the world are developing ambitious policies to support hydrogen technology,

and an increasing level of funding has been allocated for projects of research, development, and

demonstration of these technologies. At the same time, the private sector is capitalizing on the

opportunity with larger investments in hydrogen technology solutions.

While intense research activities have been dedicated to this field, several issues require further

research prior to achieving full commercialization of hydrogen technology solutions. This book

addresses some of these issues by presenting detailed models to optimize design strategies and

operating conditions for the entire hydrogen value chain, covering production via electrolysis, storage

and use in different types of fuel cells and in different forms of energy carriers. It also includes

comprehensive reviews of some aspects of the hydrogen economy and experimental results obtained

from the operations of different fuel cell technologies.

The editors would like to thank all the authors for their contributions, the reviewers for their

time and effort in assessing the quality of the papers and the MDPI editorial office for their assistance

in managing the Special Issue and the book.

Samuel Simon Araya, Vincenzo Liso

Editors
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Abstract: Ammonia is considered to be a potential medium for hydrogen storage, facilitating
CO2-free energy systems in the future. Its high volumetric hydrogen density, low storage pressure
and stability for long-term storage are among the beneficial characteristics of ammonia for hydrogen
storage. Furthermore, ammonia is also considered safe due to its high auto ignition temperature,
low condensation pressure and lower gas density than air. Ammonia can be produced from many
different types of primary energy sources, including renewables, fossil fuels and surplus energy
(especially surplus electricity from the grid). In the utilization site, the energy from ammonia can
be harvested directly as fuel or initially decomposed to hydrogen for many options of hydrogen
utilization. This review describes several potential technologies, in current conditions and in the
future, for ammonia production, storage and utilization. Ammonia production includes the currently
adopted Haber–Bosch, electrochemical and thermochemical cycle processes. Furthermore, in this
study, the utilization of ammonia is focused mainly on the possible direct utilization of ammonia
due to its higher total energy efficiency, covering the internal combustion engine, combustion for gas
turbines and the direct ammonia fuel cell. Ammonia decomposition is also described, in order to
give a glance at its progress and problems. Finally, challenges and recommendations are also given
toward the further development of the utilization of ammonia for hydrogen storage.

Keywords: ammonia; hydrogen; production; storage; utilization; CO2 free

1. Introduction

The adoption of fossil fuels in conventional energy systems has led to the increase of the
concentration of greenhouse gases (GHGs) in the atmosphere and the rise of ocean levels [1]. Being aware
of this reality, recently, the adoption of renewable energy has increased rapidly due to its low
environmental impacts. In addition, the massive deployment and the maturity of technology have
made renewable energy economic and competitive against conventional fossil fuels. It is expected that a
clean and CO2-free energy system can be realized to improve the quality of human life. The Conference
of Parties 21 (COP21), held in 2015, issued the world commitments to the mitigation of climate change
and keeping the increase of the global average temperature below 2 ◦C higher than the pre-industrial
level [2]. Moreover, the Marrakech Partnership for Global Climate Action has strongly promoted
collective striving for the 1.5 ◦C temperature goal through mutual collaboration among governments,
regions, businesses and investors [3].

Liberalization and decentralization in the energy sector has also opened up the opportunity to
the customers to behave simultaneously as energy producer and consumer. The fluctuating demand
and supply sides in the future energy system also require an effective adoption of secondary energy
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sources (energy carriers) which can be effectively and economically produced, stored and utilized.
The future energy system is expected to be able to facilitate the optimum utilization of local energy
resources (especially renewable energy) [4], reduction of global GHG emission, improvement of
urban environmental quality and creation of industrial activities focusing the energy sector toward a
sustainable economy [5].

Hydrogen (H2) is one of the secondary energy sources which produces no GHG by-products
during its utilization, because the oxidation of hydrogen generates water (H2O). It is the most abundant
element in the universe (more than 90% of the total available atoms), the lightest element (molecular
weight of 2.016) and non-toxic [6]. Hydrogen has significantly higher gravimetric energy density
(120 MJ/kg) compared to other conventional fuels, such as gasoline (44 MJ/kg). In addition, hydrogen can
be produced from various kinds of primary energy sources, including renewables and non-renewables.
Many technological routes are available, including thermochemical routes (gasification, chemical
looping, reforming), biochemical routes (fermentation) and electrolysis [7]. Furthermore, the utilization
of hydrogen as an energy source can also be performed via various technologies, such as fuel cells,
combustion and mixing with other fuels. However, hydrogen suffers a disadvantage in its volumetric
energy density, which is only 3 Wh/L, leading to difficulties in its storage. Hydrogen storage is the
key enabling technology which will lead to the successful deployment of hydrogen, including its
economic sustainability.

There are several key parameters in the selection of hydrogen storage methods and materials,
including: (a) gravimetric and volumetric hydrogen densities, (b) energy efficiency, (c) refueling time,
(d) durability, (e) cost, (f) standards, (g) technology maturity and (h) life-cycle and efficiency analysis [8].
Energy efficiency deals with the energy consumed during both the storage and release of hydrogen to
and from its storage states or hydrogen storage materials. Furthermore, durability is correlated to its
lifetime, especially in case of reversible hydrogen storage materials. Standards for the storage systems
and interface are required in order to facilitate the implementation of the storage technology, as well as
safety and public acceptance. The successful development of hydrogen storage is crucial for the future
of hydrogen economy [9,10].

In order to store hydrogen effectively, different hydrogen storage technologies have been studied
and developed. These include compressed and liquefied hydrogen, liquid organic carriers [11], metal
hydrides [12,13], methanol (CH3OH) and ammonia (NH3). Hydrogen storage covers both mobile
and stationary systems. Compressed hydrogen is the simplest way to store hydrogen, although its
hydrogen density is low (42.2 kg-H2/m3 at 69 MPa). Compressed hydrogen requires high pressure
to effectively store the gaseous hydrogen. In the case of a hydrogen vehicle, a high pressure tank of
about 70 MPa is currently required in order to store the hydrogen to achieve a similar driving range
to conventional vehicles. Moreover, as hydrogen is a very light and small element, leakage from
high pressure can easily occur, in addition to the problem related to hydrogen embrittlement. Liquid
hydrogen is also considered promising and efficient as a hydrogen storage option, because it has
higher hydrogen density (70.8 kg-H2/m3), which is about 800 times that of uncompressed hydrogen
(0.08988 kg/m3 at standard temperature and pressure (STP)), as well as high purity. However, in order
to bring hydrogen into the liquid phase, refrigeration to a very low temperature (−253 ◦C) is required,
leading to high energy consumption. Moreover, due to this cooling requirement, liquid hydrogen is not
preferred for long term storage or long distance of transportation, because the energy input needed to
keep the temperature very low is also intensive. Another problem of liquid hydrogen is the conversion
of ortho-hydrogen (where the spins of both nuclei are in the same direction) to para-hydrogen (where
the spins of both nuclei are in opposite directions) [14]. As this isomer conversion is exothermic, the
generated heat causes the boil-off phenomenon, in which a part of liquid hydrogen is evaporated into
a gaseous form.

Solid-state systems are also considered a potential hydrogen storage method. They can reversibly
adsorb and release hydrogen. The storage of hydrogen occurs by two different methods: physisorption
and chemisorption [15,16]. In the former, hydrogen molecules are adsorbed on the surface of
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an adsorbent (storage medium) due to the intermolecular force that exists between the adsorbate
(hydrogen) and adsorbent. Physisorption hydrogen storages include carbon nanotubes, activated
carbon, zeolites and metal-organic frameworks (MOFs). These materials are advantageous in terms of
their reversibility and relatively fast kinetics. However, they have several disadvantages, including low
hydrogen storage (lower than 5 wt% at room temperature) and their requirement of low temperatures
for larger hydrogen storage capacities [17,18]. On the other hand, in chemisorption hydrogen storage,
hydrogen chemically reacts with solids, producing hydrides. These hydrides can be categorized into
metal, complex and chemical hydrides. Recently, various complex hydrides have been developed,
including NaAlH4, Mg(NH2)2-LiH. Although these materials show high hydrogen density (up to
10 wt%), their hydrogenation and dehydrogenation are very complex and their reversibility is relatively
low [19,20]. In addition, these processes also lead to the decrease of energy efficiency, especially the
dehydrogenation process, which is generally endothermic.

Methanol is also a promising candidate for hydrogen storage, as well the utilization of CO2 via
hydrogenation [21]. The adoption of methanol is strongly correlated with the idea of power-to-product
(P2X), which utilizes surplus electricity to produce chemical fuels. Hydrogen can be released from
methanol through thermolysis, steam reforming and partial oxidation [21]. However, the adoption
of methanol to store hydrogen leads to environmental problems in the utilization site because of the
release of CO2 when methanol is directly utilized or decomposed. This leads to a non CO2-free energy
system. In addition, the separation of CO2 is also energy intensive. The established CO2 separation
based on absorption using amine solution consumes approximately 1.1 kWh/kg-CO2 [22].

On the other hand, ammonia is highly valued as a potential hydrogen storage option. It has
high hydrogen density (17.8 wt%), as well as high flexibility in its utilization, including mobile and
stationary applications. Due to its stability for long-term storage and transportation, ammonia can
fulfill the demand to store the energy in time (stationary energy storage) and in space (energy export
and import) [23]. Ammonia can be utilized by extracting its stored hydrogen or directly utilized as fuel.
Ammonia is currently adopted as an agricultural fertilizer, refrigerant gas and in the manufacture of
explosives, pesticides and other chemicals. Therefore, the infrastructures to produce, store, transport
and utilize ammonia have been globally established [24], leading to its proven economic performance.
In addition, regulations and procedure for ammonia handling have been established well in the world.
The ammonia economy has been investigated in numerous studies, including studies of islanded
systems [25], process modeling and fertilizer production using renewable energy [23]. However, for
applications in the energy sector, ammonia still faces various challenges, including its properties,
conversion technologies and possible environmental problems following its utilization.

Figure 1 shows the possible routes for the production and utilization of ammonia. Ammonia
can be produced from both fossil fuels and renewable energy sources. These primary energy sources
are then converted to ammonia through several processes, including pre-treatment, conversion and
synthesis. In addition, the surplus electricity can also be converted to hydrogen [26], which is further
converted to ammonia, leading to the application of power-to-ammonia. The produced ammonia is
then stored, transported and distributed to the users for its utilization. Numerous countries in the
world have a strong motivation to utilize ammonia as one of key players in future energy system.
Therefore, these countries have tried to set the future road map, as well as developing the technologies
to realize the plan. Japan has clearly decided its plan for ammonia adoption. The ammonia supply
chain in the energy sector has been targeted for realization by 2030 [27]. In the beginning, 300 kW-class
gas turbines will be tested until the end of 2020. Moreover, other movements to utilize ammonia,
including advanced combined cycles, direct ammonia-fueled fuel cells and the co-firing of ammonia at
existing coal-fired power plants, have also been started [28]. Australia has also accelerated research
and development programs for ammonia utilization in order to store the produced hydrogen by the
country and then export it to other countries [29]. Similar research motivation to push the adoption of
ammonia has also been shown by the UK [30] and Germany [31]. In addition, the electricity generation
and industrial sectors have been targeted as the first projected market.
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Figure 1. Production and utilization routes of ammonia in the energy sector.

This work reviews potential technologies, covering the production, storage and utilization of
ammonia, as well as its important role in the energy system. Section 2 describes the characteristics of
ammonia, especially in terms of its advantages and disadvantages as a hydrogen storage mechanism.
Section 3 explains several possible ammonia production technologies, including conventional and
advanced production systems. Section 4 describes potential ammonia storage methods, especially
liquid ammonia. Furthermore, the utilization of ammonia is described in Section 5, especially direct
utilization technologies. The decomposition of ammonia and separation of the hydrogen gas stream are
also described in this section. Challenges and recommendations related to the adoption of ammonia
are discussed in Section 6. Finally, Section 7 concludes the points reviewed in this work.

2. Characteristics of Ammonia

2.1. Physical Properties

Ammonia is alkaline, colorless and has a relatively strong odor. Table 1 shows the detailed
parameters of the physical properties of ammonia. From techno-economic analysis, ammonia is
considered to be the least expensive fuel compared to other conventional fuels, such as gasoline,
natural gas, liquefied petroleum gas (LPG), methanol and hydrogen [32]. In addition, liquid ammonia
has a relatively high volumetric energy density, 12.7 MJ/L, which is higher than liquid hydrogen
(8.49 MJ/L) and compressed hydrogen (4.5 MJ/L at pressure of 69 MPa and temperature of 25 ◦C).
The boiling temperature of ammonia is −33.4 ◦C at atmospheric pressure. Furthermore, ammonia has
a significantly higher combustion heat, 11.2 MJ/L, compared to liquid hydrogen (8.58 MJ/L).

Gaseous ammonia can dissipate very quickly in the air under atmospheric conditions due to its
lighter density than the air (0.769 kg/m3 compared to 1.225 kg/m3 at STP), minimizing explosion and
fire risks in case of leakage. Furthermore, as ammonia has a higher auto ignition temperature (650 ◦C)
than hydrogen (520 ◦C), ammonia has a lower risk of fire than hydrogen. The apparent toxicity (vapor
pressure relative to toxicity at atmospheric temperature) of liquid ammonia is about three orders of
magnitude higher than gasoline and methanol. This is due to the phenomenon that liquid ammonia
has an immediately dangerous to life or health (IDLH) concentration of about 300 ppm, but its vapor
pressure is relatively high; 8.58 × 102 kPa at 20 ◦C [33].

The challenges faced by ammonia include its narrow flammability range, which is 15.15–27.35%
in dry air and 15.95–26.55% in 100% relative humidity air. Hence, it is usually considered to be
non-flammable during its storage and transportation. In addition, as ammonia has nitrogen as its
main component, the utilization of ammonia, especially in high temperatures, potentially leads to NOx

formation. Therefore, the combustion management of ammonia is crucial. Moreover, as ammonia is
categorized as a toxic chemical, it is important to carry out appropriate hazard management in order to
mitigate its danger to humanity and the environment.
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Table 1. Detailed physical characteristics of ammonia [34,35].

Properties Unit Value

Molar mass g/mol 17.031
Density at STP kg/m3 0.769
Melting point ◦C −77.73

Boiling point at 100 kPa ◦C −33.4
Vapor pressure at 20 ◦C kPa 858

Heat of evaporation MJ/kg 1.371
Auto ignition temperature ◦C 650

Critical temperature ◦C 132.4
Critical pressure MPa 11.28
Viscosity at 25 ◦C µPa·s 10.07

Heat capacity at constant pressure (101.325 kPa, 15 ◦C) kJ/mol·◦C 0.037
Heat capacity at constant volume (101.325 kPa, 15 ◦C) kJ/mol·◦C 0.028

Heat of combustion MJ/L 11.2
Thermal conductivity mW/m·◦C 22.19

Critical density g/mL 0.24
Condensation pressure at 25 ◦C MPa 0.99

Flammability limit (equivalence ratio) - 0.63–1.4
Adiabatic flame temperature ◦C 1800

Max. laminar burning velocity m/s 0.07

2.2. Hydrogen Storage Performance

Table 2 lists the characteristics comparison of hydrogen storage methods, including compressed
hydrogen, liquid hydrogen, methanol and liquid ammonia. Liquid ammonia is able to store hydrogen
in volumes much higher (121 kg-H2/m3) than liquid hydrogen (70.8 kg-H2/m3), which is about 1.7 times
as high. Liquid ammonia can be stored at relatively low pressure (0.99 MPa at a temperature of 25 ◦C),
which is significantly lower than that of compressed hydrogen. However, in terms of physical density,
liquid ammonia has the higher density (600 kg/m3) than compressed and liquid hydrogen, leading to
heavier storage and transportation.

Methanol is a strong competitor for the storage of hydrogen. It has higher energy density than
ammonia (20.1 MJ/kg compared to 18.6 MJ/kg). However, it has both lower gravimetric and volumetric
hydrogen contents than ammonia (12.5 wt% and 99 kg-H2/m3 compared to 17.8 wt% and 121 kg-H2/m3,
respectively) [36]. As methanol involves CO2 in its synthesis, its utilization and decomposition also
release CO2, leading to the environmental concerns. Methanol reformation also leaves the problem of
the production of carbon monoxide (CO), which can poison most of the catalysts adopted in fuel cells,
and hence shortens the life time of the fuel cell [37].

Table 2. Characteristics comparison of compressed hydrogen, liquid hydrogen, methanol and liquid
ammonia [36,38,39].

Properties Unit
Compressed

Hydrogen
Liquid

Hydrogen
Methanol

Liquid
Ammonia

Storage method - Compression Liquefaction Ambient Liquefaction

Temperature ◦C 25 (room) −252.9 25 (room) 25 (room)

Storage pressure MPa 69 0.1 0.1 0.99

Density kg/m3 39 70.8 792 600

Explosive limit in air %vol 4–75 4–75 6.7–36 15–28

Gravimetric energy density
(LHV)

MJ/kg 120 120 20.1 18.6
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Table 2. Cont.

Properties Unit
Compressed

Hydrogen
Liquid

Hydrogen
Methanol

Liquid
Ammonia

Volumetric energy density
(LHV)

MJ/L 4.5 8.49 15.8 12.7

Gravimetric hydrogen content wt% 100 100 12.5 17.8

Volumetric hydrogen content kg-H2/m3 42.2 70.8 99 121

Hydrogen release - Pressure release Evaporation
Catalytic

decomposition
T > 200 ◦C

Catalytic
decomposition

T > 400 ◦C

Energy to extract hydrogen kJ/mol-H2 - 0.907 16.3 30.6

To release the hydrogen from ammonia, a relatively huge amount of energy is consumed
(30.6 kJ/mol-H2). On the other hand, the regasification of liquid hydrogen only consumes very low
energy (0.907 kJ/mol-H2). Therefore, ammonia decomposition is a challenging task, especially in
terms of total energy efficiency in the utilization of ammonia. The decomposition of ammonia must
be followed by hydrogen separation in the case that a high purity of hydrogen is demanded at the
utilization site. On the other hand, compressed and liquid hydrogen can deliver highly pure hydrogen.

3. Ammonia Production

Currently, about 200 Mt/y of ammonia is manufactured globally [40], making it the world’s second
most commonly produced chemical after sulfuric acid (H2SO4). Similarly to hydrogen, ammonia can
be produced from different primary energy sources, including biomass, coal, natural gas, solar, wind,
geothermal, hydro and nuclear sources. Ammonia can be produced through different conversion
technologies: thermochemical, electrochemical, photochemical and plasma [41]. However, with the
consideration of technological feasibility and total energy efficiency [42,43], in this work, three main
conversion technologies (Haber–Bosch, electrochemical and thermochemical cycle processes) are
described. Furthermore, recent trends in the development of enhanced systems in order to improve
the total energy efficiency during ammonia production are also described.

3.1. Conventional Ammonia Production (Haber–Bosch Process)

The currently adopted ammonia production process basically employs the system invented
by Fritz Haber and Carl Bosch about 100 years ago [40]. Therefore, this system is well known as
Haber–Bosch process. About 85% of total production of ammonia worldwide is produced by this
process [44]. The ammonia synthesis occurs according to reaction (1).

3 H2 + N2 ⇌ 2 NH3 ∆H◦27 ◦C = −46.35 kJ/mol (1)

Ammonia synthesis is an exothermic reaction (negative enthalpy change), and it occurs
spontaneously at low temperatures (negative entropy change). Although it is favored at room
temperature, the reaction rate at which the reaction occurs at room temperature is too slow to be
applicable for at an industrial scale. In order to increase the kinetics of the reaction to achieve the
targeted conversion rate, high pressure and temperature are required. To effectively synthesize
ammonia from its main components (hydrogen and nitrogen), the reaction should be performed at a
relatively high temperature and pressure of 400–500 ◦C and 10–30 MPa, respectively, with the assistance
of an iron-based catalyst. This condition is demanded due to the high dissociation energy (941 kJ/mol)
of triple-bonded nitrogen. However, to bring the reaction under this high temperature and pressure,
about 30 MJ/kg-NH3 of energy is required [45].

The production of ammonia from natural gas is conducted by reacting methane (natural gas) with
steam and air, coupled with the subsequent removal of water and CO2. The products of this process
are hydrogen and nitrogen, which are the feedstock for the main ammonia synthesis. During the
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process, the removal of sulfur and other impurities is important, because they can reduce and damage
the performance of the catalyst during synthesis. In the ammonia synthesis process, both nitrogen
and hydrogen are compressed to relatively high pressure to be fed to the synthesis reactor, where the
catalyst is immersed inside. The produced ammonia, together with the unreacted hydrogen, argon and
other impurities, is then cooled down for ammonia condensation in order to separate the ammonia
from the other gases. The unreacted hydrogen and nitrogen are then recycled back and mixed together
with the new feedstock. To avoid a build-up of impurities, such as argon, a small part of the gases is
purged from the process. Ammonia synthesis produces a small amount of heat, which is released from
the reactor; therefore, it can be recovered and utilized for other processes, such as steam and power
generation. In general, about 88% of hydrogen’s calorific value can be conserved [46].

Another challenge in the Haber–Bosch process is its low conversion rate; therefore, the process
must be recycled to achieve the expected production flow rate. However, at pressure of 30 MPa, the
conversion rate from the reaction is still low, no more than 25% [47]. This stream recirculation causes
some problems, including the need for an additional recirculation system and a larger reactor, leading
to high investment and operation costs.

When hydrogen is produced via water electrolysis, nitrogen can be supplied via air separation.
Air separations for nitrogen production can be conducted via membrane, cryogenic, absorption and
adsorption technologies [48]. For large scales, cryogenic separation is considered more economical
than other methods. In addition, cryogenic air separation could produce a high purity of products [49].

The energy consumed during ammonia production, including conversion from primary sources,
typically ranges from about 28 to 37 GJ/t [44]. An ammonia production system from any primary
source, such as natural gas, is considered complex, as it includes many combined processes. Figure 2
shows the schematic diagram of conventional ammonia production from natural gas. The system
consists of different processes: steam reformation, the water–gas shift reaction, CO2 removal, syngas
purification, and ammonia synthesis and separation. Therefore, efforts to reduce the total energy
consumption require the improvement of the whole process involved. Due to high energy intensity of
ammonia production, ammonia synthesis emits a total of 289.8 Mt-CO2 annually [25], which is almost
0.93% of global CO2 emissions [50].
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Figure 2. Schematic diagram of ammonia production from natural gas, employing the
Haber–Bosch process.

Focusing on the Haber–Bosch process, many efforts to reduce its extreme conditions have been
carried out. They include the introduction of an extra component in order to inhibit the catalysis and
the alteration of geometry and electronic nature of the reacting components in order to optimize the
energetics of catalysis [51]. Ru-based catalysts can basically facilitate ammonia synthesis under mild
conditions (at a temperature of 300–450 ◦C and pressure of 4–15 MPa), which is significantly lower than
the conditions required for iron-based catalysts. However, Ru-based catalysts are expensive and suffer
from hydrogen poisoning [52,53]. Alkaline earth metal oxides and hydroxides have been identified as
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promoters to improve the catalytic performance of Ru-based catalysts [54]. Several electrides (crystals
in which electrons serve as anions), such as Ca2N:e−, which can be deposited in Ru nanoparticles have
the potential to facilitate ammonia synthesis at 200 ◦C [55]. Transition metals (TM) can also improve
synthesis performance, including lowering the pressure and temperature. This is due to the existence
of scaling relations between the transition-state energy required for the dissociation of nitrogen and the
adsorption energy of all the intermediates [56,57]. Furthermore, Kawamura and Taniguchi [58] have
tested sodium melt as a catalyst for ammonia synthesis. By using this type of catalyst, the synthesis
could be carried out at reaction temperatures of 500–590 ◦C and atmospheric pressure. However,
further analysis and experimentation are required to bring this method to the level of being applicable.

3.2. Electrochemical Processing

Although electrochemical processing is significantly under-developed compared to the
Haber–Bosch process, it is expected to realize higher energy performance. The energy consumed by
this process is about 20% lower than the Haber–Bosch process [59]. Figure 3 shows the schematic
flow diagram of electrochemical ammonia synthesis. The process is considered simple; therefore,
its application is considered to potentially reduce system configuration and control complexity. In
addition, the investment cost can be lower compared to currently adopted ammonia synthesis systems.
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Figure 3. Schematic diagram of electrochemical ammonia synthesis.

The reactions at both cathode and anode in proton conducting cells are shown in reactions (2) and
(3), respectively. The reactions at each cathode and anode are basically reversible.

N2 + 6 H+ + 6 e−⇋ 2 NH3 (2)

3 H2 ⇋ 6 H+ + 6 e− (3)

Four different types of electrolytes are currently available: (a) liquid electrolytes, (b) molten
salt, (c) composite membranes and (d) solid state electrolytes. Liquid electrolytes can operate under
atmospheric temperature and pressure [60]. There are some potential liquid electrolytes, including
LiClO4 (0.2 M) in tetrahydrofuran [60], LiClO4 in ionic liquid, LiClO4 in H2SO4 and Li2SO4 in
H2SO4 [61]. Ammonia production of 3.68 × 10−10 mol/cm2·s could be obtained, while the system
efficiency can reach about 58%, indicating that about 58% of the current supplied to the system is
converted into ammonia. However, the research related to this issue is still limited to lab experiments,
in small dimensions of cells and limited operation times [41].
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A molten salt type electrolyte is generally operated at a temperature range of 300–500 ◦C [62].
There are some potential chemicals for use as electrolytes, such as LiCl, KCl and CsCl, with dissolved
Li3N [63]. The reported ammonia production rate is 3.3 × 10−9 mol/cm2·s, and the efficiency is about
72%. Moreover, the system with composite electrolytes also includes solid electrolytes, which are
combined with low melting salt, and have an operating temperature of 300–700 ◦C. The electrolytes
comprise the main ionic conducting phase and an additional phase that is attached to the main phase
to improve the electrical, mechanical and thermal properties [33]. As the representative of composite
electrolytes, alkali metal carbonate (such as LiCO3) and oxide (such as LiAlO2) and CeO2 doped
with Sm2O3 have shown the expected properties, including oxygen ion, carbonate ion and proton
conductivity [64]. In addition, Amar et al. [64] have tested mixed Na, K and Li carbonates, in addition
to the LiAlO2, as the electrolyte. They obtained an ammonia production rate of 2.32 × 10−10 mol/cm2·s
at a temperature of about 400 ◦C. The system with solid electrolytes generally operates in very wide
operating temperatures, from room temperature to about 800 ◦C. There are different materials which
can be included in this type of electrolyte. These include perovskites (such as cerate and zirconate) [65],
fluorites (such as doped zirconia, ceria and thoria), pyrochlores (such as calcium doped lanthanum
zirconate) and other materials (including brownmillerite, eulytite and monazite) [33]. The challenges
of this type of electrolyte include their structural stability and the high sintering temperature (up to
1700 ◦C) which is required to achieve a high density. By adopting this kind of solid state electrolyte,
the ammonia production rate of 3.1 × 10−9 mol/cm2·s could be achieved under the temperature of 570
◦C, with an efficiency of about 75% [33,66].

3.3. Thermochemical Cycle of Ammonia Production

As an alternative process for ammonia production, a process employing the thermochemical
cycle has been developed [67]. The system consists of two circulated processes: reduction (nitrogen
activation) and steam-hydrolysis (ammonia formation). Both reactions are summarized as follows:

Al2O3 + 3C + N2 → 2 AlN + 3 CO ∆H◦25 ◦C = 708.1 kJ/mol (4)

2AlN + 3 H2O→ Al2O3 + 2 NH3 ∆H◦25 ◦C = −274.1 kJ/mol (5)

Figure 4 shows the schematic diagram of the thermochemical cycle of ammonia production. The
primary energy sources are pre-treated and converted to carbon before being fed to the thermochemical
cycle process. In the first reduction process (reaction (4)), the AlN is produced through the carbothermal
reduction of Al2O3 and nitrogen. This reaction is endothermic and occurs under a reaction temperature
of about 1500 ◦C. Moreover, in the second reaction, which is steam-hydrolysis (reaction (5)), the AlN
produced in the first reduction process is reacted with steam (H2O) producing Al2O3. The produced
Al2O3 from this second reaction is then circulated to the first reduction process. Detailed reaction
kinetics have been analyzed in detail in [68].
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                     Figure 4. Schematic diagram of the thermochemical cycle of ammonia production.
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Unlike the Haber–Bosch process, this thermochemical cycle can be carried out at atmospheric
pressure and without a catalyst. The process allows independent reaction control for nitrogen
activation (reaction (4)) and ammonia formation (reaction (5)). Furthermore, as could be observed
from reaction (4), the system can produce ammonia directly from carbonized material, instead of pure
hydrogen. Therefore, this system is expected to be able to reduce the energy consumption during
ammonia production. However, this system has the biggest challenge related to its very high operating
temperature, leading to limited heat sources and materials. Various ideas have been suggested for the
heat supply, including the utilization of concentrated solar heat.

Juangsa and Aziz [69] have developed an integrated system, consisting of nitrogen production,
ammonia production employing the thermochemical cycle and power generation. In their system,
the heat required for reduction is basically covered by heat generated by the combustion of fuel
gases produced during ammonia production. The system can achieve a high total theoretical energy
efficiency of about 69%. In addition, they also stated that the oxidation temperature has a significant
role in the performance of the system.

3.4. Advanced Ammonia Production Systems

Due to increasing concern related to economic and environmental impacts, efforts to propose and
develop an advanced ammonia production system have been carried out intensively. These include
both thermochemical and electrochemical processes.

Cinti et al. [70] have proposed a combined system which consists of solid oxide electrolyser,
nitrogen production with pressure-swing adsorption and Haber–Bosch process. Moreover, the same
group [25] also developed an integrated system covering methane steam reforming and Haber–Bosch
process. They mainly focused on system integration and heat recovery to improve the total energy
efficiency. Furthermore, Aziz et al. [71] have proposed an integrated system for hydrogen conversion
to ammonia with a relatively high total energy efficiency. Their system includes cryogenic nitrogen
separation with a single distillation reactor, the Haber–Bosch process and power generation. The
produced heat during ammonia synthesis, as well as the purged gas (containing a little hydrogen and
ammonia), is recovered and utilized for power generation. In addition, they employed both exergy
recovery and process integration in order to realize high energy efficiency [72].

Other integrated systems for the production of ammonia from various kinds of primary energy
sources have been developed. Nurdiawati et al. [73] have proposed algae-based ammonia production
by integrating algae drying, gasification, chemical looping, ammonia synthesis (the Haber–Bosch
process) and power generation. In their system, the nitrogen separation process is omitted due to
the utilization of nitrogen-rich flue gas from the chemical looping. Their system is able to efficiently
convert the algae to ammonia, with a total energy efficiency of about 64%, including an ammonia
production efficiency of 63%. A different system has also been developed by the same group [74],
with the main difference in hydrothermal gasification and nitrogen production. Another combined
system to convert the agricultural waste from a palm oil mill has also been proposed and evaluated
by Ajiwibowo et al. [75]. In their system, the supercritical water gasification of blended empty fruit
bunch and palm oil mill effluent is combined with syngas chemical looping and Haber–Bosch-based
ammonia synthesis.

4. Ammonia Storage and Transportation

The advantages of ammonia, especially compared to other hydrogen storage methods, include its
well established global distribution network, handling method and regulations covering its storage
and transportation. Ammonia has a higher auto ignition temperature (650 ◦C) compared to hydrogen
(520 ◦C), methane (630 ◦C) and propane (450 ◦C), leading to its excellent safety. Ammonia is a gas
under atmospheric conditions. Ammonia transportation in a liquid form is generally performed due
to its significantly higher density. The transportation can be performed through pipelines, tank-cars

10



Energies 2020, 13, 3062

and tanker vessels. In the case of tanker vessels, ammonia is generally cooled down to a temperature
of about −33 ◦C, allowing the utilization of unpressurized containers [46].

To store ammonia in a liquid condition, which is quite similar that of propane, two methods are
basically adopted. The first method is to increase its pressure while maintaining the temperature at the
ambient level, such as 0.99 MPa at 25 ◦C. The second method is to decrease the temperature while
maintaining the pressure at the atmospheric level; in this case, ammonia is cooled down to −33.4 ◦C
at atmospheric pressure [76]. This mild condition is beneficial, as a light and low-cost tank can be
adopted while maintaining its volumetric density. The infrastructure being used for propane can also
be adopted to store liquid ammonia. Therefore, the economic performance for ammonia storage is
considered well established, as well as the regulations for operations and storage.

In order to improve the safety issues during storage and transportation, the storage of ammonia in
a solid form has also been developed [77]. It is basically performed by binding the ammonia in metal
amine complexes (M(NH3)nXm), such as Mg(NH3)6Cl2 and Ca(NH3)8Cl2. In case of Mg(NH3)6Cl2, the
reaction occurs as follows:

Mg(NH3)6Cl2 →MgCl2 + 6NH3 (6)

These metal ammines have a great gravimetric hydrogen density of about 10 wt% (9.19 and
9.78 wt% for Mg(NH3)6Cl2 and Ca(NH3)8Cl2, respectively) [77]. Another benefit of employing metal
ammines to store ammonia is that their apparent toxicity is very low, which is comparable to gasoline
and methanol. For example, Mg(NH3)6Cl2 has an IDLH concentration of about 300 ppm, but its
vapor pressure is very low, at 1.4 × 10−3 bar (at 20 ◦C). The ammonia from the metal ammines can be
released through the desorption process [78]. The desorption of Ca(NH3)8Cl2 can be carried out at
a relatively low temperature of about 60 ◦C, leading to a high ammonia vapor pressure of 0.7 bar at
room temperature.

5. Ammonia Utilization

Currently, ammonia is mainly adopted as an agricultural fertilizer (about 80%), while the remaining
20% is utilized for food production, industrial materials, refrigerants and additives [79]. For energy
harvesting, the utilization of ammonia has not been widely adopted. Figure 5 shows the potential
utilization of ammonia, covering both direct utilization and decomposition to hydrogen. Two main
established technologies to harvest the energy from ammonia include the internal combustion engine
and the fuel cell. The utilization of ammonia as a fuel is expected to realize a clean energy system, as
there is neither CO2 nor SOx emission, nor soot formation [80]. However, further development for a
broader range of energy harvesting from ammonia is demanded.

Efforts to use ammonia in the energy sector have been conducted for several decades. Ammonia
was blended with coal gas as a fuel for the reciprocating engines of buses in the 1940s during World
War II in Belgium [81]. Previously, the patent to utilize blended ammonia, hydrogen and nitrogen as
fuel was also registered in 1938 [82]. In addition, NASA adopted liquid ammonia as the main fuel for
the X-15 hypersonic rocket, blended with liquid oxygen, which was successful in achieving the fastest
speed of Mach 6.7 [83].

The utilization of ammonia faces numerous challenges due to its characteristics. The heating value
of ammonia is significantly lower than that of other hydrocarbons. The narrow equivalence ratio (0.63
to 1.4) and high auto ignition temperature give ammonia low flammability. Ammonia has an adiabatic
flame temperature of 1800 ◦C, which is lower than hydrogen (2110 ◦C), methane (1950 ◦C) and propane
(2000 ◦C). This leads to lower radiation heat transfer, which is important during combustion and heat
transfer. In addition, it has a low maximum laminar burning velocity (0.07 m/s), which is significantly
lower than hydrogen (2.91 m/s), methane (0.37 m/s) and propane (0.43 m/s).

11



Energies 2020, 13, 3062

                   

 

                             
                                   

                         
         

 →         

                               
                       

                                 
                               

              −                            
                               

                                   
 

     

                         
                         

                               
                       

                         
                                     

                               
                       

 
                         

                             
                                     
                               
                                   
  ‐                            

         
                         

                           
                             

Figure 5. Potential utilization of ammonia, including direct utilization and decomposition to hydrogen.

5.1. Internal Combustion Engine

The utilization of ammonia as fuel for an internal combustion engine was intensively studied in
the mid-1960s [84,85]. These works confirmed that ammonia has potential as the primary fuel for a
spark ignition engine. Starkman et al. [84] found that a maximum theoretical output of about 70% of
that of hydrocarbons could be achieved when gaseous ammonia was injected. In addition, engine
modifications were required to control the fuel flow and spark timing in the case that a conventional
spark ignition engine with existing compression ratios was adopted.

The octane number of ammonia is 111 [86]. A thermal efficiency of about 30% and power output
of 85% can be achieved by utilizing ammonia in an internal combustion engine. The power output is
limited due to the backfire caused by the lack of water injection and exhaust gas recirculation. Therefore,
the amount of NOx released can be pushed to be significantly lower than that of gasoline. One big
challenge in ammonia combustion is that the minimum ignition energy required by ammonia is about
16 times higher than fossil fuels [87]. Ammonia combustion mainly occurs through the following
reaction:

4 NH3 + 3 O2 → 2 N2 + 6 H2O ∆H◦27 ◦C = −1.258 kJ/mol (7)

The low combustion rate of ammonia results in inconsistent combustion under low engine loads
and/or high engine speeds [88]. Therefore, combustion promoters (e.g., gasoline, diesel and hydrogen)
are necessary to facilitate more stable combustion. Ryu et al. [89] have conducted a study of blended
gasoline and ammonia in a four-stroke spark-ignition engine. They stated that the appropriate injection
timing for ammonia is in the range of 320–370 before the top dead center (BTDC). The peak cylinder
pressure was slightly lower than that fueled by gasoline alone. Moreover, the use of ammonia led to
the increase of NOx emission and the engine slip phenomenon due to incomplete combustion.

A blend of ammonia and diesel was tested by Reiter and Kong [90] using a four-cylinder
turbocharged diesel engine. They found that, in order to realize a favorable fuel efficiency, ammonia
can be injected in the range of 40–60%, based on the total fuel energy. The increase of ammonia seemed
to increase the amount of emitted NOx, but reduce the amount of soot emission. In addition, Boretti [91]
simulated the ignition performance of mixed diesel and ammonia. His results revealed that ammonia
blending is also able to maintain ignition performance, including power density, power efficiency and
load control. The important thing in this issue was the required injection pressure, which is relatively
high for the ammonia to achieve the expected performance.
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The blend of ammonia and hydrogen has been studied by Frigo and Gentili [92] using a four
stroke twin cylinder spark ignition engine with a volume of 505 cm3. They stated that the additional
injection of hydrogen is necessary to improve the ignition and increase the combustion velocity. The
ratio of injected hydrogen depends significantly on the load, while engine speed has less influence.

5.2. Turbine-Based Power Generation

The idea to utilize ammonia for gas turbines was started in mid of 1960s [93], although its practical
adoption as a single fuel for turbines is still limited and has not been widely commercialized. Since
then, research related to the utilization of ammonia as fuel has not been actively performed, except in
research related to NOx formation. Research on the utilization of ammonia as gas turbine fuel was
restarted in the 1990s, especially the utilization of mixed ammonia and hydrogen [94] and ammonia
and natural gas [95].

According to previous research and development projects, there are some challenges when
ammonia is employed as turbine fuel. In addition to slower kinetics and lower combustion temperatures,
the utilization of liquid ammonia as fuel leads to unstable and low combustion efficiency [96]. The
use of a swirler and flame holder can stabilize the combustion and increase its efficiency and reduce
the emitted NOx [97]. The vaporization of liquid ammonia before the combustion and utilization of
additives during combustion, as well as the cracking of molecules, are methods to increase combustion
performance. Moreover, another challenge in the utilization of ammonia as turbine fuel is its relatively
slow chemical reaction rate, leading to a lower laminar burning velocity [98]. Furthermore, as the flow
rate of air is also reduced in order to facilitate sufficient residence time for the reaction, the mixing of
ammonia and air is considered inefficient due to its low Reynolds number [99]. The combustion of
ammonia basically produces no CO2, which is beneficial in terms of environmental issues. However,
the lack of concentration of CO2 in the flue gas leads to the problems in heat transfer, as CO2 is
considered an excellent heat carrier during combustion and heat transfer. Moreover, the quenching
distance for the mixed ammonia–air under stoichiometric conditions is about 3.5 larger than that of
propane [100].

Keller et al. [101] proposed a combined cycle with two steps of combustion. The first main
combustion uses ammonia as fuel, which is reacted with air, producing nitrogen, water and hydrogen.
These hot gases are then expanded in a gas turbine. In the second step of combustion, which occurs
in a heat recovery steam generator, the hydrogen in the flue gas is reacted with air, adding heat for
steam generation.

A research group at Fukushima Renewable Energy Institute (FREA), Fukushima, Japan, has
succeeded in demonstrating the utilization of ammonia for a micro gas turbine (50 kW) [102]. They
used three different types of fuels, including pure ammonia, mixed ammonia–kerosene and mixed
ammonia–methane [102]. Their developed system adopted a heat regenerative cycle in order to
improve combustion efficiency and flame stability. Their system mainly consists of a vaporizer, gas
compressor, gas turbine and selective catalytic reduction (SCR) unit (Figure 6). SCR was adopted
to reduce the NOx concentration before the flue gas is exhausted into the atmosphere. From the
demonstration test, it was revealed that pure ammonia can realize a combustion efficiency of 89–96%,
while the residual ammonia can be utilized as an additive in the SCR. In addition, it was considered
that the combustor inlet temperature significantly influences the combustion efficiency, as well as the
emissions. Furthermore, when mixed with other fuels, the increase of the ammonia ratio leads to the
increase of the NOx concentration in the flue gas.
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Figure 6. Main schematic diagram of an ammonia-based micro gas turbine (adapted from [102]).

5.3. Direct Ammonia Fuel Cell

In the case that hydrogen needs to be released from ammonia, the decomposition of ammonia to
hydrogen can be conducted via thermochemical and electrochemical routes [103]. However, ammonia
also can be utilized using a direct fuel cell, without the need of decomposition or cracking. Fuel cells
are the technology which can generate electricity from chemical resources based on electrochemical
reactions [104]. In general, fuel cells can be categorized to several types, depending on their electrolyte
materials, application and operating conditions. These categories include alkaline fuel cells (AFC),
alkaline membrane fuel cells (AMFC), phosphoric acid fuel cells (PAFC), molten carbonate fuel cells
(MCFC), proton exchange membrane fuel cells (PEMFC), direct methanol fuel cells (DMFC) and solid
oxide fuel cells (SOFC). Among them, SOFC is considered promising due to its high energy efficiency,
high fuel flexibility and excellent environmental friendliness [105]. SOFC operates at a relatively high
operating temperature; about 700 to 1000 ◦C.

Although hydrogen is considered to be the most optimal chemical for electricity production via
SOFC, other fuels, including ammonia, have also been investigated, and they have shown relatively
high efficiency [106]. Ammonia can be directly fed as fuel for AFC, AMFC and SOFC. AFC is
the technology which was developed at the early stage of fuel cell technologies. AFC operates at
low temperatures of 50–200 ◦C using an aqueous potassium hydroxide (KOH) electrolyte with a
concentration of about 30%. The electrodes have a double layer structure, consisting of an active
electrocatalyst layer (an organic mixture of catalyst, carbon black and polytetrafluoroethylene) and a
hydrophobic layer (porous organic layer) [107]. Oxygen is fed at the cathode side, and it has a further
reaction with water, forming hydroxide ions. These ions move to the anode side through the electrolyte
and react with ammonia, producing nitrogen and water. During the reaction, as the produced water
and heat must be removed from the system, the electrolyte is recirculated and the water is evaporated.
The typical electric efficiency of AFC is about 40–45% [108]. One of the problems in conventional
ammonia-fed AFC is the formation and precipitation of carbonate ions. As this formation involves the
hydroxide anion, the amount of hydroxide anions which react with ammonia drops accordingly. This
results in the performance drop of the cell [109]. In order to solve this problem, the anion exchange
membrane-based fuel cell (AMFC) was developed, which is free from cations, such as K+ [110,111]. In
principle, both AFC and AMFC have similar reactions at both cathode and anode, shown as reactions
(8) and (9), respectively.

2 H2O + O2 + 4 e−→ 4 OH− (8)

2 NH3 + 6 OH−→ N2 + 6 H2O + 6 e− (9)

Recently, to further improve the system efficiency, the development of catalysts and new anion
exchange membranes have been carried out [112]. Single metal catalysts, such as Ru, Rh, Pd, Ir and
Pt, and bimetallic catalysts, including Pt-Ru, Pt-Ir/C and Pt-Ni/C, have been investigated in order to
enhance ammonia oxidation activity [113–115].

Compared to both AFC and AMFC, SOFC is considered to have higher energy efficiency [116].
The high reaction temperature of SOFC results in the possibility of ammonia decomposition at the
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anode; hence, the produced hydrogen can be utilized further for the electrochemical reaction. Farr and
Vayenas [117,118] have studied the utilization of ammonia using a solid electrolyte reactor employing
yttria stabilized zirconia (YSZ) with Pt electrodes. Their research objective was mainly to cogenerate
electricity and nitric oxide (NO) as important chemical feedstock. Moreover, ammonia was first
analyzed as a single fuel for SOFC by Wojcik et al. [119], also using YSZ-based SOFC with Pt electrodes.
They reported that their experiment could achieve a power density of 50 mW/cm2 at 800 ◦C.

Electrolytes for SOFC can be categorized into proton-conducting (SOFC-H) and
oxygen-ion-conducting (SOFC-O) electrolytes. Oxygen-ion conducting electrolytes are currently
widely adopted. This includes the widely adopted YSZ. Proton-conducting electrolytes have a lower
activation energy for proton transfer, resulting in possible lower operating temperatures compared to
oxygen-ion conducting electrolytes. Therefore, proton-conducting SOFC tends to have higher energy
efficiency [120].

SOFC fed with ammonia as fuel operates based on oxygen ion and proton conducting electrolytes.
The reactions at the anode side occur following the reactions (10) and (11), while one at the cathode
follows the reaction (12).

2 NH3 + 5 O2−
→ 2 NO + 3 H2O + 10 e− (10)

2 NH3 + 3 NO→ 2.5 N2 + 3 H2O (11)

0.5 O2 + 2 e−→ 2 O2− (12)

Because the diffusion of O2 through the electrolyte is relatively slow, reaction (10) is considered
to be the limiting reaction. As a result, NO is produced and can react with ammonia, producing
nitrogen and water (reaction (11)). Recently, various promising electrolytes have been developed in
order to improve conductivity and increase power density. These include BaCe0.9Nd0.1O3−δ [121] and
Ce0.8Sm0.2O1.9 [122]. In addition, in order to minimize the formation of nitric oxide, the addition of
doping materials, such as BaCeO3 and BaZrO3 have also been evaluated [123]. The typical electric
efficiency of ammonia-fed SOFC is 50–55% [108].

5.4. Mixing with Other Fuels

In order to advance the combustion performance of ammonia, blending with other enhancers,
such as methane, propane, hydrogen, gasoline and kerosene, is usually adopted [100]. Blending with
hydrogen has been tested by many researchers, and it has a potential to enhance the combustion flame,
as well as to maintain CO2-free combustion [124–126]. As hydrogen can be produced from ammonia,
from a fuel transportation point of view, this fuel blending is considered practically feasible. Hydrogen
has very high reactivity; therefore, its mixing with ammonia leads to an exponential increase in its
laminar burning velocity compared to pure ammonia. The ammonia and hydrogen mixture has been
evaluated and applied in a spark engine, leading to a robust engine cycle [92]. In addition, the blend
of ammonia and hydrogen has also been tested for gas turbines [94], resulting in an excellent flame
velocity. However, the high diffusivity of hydrogen resulted in a narrow operational envelope. In
addition, they also stated that the high concentration of NOx is caused by the excessive production of
radicals, including OH and O.

Mixing ammonia with other hydrocarbon fuels generally leads to a higher flame velocity, radiation
intensity and rate of heat release, as well as lower CO2 emissions [40]. This blending is also considered
promising in terms of a gentle shift from hydrocarbon to non-carbon-based fuels. Henshaw et al. [127]
studied the effect of ammonia blending on the laminar burning velocity of methane-based combustion.
It was found that increasing the ammonia concentration resulted in a slower laminar burning velocity.
The same tendency has also been stated by Xiao et al. [95], who have simulated the laminar flame
speed. They also found that the increase in the ammonia fraction in the fuel blend led to a negative
effect on the flame speed. It was considered that the increase in the ammonia fraction caused the flame
propagation to be weakened. This slower flame speed was also considered to be due to the decrease of
chemical reactivity following the increase of the ammonia fraction.
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In addition, Valera-Medina et al. [100] also studied the combustion performance of mixed ammonia
and methane, in terms of flame stability and emission, using a tangential swirl burner. According to
their results, the full premix of fuels before the combustion cannot guarantee an optimum condition for
ammonia combustion, leading to the necessity to find a better method for fuel injection. In addition,
a lower swirl number is necessary to optimize the combustion performance, because a higher swirl
number reduces the residence time, promoting ammonia cracking with a lower oxygen intake and an
increase in radical reactions. The mixture of ammonia and propane has also been researched previously
in [128,129]. Similar results to the above results of the addition of ammonia to methane were obtained.

5.5. Ammonia Decomposition

The hydrogen in ammonia can be released through the decomposition process; therefore, wider
possibilities for hydrogen utilization can be realized. Unlike methanol decomposition, ammonia
decomposition produces no carbon monoxide, resulting in stable hydrogen utilization for PEMFC
and PAFC [130]. PEMFC and PAFC are very sensitive to ammonia due to the acidic nature of their
electrolytes. A hydrogen stream with an ammonia concentration of less than 0.1 ppm is highly expected
for both fuel cells [108]. Both PAFC and PEMFC have an electric efficiency of 40–45% and 40–48%,
respectively. Ammonia decomposition and its subsequent separation and purification processes are
energy-intensive; therefore, efforts to improve their energy efficiency, reliability and scalability are
necessary. Because ammonia decomposition is endothermic and requires high temperatures (>500 ◦C),
further developments to bring this reaction to a mild temperature region are demanded.

Similar to its synthesis, the decomposition of ammonia is basically a thermo-catalytic reaction.
The decomposition is a stepwise sequence, beginning with ammonia adsorption on the metal and
followed sequentially by ammonia dehydrogenation and the recombinative desorption of nitrogen
and hydrogen [131]. The catalytic activity of catalysts can be observed through their turnover
frequency (TOF), although the decomposition conditions also significantly influence their catalytic
performance [132]. The catalytic activity is significantly influenced by the type of active metal used
as the main catalyst, type of support material, particle size, surface area, dispersion of catalyst and
promoting material [38]. The presence of the additives and the alteration of the support material can
modify the nitrogen desorption step and the catalytic properties of the catalyst [38]. Ganley et al. [133]
have observed the catalytic activity of different single-metal catalysts with Al2O3 as the support
material and found the activity order to be Pb, Te, Se � Cu < Pd < Cr < Pt � Fe < Ir < Co < Rh < Ni <
Ru. However, due to different ammonia concentrations and types of support material, other studies
mentioned a different catalytic activity order for Pt, Fe, Ni, Co and Pd [134,135].

Although Ru shows the highest catalytic activity, it is expensive, resulting in a high cost of ammonia
decomposition. To solve this problem, efforts to reduce Ru in the catalyst and develop non-Ru catalysts
have been made, while keeping the catalytic activity high. These efforts include the modification of
the primary catalyst component and utilization of promoter and support materials [132]. In addition,
inactive metals can also be used as catalysts with further treatments of surface modifications, promoter
additions and alloying techniques [136].

Numerous promoting materials have been adopted to increase catalytic activity, including K,
Na, Li, Ce, Ba, La and Ca [137]. In addition, K-based compounds, such as KNO3, KOH, K2CO3, KF,
KCl, K2SO4 and KBr, also have potential as promoting materials [137]. These promoting materials
donate their electrons to the surface of support material, leading to charge balancing during the
decomposition [134]. The promoting material also facilitates intermediate step stabilization due to its
low ionization energy [138]. Moreover, support materials, which are electronically conductive, cheap
and have high surface area, are also expected to improve catalytic activity [132]. Potential support
materials include carbon nanotubes, template SiO2 [139], porous Al2O3 [140], active carbon, graphitic
carbon and mesoporous carbon [141]. Among the combinations of catalyst and support material, a
catalyst of Ru on carbon nanotubes shows the highest ammonia conversion [38]. This is due to the
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high dispersion of Ru particles and the inhibition of particle growth of the catalyst [142], resulting in
the stability of the catalyst and high catalytic activity.

Further studies to ensure the comparable results of catalytic decomposition using different
catalysts and conditions are required in order to clarify the optimum decomposition performance. In
real applications, as economic performance is important, catalytic activity is not the only parameter
pursued. However, the stability and lifetime of the materials (including the catalyst, promoters and
support materials) are also crucial factors for consideration, because they significantly influence capital
and running costs, and maintenance.

The hydrogen released by ammonia decomposition needs to be separated and purified, as the
ammonia potentially damages PEMFC [143]. Ammonia poisoning increases both charge-transfer
and diffusion resistances, leading to the decrease of electrochemical performance [143]. Additionally,
the existence of ammonia in the hydrogen gas is disadvantageous due to its toxicity, even in an
ammonia-tolerant energy conversion system (such as AFC). In order to remove the residual ammonia
from the hydrogen gas stream, sorbent materials have been proposed. Miyaoka et al. [144] investigated
the Li exchange type X zeolite to purify the hydrogen gas stream, and obtained 0.01–0.02 ppm of
ammonia at the gas stream outlet (with an inlet concentration of 1000 ppm). Van Hassel et al. [145]
have also developed a metal halide sorbent system, consisting of impregnated super activated carbon
with metal chlorides. They showed that the system has a good cyclic stability. The sorbents can be
regenerated through heating, resulting in the release of ammonia.

Membrane-based separation and purification systems have also been developed recently. This
kind of separation has the benefit of possible simultaneous nitrogen removal; hence, secondary
purifications (e.g., pressure-swing adsorption) can be avoided. Dolan et al. [146] have developed
Pd-coated vanadium membranes in a tubular geometry. The developed membranes showed high
permeability (higher than 3.0 × 10−7 mol/m·s·Pa0.5 at temperatures higher than 320 ◦C) and robustness.
In addition, as vanadium is a relatively cheap material, this kind of membrane results in a low cost
separation compared to a single Pd-based membrane.

6. Challenges and Recommendations

The biggest challenges related to the realization of a hydrogen-based society are related to
its economy and technological maturity. A hydrogen economy was initially introduced by John
Bockris in 1970 [147], aiming at the massive deployment of hydrogen to substitute current fossil
fuels [148]. Although it is very challenging task, the realization of a hydrogen economy is expected
to strengthen three key pillars in energy sectors, which are energy security, economy [149] and the
environment [150,151]. The target to realize this hydrogen economy has been issued by several
countries, including the USA [5], the European Union [152] and Japan [153].

Wijayanta et al. [154] analyzed the economic performance of different hydrogen storage methods,
including liquid hydrogen, methylcyclohexane and ammonia. According to their study, with the
assumptions that hydrogen is transported from Australia to Japan [155] and the production cost of
hydrogen is 8 JPY/Nm3-H2 in 2050 [153], the direct utilization of ammonia (no need for decomposition)
is considered to be the most economic, with a predicted final hydrogen price of 21 JPY/Nm3-H2 in 2050.
However, when a high purity of hydrogen is required, liquid hydrogen is slightly cheaper than the
ammonia with decomposition (24 JPY/Nm3-H2 compared to 26 JPY/Nm3-H2). Based on the findings
of [153], it is strongly recommended to utilize ammonia directly, whether employing combustion or a
direct ammonia fuel cell. The technologies related to the direct combustion of ammonia need to be
accelerated, so that an optimum combustion performance can be achieved.

Furthermore, related to production and decomposition of ammonia, various technologies are
considered crucial for development. The conventional Haber–Bosch process relies heavily on natural
gas [156]. The adoption of ammonia in the energy sector must be able to facilitate renewable energy
sources; therefore, efficient technologies for the synthesis of ammonia (such as electrochemical and
membrane-based synthesis) are urgently demanded. However, this effort faces a big challenge due
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to the equilibrium conversion during ammonia decomposition, which is significantly dependent on
temperature, as well being an endothermic reaction. In addition, the rate of ammonia decomposition
also decreases significantly when the reaction reaches its equilibrium [157]. The application of a
membrane to separate the hydrogen is effective in order to avoid this equilibrium limitation [158]. The
development of catalysts in order to increase the decomposition performance, as well as its economy,
is strongly suggested.

In ammonia utilization, a direct ammonia fuel cell is believed to be advantageous, especially in
terms of energy efficiency. However, lowering the temperature in the fuel cell is very challenging
(due to the difficulty in breaking the N–H bonds in ammonia), due to hurdles in finding suitable
electro-catalysts for adoption as the electrode and minimizing the cross-over of ammonia [111]. In the
case of SOFC, the integration of a stable anode, in order to increase the durability of the anode and
electrolyte interface, becomes one of the key issues for the success of ammonia-fed SOFC. The goals of
this include the avoidance of nitride formation and sustaining the local temperature change during its
operation [159].

The integration of several processes, both in the production and utilization sites, is also considered
to be an effective way to improve the total energy efficiency. In the production site, the integration
of ammonia synthesis into the hydrogen production processes, such as gasification, water–gas shift
and steam reformation, is promising for the realization of high total energy efficiency in hydrogen
production and storage [75]. In addition, the technology to lower the temperature during ammonia
decomposition should be accelerated. Integrated ammonia decomposition and power generation in
the utilization site is also an excellent way to utilize ammonia with lower exergy destruction.

Finally, when projecting the adoption of ammonia as a promising secondary energy source, as
well as a hydrogen storage method, the technologies and policies for its development must be in line
with the realization of a CO2-free energy system. In addition, a massive deployment of renewable
energy and the tremendous variety in the patterns of energy demand lead to a highly flexible and
responsive energy system. Adaptive ammonia production and utilization are considered to be key
technologies in the future.

7. Conclusions

Hydrogen is considered to be a promising secondary energy source (energy carrier) in the future.
However, because of its very low volumetric energy density in a gaseous form under atmospheric
conditions, hydrogen needs to be stored and transported effectively in any form, with high gravimetric
and volumetric hydrogen densities. Among the available technologies, ammonia shows superiorities
over the others, especially in terms of storage, transportation and utilization. In this review, the
production, storage and utilization of ammonia were described. Several important technologies for
each section have been explained. In ammonia production, although the Haber–Bosch process is an
established synthesis technology, electrochemical processes to produce ammonia seem to be promising
for the future, due to their higher energy efficiency. Regarding ammonia storage, ammonia has strong
advantages compared to other hydrogen storage media because it can be stored as a liquid under mild
conditions, similar to propane. Therefore, the storage and transportation infrastructure and regulations
are basically well established. Finally, ammonia utilization covers numerous different technologies,
including internal combustion engines, combustion for turbines and fuel cells. In terms of total
energy efficiency, ammonia fuel cells with direct feeding are believed to be promising. Further studies
correlated to energy-efficient and cost-effective ammonia production and utilization are demanded.
These technologies should be developed in the context of CO2-free systems. Parallel efforts to accelerate
the adoption of renewable energy, the mutual conversion of hydrogen and ammonia, and the adaptive
management of energy systems are demanded urgently. Furthermore, issues related to the ammonia
economy also become crucial, especially in terms of its adoption into the energy system. Considering
the highly potential characteristics of ammonia, the conversion of renewable energy to ammonia
(renewable ammonia) is considered promising in the future.
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Abstract: Ammonia has strong potentialities as sustainable fuel for energy applications. NH3 is
carbon free and can be synthetized from renewable energy sources (RES). In Solid Oxide Fuel Cells,
NH3 reacts electrochemically thereby avoiding the production of typical combustion pollutants such
as NOx. In this study, an ammonia-fueled solid oxide fuel cells (SOFC) system design is proposed and
a thermodynamic model is developed to evaluate its performance. A SOFC short stack was operated
with NH3 in a wide range of conditions. Experimental results are implemented in the thermodynamic
model. Electrical efficiency of 52.1% based on ammonia Lower Heating Value is calculated at a net
power density of 0.36 W cmFC

−2. The operating conditions of the after burner and of the ammonia
decomposition reactor are studied by varying the values of specific parameters. The levelized cost
of energy of 0.221 $ kWh−1 was evaluated, as introduced by the International Energy Agency, for a
system that operates at nominal conditions and at a reference power output of 100 kW. This supports
the feasibility of ammonia-fueled SOFC systems with reference to the carbon free energy market,
specifically considering the potential development of green ammonia production.

Keywords: ammonia; SOFC; system; model; stack test

1. Introduction

The development of renewable energies, in particular wind and solar, requires the integration of
energy storage solutions. Ammonia is a chemical used as a fertilizer but can be considered also as a
fuel. Recently ammonia is recently presented as a potential energy storage solution [1,2]. Presently,
ammonia is produced from natural gas but a pathway for the production of green ammonia can be
designed based on hydrogen from electrolysis or biogas [3,4]. Table 1 compares ammonia with the
most common fuels. Ammonia is characterized by a volumetric energy density significantly higher
than compressed natural gas at 250 bar, with gravimetric energy density more than halved with respect
to fossil fuels but greater than methanol.

Table 1. Energy densities of ammonia and other common fuels [5].

Liquid
Ammonia

Pressurized
Hydrogen (@350 bar)

Methanol
Natural Gas
(@250 bar)

Gasoline Diesel

Volumetric energy density –
GJ m−3 11.38 11.73 19.8 9.8 30.6 37.2

Gravimetric energy density –
MJ kg−1 18.65 120.24 15.6 50 43.6 44.8

For the conversion of ammonia to power production, three main energy technologies are reported
in the literature: internal combustion engines [6–9], gas turbines [10–12] and fuel cells [2,13,14].
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Among these, solid oxide fuel cells (SOFCs) are the most interesting ones and whose development is
presently reaching commercialization, especially in the power range of 1–250 kW and system electric
efficiency above 60% based on natural gas low heating value (LHV). SOFCs operate at high temperature,
650–800 ◦C, reducing the cost of materials compared to low temperature fuel cells and producing
heat that can be used for cogeneration application or recovered at system level to produce hydrogen
through catalytic processes. This is the case of ammonia systems, where the heat can supply thermal
energy to decompose ammonia. Moreover, the materials used as anodes in SOFCs are efficient catalyst
for ammonia decomposition. Since both high temperature heat and catalytic material are already
available in a SOFC system, it is possible to consider two types of system design: (i) ammonia can be
decomposed in a specific reactor and the product gases, a mixture of hydrogen and nitrogen, are fed to
the SOFC or (ii) ammonia can be directly fed to the SOFC stack. The latter is extremely interesting
since the internal ammonia decomposition reaction absorbs the produced heat mitigating the need for
the cooling of the SOFC power unit.

This study presents an innovative ammonia-fed SOFC system based on experimental results
performed on a SOFC short stack. Literature reports studies relative to both experimental test and of
power system designs of ammonia coupled with SOFC technology and study.

The experimental operation of SOFC with ammonia as a fuel is well assessed in the literature
especially at the single cell level. While the first studies were dedicated to SOFCs with proton-conducting
electrolyte [15–17], the so-called SOFC-H, recent studies are more focused on ion-conduction electrolyte,
SOFC-O [18–20], due to higher level of maturity of the latter technology. Moving to the stack size, very
little is reported in the literature in terms of experimental results. In [20], a stack operating with both
ammonia and hydrogen was tested. A preliminary test was performed before testing the stack on two
sealing materials and the SiO2-Al2O3-R2O-RO was selected as the most stable one. They found that the
ammonia-fueled stack delivered 255 W at 56 A, reaching 53% efficiency based on the ammonia Lower
Heating Value (LHV), which is almost the same performance as the one fueled with hydrogen. A second
test was repeated on a stack consisted of 10 anode-supported planar cells each one with an active area
of 95 cm2 [21]. The stack was fed with pure ammonia and with two different decomposed ammonia
mixtures, one produced with a cracking reactor and one with an auto-thermal reactor. Polarization
curves show that decomposed ammonia has higher performance than pure ammonia at high current
densities. Such behavior is explained by the steam produced by the electrochemical reaction that
inhibits the decomposition of ammonia in the anode chamber. Pure NH3 test achieved 232 W at 36 A
with a total LHV efficiency of 36.3%. Low values of efficiency are mainly caused by low fuel use factor
(Uf) used in the test (62% at 36 A). An endurance test of 1000 h was performed both with pure hydrogen
and ammonia showing same degradation rate. No NOx was measured in the exhaust gases. In [22]
a four cells stack was tested comparing pure hydrogen, pure ammonia, and decomposed ammonia
mixture at three operating temperatures: 800, 750 and 700 ◦C. Polarization curves show no significant
difference between the compositions at all the three tested temperatures. Finally, in [23], a 10 cells
SOFC stack based on Electrolyte Supported Cells (ESC) and with chromium-based interconnects (CFY),
was tested under four anodic feeding mixtures to compare ammonia and hydrogen performance with
and without steam flow addition. Results show the equivalence between hydrogen and ammonia for
both pure and humidified compositions. In addition, a durability test of 1000 h at 80% use of fuel was
performed. Results showed the same degradation of 1.1%/1000 h for both ammonia and hydrogen.
Ex situ analysis showed that degradation is caused by nitridation process of both interconnect and Ni
contact mesh.

The literature also reports studies relative to NH3-SOFC system analysis. Design studies here
reported refer to different types of SOFC technologies and of power plants. This short review focuses
mainly on the integration solutions presented in terms of balance of plant design. In [24] two different
schemes are presented, each one integrates two heat exchangers, for both air and fuel pre-heat, and the
after burner. The two designs differ from what concerns the air management strategy: required air
can be fed directly to the stack, first design, or separated in two streams, bringing to a two-stacks
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strategy, second design. In the second design the separated amount of air is mixed to first stack
cathodic off-gases and fed to the cathode of the second stack. This design allows both to reduce the
temperature of the mixture and to increase oxygen concentration of the second stack cathodic inlet.
As a result, the cathodic heat exchanger size is halved. In [25] a portable system is studied. The after
burner supplies the heat to a single heat exchanger that increases air temperature to stack inlet and,
at the same time, supplies heat for the decomposition of ammonia. Water is also evaporated in the heat
exchanger and added to the anode inlet gas mix. The model calculates up to 41.1% of efficiency for a
fuel use of 0.8. A similar design is presented in [22] but implementing a three heat exchangers solution.
Two separate heat exchangers operating at high temperature recover heat separately for air and fuel.
The two separated gas flows are mixed at lower temperature in an after burner that completes the
oxidation of the fuel and provides hot exhausts to feed a single heat exchanger. Such a component is
designed for low temperature pre-heating of both anodic and cathodic gas flows. The study shows the
advantages in terms of air flow reduction due to internal ammonia decomposition reaction. A system
efficiency of 50% is calculated. In [26] a combined heat and power (CHP) system based on a SOFC-H
and fed with ammonia is considered for vehicular applications. The hot gases from SOFC exhausts are
mixed and split in two different gas flows to preheat ammonia and air inlet flows. The study focuses
on energy and exergy analysis when varying operating parameters such as fuel use, current density,
and stack temperature. The maximum efficiency of 48% is calculated when the SOFC-H operates at
low current density.

Recently, a new design was proposed for a system operating with ammonia and SOFC to produce
heat, hydrogen, and power [27]. Two different concepts are presented whether the SOFC electricity
production is designed only to sustain electricity consumption of the system or to supply electricity
externally. In both cases, the system operates at low fuel use since hydrogen is one of the products of
the system. In the first concept, inlet gases are preheated, recovering heat from the catalytic burner
and from an external heat source. The second concept has a two-stacks strategy and part of the anode
off-gases delivered by the first stack feeds the second SOFC unit. Heat balance is guaranteed by the
external heat source and by heat recovery from the catalytic burner off-gases to preheat both cathodic
inlet flows and part of anodic inlet. Trigeneration efficiency is 81% for the first concept and 71% for the
second one.

In general, the design optimization of SOFC systems fed by ammonia is only partially investigated
in the literature. This study presents an innovative system design based on experimental results
on a short stack. First, an experimental test was performed on a SOFC short stack operating with
ammonia in a wide range of parameters variation. Secondly, test results were used to define the
correlation between operating parameters and performance. The correlation was implemented in the
system design, modeled with a calculation sheet. Subsequently, nominal conditions are identified and
main parameters are varied to study the effect on the equilibrium. Finally, a preliminary economic
feasibility study was performed using the levelized cost of energy (LCOE) parameter as introduced by
the International Energy Agency in [28].

2. Methods

The methodology followed includes three main phases. First, the experimental activity was
performed to provide experimental data, subsequently implemented in the modeling phase; accordingly,
Section 2.1 describes the experimental methodology in terms of short stack description, test rig and test
campaign. Second, the ammonia-fueled SOFC system was modeled implementing the methods and
system features (e.g., system lay-out, main components and model equations) detailed in Section 2.2.
Finally, the simulation outcomes were implemented in the LCOE evaluation procedure, developed
according to the methodology presented in Section 2.3. A schematic of the methodological workflow is
reported in Figure 1.
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Figure 1. Schematic of the methodological workflow.

2.1. Experimental Description

To evaluate the performance of the ammonia-fed SOFC, an experimental campaign was designed
and implemented on a SOFC short stack. The experimental study was performed on a six cells short
stack supplied by SOLIDPower (SOLIDpower, Mezzolombardo, Italia). The stack is equipped with
anode-supported planar cells. Details on stack design are reported in Table 2. Figure 2 is a picture of
the test rig with the stack.

Table 2. SOFC stack design details.

Parameter Data

Number of cells – n 6
Nominal Power 100 W

Type Anode-Supported Cell (ASC) – Planar
Dimension active area (ACELL) 80 cmFC

2

Anode Ni/8YSZ 240 ± 20 µm
Electrolyte 8YSZ 8 ± 2 µm

Bilayer cathode GDC + LSCF 50 ± 10 µm

The stack was operated on a laboratory test rig that allows controlling the stack operating
temperature, gas flows, and operating current density. The test rig temperature and the cells voltage
are measured with specific sensors placed in the stack and in the anodic and cathodic gas pipes, both
inlet and outlet. Oxidant (air) and fuel (hydrogen, nitrogen, ammonia) flows are pre-heated inside
the furnace, before entering the short stack. A detailed description of the test rig is reported in [29].
The aim of this study is to operate the stack at high efficiency and high power density. High efficiencies
are achieved at high fuel use factor, which is the ration between the amount of hydrogen reacting
electrochemically and the amount of hydrogen introduced in the stack (Equation (1)).

Uf =
I ∗ n

2∗nH2EQ∗F
(1)

where I is the operating current, n is the number of cells, F is Faraday constant and nH2EQ is the molar
flow of equivalent hydrogen. In the case of pure ammonia, nH2EQ is equivalent to the amount of
hydrogen obtained by the total decomposition of ammonia (reaction 2).

NH3 →
1
2

N2 +
3
2

H2 (2)
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Same approach can be used to calculate air flow fixing the oxidant use factor (Uox), as expressed
by Equation (3).

Uox =
I× x

4× 0.21× nair × F
(3)

were nair is the molar flow of air and 0.21 is the concentration of oxygen in the air. The experimental
campaign was designed to evaluate stack performance by varying the following parameters: (i) current
density, (ii) fuel use, (iii) ammonia decomposition rate (XNH3). XNH3 is useful to evaluate the
performance of the stack when the decomposition of ammonia is partially or totally performed in an
external decomposition reactor. Thus, it considers the amount of ammonia decomposition that occurs
before entering the stack based on reaction (2), according to Equation (4) where mNH3in is the total
inlet ammonia molar flow rate, while mNH3out is the ammonia molar flow rate at reactor outlet.

XNH3 = 1−
mNH3out

mNH3in
(4)

 

 

U୤ =  I ∗ n2 ∗ nୌଶ୉୕ ∗ F 

NHଷ → 12 Nଶ + 32 Hଶ 

U୭୶ =  I × x4 × 0.21 × nୟ୧୰ × F 

X୒ୌଷ =  1 − m୒ୌଷ୭୳୲m୒ୌଷ୧୬  

Figure 2. Photo of the short stack set-up.

Once the ammonia decomposition rate is defined, it is easily possible to calculate molar gas flow
of ammonia, hydrogen and nitrogen entering the stack. These gas flows were fed to the short stack
simulating the gas mix entering the unit when integrated with an external decomposition reactor.
Table 3 reports constant and variable parameters used to define the test campaign.

Table 3. Test condition investigated in the experimental campaign.

Parameter Symbol Unit Values

Current density J mA cm FC
−2 200–300–500

Use of fuel Uf - 0.6–0.7–0.8
Ammonia decomposition XNH3 - 0–0.5–1

Temperature TSOFC ◦C 750
Use of oxygen Uox - 0.2
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During the experimental tests Uf was studied at three different values: 0.6, 0.7 and 0.8, while
Uox was kept at 0.2. Current density was varied at values 200, 350 and 500 mA cmFC

−2. Furnace
temperature was kept constant at 750 ◦C, selected as the state of the art for the technology. The value
selected for XNH3 are 0%, i.e., no external decomposition and pure ammonia in the stack, 50% and
100% corresponding to partial and total external decomposition, respectively. Based on the parameters
in Table 2, it is possible to calculate gas flow rates for each operating point. For each test condition,
the performance was evaluated in term of cell voltages after the stabilization time of 30 min.

2.2. Model Description

The system model was implemented on a Microsoft Excel© (Microsoft, Washington, DC, USA)
calculation sheet using thermodynamic libraries taken from literature [30] and on the basis of the
experimental activity outcomes, for what concerns the correlation between voltage and the main
operating parameters such as current density, fuel use factor and ammonia decomposition rate.
The model is zero dimensional and calculates the energy equilibrium of each component. The system
scheme is reported in Figure 3. The proposed design moves from a standard state of the art solution of
SOFC systems fed with natural gas. The fuel is decomposed in an external reactor and heat is recovered
from the after burner off-gases (stream 10, downstream their mixing with bypassed air) to feed the
reactor and to preheat air at high and low temperature.

 

−

−

Figure 3. Scheme of the SOFC-NH3 system.

The system is fed with pure ammonia and air and produces electrical power from the SOFC unit.
The system is made of six components:

• SOFC: Solid Oxide Fuel Cell
• ADR: Ammonia Decomposition Reactor
• AB: After Burner
• HTHE: High Temperature Heat Exchanger
• LTHE: Low Temperature Heat Exchanger
• Bypass: Cathodic bypass

In addition, not reported in the scheme, the system requires an air blower and an inverter.
The SOFC unit is modeled as a reactor operating at constant temperature of 750 ◦C. Both anodic

and cathodic gas flows enter the SOFC at 700 ◦C and exit at 800 ◦C. The gas composition is calculated
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based on design parameters, i.e., current density and fuel use. The model considers the complete
decomposition of ammonia in the anode according to reaction (2). This assumption is coherent with
the local temperature and the presence of nickel as reaction catalyst. SOFC energy balance is calculated
as follows (Equation (5)):

PSOFC + ∆hanode + ∆hcathode −
.

QSOFC = 0 (5)

where PSOFC is the SOFC electric power, ∆hanode and ∆hcathode are enthalpy flow differences between
outlet and inlet of anodic and cathodic gases respectively.

.
QSOFC represents the heat flow losses

calculated as percentage, HLSOFC in Equation (6), of the total enthalpy flow differences both anodic
and cathodic: .

QSOFC = HLSOFC × (∆hanode + ∆hcathode) (6)

PSOFC is calculated by multiplying current density and voltage, the latter is derived from
experimental activity and deeply described in the following. The stack equilibrium model allows to
calculate, as main output, the inlet cathodic air flow rate and, consequently, the use of oxygen.

The Ammonia Decomposition Reactor (ADR) is modeled as an adiabatic chemical reactor
integrated with a heat exchanger. The required heat of reaction is provided by system hot gases (pipe
11 in the scheme). The energy balance of the ADR is calculated as reported in Equation (7):

∆hNH3 − ηHE∆hhot = 0 (7)

where ∆hNH3 is the enthalpy flow difference between outlet and inlet of the ammonia stream, ∆hhot is
the enthalpy flow difference between outlet and inlet of the hot gases and ηHE is the efficiency of the
heat exchanger, equal to 0.9. The same efficiency value is considered for the heat exchangers (HTHE,
LTHE) implemented in the system. The decomposition rate, XNH3, is calculated as function of reactor
temperature, TADR, based on the literature [21]. Values considered where taken from the Ni/Y2O3 case
catalyst. The ADR temperature varies from 450 ◦C to 650 ◦C. The reaction does not take place below
the minimum temperature and, for those values, ammonia is not decomposed. Whereas above the
higher value, 650 ◦C, ammonia is completely decomposed. The decomposition rate, as expressed by
reaction (4), is obtained with a numeric approach as regression of literature experimental data [23] as
reported in Equation (8) where TADR must be expressed in ◦C:

XNH3 = 12.72− 7.46× 10−2
× TADR + 1.4× 10−4

× TADR
2 + 8.4× 10−8

× TADR
3 (8)

To distribute the heat between HTHE and LTHE, and calculate equilibrium parameters, it is
necessary to set one temperature parameter that controls and optimize energy recovery in the system.
The control parameter is the ADR approach, ADRA that is the temperature difference between hot
temperature inlet, pipe 11, and fuel ADR outlet temperature, pipe 6 in the scheme, corresponding to
cathodic inlet temperature of 700 ◦C.

The after burner is modeled as an adiabatic reactor where the combustion reaction is completed.
Depending on the composition of inlet flow, pipe 8 in Figure 3, the limiting reagent of the combustion
can be either oxygen or hydrogen. Please note that the bypass allows controlling the amount of oxidant
flow rate to the afterburner and, consequently, the O2/H2 ration called λAB. The control parameter
is the bypass open rate, BOR, defined as the ration between the flow rate flowing to the afterburner
and the total cathodic off-gases. This strategy permits to operate the after burner with different rate of
O2/H2, including the no combustion option (λAB = 0), with the total air flow rate bypassing the after
burner. The air blower is designed based on air flow rate

.
Nair and total pressure losses of cathodic pipes,

∆Pc. Blower efficiency was estimated at 0.9 and pressure losses of 0.15 bar. Ammonia is usually stored
in liquid form in compressed cylinders (c.a. 10 bar) and no active system is required to pressurize
the anodic line. The inverter power conversion efficiency, ηI, was set to 0.95. Table 4 reports all inlet
parameters used to design the system while Table 5 reports system constant parameters.
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Table 4. Inputs and outputs parameters of the model.

Inlet Parameter Symbol Unit

Use of fuel Uf -
Current density J A cm FC

−2

ADR decomposition temperature TADR
◦C

Stack heat losses HLSOFC %
Bypass Open Rate BOR %

ADR approach ADRA
◦C

Table 5. Constant parameters in the model.

Constant Parameters Symbol Unit Value

Blower efficiency ηB 0.9
Heat exchangers efficiency ηHE 0.9

Cathodic losses ∆Pc bar 0.15
SOFC temperature TSOFC ◦C 750
Inverter efficiency ηI 0.95

2.3. LCOE Model

This study aims also at assessing the economic advantages of the proposed system. This part of the
study was approached by evaluating the levelized cost of energy (LCOE). The LCOE allows calculating
and comparing the convenience of different typologies of power plants. Basically, the LCOE relates the
total cost of a power plant, including operational costs, and the total amount of energy produced. In
the calculation sheet, in which the model was studied, a section for the levelized cost of energy (LCOE)
calculation was implemented. The results from the thermodynamic study, in terms of components
dimensions and energy produced, were used as inputs for the LCOE study. The calculation is based on
Equation (9):

LCOE =

∑

c

[(

∑

a
OMa
(1+r)a

)

c
+ Ic

]

∑

a
Ea

(1+r)a

(9)

where OMa represents operation and maintenance costs for the component c and the year a; r is the
discount rate; Ic is the investment cost of the component c; Ea is the electrical energy generated in
the year a. The cost calculation of each component was performed based on the literature [31–35].
Equations used in the model are reported in Table 5 with their respective reference sources. The cost,
In, is reported for each component previously defined and reported in the first column of the table. It is
important to highlight that these equations are a literature reference that cannot completely describe
technologies in a development phase; moreover, the cost of each component is extremely variable. This
comment can refer to the most innovative components, such as the SOFC stack, but possibly also to
technologies that are state of the art, such as heat exchangers, inverters, and blowers. The explanation
is that a new application can bring innovation also in the standard components that need to be
implemented and customized for the specific design. In addition, the reported equations can hardly
follow the size related costs. For example, the stack equation is linear with the area, while more detailed
models show a decrease of specific cost with the size increase [34]. Finally, cost prediction is extremely
correlated with the development of the market and a more detailed model can be implemented
considering the number of units produced per year. Nevertheless, the equations reported in Table 6
are homogenous and coherent and allow comparing different power system designs based on the
same SOFC technology. Since it is not easy to evaluate the issues related to the use of ammonia,
also maintenance costs are difficult to be predicted. Nonetheless, degradation of materials should
improve since a carbon free fuel, ammonia, is used. Moreover, the elimination of water line and of
the steam methane reformer reactor contributes to the reduction of maintenance costs. On the other
hand, there is no experience about material degradation due to other causes such as nitridation of steel
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materials. For the present study, the main data were taken from literature based on a 100 kW SOFC
system operating with natural gas. Maintenance costs used for the calculations are reported in 1 in the
equation: airin: AB inlet air flow, ABdp: AB pressure losses, Tout: AB outlet exhaust temperature.

Table 6. Capital cost function of system components.

System Component Capital Cost Function ($) Ref

SOFC stack ISOFC = n·Acell·(2.96TSOFC − 1907) [31,33]
Auxiliary devices ISOFC,aux = 0.1(ISOFC) [31,33]

After Burner1 IAB =
(

46.08 airin
0.995−ABdp

)

[1 + exp(0.018·Tout − 26.4)] [31,33]

Blower IB = 91.562
(

WB
455

)0.67 [32]

Heat Exchangers IHE = 130
(

AHE
0.093

)0.78 [33,35]

Inverter II = 105
(

WSOFC
500

)0.7 [31–33]

1 in the equation: airin: AB inlet air flow, ABdp: AB pressure losses, Tout: AB outlet exhaust temperature.

Table 7 together with the constant parameters included in the LCOE definition as expressed by
Equation (9), specifically:

• discount rate, r;
• system availability (in percentage) defined as the amount of time, year-based, the system is on;

this parameter is necessary to calculate real energy generated in the year (Ea) and the related
fuel consumption;

• maintenance costs, as already commented;
• fuel cost.

Table 7. LCOE constant parameters.

Parameter Value Ref

Discount rate 8% [32,36]
Lifetime of overall system 20 years [32]

System availability 80% [32]
Maintenance costs 36752 € y−1 [32]

NH3 cost 272,5 € kg−1 [37]

The area AHE of the heat exchangers is calculated based on the definition provided by Equation (10).

AHE =
QHE

LMTD×U
(10)

where AHE it the heat exchanger area, QHE is the exchanged thermal power, LMTD is the logarithmic
mean temperature difference and U is the exchange coefficient fixed at 30 W m−2 K−1.

3. Results

The results session is divided between experimental results, model system study, and LCOE
analysis. Experimental results were used to develop the stack model integrated into the overall system
model. System model results were implemented in the LCOE analysis.
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3.1. Experimental Results

The tests performed on the short stack, as defined in Table 3, cover 27 operating conditions. Tests
scheduling was planned to reduce stack shock due to the change of operating conditions. Parameters
were changed according to the hierarchy order: XNH3, fuel use and current density. Temperature was
kept constant at 750 ◦C. XNH3 was changed in the order 0%, 50% and 100%, while fuel use changed
for each XNH3 value in the order 0.8, 0.7 and 0.6. Finally, current density was changed, where the test
starts from higher current density, 500 mA cmFC

−2, and higher fuel use of 0.8, considered to be the
most stressing for the stack. Subsequently, current was reduced down to minimum current density
and then the gas conditions were fixed for the following Uf condition, 0.7, and then current was raised
back to the higher values. Finally, the current density was raised back at 500 mA cmFC

−2 and new Uf
condition, 0.6, was introduced and then current was reduced stepwise down to lower values. Figure 4
reports, as example, the part of the test at 750 ◦C and XNH3 of 50%. The graph shows the data relative
to the three fuel use factors and, for each Uf, to the three current density values. The graph reports the
average value of the cells voltages and the cathodic temperature measured at the outlet. Regarding
stack temperature, the design temperature was set to the furnace regulating system. This means that
the measured stack temperature, as reported in the graph, is not fixed but varies, in a short range, with
the operating conditions. Cathodic outlet temperature is, in general, considered to be the closest to
stack average temperature. In Figure 4, it is also possible to note that the voltage is quickly stabilized,
while temperature has longer response time and equilibrium is not always reached.

 

−

−

−

Figure 4. Example of stack test: average cell voltage and cathode temperature as function of time.

In the following analysis, the results reported refer to the average value of the six cells and
calculated as average of 60 s of samples, taken at 1 Hz. To avoid the overlapping with following phase,
the 60 s considered for the calculations are two minutes before the new test condition starts. Figure 5
reports the main results in terms of average cell voltage value as function of current density for fuel use
of fuel 0.8 (a), 0.7 (b) and 0.6 (c). Each graph reports three curves, one for each XNH3 value. As expected,
for all curves, voltages decrease with increasing current and higher Uf values corresponds to lower
voltages. Regarding XNH3, there are no significant differences in terms of measured voltage between
the three compositions. At higher current density, voltages values of decomposed ammonia are lower
compared to ammonia containing mixtures. This trend is coherent for all Uf values and even though
the difference is low, pure ammonia tests are slightly more performing than equivalent mixtures.
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Stack performance in terms of efficiency and power density are reported in Figure 6a,b respectively.
The curves report values for different Uf at the constant temperature of 750 ◦C and constant XNH3 =

0. Since voltages values of the other decomposition rates are extremely close each other, also power
densities and efficiencies are similar and not reported. The efficiency of 56% at the higher power
density of 38.6 W cmFC

−2 was obtained with pure NH3.

 

(a) (b) (c) 

−

V(Uf, J, X୒ୌଷ) = −0.1686 Uf − 2.3638 ∙ 10ିସJ − 3.2182 ∙ 10ିହX୒ୌଷ + 1.0342
−

Figure 5. Stack test results at 750 ◦C for Uf 0.8 (a), Uf 0.7 (b) and Uf 0.6 (c).

 

−

 

(a) (b) 

V(Uf, J, X୒ୌଷ) = −0.1686 Uf − 2.3638 ∙ 10ିସJ − 3.2182 ∙ 10ିହX୒ୌଷ + 1.0342
−

Figure 6. Stack efficiency (a) and power density (b) for pure ammonia (XNH3 = 0) and temperature
750 ◦C.

Based on experimental results it was possible to define a function that relates voltage with the
investigated parameters. Linear regression was always considered for each parameter. Due to the
inconsistency of temperature, regression was performed separately for each temperature. At 750 ◦C
the regression was calculated as expressed by Equation (11).

V(Uf, J, XNH3) = −0.1686 Uf− 2.3638·10−4J− 3.2182·10−5XNH3 + 1.0342 (11)

Please note that J is introduced in mA cmFC
−2 and XNH3 assumes values in the range between 0

and 1. As expected, the correlation is negative for both Uf and J since the voltage decreases when both
parameters increase. The influence of the ammonia decomposition parameter is negligible.

Emissions from the stack were sampled and analyzed. Table 8 reports the values measured at
750 ◦C and pure ammonia (XNH3 = 0), where the table reports the operating conditions and the NH3

concentration measurements are given. Moreover, further parameters are reported to correlate the
emissions to additional operating conditions. The specific emission evaluation is provided per NH3

inlet flow rate and total current, i.e.,
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• SNH3 defined as the ration between NH3 emissions concentration and ammonia inlet flow rate;
• RNH3 determined as the ration between emissions and total current.

Even though it is not possible to give a complete description of the relation between emissions and
operating conditions from the current measurements, a strong correlation between ammonia flows and
emission emerges. Low values of ammonia inlet flow rates, such as the ones at 16 A, corresponds to
much lower emissions compared to the flow rates related to the tests performed at 40 A. This tendency
is described by parameter SNH3, with values close to one for small flows (i.e., at 16 A) and a coherent
increase at higher values. Looking to values at 40 A it is clear, as described also by the RNH3 parameter
that different emission levels correspond to the same current density value. The results show that
unlike what is reported in [21], the influence of ammonia inlet flow on the NH3 emissions is greater
than of Uf.

Table 8. Off-gas measurements of NH3 emissions for pure ammonia tests.

Uf Uox
mNH3

Nl h−1
mAir

Nl h−1
I
A

J
mA cmFC

−2
NH3

ppm
SNH3

ppm Nl h−1
RNH3

ppm A−1

0.80 0.20 83.63 1194.71 40 500 260 3.11 6.50
0.80 0.20 33.45 477.89 16 200 40 1.20 2.50
0.60 0.20 111.51 1194.71 40 500 1000 8.97 25.00
0.60 0.20 44.60 477.89 16 200 45 1.01 2.81

3.2. Performance Analysis of the SOFC-NH3 System

The experimental results of the stack were implemented in the theoretical model, as defined in
Equation (10). The system was studied and nominal conditions, as reported in Table 9, were identified.
Electrochemical operating conditions of the SOFC stack were fixed with the selection of fuel use of
0.8 and current density of 0.5 A cmFC

−2. These values represent a standard trade-off between power
density that requires high values of current density, and efficiency that requires small currents. ADR
temperature was set to 350 ◦C, meaning that no decomposition is considered in the ADR and the
chemical reaction takes place totally inside the stack. The BOR was set to one, meaning that all the air
coming from the cathode outlet goes into the after burner. The ADR approach was fixed to 20 ◦C.

Table 9. Inputs values of system nominal conditions.

Parameter Unit Value

Uf 0.8
J A cmFC

−2 0.5
TADR

◦C 350
HLSOFC - 0.05

BOR - 1
ADRA

◦C 20

Table 10 reports main results of the system operation under nominal condition. The stack energy
balance requires an oxygen use of 0.17, corresponding to a specific air flow rate of 2.93 Nl h−1 cmFC

−2.
The stack operates at cell voltage of 0.78 V producing a power density of 0.36 W cmFC

−2. System gross
efficiency is 54.2% while net efficiency is 52.1%. Since all ammonia decomposition takes place inside
the stack, XNH3 is zero. The lambda of the after burner is 9.78, as a consequence of flowing all cathodic
exhausts into the after burner.
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Table 10. Outputs parameters values of system nominal conditions.

Parameter Symbol Unit Value

Use of oxygen Uox - 0.17
Cell voltage V V 0.78

Power density PSOFC W cmFC
−2 0.36

Net efficiency ηnet - 52.1%
Gross efficiency ηgross - 54.2%

ADR reaction rate XNH3 - 0
Off-gases temperature T13

◦C 192.60
Heat Exchangers total area aTHE cmHE

2 cmFC
−2 1.67

NH3 flow rate mNH3 g h−1 cmFC
−2 0.13

Air flow rate
.

Nair Nl h−1 cmFC
−2 2.93

Lambda After Burner λAB - 9.78

Table 11 reports gas compositions for all pipes. Please note that hydrogen is completely oxidized
in the after burner and off-gases contain only oxygen, nitrogen, and water (steam).

Table 11. Outputs parameters values of system in nominal conditions.

Air
(1,2,3)

NH3 in
(5)

NH3 Dec.
(6)

Anode
Out
(7)

Cathode
Out

(4,4’,4”)

AB Mix
(8)

AB Out
(9)

Off-Gases
(9,10,11,12.13)

H2O 0.0% 0.0% 0.0% 60.0% 0.0% 6.6% 8.4% 8.4%
N2 79.0% 0.0% 0.0% 25.0% 81.9% 75.7% 76.9% 76.9%
H2 0.0% 0.0% 0.0% 15.0% 0.0% 1.6% 0.0% 0.0%

NH3 0.0% 100.0% 100.0% 0.0% 0.0% 0.0% 0.0% 0.0%
O2 21.0% 0.0% 0.0% 0.0% 18.1% 16.1% 14.7% 14.7%

Table 12 reports parameters values of the heat exchangers, including ADR. For each component
inlet and outlet temperature of both hot and cold gas flows are reported. The table reports also LMTD,
specific heat exchanged in the heat exchanger, qHE, U and specific area of the heat exchanger, aHE,
of each heat exchanger. Both values of qHE and aHE are specific per unit of fuel cell area. The total
specific area of heat exchangers, as reported in Table 10, is 1.67 cmHE

2 cmFC
−2.

Table 12. Data of the heat exchangers.

Parameter Unit LTHE HTHE ADR

Thot in
◦C 662.30 919.87 720.00

Thot out
◦C 192.60 720.00 662.30

Tcold in
◦C 20.00 496.94 20.00

Tcold out
◦C 496.94 700.00 700.00

LMTD ◦C 168.96 221.46 179.37
qHE W cm FC

−2 0.58 0.27 0.07
U W m−2 K−1 30 30 30

aHE cm HE
2 cm FC

−2 1.15 0.40 0.13

The system was studied also in the neighborhood of the nominal condition. Figure 7 reports
results relative to BOR variation keeping constant all other input parameters. In detail Figure 7a
shows the trend of λAB and of the system off-gases temperature as function of BOR. The increase in
BOR corresponds to the increase of oxidant flow into the afterburner. Off-gases temperatures show
a significant initial increase and a plateau for BOR value of 0.05 corresponding to the stoichiometric
λAB value of 0.5. Below this value, the combustion of hydrogen is not completed and all system
temperatures decrease, including the off-gases temperature that reaches a minimum value of 57.4 ◦C.
This specific aspect is deeper described by the graph reported in Figure 7b where aTHE and chemical
losses are reported. Chemical losses are calculated as the ratio between energy content in the off-gases,
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in terms of hydrogen lower heating value, and total inlet ammonia energy. Both curves show an initial
decrease, for BOR values lower than 0.05, and a successive stabilization. If no air reaches the afterburner,
hydrogen is not combusted and all heat exchangers operate at lower temperatures. Consequently,
LMTD decreases for each heat exchanger component and aTHE increases. Regarding the chemical losses,
for BOR equal to zero, hydrogen in the stack exhausts will be vented in atmosphere. Such amount
corresponds to chemical losses of 22.7% of total energy input. When the after burner reaches values
bigger than stoichiometric, aTHE remains constant and chemical losses are null, since no hydrogen is
vented. This study shows that the system can operate without the afterburner. This is an interesting
peculiarity of this system, derived by the use of ammonia as a fuel. Hydrogen is not a harmful gas for
the environment and the emission is not limited by environmental regulations. On the one hand, it
possible to eliminate the after burner and the potential emissions typical of all combustion reactions,
including the hydrogen one. On the other hand, the lower values of heat exchangers temperature
brings to an increase of total surface of the components. Since the BOR variation does not modify the
electrochemical performance and ammonia consumption, the net efficiency remains constant at 52.1%.

 

  

(a) (b) 

λFigure 7. Graphs reporting results of BOR study results: λAB and T off-gases (a) and ATHE and chemical
losses (b).

Figure 8 shows the study of TADR variation, where Figure 8a reports the use of oxygen and net
efficiency variation while Figure 8b reports off-gases temperature. The variation of TADR from 350 ◦C
to 650 ◦C moves the decomposition reaction from the stack to the ADR. The result is a decrease in Uox,
since there is no cooling effect of the reaction inside the stack. Efficiency slightly decreases due to the
effect of XNH3 in Equation (10).

Based on the model results in nominal condition it was possible to calculate absolute values of the
main parameters for a 100 kW system, shown in Table 13. The total area of SOFC is 28.04 m2, while the
total area of heat exchangers is 46.67 m2. The table also reports absolute values of ammonia and air
flow rates.
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Figure 8. Variation of Uox and ηnet (a) and of off-gases temperature (b) as function of TADR.

Table 13. Absolute parameters values for a 100 kW system.

Parameter Unit Value

System Power kW 100
Total ASOFC m2 28.04
Total ATHE m2 46.67

NH3 flow rate g s−1 10.29
Air flow rate Nl s−1 228.28

3.3. LCOE Analysis of the SOFC-NH3 System according to Different Designs

LOCE study was dedicated to nominal condition and based on the simulation results presented in
the previous Section 3.2. For the calculations, constant parameters were used as reported in Table 5. In
addition, the study considers the availability of ammonia and no cost for its distribution and storage
was considered. The LCOE, according to the procedure detailed in Section 2.3, results in 0.221 $ kWh−1

for nominal design conditions. The capital cost of each component and relative quote for a 100 kW
system is reported in Table 14. The most significant share of the cost fall in the stack and in the inverter.
It is notable that low temperature heat exchange has a much higher cost that the high temperature
one due to the higher exchange area required to complete heat transfer at lower temperature (see aHE

values in Table 12).

Table 14. Component costs of a 100 kW system operating in nominal condition.

Component Value ($) Quote

Stack 31,444.41 34.4%
Stack AUX 3144.44 3.4%

High Temperature Heat Exchanger 5463.60 6.0%
Ammonia Decomposition Reactor 2207.34 2.4%
Low Temperature Heat Exchanger 12,408.59 13.6%

After Burner 436.45 0.5%
Blower 3915.19 4.3%
Inverter 32,413.13 35.5%

TOT 94,790.50 -
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It is possible to compare the obtained LCOE value with the literature. In particular, in [32] a 100 kW
SOFC system fed by natural gas reports a LCOE of 0.264 $ kWh−1. The reference system is equivalent
to the ammonia system here presented, with a slightly lower electrical efficiency of 51.7%. The value,
as reported in [32], is calculated with reference to a Korean fuel cost of 16.61 $ GJ-LHV−1. It is important
to comment that the fuel cost plays an important role in the LCOE calculation. The value considered
in the reference is in the range of household market. If we look to the European industrial market,
the cost of natural gas decreases down to 7.88 $ GJ-LHV−1 (1.11 €/$ exchange rate) [38]. In this sense
the ammonia value of 16.37 $ GJ-LHV−1 [37] is closer to household natural gas market. This explains
why the LCOE obtained in the current work is lower than the one in the reference. Moving to the
industrial market, this could be more meaningful due to the size of the system, the LCOE of natural
gas system will drop down to 0.194 $ kWh−1 since the fuel cost share is 50% out of the total. Results
are coherent, considering that today ammonia in the market is produced from natural gas. As already
explained in the introduction, the ammonia convenience has to be considered in the carbon free energy
market and the potential development of green ammonia production.

4. Discussion and Conclusions

This study presents the design and modeling of an ammonia-fed SOFC system based on
experimental campaign on a six cells SOFC short stack. An innovative design is presented, and the
relative model was implemented to calculate thermodynamic parameters.

The experimental study of operating conditions of a SOFC short stack fed with ammonia was
performed. The correlation with use of fuel, current density, and ammonia decomposition was studied
at an operating temperature of 750 ◦C. The external ammonia decomposition has a minimum influence
on performance, meaning that internal cracking of ammonia in the stack is a feasible solution. The stack
achieves up to 60% efficiency at 750 ◦C. Measurements done on the ammonia emissions show NH3

content in the range 40–250 ppm when moving to the highest current densities.
The system model allowed to calculate up to 52.1% of net efficiency in nominal condition.

The parameter study showed how external decomposition of ammonia increases the size of the heat
exchangers with no advantages in terms of efficiency. The most feasible strategy to variate system
power is to rate the current density. Reduction of current density improves the efficiency of the system
and increases oxygen use.

System LCOE of 0.221 $ kWh−1 was calculated for a 100 kW system operating in nominal
conditions. It is important to underline that the LCOE study is based on literature reference but the
cost of components are strongly dependent on market development and technology innovations.

The study and the model developed in this study constitutes an important support for the design
of an ammonia-fed SOFC energy system and provides indication for the sizing of the power unit.
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Abbreviation Description Unit

AB After Burner
ACELL SOFC cell active area cmFC

2

ADR Ammonia Decomposition Reactor
ADRA ADR approach ◦C
AHE-aHE Area of the Heat Exchanger - specific per fuel cell area cmHE

2-cmHE
2 cmFC

−2

ASOFC Total SOFC active area cmFC
2

ASR Area Specific Resistance Ω cmFC
2

BOR Bypass Open Rate
CHP Combined Heat and Power
DNH3 Ammonia decomposition
HE Heat Exchanger
HTHE High Temperature Heat Exchanger
J Current density mA cmFC

−2

LCOE Levelized Cost Of Energy $ kWh−1

LMTD Logarithmic Mean Temperature Difference ◦C
LTHE Low Temperature Heat Exchanger
OM Operation and Management
QHE-qHE Heat exchanged in the Heat Exchanger - specific per fuel cell area W-W cmFC

−2

RES Renewable Energy Sources
SOFC Solid Oxide Fuel Cell
SOFC-H Proton-conducting SOFC
SOFC-O Ion conducting SOFC
TADR ADR decomposition temperature ◦C
TSOFC Stack Temperature ◦C
U Thermal exchange coefficient W m−2 K−1

Uf Utilization of Fuel
Uox Utilization of oxygen
ηnet Net efficiency
ηgross Gross efficiency
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Abstract: Ammonia is a hydrogen-rich compound that can play an important role in the storage of
green hydrogen and the deployment of fuel cell technologies. Nowadays used as a fertilizer, NH3 has
the right peculiarities to be a successful sustainable fuel for the future of the energy sector. This study
presents, for the first time in literature, an integration study of ammonia as a hydrogen carrier and
a high temperature polymer electrolyte membrane fuel cell (HT-PEMFC) as an energy conversion
device. A system design is presented, that integrates a reactor for the decomposition of ammonia with
an HT-PEMFC, where hydrogen produced from NH3 is electrochemically converted into electricity
and heat. The overall system based on the two technologies is designed integrating all balance of
plant components. A zero-dimensional model was implemented to evaluate system efficiency and
study the effects of parametric variations. Thermal equilibrium of the decomposition reactor was
studied, and two different strategies were implemented in the model to guarantee thermal energy
balance inside the system. The results show that the designed system can operate with an efficiency
of 40.1% based on ammonia lower heating value (LHV) at the fuel cell operating point of 0.35 A/cm2

and 0.60 V.

Keywords: ammonia; high temperature PEM; fuel cell

1. Introduction

Due to its versatility, hydrogen has been recently gaining traction as energy storage solution.
Even though it can be produced from a variety of energy sources, its most attractive feature is the
possibility of producing it from renewable energy resources and using it in various applications,
either directly or after converting it into other chemical products both for energy consumption and
further chemical processing.

Hydrogen is converted into electrical energy with high efficiencies in fuel cells. However, at ambient
conditions (25 ◦C and 1 bar), hydrogen has low density of only 0.0813 g L−1, which requires either a high
pressure storage, e.g., 700 bar for automotive application, which increases the density to 40 g L−1 and
the corresponding volumetric energy density of 5.6 MJ L−1, or liquid state storage, for many practical
applications [1,2]. In both cases, hydrogen undergoes thermodynamic transformations, which can
increase the overall storage and transportation costs significantly. Hydrogen can also be stored in
carbon nanotubes, metallic hydrides, or complex hydrides under more moderate temperature and
pressure conditions, but with only limited gravimetric density [2,3].

Another solution is to store and transport hydrogen indirectly in the chemical bonds of
other chemicals, thereby increasing volumetric energy density and, consequently, transportability.
Methanol and ethanol are some of the most common examples of such hydrogen rich alcohols,
where hydrogen is chemically bonded with carbon, also known as carbon-based fuels [4–6]. An issue
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that makes carbon-based fuels less appealing is the involvement of carbon dioxide, both in the synthesis
process and in the power conversion. CO2 has to be supplied to the chemical plant and released during
the power production process. This means that two different cycles have to be closed: the hydrogen
cycle and the carbon dioxide cycle. While hydrogen can be made entirely renewable by relying on
renewable energy sources, such as wind and solar for the hydrogen production via water electrolysis,
for the carbon cycle to close, the carbon dioxide should either come from carbon-capture or from
biomass sources [4].

An interesting alternative to this is the carbonless molecule of ammonia. In the case of ammonia,
the gas involved is nitrogen, which means that the additional loop that has to be closed is the N2 cycle.
Nitrogen can be separated from air to feed the chemical process, usually the Haber–Bosh process,
and released back to the atmosphere during energy consumption, making the overall system completely
carbon-free [7]. Recently, alternative green ammonia synthesis methods, including electrochemical
synthesis at lower temperature and pressure conditions, are being investigated [7–9].

Therefore, one of the advantages of the ammonia over other carbon-based fuels is the absence of
CO2 emissions at the point of use. For carbon-based fuels on the other hand, even when the carbon
cycle is closed, CO2 is still emitted locally and the power generation is not carbon-free. However,
concerning local emissions, if NH3 is used in combustion engines, the productions of NOx should
be considered [7], an issue that is significantly alleviated or even eliminated when using NH3 in
fuel cell systems. Moreover, the availability of nitrogen is much higher than carbon dioxide. If,
for instance, atmospheric air is considered as a source for both gases, nitrogen is available at high
concentrations of around 79%, while carbon dioxide is in the range of hundreds of ppm (416 ppm as of
June 2020 [10]). However, it is worth mentioning that some sites, including biogas plants, bioethanol
plants, and emission-intensive industries, can be used as sources of high concentration of CO2 to
produce carbon-based fuels, such as methanol through the power-to-X scheme [4]. The concentration
of N2 and CO2 in the feedstock is directly related not only to the separation cost, both in terms of
energy and economics, but also to the availability of the quantities necessary to feed the respective fuel
synthesis plants.

NH3 has a high hydrogen concentration of 75 mol% and is liquid at a relatively low pressure of
10 bar, with high energy density of 15.6 MJ L−1 compared to liquid hydrogen, which has an energy
density of 9.1 MJ L−1 at cryogenic temperature or compressed hydrogen, 5.6 MJ L−1 at 70 MPa [11].
Moreover, ammonia as a well-known fertilizer with a mature production technology, is one of the
most produced chemicals worldwide, which can count on a well-established distribution network [11].
However, its application in the energy sector is not significant and has only been investigated more
recently as a fuel in several combustion-based energy systems. Experiences are reported in power
systems based on gas turbine technology and on internal combustion engines [7,11]. In general,
combustion of ammonia suffers from low flame speed and high resistance to auto-ignition, which calls
for pre-mixing with other fuels as combustion promoters, e.g., hydrogen, that can be obtained with a
partial decomposition of ammonia itself [11].

An alternative solution is the use of ammonia in fuel cells [12]. Fuel cells are electrochemical
devices that directly transform the chemical energy of fuels into electricity without the typical emissions
of combustion-based cycles. Ammonia can be coupled with fuel cells directly in solid oxide fuel
cells (SOFC) and direct ammonia fuel cells (DAFC) or via a pre-decomposition into nitrogen and
hydrogen in polymer electrolyte membrane fuel cells (PEMFC) [13,14]. Due to the peculiarity of fuel
cells, the presence of nitrogen in the fuel stream only acts as a diluent of hydrogen and does neither
generate any pollutant nor cause significant performance decay, allowing all fuel cells to operate with
a mixture of nitrogen and hydrogen.

Even though it is possible to design a system were ammonia is decomposed and then the fuel
stream is fed to any fuel cell unit, such a coupling should consider the presence of ammonia in the
decomposed gas, which may poison the membrane electrode assembly (MEA) of certain fuel cell types.
For instance, PEMFCs are extremely sensitive to ammonia contamination, where NH3 poisons the

48



Energies 2020, 13, 4689

Pt/C anode catalyst and reacts with the acidic Nafion membrane [15,16]. According to ISO14687-2,
the maximum level of concentration of ammonia in hydrogen used in the PEM fuel cell vehicle is
0.1 ppm [13]. To reach the ISO target, it is necessary to introduce a purification technology after
ammonia decomposition [13]. A concept design of a PEMFC-based system is proposed in [17], where the
decomposition reactor is heated electrically, reaching 99.5% conversion of ammonia. However, to the
knowledge of the authors, only one experience that couples the ammonia decomposition reactor and
PEM fuel cells has been reported, where 500–1000 ppm of ammonia impurity from the ammonia
cracking chamber is eliminated in a selective ammonia oxidation (SAO) reactor before the produced
hydrogen can be used in a PEMFC [18]. The introduction of an additional gas purification phase
increases the cost of the system and introduces additional energy losses. In general, the lower the
tolerance of the end use device to ammonia, the higher the cost of the clean-up.

Another promising fuel cell technology is the high temperature PEM fuel cell (HT-PEMFC). In an
HT-PEMFC, the traditional Nafion membrane, used in the low temperature PEM fuel cell technology,
is substituted with a phosphoric acid-doped polybenzimidazole (PBI) membrane that operates in
the temperature range 120–200 ◦C [19]. The higher operating temperatures increase the tolerance to
impurities, for example, CO tolerance increases up to 3% compared to only few ppm in low temperature
PEM fuel cells [19]. Due to this higher tolerance to impurities, HT-PEMFCs have been extensively
studied in conjunction with methanol reformer, where the effects of the different resulting impurities,
namely CO, CO2, and CH3OH have been reported with satisfactory tolerances for single cells and
stacks [20–22]. Moreover, steam methane reforming and HT-PEMFC systems are also available in the
literature [23–25].

However, despite the popularity of ammonia as a chemical commodity, and its potential as a
storage for renewable hydrogen, its use in HT-PEMFCs has been largely ignored. While it is expected
that traces of NH3 will react with the PA-based electrolyte, the tolerance of an HT-PEMFC to NH3

is only reported in [26], where a general tolerance to percentage of NH3 is reported from an internal
report. The development of HT-PEMFC technology and the strong interest in the use of ammonia as a
fuel opens the possibility for the development of ammonia-fed HT-PEM fuel cell systems.

Therefore, this study presents for the first time in literature, a system study of an HT-PEMFC stack
coupled with the ammonia decomposition unit. An integrated system design has been developed and
thermodynamic studies of the system model were performed. A complete ammonia decomposition
process is assumed, and hence, the corresponding high ammonia cracking temperatures, where full
ammonia conversion is expected to take place, are used in the model. Consequently, the experiments
were also done only for the dilution effect of nitrogen in the feed-gas and ammonia slip was ignored.

2. Materials and Methods

In this section, the modeling approach for the ammonia-fuel cell system is described. The fuel
cell electrical performance obtained by the experimental test is used as input for the novel heat
integrated system concept of an ammonia-fueled HT-PEMFC. The system model was studied with
zero-dimensional thermodynamic models of the reactors and heat exchangers. The model was
implemented in a calculation sheet (MSExcel©) that calculates energy balance and gas flows. The gas
thermo-physical properties were taken from a freely available database (NIST-JANAF [27]). The reaction
mechanisms for the ammonia decomposition and the ammonia and hydrogen combustion process
were implemented in Cantera [28] using a Python programming language script.

2.1. Experimental

Experiments for the current work were carried out in a Greenlight Innovation fuel cell test station
on a 37 cell HT-PEMFC stack with an active area of 165 cm2. The tests were first done with pure
hydrogen for 24 h at 0.4 A cm−2 and the stoichiometric ratios were set to 1.3 on the anode side and
2.5 on the cathode side. Successively, a test with gas mixture containing 68.3% hydrogen and 31.7%
nitrogen in the anode feed was performed for the same duration at the same conditions of current
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density and stoichiometric ratios. A typical HT-PEMFC operating temperature of 160 ◦C was chosen
for the tests. Galvanostatic polarization measurements were used for characterizing the different
operating conditions. For this, the current was varied from 0 to 75 A at smaller steps of 2.5 A in the
range between 0–10 A to better capture the activation overpotential and a current step of 5 A was used
for the remainder of the polarization measurements.

2.2. Modeling

A schematic of the system design is shown in Figure 1. The design of the new system is based
on the experience obtained from reformed methanol-fed HT-PEMFC systems. In a methanol-based
system, the fuel is first reformed into a hydrogen rich gas mixture that contains CO2, traces of CO,
and unconverted methanol before entering the fuel cell unit. The heat required for the reforming
process is supplied by a burner, which is first fed with a separate flow of methanol dedicated to the
combustion reaction during the startup phase and then successively sustained by the anode off-gas [4].
In the current work, a similar approach was considered, where ammonia is first decomposed, and the
resulting hydrogen–nitrogen mixture is fed to the fuel cell. The main challenge, compared to the
methanol-based system, is the higher operating temperature of the ammonia decomposition reactor,
which ranges between 550–900 ◦C [13,29], compared to the relatively low methanol steam reforming
reactor of around 200–300 ◦C [4]. These higher operating temperatures require an optimized and
innovative energy balance strategy. Moreover, the decomposition temperature is strongly related to
the ammonia tolerance level of the HT-PEMFC. The lower the tolerance, the higher the decomposition
temperature. However, it is worth mentioning that more recent advances in materials have shown that
near equilibrium conversion of ammonia can be achieved at temperatures below 500 ◦C with higher
activity catalysts based on ruthenium and alkali-based catalysts such as sodium and lithium imide [29].
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In the current work, a complete decomposition of ammonia is considered for the system design,
even though, it has been reported that the HT-PEMFC can tolerate some ammonia in the anode
feed [26], allowing for an even simpler system design. However, further studies are required to better
understand the effects of ammonia on the performance and durability of HT-PEMFCs before a system
can be designed around the assumption of tolerance to traces of ammonia.

Ammonia decomposition is an endothermic reaction and requires external heat to maintain the
desired operating temperature. Analogous to a methanol reformer, in the proposed scheme, the heat
for ammonia decomposition is supplied by an after burner (AB). In the schematic shown in Figure 1,
the gas flow pipes are numbered from 1 to 16. Since ammonia enters the system at ambient temperature,
it is pre-heated before entering the ammonia decomposition reactor (ADR) in the ammonia heat
exchanger (AHE). Before entering the reactor, a splitter allows to separate part of the ammonia and
send it via the mixer to the afterburner. However, ammonia–air mixture suffers from low flame rate
and high resistance to auto-ignition, leading to longer ignition delay times, and therefore, it is normally
mixed with other fuels for combustion [11,30]. In the current system, the splitter can be activated in
specific operating conditions to support combustion, for example, during the start-up or when the unit
operates in off design conditions. However, at nominal operating conditions, the design assumes that
the entire flow of ammonia is directed to the ADR, which is modeled as an equilibrium reactor with a
heat exchanger. The heat in this case is supplied by the anode off gasses of the fuel cell, which are
combusted in the afterburner.

The decomposed ammonia is then cooled down to the fuel cell temperature in the AHE, where heat
is recovered and used to pre-heat the inlet ammonia to 30 ◦C below the ADR operating temperature
to guarantee the heat recovery. Before reaching the fuel cell inlet, the decomposed mixture enters a
second heat exchanger, called cathodic heat exchanger 2 (CHE2), where the remaining heat is used to
pre-heat the inlet cathodic air up to the fuel cell temperature.

The oxygen in the air is necessary for both the HT-PEMFC and for the afterburner. In the splitter
S2, the total inlet air is separated in two different streams: the cathodic gas flow (8′ in the schematic),
and the afterburner air flow (8” in the figure). The cathodic off gasses (pipe 9 in the figure) are vented
into the atmosphere, while the anodic gas flow that contains the unreacted hydrogen is sent to the
afterburner to complete oxidation and provide heat for the system thermal integration. The anode
off gasses (pipe 10), the afterburner air flow (pipe 8”), and in some specific operating conditions
that require more heat the ammonia flow (pipe 7”), are mixed in the mixer. A high temperature
heat exchanger, afterburner heat exchanger (ABHE), pre-heats the gas mixture before reaching the
afterburner. The level of pre-heat is defined by the outlet temperature of the gas mixture (T12 in the
schematic). This temperature is a design parameter for the system and is discussed in the results
section. The afterburner exhausts are cooled in the three components ADR, ABHE, and CHE before
they are vented into the atmosphere (gas stream 16 in the figure).

The design allows to optimize the heat recovery and to guarantee the operating conditions of the
base components: HT-PEMFC and ADR. All heat exchangers, including the ADR, are modeled with
the following energy balance equation:

∆hhot = ηHE∆hcold, (1)

where ∆h is the difference between outlet and inlet gas enthalpy of heat exchanger of hot gasses (∆hhot)
and cold gasses (∆hcold) and ηHE is the heat exchanger efficiency.

Both the afterburner and the mixer are modeled as adiabatic units with no thermal losses. In the
afterburner, the oxidation of the fuel is completed, and the produced heat increases the off gases
temperature. The afterburner is designed based on the excess of oxygen parameter (EOAB), which is the
molar ratio between the inlet oxygen and the stoichiometric value. This parameter allows to calculate
the air flow for the afterburner and to design the splitter S2.

The HT-PEMFC is designed based on the experimental results for the electrochemical performances
and on the gas thermos-physical properties for the energy balance. HT-PEMFC operating conditions are
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defined by operating temperature (TCell), current density (J), and gas flowrates. The gas flowrates into
the two electrodes of the fuel cell depend on the anode stoichiometry (λanode) and cathode stoichiometry
(λcathode) set points and are used to calculate the ammonia flowrate into the ADR. The fuel cell is

modeled as the isothermal unit and a specific heat flow
·

QFC is calculated from the energy balance and
has to be subtracted by the fuel cell cooling system. The energy balance of the HT-PEMFC is calculated
as follows:

∆hanode + ∆hcathode + PFC +
·

QFC = 0, (2)

where PFC is the specific power density of the HT-PEMFC, ∆hanode and ∆hcathode are the specific
enthalpy difference between outlet and inlet gasses of anode and cathode, respectively. The parameters
that are necessary to calculate the system energy balance are reported in Table 1, where all the
parameters (flow rates, current, power, etc.) are per unit of the fuel cell active area.

Table 1. Model input parameters.

Inlet Parameter Symbol Unit

Anode Stoichiometry λanode -
Cathode Stoichiometry λcathode -

Current density J A cm−2

Cell temperature Tcell
◦C

Excess Oxygen after burner EOAB -
AB inlet temperature T12

◦C
ADR Temperature TADR

◦C
Heat Exchanger efficiency ηHE -

The model allows to calculate the energy balance of all components, gas composition, temperature,
and flow rate of all gas flows. At the fuel cell level, it is possible to calculate operating voltage,
power density (PFC), and heat flow (∆HFC). At the system level, efficiency ηs is calculated as follows:

ηs =
PFC

mNH3 ·LHVNH3

, (3)

where mNH3 is the ammonia specific flow rate and LHVNH3 is the ammonia lower heating value.

3. Results

In this section, the results produced from the modeling of the ammonia decomposition process and
the NH3/H2/air combustion are presented. The experimental results on the performance of the fuel cell
stack in the presence of nitrogen in the anode feed gas have also been presented. These models serve
to set the temperature limits for the operation of the ADR and AB in the system model. Furthermore,
the overall system performance at different operating conditions is described.

3.1. Complete Ammonia Decomposition and Its Effects on the Fuel Cell Stack Perfomance

Hydrogen is produced via ammonia decomposition through the following endothermic reaction
(∆H = 45.6 kJ/molNH3) without the addition of oxygen or steam:

NH3 ⇋
3
2

H2 +
1
2

N2. (4)

Ganley et al. [31] reported that the reaction must be enabled by a catalyst. The kinetics of
the reaction have been investigated with several supported metals as catalysts (Ru, Ir, Ni, Rh, Pt,
Pd, Fe), where the highest catalytic activity is observed over Ru-based catalysts and a comparable
high catalytic activity has been obtained at higher temperatures on the less expensive Ni-based
catalysts [32]. In an experimental study, Chellappa et al. [33] found that ammonia decomposition
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can be considered a first order reaction, with the reaction rate depending solely on the ammonia
concentration. Differently from the ammonia synthesis, the decomposition can be conducted at low
pressures (1–2 atm) for thermodynamic reasons (principle of Le Chatelier). The ammonia conversion
in the decomposition reactor can be calculated as:

XNH3 = 1−
XNH3,out

XNH3,in
, (5)

where XNH3,in and XNH3,out are the ammonia molar fractions at the inlet and outlet of the reactor.
The factor indicates how much ammonia is converted into hydrogen. From the experimental and
numerical analysis in [34], we can see in Figure 2 that above a temperature of 600 ◦C, ammonia
can be fully converted in the reactor over a wide range of ammonia flow rates, which in the figure,
is expressed using the factor W/F i.e., Ni–Pt/Al2O3 catalyst loading weight to ammonia flow rate ratio.
This is consistent with findings in [32] where ammonia decomposition was tested on nickel- and
ruthenium-based catalysts. Besides, we can see that to achieve the same ammonia conversion values,
higher ammonia flow rates will require higher temperatures of operation.
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Figure 2. Effect of temperature on ammonia decomposition at different contact time i.e., catalyst
weight/volume flow rates (W/F) using Ni–Pt/Al2O3 catalyst (Adapted from [34] with permission
from Elsevier).

The theoretical limits of the ammonia conversion can be deduced from the ammonia decomposition
thermodynamic equilibrium composition at atmospheric pressure at different temperatures in Figure 3.
It can be seen that higher temperatures produce higher ammonia conversions.

The experimental data shown in Figure 4 show that 31.7% nitrogen in the anode stream has only
slight dilution effect on the fuel cell stack performance. This value is above the maximum concentration
of nitrogen that can be obtained from the complete decomposition of ammonia (Figure 3), and hence,
it can be concluded that in the absence of NH3 slip in the feed gas (via complete decomposition or
gas purification), a hydrogen–nitrogen gas mixture at concentrations corresponding to the typical
ammonia decomposition process does not degrade the fuel cell performance.
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Figure 3. Molar fraction composition of ammonia decomposition at atmospheric pressure based on
chemical equilibrium.
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Figure 4. Experimental polarization curves of a HT-PEMFC stack fueled by hydrogen and a mixture of
hydrogen and nitrogen.

3.1.1. Afterburner

In the afterburner reactor, hydrogen and ammonia are combusted to produce the heat required for
the endothermic ammonia decomposition reaction. Ammonia and hydrogen combustion has previously
been studied, where it has been shown that ammonia combustion in air is difficult due to the high auto
ignition temperature and low laminar flame velocity [35–37]. However, it has been demonstrated that
the swirling flow of the burnt mixture can facilitate the process by providing hot gases and radicals to
the incoming fresh fuel and by increasing the residence time [38]. Ammonia combustion is especially
necessary during the system start-up when the ammonia decomposition has not reached the operating
temperature and hydrogen is not yet available in the stream at the burner inlet.
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Chemical kinetics of NH3/H2/air combustion is complex—detailed kinetics models have been
studied, among others, by Otomo et al. [36] and by Nakamura et al. [39]. In this study, the reaction
mechanism in [39] has been implemented to estimate the NOx concentration in the burnt gases at
different temperatures. The reaction mechanism was implemented in Cantera [28] using a Python
programming language script. The afterburner is simulated as a “continuous stirred-tank reactor”
(CSTR) at a pressure of 1 atm. The simulated inlet gas compositions consider the stoichiometric
combustion of NH3/air for the system start-up and the H2/air combustion at different operating values
of the anode stoichiometry and the excess air in the afterburner.

In air pollution, parts per million (ppm) by mole or by volume is used to account for the amount
of pollutants. These quantities can be assumed equal in the case of an ideal gas. From Figure 5, it can
be seen that the NOx concentration in ppm is affected by combustion temperature in the afterburner.
The model results show that while NO production in the case of the ammonia/air combustion starts to
increase continuously already at temperatures below 1200 ◦C, their production from H2/air combustion
remains negligible below 1370 ◦C. Therefore, since the burner operates under H2/air combustion
at nominal conditions, the latter temperature has been chosen as the upper limit for the adiabatic
combustion temperature in the system modeling. Furthermore, a local peak in NO concentration
is visible in the temperature range of the ammonia autoignition of around 650 ◦C. In [40], the NO
formation pathways from ammonia combustion were described and it was shown that in the ignition
region, the majority of atomic nitrogen is oxidized to NO.
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Figure 5. Concentration of NO in ppm in the afterburner outlet gases due to NH3/H2/air combustion.
One case refers to the combustion of ammonia during the system startup, while the other curve refers
to the H2/air combustion.

3.1.2. System Modeling

The model implemented in the calculation sheet was studied by varying the operating parameters.
The selected nominal conditions are reported in Table 2.
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Table 2. Nominal operating parameters of the system.

Parameter Value

λanode 1.37
λcathode 2.5

J 0.35 A cm−2

Tcell 160 ◦C
EOAB 1.65
TAB,in 330 ◦C
TADR 600 ◦C
ηHE 0.85

Anode stoichiometry was set to 1.37, whereby the excess amount of hydrogen that does not react
in the fuel cell is oxidized in the afterburner to provide the heat necessary to balance the internal
heat requirement of the system, in particular, for the ammonia decomposition reactor. Note that this
value is slightly higher than the one used in the experimental test and voltage values calculated by
the model may slightly underestimate real values. However, in an experimental work performed in
a similar short HT-PEMFC stack, it was found that once hydrogen starvation is avoided at around
an anode stoichiometric ratio of 1.3, further increase in λanode does not improve the fuel cell stack
performance [41].

Cathode stoichiometry was selected from the experimental data to 2.5 and is a standard operating
condition for an HT-PEMFC. Typical HT-PEMFC operating conditions were also used for current
density and temperature, at 0.35 a cm−2 and 160 ◦C, respectively.

The ammonia decomposition reaction temperature was set to 600 ◦C, which, according to the
literature data in Figure 2, gives complete ammonia decomposition at satisfactory W/F ratio. In spite
of the fact that complete ammonia conversion can be achieved at the chosen operating temperature,
in reality, ammonia concentration in the ppb level may be present in the decomposed mixture. However,
this limit is compatible with the HT-PEMFC tolerance available in literature [26]. To keep the afterburner
temperature below the risk of NOx formation, the afterburner inlet temperature, T12, was set to 330 ◦C.
The effect of this parameter on the system energy balance is discussed below. All heat exchangers
operate with an efficiency of 0.85.

This optimization follows the afterburner excess of oxygen, which is set at 1.65. When EOAB is set,
the total air flow rate required by the system is calculated. The main system outputs are given in Table 3,
where it can be seen that at a cell voltage of 0.60 V, the power density is 0.21 W cm−2, which corresponds
to a system efficiency of 40.1%. However, it is worth noting that this value does not consider the energy
consumption of the ancillary devices such as the air blower, inverter, and HT-PEMFC cooling system.

Table 3. System output parameters under nominal operating conditions.

Parameter Value

Cell voltage 0.60 V
PFC 0.21 W cm−2
·

QFC 0.23 W cm−2

System efficiency 0.401
Afterburner exhaust temperature 1357.62 ◦C

Ammonia specific flow rate 0.10 g h−1 cm−2

Air specific flow rate 1.08 Nl h−1 cm−2

S2 opening ratio 0.8

The afterburner off gases temperature, T13, is 1357.62 ◦C. The specific inlet ammonia flow rate and
air flow rate calculated based on the cell active area are also given in Table 3, at 0.10 g h−1 cm−2 and
1.08 Nl h−1 cm−2, respectively. Finally, the opening ratio of splitter S2, calculated as the ratio between
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the air flowrate into the cathode and the total inlet air flowrate into the system is found to be 0.8 at
nominal operating conditions.

In Table 4, gas compositions of all pipes are reported. The afterburner inlet flow, AB in Table 4,
is a mixture of only oxygen, nitrogen, and hydrogen. The selected composition allows to reach an
afterburner adiabatic temperature of 1362.26 ◦C.

Table 4. Gas composition of all mixtures.

Air
(6,7,8,8′,8”)

NH3 in
(1,2,2′,2”)

NH3 Ref
(3,4)

Anode Out
(10)

Cathode
Out (9)

AB in
(11,12)

AB Out
(13,14,15,16)

H2O 0.0% 0.0% 0.0% 0.0% 15.5% 0.0% 14.5%
CO2 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%
N2 79.0% 0.0% 40.0% 71.2% 72.9% 75.3% 80.8%
H2 0.0% 0.0% 60.0% 28.8% 0.0% 13.5% 0.0%

NH3 0.0% 100.0% 0.0% 0.0% 0.0% 0.0% 0.0%
O2 21.0% 0.0% 0.0% 0.0% 11.6% 11.2% 4.7%

Table 5 reports the operating values of the heat exchangers and the ammonia decomposition
reactor. The inlet and outlet temperatures of the hot (T1) and the cold (T2) gas flows are shown for the
different components. Minimum temperature difference, pinch point, is also reported as ∆Tmin. Finally,

logarithmic mean temperature difference (LMTD) and exchanged heat,
·

Q, are reported. All pinch
points are higher than 30 ◦C, which is the design value of the AHE. The amount of heat exchanged
in the ADR has a higher value compared to the other units since the heat has to cover also energy
requirement for the chemical reaction. All data reported in Table 5 can be used for a detailed design of
the heat exchangers and to calculate single efficiency of each component. However, the design of each
component is beyond the aim of this study.

Table 5. Data of the heat exchangers.

AHE ADR ABHE CHE CHE2

T1 in ◦C 600.00 1357.62 592.99 393.00 218.20
T1 out ◦C 218.20 592.99 393.00 87.85 160.00
T2 in ◦C 20.00 570.00 160.36 20.00 114.02

T2 out ◦C 570.00 600.00 330.00 114.02 160.00
∆T min ◦C 30.00 22.99 232.64 67.85 45.98
LMTD ◦C 89.08 210.18 247.50 149.33 51.85

.
Q W cm−2 0.04 0.11 0.03 0.04 0.02

The thermal optimization of the system is based on the three parameters λanode, T12, and EOAB.
Anode stoichiometry defines not only the amount of hydrogen required for in the HT-PEMFC, but also
the remaining amount of hydrogen that enters into the afterburner. Hydrogen reacts in the burner,
providing heat to all the successive components, except the fuel cell, which produces heat. For higher
values of λanode, system efficiency decreases, due to higher consumption of fuel, and the temperature of
the system off gasses increases. This could be of some interest in the case of cogeneration application.

The optimization of T12 and EOAB allows to distribute the heat of the afterburner among all the
heat exchangers, while also maintaining the AB adiabatic flame temperature below 1370 ◦C. This limit
was introduced to reduce NOx production according to the modeling results obtained in this work
(Figure 5). In detail, higher values of EOAB reduce the adiabatic flame temperature but increase the
consumption of air. The pre-heat temperature, T12, is designed as a tradeoff between AB off gasses
temperature and a complete heat recovery in the ABHE. Figure 6 shows the influence of AB inlet
temperature on the temperature of AB off gasses and on system exhausts temperature.
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The model was also studied for different design values. The HT-PEMFC stack current density was
varied from 0.25 to 0.45 A cm−2, with step of 0.05 A cm−2, keeping all other parameters constant. Figure 7
shows the results of the study, where the power density and system efficiency is given in Figure 7a,b

shows air flow rate and
·

QFC, both as function of current density. As expected, power density increases
with increasing current density, while the opposite behavior characterizes the system efficiency. This is

a typical tradeoff for fuel cell systems between power density and efficiency. Both
·

QFC and air flowrate
affect the energy consumption of ancillaries.
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4. Discussion

4.1. Ammonia Decomposition for the HT-PEMFC System

Ammonia decomposition experiments and models have shown that above a temperature of
600 ◦C, ammonia can be fully converted in the reactor over a large range of ammonia flow rates [32,34].
However, in an integrated system with an HT-PEMFC, a small amount of ammonia may still slip from
the reactor outlet. In [42], it was reported that small traces of ammonia can degrade the performance
of PEM fuel cells. It has also been shown experimentally that ammonia in phosphoric acid fuel
cells (PAFC) can react with the electrolyte to produce (NH4)H2PO4, which results in a more sluggish
oxygen reduction reaction (ORR) at the cathode [43]. Since the commonly used PBI-based membrane
electrolyte in HT-PEMFCs is doped in phosphoric acid, similar degradation mechanisms are expected
to take place in the presence of ammonia in HT-PEMFCs. However, the authors also reported that
the effect can be reduced by increasing the cathode potential and a complete performance recovery
can be achieved when the contaminant is removed. In addition, there are several ways to reduce the
ammonia concentration even further, such as absorption and adsorption processes for ammonia or
membranes for hydrogen separation [44].

In comparison with methanol reforming, which is characterized by a complex system of three
reactions; methanol steam reforming, methanol decomposition, and water gas shift [45], ammonia
decomposition is given by the single equilibrium reaction given by Equation (4). Hence, while in
the case of methanol reforming, a compromise is necessary among the different contaminants of the
reformate gas depending on the reforming temperature and reactants flowrates, complete ammonia
decomposition has the potential to provide clean hydrogen. This is because some of the contaminants
in the methanol reformate gas are byproducts of the reforming process itself, with higher methanol
conversion resulting in more CO and CO2 and lower conversion ratios leaving more unconverted
methanol in the reformate gas. Even though tolerances of up to 2% of CO (in the presence of CO2) [46]
and 3% of methanol [47] are reported in the literature, CO and methanol are nonetheless detrimental to
an HT-PEMFC during long-term exposure and their combined effects could significantly lower these
tolerance values. Moreover, it not possible to maintain both contaminants at low levels by increasing
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the reforming temperature as this would increases the methanol conversion, thereby decreasing the
methanol slip but also increasing the CO concentration in the reformate gas [45]. With ammonia
decomposition on the other hand, if a proper system heat integration is done, a complete ammonia
decomposition at chemical equilibrium contains only H2 and N2, as shown in Figure 3, which does not
have any degrading effects on the fuel cell stack performance as can be seen from the experimental
results in Figure 4.

4.2. Ammonia Fueled HT-PEMFC System Analysis

Based on the results in nominal condition, it is possible to design a 10 kW power system based
on ammonia as a fuel and HT-PEMFC. Main system parameters are reported in Table 6. For a 10 kW
system, around 295 cells of 165 cm2 of active area are necessary. Ammonia inlet flow rate of 1.37 g s−1 is
required as fuel consumption and an air flow rate of 14.68 Nl s−1 has to be provided by the air blower.

Table 6. Data of the 10 kW system.

System Power 10.00 kW
Number of Cells (165 cm2) ≈295

NH3 Flow Rate 1.37 g s−1

Air Flow Rate 14.68 Nl s−1

It is important to underline that the detailed design of the heat exchanger is necessary to evaluate
the efficiency of the components. The ammonia decomposition reactor has to be designed to evaluate
the amount of catalyst required to reach the complete decomposition of the ammonia. The natural
evolution of the study is the evaluation of HT-PEMFC tolerance to NH3 traces. The limit of the
technology could bring two different scenarios. If the tolerance is extremely low, an additional
clean-up unit may be necessary, increasing the complexity of the system. If the tolerance is in the
order of percentage, it is possible to reduce ADT temperature moving all the system temperature
to lower values. The latter scenario is interesting as it brings the NH3 system closer to the existing
methanol-fueled HT-PEMFC power units and it will be possible to recover part of the know-how
included and already developed components for the balance of the plant. In addition, the reduction of
ammonia decomposition temperature reduces the dimension of the heat exchangers due to the general
reduction of LMTD values. In the definition of the off-design operation and start-up, the direct use of
ammonia in the afterburner has to be investigated. In particular, the operation of the afterburner with
a pure ammonia mixture requires a deeper investigation.

5. Conclusions

In this work, a design concept of a heat-integrated ammonia-fueled HT-PEMFC system is presented.
Zero-dimensional models of the reactors and heat exchangers were developed, including those of the
afterburner and the ammonia decomposition reactor. The study can be considered as a first attempt to
demonstrate the thermodynamic feasibility of such a system. According to the chemical equilibrium
studies in this work, the ammonia decomposition reactor can fully convert the ammonia into hydrogen
and nitrogen. However, the process is endothermic and high operating temperatures of above 600 ◦C
need to be ensured in the decomposition reactor, which in the proposed concept, is provided by
the afterburner.

Moreover, the NOx emission of the combustion processes involved in the proposed system have
been analytically investigated. The model showed that both ammonia/air combustion and H2/air
combustion results in a limited amount of NO production of around 22 ppm and 4 ppm, respectively,
below 1370 ◦C. Therefore, the afterburner temperature should be kept below this temperature in order
to limit the production of NO during the combustion process. Since the combustion of ammonia is
characterized by low flame speed and long ignition time, in the proposed concept, ammonia combustion
is only used during the startup phase, and during normal operating conditions, the unreacted hydrogen
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at the anode outlet is used in the afterburner as it can sustain the system thermal requirements with a
fuel cell anode stoichiometric ratio of 1.37.

An experimental test on an HT-PEMFC short stack was also conducted to observe the cell electrical
performance using a fuel mixture with a composition of hydrogen and nitrogen gas similar to the one at
the outlet of the ammonia decomposition reactor. The experimental results showed that in the absence
of the NH3 slip in the feed gas (via complete decomposition or gas purification), a hydrogen–nitrogen
gas mixture at concentrations corresponding to a typical ammonia decomposition process does not
degrade the fuel cell stack performance.

At system level, the proposed design allows to reach a total efficiency of 40.1% at a power density
of 0.21 W cm−2. The heat recovery strategy allows to feed the ammonia decomposition reactor and to
preheat the gas before entering the HT-PEMFC.
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The following abbreviations and symbols are used in this manuscript:

AB Afterburner
ABHE Afterburner Heat Exchanger
ADR Ammonia Decomposition reactor
ADT Ammonia Decomposition temperature
AHE Ammonia Heat Exchanger
CHE Cathode Heat Exchanger
EO Excess of Oxygen
LHV Low Heating Value
LMTD Logarithmic Mean Temperature Difference
HT-PEMFC High Temperature Proton Exchange Membrane Fuel Cell
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Abstract: Structure design is of great value for the performance improvement of solid oxide
electrolysis cells (SOECs) to diminish the gap between scientific research and industrial application.
A comprehensive multi-physics coupled model is constructed to conduct parameter sensitivity
analysis to reveal the primary and secondary factors on the SOEC performance and optimal rib
width. It is found that the parameters of the O2 electrode have almost no influence on the optimal
rib width at the H2 electrode side and vice versa. The optimized rib width is not sensitive to the
electrode porosity, thickness, electrical conductivity and gas composition. The optimal rib width
at the H2 electrode side is sensitive to the contact resistance at the interface between the electrode
and interconnect rib, while the extremely small concentration loss at the O2 electrode leads to the
insensitivity of optimal rib width to the parameters influencing the O2 diffusion. In addition to the
contact resistance, the applied cell voltage and pitch width also has a dramatic influence on the
optimal rib width of the fuel electrode. An analytical expression considering the influence of total cell
polarization loss, the pitch width and the contact resistance is further developed for the benefit of the
engineering society. The maximum error in the cell performance between the numerically obtained
and analytically acquired optimal rib width is only 0.14% and the predictive power of the analytical
formula is fully verified.

Keywords: solid oxide electrolysis cell; multi-physics; optimal rib/pitch ratio; parameters sensitivity;
analytical expression

1. Introduction

Renewable energy resources, including solar, wind, tidal, and biomass, are of great significance
as the fossil energy crisis is becoming increasingly serious. However, their intermittence leads to
an undesirable imbalance between demand and supply [1]. An energy storage device is required
so that energy can be stored and released as needed. Among various candidates for energy storage,
solid oxide electrolysis cells (SOECs) have gained popularity for higher efficiency and lower pollution
and even no pollution. SOEC is an energy conversion device that can convert electrical energy and
heat to chemical energy, by splitting H2O/CO2 to produce H2 and CO. The products H2 and CO can be
used as fuel in a solid oxide fuel cell (SOFC) to produce electricity or be stored as raw materials for the
synthesis of hydrocarbons via the Fischer–Tropsch reaction.
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SOEC technology is of great superiority and prospect. Among three main electrolysis
configurations, it has been reported that the efficiency of hydrogen production by high temperature
SOEC is more than twice of that by an Alkaline electrolysis cell, and is 1.5 times of that by proton
exchange membrane electrolyzer [2]. There are mainly three kinds of SOEC according to reaction
gas species: high temperature H2O electrolysis, CO2 electrolysis, H2O and CO2 co-electrolysis cell.
Steam electrolysis can produce H2, which is a completely environmentally friendly fuel. In addition,
H2O is rich in nature. CO2 electrolysis is advantageous in that it can consume CO2 and relieve the
greenhouse effect, and the product CO is easier to store and transport than H2. However, it has
a potential carbon deposit risk. H2O and CO2 co-electrolysis can produce H2 and CO mixtures,
and by adjusting the inlet H2O/CO2 ratio, it can produce applicable hydrocarbon synthesis. The steam
electrolysis has the highest electrolysis efficiency while CO2 electrolysis has the lowest efficiency, and the
efficiency of H2O/CO2 co-electrolysis is between them. Due to the environmental friendliness and
higher efficiency of steam electrolysis, high temperature H2O electrolysis attracts increased attention.
With the increase of temperature, the electricity needed to electrolyze H2O decreases, while the low
quality heat needed increases. Moreover, high temperature SOEC is not only thermodynamically
beneficial but also kinetically favorable. Hence, high temperature SOEC has a more promising
application perspective.

Materials, performance and degradation issues are still three challenges of SOEC technology to be
settled. Extensive research about SOEC concentrates on the optimization of material microstructure [3–
5], geometrical [6] and operating parameters [7] and the analysis to improve SOEC performance. Notice,
however, the structural size choice is also of great significance. For example, the authors of [8] studied
the effect of cathode thickness on CO2/H2O co-electrolysis performance under various operating
conditions by experiment, which reveals that SOEC performance can be substantially improved by
decreasing cathode thickness. For the time being, most of the SOEC researches were conducted
experimentally [2,9–12]. Unfortunately, the experiment is expensive and time-consuming, so research
about structure optimization by experiment is rare. Simulation is an efficient alternative to help the
design of SOEC/SOFC to improve performance, especially when exploring a large combination of
operating and structural parameters space. For example, Reference [1,11–13] studied the influence of
pressure on SOEC. Ni et al. [14] researched electrode thickness, support type, electrode porosity and
pore size and operating pressure on SOEC performance. It is concluded that anode-supported SOEC
has the best output performance. Kong et al. [15] examined the impacts of different electrode-rib contact
resistances, fuel compositions, electrode porosity, electrode thicknesses and electrode conductivity on
the optimal anode and cathode ribs of SOFC independently.

The development of SOEC is later than that of SOFC. As the reverse process of SOFC, SOEC has
basically the same materials system as SOFC. The research of SOFC is enlightening to the development
of SOEC. In the last 20 years, during the simulation of SOFC, it found out that rib width design is
of great significance to improve the cell performance [15–18], which has also been experimentally
confirmed [19]. Actually, as early as 2003, Lin [16] had provided a phenomenological model and
analytical expressions to estimate the rib effects on the concentration and ohmic polarization of
anode-supported SOFC stacks. Jeon et al. [20] described a microstructure model and examined the
influence of the rib and pitch widths and the electrode-interconnect contact area specific resistance
(ASR) on the stack-cell performance. The authors of [17] investigated the effect of ASR between the
electrode and the rib on the performance of SOFC, and conducted the rib width optimization by 2D
SOFC multi-physical modes. In [18], the authors primarily compared the optimal rib width result
attained by 2D and 3D multi-physical models, and revealed that the optimization result of 2D and 3D
models are in good agreement. The authors of [15,21] optimized the anode and cathode rib width for
anode-supported and cathode-supported SOFCs, respectively. An analytical expression of optimal
rib width is deduced to help the engineering design of SOFC. In [22], the authors conducted the
optimization of the cylindrical interconnect rib width of SOFC, and it found out that anode and cathode
rib width should be optimized separately, which is in consistent with the conclusion in Reference [21].
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Reference [23] studied the influence of rib size on the performance of a reversible solid oxide cell.
It takes into account the efficiency of a solid oxide fuel cell and electrolysis cell comprehensively.

However, the polarization process of SOEC is vastly different from SOFC. During past years, to our
knowledge, it is still not clear how to choose the rib width when fabricating the SOEC interconnector
characterized by the rib-channel structure, i.e., the optimization of rib width has not been clearly
addressed. This paper conducts a comprehensive parameter sensitivity analysis on the rib width
optimization of SOEC by 2D multi-physics simulations. Analytical expressions for the optimal cathode
rib width design are obtained to provide an easy-to-use guide for designing the rib-channel layout
of SOEC.

2. Model Description

A typical unit of SOECs contains a dense electrolyte sandwiched by a porous anode and cathode,
channels and inter-connector. To obtain better electrochemical performance, a relatively denser and
thinner porous layer are generally added between the electrode and electrolyte, which is called the
function layer. The working principle of SOEC is illustrated in Figure 1a. Figure 1b shows a 2D
cross section of the SOEC repeating unit, displaying the rib-channel design parameters: the pitch
width, dpitch, and the rib width, drib. The multi-physics coupled modeling is applied to a pitch unit of
SOEC and considers the mass, species, momentum transfer processes, the current conduction and the
electrochemical reaction.

Figure 1. (a) Schematic of solid oxide electrolysis cell (SOEC) working principle; (b) a cross section of a
SOEC repeating unit.

2.1. Species Transfer Process

The species conservation equation can be expressed as:

∇ ·
→

Ni = ∇ · (−Deff
i Ci + Ci

→
u) = Si (1)

SH2 =
j

2F
(2)

SH2o= −
j

2F
(3)

SO2 =
j

4F
(4)

Here, Ni is the total molar flux vector, which includes the convective flow and the diffusion flow.
Di

eff, Ci, and Si are effective diffusion coefficient, molar concentration and source or sink of species
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i, respectively. Si is source or sink of species i by electrochemical consumption and production in
the electrode.

The species diffusion is modeled by a multi-component Dusty–Gas model [24], which is proved
to be the most accurate model to simulate gas diffusion in a porous electrode of SOFC [25]. A binary
molecular diffusion coefficient is generally used directly in channels, where gas convective transfer
rather than the diffusion transfer is dominant, and the binary molecular mutual diffusion coefficient is
expressed as [18]:

Dij =
2.198× T

1.75

P
(

V1/3
i + V1/3

j

)

(

1
Mi

+
1

Mj

)0.5

(5)

where T, vi and Mi is the temperature, diffusion volume and mole mass of species i. P is the total
gas pressure.

In the electrode, the influence of porosity and tortuosity should be considered to describe the
effective binary molecular diffusion coefficient:

Deff
ij =

ε

τ
Dij (6)

ε, τ are porosity and tortuosity of the electrode, respectively.
In the electrode, molecular mutual diffusion dominates when the electrode pore is larger than the

molecular mean free path, while Knudsen diffusion becomes primary when the pore size is small and
the collision between the species and pore wall increases. The effective Knudsen diffusion coefficient is
expressed as:

Deff
ik =

2ε
3τ

rg

√

8RT
πMi

(7)

Here rg is pore radius, and rg is expressed as:

rg =
2
3
∗

1
1− ε

∗
1

ϕel/rel +ϕio/rel

(8)

Considering both molecular diffusion and Knudsen diffusion simultaneously, the effective diffusion
coefficient in the electrode is formally expressed as [18]:

Di
eff =

Dij
effDik

eff

Dij
eff + xiDjk

eff + xjDik
eff

(9)

2.2. Electrochemical Reaction Model

The electrochemical reactions include the H2O reduction reaction at the fuel electrode and the
oxidation reaction at the O2 electrode, which are expressed as:

H2O + 2e− → H2 + O2−fuelelectrode (10)

O2−
−2e− →

1
2

O2airelectrode (11)

The electronic current and ion current are governed by charge continuity equations:

∇ ·
⇀
i el = ∇ · (−σ

eff
el ∇φel) =

{

jTPBλ
eff
TPB fuel electrode

−jTPBλ
eff
TPB air electrode

(12)

∇ ·
⇀
i io = ∇ · (−σeff

io ∇φio) =



















−jTPBλ
eff
TPB fuel electrode

0 electrolyte
jTPBλ

eff
TPB air electode

(13)
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jTPB = j0[exp(
naFη
RT

) − exp(−
nβFη

RT
)] (14)

where n is the number of electrons transferred in the electrochemical reaction, iel and iio are the
electronic and ionic current density vector, φel, φio are the electronic and ionic potential. λTPB,eff is the
effective three phase boundary (TPB) density per unit. jTPB is the current density at TPB.

Nernst potential is the minimum cell voltage needed to drive an electrochemical reaction in SOEC:

Enerst =
−∆G

2F
+

RT
2F

Ln(
PH2

PH2O
) +

RT
4F

Ln(
PO2

P0
) (15)

Here, ∆G is the Gibbs free energy change of electrochemical reaction. PH2, PO2, PH2O are partial
pressures of H2, O2 and H2O. P0 is the standard atmospheric pressure.

The applied voltage in an operating SOEC is:

Vcell = Enerst + ηohmic + ηact + ηcon (16)

where ηohmic, ηact, ηcon are ohmic, activation and concentration loss, respectively. Ohmic loss is
induced by the conductivity resistance of electron and ion transfer in solid components and is
calculated according to Ohm’s law:

ηohm = j ∗ASRohm (17)

Here, ASRohm is total area specific resistance.
The occurrence of the electrochemical reaction needs to overcome the reaction activation energy

barrier, leading to irreversible activation loss. The relationship between current density and the
activation loss is described by the Butler–Volmer equations:























j0,H2
= j0,H2

ref exp(−
EH2

R ( 1
T −

1
Tref

))(
PH2

PH2O

PH2_refPH2O_ref
)

j0,O2
= j0,O2

ref exp(−
EO2

R ( 1
T −

1
Tref

))(
PO2

PO2_ref
)

0.25 (18)

The concentration polarization is induced by a change of species concentration when SOEC is in
operation:

ηconcen,a =
RT
2F

Ln(
PH2PH2O_ref

PH2_refPH2O
) (19)

ηconcen,a =
RT
4F

Ln(
PO2

PO2−ref
) (20)

EO2 and EH2 are, respectively, the activation energies for the O2 and H2 electrode
electrochemical reactions.

2.3. Effective Material Property Model

The intrinsic material conductivity is temperature dependent [1,6,15,26]:

σ0
Ni = 3.27× 106

− 1065.3T (21)

σ0
YSZ = 6.25× 104

× exp(−10,300/T) (22)

σel
LSCF = 22, 591− 1.6× 106

× exp(−6024/T) (23)

σio
LSCF = 1.1× 109

× exp(−181,000/R/T) (24)

σ0
GDC = 3.5× 103

× 10(−6471/T) (25)

where R is the universal gas constant.
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For the porous electrode, the relationship between the material macro property and microstructure
can be expressed by coordination number theory and percolation theory [27]:

σk
eff = σk

0
∗ (

ϕk −ϕk
t

1 + ε/(1− ε) −ϕk
t )

2

(26)

where σk
0 is the intrinsic electric conductivity of the kth phase material in the dense solid. φk is the

volume fraction of the kth phase particles in the composite material, φk
t is the percolation threshold

volume fraction of the k phase particles, which is determined by

Z
ψt

el/rel

ψt
el/rel +

(

1−ψt
el

)

/rio

= 1.764 (27)

Z
ψio

t/rio

(1−ψio
t)/rel +ψio

t/rio
= 1.764 (28)

where Z is the average coordination number for each particle and set as six for a random packing
of spheres [15]. rel and rio are, respectively, the electronic conductivity particle radius and the ionic
conductivity particle radius.

LSCF is a material that can conduct electrons and ions simultaneously. For the LSCF-GDC
composite electrode, the effective electronic conductivity is expressed as:

σel
eff = σLSCF

el[(1− ε)ϕLSCFpLSCF
t]
γ (29)

The effective ionic conductivity can be considered as the parallel current conduction of LSCF and
GDC. The ionic conductivity of the composite electrode is expressed as:

σio
eff = σLSCF

io[(1− ε)ϕLSCFpLSCF
t]
γ
+ σGDC

io[(1− ε)ϕGDCpGDC
t]
γ (30)

where γ is a Bragg factor and is usually set as 1.5. Pk is the percolation probability of phase k. Both the
percolation probabilities of LSCF and GDC are assumed to be 1.

The TPB density per unit volume of a composite electrode with a binary mixture is expressed
as [27]:

λTPB = 2πmin(rel, rio) sin(
θ

2
)nnioZio−elPelPio (31)

The relevant physical quantities are expresses as follows,

Pk = (1− (
3.764−Zk,k

2
)

2.5

)

0.4

(32)

Zk,k = Z ∗
ϕk/rk

ϕel/rel +ϕio/rio
(33)

n =
1− ε

4π
3 rel

3(nel + (1− nel)γ3)
(34)

nel =
ϕelγ

3

1−ϕel + γ3ϕel
(35)

nio = 1− nel (36)

Zio−el =
Z
2

(

1 +
rio

2

rel
2

)

ϕel/rel

ϕel/rel +ϕio/rio
(37)

More details about the specific symbols are referred to in [27].
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The multi-physics simulations are conducted with the commercial finite element software COMSOL
4.3b. Simulations were first carried out to reproduce the performance of an experimental cell that is
designated as the standard cell. The parameters used to reproduce the experiment are listed in Table 1,
and are referred to as the standard parameter set. Unless explicitly stated otherwise, the parametric
analysis was conducted by varying one parameter as the variable while all the other parameters are
kept as the standard case.

Table 1. Basic model parameters used in the standard cell modeling.

CSL (NiO + YSZ) CFL (NiO + YSZ) Electrolyte (YSZ)
Diffusion Barrier

Layer (GDC)
Anode (LSCF + GDC)

Thickness (um) 400 10 15 3 25
ε 0.4 0.3 0 0.05 0.4

Tortusity 30 30 - 3 3
EH2 (Kj/mol) - 120 [28] - - -
EO2 (Kj/mol) - - - - 120 [14]

σel
eff (S/m) 71,728

71,728
-

- -
2806

-

σio
eff (S/m) -

0.087
-

2.65 5.8
1.18

-
α, β - 0.5,0.5 - - 0.5,0.5

rg (um) 0.6 0.3 - - 0.55
Phase Volume Fraction 50%:50% 50%:50% 100% 100% 50%:50%

2.4. Model Verification

To verify the multi-physics model of SOEC, simulated I–V data are compared with our experimental
results. The experimental cell contains a cathode support layer (CSL), a cathode function layer (CFL),
an electrolyte, a diffusion barrier layer and the anode. CSL and CFL are mixtures of nickle oxide (NiO)
and yttria stabilized zirconia (YSZ), and the electrolyte is a dense YSZ layer. The composite anode is
made of La0.6Sr0.4Co0.2Fe0.8O3-δ (LSCF) and Ce0.9Gd0.1O1.95 (GDC). The diffusion barrier layer (GDC)
is sandwiched between anode and electrolyte to avoid formation of the insulating phase. The SOEC is
operating at 750 ◦C with the inlet gas H2O:H2 = 0.9:0.1 at the cathode side and O2:N2 = 0.21:0.79 at the
anode side. Furthermore, the pitch width and rib width are 2 and 1 mm, respectively. The contact
resistance is set at 0.056 Ωcm2 as deduced by our impedance measurement. The other parameters
used to reproduce the experiment are listed in Table 1. The micro-structure parameters are taken from
the literature experiments [29–32].

As can be seen from Figure 2, the experimental and simulation results agree well, demonstrating the
validity of the multi-physics model. Naturally, some discrepancies between the experimental and
theoretical I–V curves are observed. Nevertheless, the theoretical and experimental difference is less
than 0.02 V for any given current densities.
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Figure 2. Comparison of experimental and simulated I–V curves.

3. Results

3.1. Parameters Sensitivity Analysis for Rib Width Optimization at the H2 Electrode Side

As seen in Figure 3, the current density first increases to a peak value then decreases with the
increase of rib width. This is quite understandable as the concentration loss increases and the ohmic
loss decreases when the rib width increases. Therefore, there is an optimized rib width drib-m where
the current density reaches its maximum value. When drib < drib-m, with the increase of rib width,
the decrease of ohmic loss is higher than the increase of concentration loss, the current density tends to
increase. When drib > drib-m, with the increase of rib width, the decrease of ohmic loss is smaller than
the increase of concentration loss, and the current density decreases. The competition between the
concentration polarization and the ohmic polarization determines the final optimized rib width.
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Figure 3. The effect of rib width on the SOEC performance. Parameter on the O2 electrode side: (a) the
rib/pitch ratio, (b) the rib-electrode ASR. Parameter on the H2 electrode side: (c) Inlet H2O content, (d)
Electrode porosity, (e) Electrode conductivity, (f) Electrode thickness.

As shown in Figure 3a, when the rib/pitch width ratio at the O2 electrode side increases from
0.25 to 0.5 then to 0.75, the optimized H2 electrode rib width is 0.752, 0.720, 0.710 mm, respectively.
Notice, however, although the optimized rib widths are different, the width of 0.72 mm is sufficiently
optimal for all the O2 electrode rib/pitch ratio conditions. The maximum current density difference
between optimal rib width and 0.72 mm are only 0.05%, 0.007% for the rib/pitch ratio of 0.25 and 0.75,
respectively. Therefore, it is concluded that the optimized rib width at the H2 electrode side is not
sensitive to the rib/pitch ratio at the O2 electrode side.

The experimentally measured ASR of SOFC is in the range 0.01–0.05 Ωcm2 [33]. SOEC has
the same electrode and inter-connector materials. However, the oxidation atmosphere of both the
electrodes of SOEC means potentially larger oxidation risk of inter-connector than SOFC, so the
maximum ASR studied here is 0.08 Ωcm2. ASR of both the electrodes in the range of 0.04–0.08 Ωcm2

is used to conduct parameter sensitivity analysis to optimize rib width. To study the parameters’
influence on the rib width optimization at one electrode side, ASR of another electrode side is set
as 0.03 Ωcm2. As displayed in Figure 3b, when ASR between the O2 electrode and rib increases
from 0.01 to 0.05 Ωcm2, the current density decreases gradually because of the increased ohmic loss.
The optimized H2 electrode rib width is 0.689, 0.705, 0.720, 0.734, 0.746 mm when ASR at the O2

electrode side are 0.01, 0.02, 0.03, 0.04, 0.05 Ωcm2, respectively. However, when choosing 0.72 mm as
the optimal rib width for the other four cases, the differences between the maximum current density
at the optimal rib width and the current density with a rib width of 0.72 mm are 0.0756%, 0.0165%,
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0.0128%, 0.04% for ASR 0.01, 0.02, 0.04, 0.05 Ωcm2, respectively. Hence, the optimized rib width on the
H2 electrode side is not sensitive to the ASR on the O2 electrode side.

Along the fuel flow direction, H2O is consumed gradually, the molar fraction of H2O changes
correspondingly. Furthermore, for practically operating SOEC, high H2O conversion rate is favorable,
so the research about the rib width optimization should take into account different H2O molar fractions.
Figure 3c shows, for a fixed rib width, the current density increases with the increase of H2O molar
fraction. This is because the Nernst potential decreases and the electrochemical reaction rate increases
with the increased H2O molar fraction, and the current density increases when the applied voltage is
fixed. The optimal rib width is 0.720, 0.687, 0.648, 0.602 mm when H2O molar fractions are 90%, 80%,
70%, 60%, respectively. Because with the increase of H2O molar fraction, current density increases,
concentration polarization and ohmic polarization both increase simultaneously, which leads to a
slight change in the optimized rib width. This result is also in accordance with that of SOFC [15].
Nevertheless, 0.65 mm width is sufficiently optimal for SOEC with different H2O molar fraction,
because the difference between the maximum current density and the current density at the rib width
of 0.65 mm is only 0.0002%, 0.0004%, 0.0001%, 0.0028% for SOEC with the inlet H2O molar fraction
of 90%, 80%, 70%, 60%, respectively. The optimized rib width can be considered independent of the
H2O fraction.

The SOEC H2 electrode porosity is in the range of 0.3–0.5 [34]. As shown in Figure 3d, the optimal
rib width increases with the increase of electrode porosity due to the reduced gas diffusion resistance.
For the porosity of 0.3, 0.4, 0.5, the optimized rib width is 0.616, 0.720, 0.800 mm, respectively. Even the
optimized rib width for the three porosities seems to be quite different, the maximum current densities
for porosity 0.3 and 0.5 are only 0.98% and 0.35% higher than the current density with a rib width of
0.720 mm. Therefore, the optimized rib width is not sensitive to the H2 electrode porosity.

As shown in Figure 3e, when the H2 electrode electrical conductivity increases from 717.28 to
7172.8 S/m, the current density increases relatively drastically. However, when H2 electrode electrical
conductivity increases from 7172.8 to 71,728 S/m, the current density has almost no change. It means that
the electrical conductivity of 7172.8 S/m is large enough, electrical conductivity larger than 7172.8 S/m
has no evident improvement for SOEC performance. The optima rib width for the electrode electric
conductivity of 717.28, 7172.8 and 71,728 S/m is 0.741, 0.722 and 0.719 mm, respectively. However,
using a rib width of 0.720 mm, the current density differs from the maximum only by 0.03% for the
conductivity of 717.28 S/m, and virtually zero for the conductivity of 71,728 and 7172.8 S/m. Hence,
the optimal rib width is basically independent of the electrode conductivity.

As seen in Figure 3f, the performance of SOEC decreases with the increase of H2 electrode
thickness. The increase of electrode thickness means longer gas diffuse path from the channel-electrode
interface to the active three phase boundary. The diffusion process becomes more difficult, and the
concentration loss increases accordingly. Moreover, a thicker electrode inevitably leads to larger ohmic
loss for current in the thickness direction. Hence, the overall SOEC performance decreases when
electrode thickness increases. However, as the electrode thickness increases, the optimized rib width
changes only slightly. The optimized rib width for the electrode thickness of 0.2, 0.4 and 0.6 are 0.719,
0.720 and 0.646 mm, respectively. However, the width of 0.720 mm is sufficiently optimal. The current
density for the rib width of 0.72 mm differs only 0.006% and 0.41% from the maximum for the electrode
thickness of 0.2 and 0.6 mm, respectively. Therefore, the optimal rib width is insensitive to the electrode
thickness. The reason behind this is that both the concentration and ohmic polarizations increase
comparatively at the same time when the electrode thickness increases.

As displayed in Figure 4a, fixing the rib width, the current density decreases significantly with
the increase of rib–electrode ASR due to directly the increased ohmic polarization loss. Moreover,
the optimal H2 electrode rib width increases, because the increased ohmic loss due to the increase
of ASR can be partially offset by increasing the rib width. As seen in Figure 4b, the optimized rib
width increases almost linearly with the increase of ASR. When ASR increases from 0.01 to 0.05 Ωcm2,
the optimized rib width increases from 0.511 to 0.840 mm, or an increase of 64.4%. This ASR effect
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is quite dramatic. With the increase of ASR, the current density decreases, the concentration loss
decreases passively. The increased ohmic loss and the decreased concentration loss collectively leads
to the dramatic increase of the optimal rib width.

Figure 4. (a) The effect of ASR of the H2 electrode and rib interface on SOEC performance and the
optimized rib width; (b) The relationship between optimal rib width and ASR.

3.2. Parameters Sensitivity Analysis for the Rib Width Optimization on the O2 Electrode Side

As can be seen in Figure 5a, with the increase of rib/pitch ratio on the H2 electrode side, the current
density decreases, which can be attributed to the increased concentration polarization in the cathode due
to the increased rib width. When the rib/pitch ratio increases from 0.25 to 0.5, the SOEC performance
decreases slightly. However, the when rib/pitch ratio increases from 0.5 to 0.75, the SOEC performance
decreases drastically. It can be inferred that when the rib/pitch ratio exceeds 0.5, the negative effect
of the concentration loss increase is far greater than the positive effect of the ohmic loss decrease
as induced by the increase of the H2 electrode rib width. However, when the rib width on the O2

electrode side increases, the current density increases all the way, independent of the rib/pitch ratio on
the H2 electrode side, indicating the optimized rib width on the O2 electrode side is not sensitive to the
rib/pitch ratio on the H2 electrode side.

Figure 5. Cont.
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Figure 5. The effect of parameters on SOEC performance and the optimal O2 electrode rib width. H2

electrode parameters: (a) rib/pitch ratio on the H2 electrode side; (b) rib-H2 electrode area specific
resistance (ASR); O2 electrode parameters: (c) porosity; (d) electrical conductivity; (e) thickness; (f)
rib-O2 electrode ASR.

As shown in Figure 5b, when ASR on the H2 electrode side increases from 0.01 Ωcm2 to 0.05 Ωcm2,
the current density decreases gradually. For a fixed ASR, the current density increases with the
increased rib width on the O2 electrode side, independent of the ASR change on the H2 electrode side.
Hence, the optimized O2—electrode rib width is not sensitive to the ASR of the H2 electrode.

Figure 5c shows the current density increases extremely slightly with the increase of O2 electrode
porosity from 0.3 to 0.4 then to 0.5, indicating the polarization loss induced by O2 diffusion inside the
anode is rather small. This is also ascribed to the thinness of the O2 electrode. Furthermore, the current
density increases with the increase of rib width, for all the anode porosities examined. It can be
concluded that the optimal O2-electrode rib width is independent of the O2 electrode porosity.

Figure 5d shows the current density increases with the increase of the O2 electrode electrical
conductivity, due to the decreased ohmic polarization. The current density increases more dramatically
when the conductivity increases from 280.6 to 2806 S/m, but increases slightly when the conductivity
increases from 2806 to 28,060 S/m, indicating the ohmic polarization is no longer a major factor
limiting the cell performance when the anode conductivity is above 2806 S/m. For a fixed conductivity,
the current density increases with the increase of rib width. The increase of current density with the rib
width is quite large for the low conductivity of 280.6 S/m, but only moderate for the conductivity of
2806 and 28,060 S/m, indicating a conductivity of 2806 S/m is adequately high for the anode.

Figure 5e shows the current density increases with the increase of O2 electrode thickness, which is
opposite to the trend of the cathode shown in Figure 4f. The opposite trends imply that the major

76



Energies 2020, 13, 5468

polarization factors in the anode and cathode are different. The concentration loss is more influential
than the ohmic polarization in the cathode, while the ohmic polarization is much larger than the
concentration polarization in the anode. The thicker anode increases the difficulty of both the O2

diffusion and the current conduction along the electrode thickness direction. However, the current
passage through the narrow cross section of the electrode to the rib is the main ohmic polarization
loss. The increase of electrode thickness can reduce the major ohmic loss and improves the SOEC
performance, as observed experimentally [19]. For all the anode thicknesses considered, the current
density increases with the increased O2 electrode rib width, due to the reduced ohmic polarization by
the shorter conduction path.

As shown in Figure 5f, fixing the rib width, the SOEC performance decreases with the increased
anode ASR due to the increased ohmic loss. Meanwhile, the current density increases continuously
with the increase of rib width, independent of the ASR value, confirming the concentration loss is far
lower than the ohmic loss in the O2 electrode. The optimal rib width can be quite close to the whole
pitch size.

3.3. Analytical Expression of the Optimal Rib/Pitch Ratio on the H2 Electrode Side

From Figure 6, it can be seen that with the increase of pitch width, the optimal rib width increases,
while the optimal rib/pitch ratio (R) decreases. Furthermore, for a SOEC with pitch width 2 mm
and ASR 0.01 Ωcm2, the optimal rib width is 0.387 and 0.603 mm when loaded with applied voltage
1.6 and 1.2 V, increasing by 56%, so the influence of the applied voltage on optimal rib width cannot be
ignored. The specific voltage is meaningless, the possible influence factor is the total polarization loss
η = Vcell−Enerst. However, here the explored total polarization change is induced only by applied
voltage change. Combining the parameters sensitivity analysis above, it can be distinguished that ASR,
polarization loss and pitch width from all the parameters studied as the major factors affecting optimal
rib width. Here we take the rib/pitch ratio into consideration, and analytically express the relationship
between optimal rib/pitch ratio with pitch width, rib-electrode ASR, total polarization loss. Finally,
we get the expression for the applicable voltage range 1.2–1.6 V for SOEC. The optimal rib/pitch ratio
is denoted as R1.2V, R1.4V, R1.6V.

R1.2V = (−0.4294×ASR− 0.03264) × dpitch + (5.2165×ASR + 0.33022) (38)

R1.4V = (−0.3804×ASR− 0.02809) × dpitch + (4.7373×ASR + 0.27819) (39)

R1.6V = (−0.2994×ASR− 0.01684) × dpitch + (4.3912×ASR + 0.19651) (40)

Figure 6. Cont.
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Figure 6. The optimal H2 electrode rib width and rib/pitch ratio for different pitch width for the cell
voltage of (a,b): 1.2 V; (c,d): 1.4 V; (e,f): 1.6 V.

R can be expressed generally as R = (a1*ASR + a2) + (a3*ASR + a4). The total polarization for
SOEC with applied voltage 1.2, 1.4, 1.6 is 0.34, 0.54, 0.74, respectively. The four sets of coefficients are
listed in Table 2 and the relationship between the coefficients and η is displayed in Figure 7.

Table 2. Coefficient of R.

η a1 a2 a3 a4

0.34 −0.4294 −0.03264 5.1265 0.33022

0.54 −0.3804 −0.02809 4.7373 0.27819

0.74 −0.2994 −0.01684 4.3912 0.19651
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Figure 7. The relationship between coefficient a1, a2, a3, a4 and η.

By simplifying the relationship between a1, a2, a3, a4 and η, a1 = 0.325η − 0.54523, a2 = 0.0395η −
0.04719, a3 = −2.06325η + 5.89582, a4 = −0.33428η + 0.4488 are obtained to describe the relationship
between η and a1, a2, a3, a4 linearly. The synthetic expression of R considering the influence of pitch
width, rib—electrode ASR, and the total polarization is formulated as:

R = [(0.325× η− 0.54523) ×ASR + (0.0395× η− 0.04719)] × dpitch+

[(−2.06325× η+ 5.89582) ×ASR + (−0.33428× η+ 0.44882)]
(41)

It should be pointed out that in Equation (41), the units of ASR, η, dpitch are Ωcm2, V, mm,
respectively. Subsequently, the optimal rib can be formulated as:

drib,a = [(−2.06325× η+ 5.89582) ×ASR + (−0.33428× η+ 0.44882)] × dpitch

+[(0.325× η− 0.54523) ×ASR + (0.0395× η− 0.04719)] × dpitch
2 (42)

Here, drib,a (mm) is the optimal rib width obtained analytically. It should be noted that even
the drib,a (mm) is the quadratic function of dpitch, the coefficient for the first order term is an order of
magnitude larger than the quadratic term. Therefore, the relationship between optimal rib width and
pitch width is mainly linear.

To verify the reliability of Equation (42), two accuracy parameters are defined as

λ1 =
imax−n − imax−a

imax−n
(43)

λ2 =
drib−n − drib−a

drib− n
(44)
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where imax-n is the maximum current density corresponding to the optimal rib width drib-n obtained
numerically. imax-a is the maximum current density for the analytically predicted optimal rib width
drib-a. λ1, λ2 are defined to evaluate the effectiveness of the analytical expression for predicting optimal
rib width. Even the maximum margin of error for optimal rib width (λ2) is about 8.575%, the current
density for the analytically predicted optimal rib is only 0.14% different from the maximum current
density for the numerically attained optimal rib width. Hence, the cathode rib width predicted by
Equation (42) is sufficiently optimal.

4. Conclusions

We have developed a comprehensive mathematical model for the performance research of SOEC.
The impacts of the electrode rib widths on SOEC performance are systematically examined by varying
the contact resistance, fuel composition, electrode porosity, electrode thickness and electrode electric
conductivity. Different from rib width at the H2 electrode side, the optimal rib width at the O2 electrode
side is not so sensitive to ASR and other parameters. With the increase of rib width, current density
almost increases all the way, because the concentration polarization at the O2 electrode side is too
small, the ohmic loss induced by ASR is overwhelmingly greater than concentration loss. Nevertheless,
the current density increase rate decreases when rib width is large enough. More importantly, it finds
out three main factors affecting optimal rib width at the H2 electrode side: ASR at the rib–electrode
interface, the pitch width, and the applied cell voltage. Giving the pitch width and contact resistance,
the optimal rib width decreases with the increase of cell voltage. Giving the cell voltage and contact
resistance, the optimal rib width increases and the optimal rib/pitch ratio decreases with the increase of
pitch width. When ASR at H2 electrode side is in the range of (0.01, 0.05) Ωcm2, the optimal rib width at
the cell voltage of 1.4 V is in the range (0.511, 0.840), (0.637, 1.065), (0.736, 1.248) and (0.818, 1.410) mm
for the corresponding pitch width of 2, 3, 4 and 5 mm, respectively. Finally, an analytical expression
is proposed to formulate the relationship between the optimal rib width and total polarization loss,
ASR, and pitch width. The prediction error between the maximum current density obtained by
numerically and analytically optimal rib width is within 0.14%, proving the predictive ability of the
analytical expression.
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Abstract: In this age of human civilization, there is a need for more efficient, cleaner, and renewable
energy as opposed to that provided by nonrenewable sources such as coal and oil. In this sense,
hydrogen energy has been proven to be a better choice. In this paper, a portable graphite crucible
metal smelting furnace was used to prepare ten multi-element aluminum alloy ingots with different
components. The microstructure and phase composition of the ingots and reaction products were
analyzed by X-ray diffraction (XRD), scanning electron microscopy (SEM), and differential scanning
calorimetry (DSC). The reaction was carried out in a constant temperature water bath furnace at
60 ◦C, and the hydrogen production performance of the multi-element aluminum alloys in different
proportions was compared by the drainage gas collection method. The experimental results show
that the as-cast microstructure of Al–Ga–In–Sn aluminum alloy is composed of a solid solution of Al
and part of Ga, and a second phase of In3Sn. After the hydrolysis reaction, the products were dried at
150 ◦C and then analyzed by XRD. The products were mainly composed of AlOOH and In3Sn. Alloys
with different compositions react at the same hydrolysis temperature, and the hydrogen production
performance is related to the ratio of low-melting-point metal elements. By comparing two different
ratios of Ga–In–Sn (GIS), the hydrogen production capacity and production rate when the ratio is
6:3:1 are generally higher than those when the ratio is 7:2:1. The second phase content affects the
hydrogen production performance.

Keywords: low melting metal; Al-based alloy; metal smelting; hydrogen production

1. Introduction

With progress in science and technology, energy comes into focus for society in
terms of quality of life. As the carrier of carbon-free energy, hydrogen is not only the
lightest element but also the most abundant resource in nature. Hydrogen has a very
high calorific value of combustion and is a clean and efficient ideal energy source [1–9].
The hydrolysis of aluminum is an environmentally friendly reaction, and the products
are pollution-free. However, it is very easy to form a compact oxide film on the surface
of aluminum. Breaking the oxide film becomes a key breakthrough point for hydrogen
production [10–17]. Common methods include dissolving the oxide film in an acid alkaline
and neutral solution, and preparing an aluminum alloy by ball milling and by activating
it [18–22]. A common chemical hydrogen production method is to store the hydrogen in
a hydrogen storage tank and to then transport it. The quality of hydrogen accounts for
5–7% of the quality of the storage tank [23]. Hydrogen production from a metal ingot
reaction is not only more efficient but also more convenient for transportation and storage.
As one of the most common metal elements, aluminum has many advantages such as
low cost, abundant reserves, and good preservation. In particular, the alumina hydroxide
generated after an aluminum hydrolysis reaction not only is pollution-free but also can
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be reused [24]. Therefore, metal aluminum is the preferred raw material for hydrogen
production by hydrolysis.

A.V. Ilyukhina et al. [16] used a series of low-melting-point alloys based on the metal
gallium, such as Ga70-In30, Ga70-In25-Zn3, and Ga62-In25-Sn13, in an aluminum powder
alloying treatment. When the content of the liquid alloy in the alloy was 5–10 wt.%,
the hydrogen production performance of aluminum powder in 25 ◦C water had a small
relationship with the contents of the activator. However, the hydrogen production rate
decreased significantly when its content continued to decrease. The hydrolysis rate of
aluminum powder depends on the hydrolysis temperature. Fan et al. [18] prepared a type
of Al-Li powder alloy by mechanical ball milling. The maximum hydrogen production
rate of the alloy at room temperature was 233 mL/(min·g) and the maximum hydrogen
production was 743 mL/g. After that, the Al-5.3Ga-5.4Sn-2In-7.3Zn alloy was prepared by
ball milling. The hydrogen production of aluminum alloy powder reached 770 mL/(g·Al)
within 7 min, and the hydrogen production rate reached 77.3%. Gai et al. [22] studied the
reaction of pure aluminum with different particle sizes and water at different temperatures.
For a certain reaction temperature, the smaller the particle size, the greater the possibility of
reaction. M.C Roul [19] proposed an activation mechanism of Al-X alloy (X = Zn, Hg, or In)
that is the well-known aluminum alloy dissolution–redeposition mechanism, which became
the theoretical basis of aluminum alloy activation mechanisms.

This experiment mainly uses alloying to treat metal aluminum. This method is based
on adding low-melting-point metals, such as Ga, In, Sn, Ca, Mg, Zn, Bi, etc. The main
reason for choosing an alloying method is that this method can hydrolyze metal aluminum
in neutral solution or aqueous solution with a pH value close to neutral, which can
significantly improve the activity of aluminum. For alloying methods, common treatment
methods are ball milling and the smelting method; this experiment chooses the smelting
method because the smelting method has the following advantages over the ball mill
method: 1. The operational method is simple. 2. It has a small material loss during the
experiment. 3. The precision of alloy composition is easy to control. 4. It is easier to control
the hydrolysis speed during the hydrolysis process. 5. An alloy produced after ball milling
is not easy to preserve and even has safety risks [25–28]. The alloy block after smelting
and casting is easier to preserve. Only aluminum itself participates in the reaction, and the
low-melting-point metal can be collected and reused after the reaction. This method greatly
reduces the cost of preparing hydrogen, which is of great help to the development of
hydrogen production by aluminum hydrolysis and has more scientific and practical value.

This article is improved based on the above research. The experiment uses a portable
graphite crucible metal melting furnace, and continuously inert gas is introduced into
the melting furnace to prevent oxidation. In such experimental conditions, to achieve
a high rate of hydrogen production and to obtain ideal hydrogen production, a multi-
element aluminum alloy was formed by adding low-melting-point metals (Ga, In, and
Sn) in different proportions. Then, the content of aluminum in the alloy is changed
to compare the influence of alloy composition on hydrogen production. Then, X-ray
diffraction (XRD), differential scanning calorimetry (DSC), scanning electron microscopy
(SEM), and other characterization methods are used for correlation analysis and to further
study the phenomena involved.

2. Materials and Methods

2.1. Alloy Preparation

This study used a portable graphite crucible metal smelting furnace to prepare multi-
ple aluminum alloys. The raw materials were industrial pure Al plates (99.99%), Ga blocks
(99.99%), In particles (99.99%), and Sn particles (99.99%). The melting points of the metals
are shown in Table 1.
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Table 1. The melting points of the metals.

Materials Al Ga In Sn

melting point (◦C) 660.00 29.76 156.61 231.89

In the experiment, 10 types of Al-Ga-In-Sn aluminum alloy ingots with different
composition ratios were prepared using the metal smelting method (sample numbers 1–10).
We weighed a total of 20 g of different alloying elements and mixtures of different mass
ratios into a custom-sized cylindrical quartz crucible and then put the quartz crucible
into the melting furnace, continued to pass CO2 into the furnace, and set the melting
temperature of the melting furnace to 850 ◦C. The smelted alloy ingots were placed in
sealed sample bags, and these sample bags were placed in a large amount of discolored
silica gel particles to reduce oxidation. If necessary, we cut the ingot appropriately to obtain
the appropriate size for later experiments. The alloy chemical compositions for experiment
are shown in Table 2.

Table 2. Alloy compositions used for experiments.

Specimen No.
Element (wt.%)

Al Ga In Sn

1# 50 35 10 5
2# 60 28 8 4
3# 70 21 6 3
4# 80 14 4 2
5# 90 7 2 1
6# 50 30 15 5
7# 60 24 12 4
8# 70 18 9 3
9# 80 12 6 2

10# 90 6 3 1

2.2. Observation of Phase Structure and Microstructure

The Merlin Compact scanning electron microscope (SEM) and the OXFOFD energy
spectrometer (EDS) attached to a microscope were used to analyze the microstructure and
composition of the alloy ingot and the product after the hydrolysis reaction. In addition,
SmartLab (9 kW) X-ray diffraction for phase analysis was used, with Cu Kα as the radiation
source, while other details were as follows: the scanning speed was 10–80◦, the step
size was 0.2◦, and the acquisition and scanning speed was 10◦/min. The thermodynamic
monitoring and analysis of alloy ingots were analyzed by a Setaram Evolution 2400 thermal
analyzer (TG-DSC). The measurement temperature range was 23–615 ◦C, and the scanning
speed was 5 ◦C/min.

2.3. Test on Hydrolysis Performance of Aluminum Alloy

The test can be described as follows. We put 200 mL of tap water into a three-necked
flask with a volume of 500 mL, placed it in an electronic constant temperature water bath
furnace, and set the temperature of the water bath furnace to 60 ◦C. We cut out a 1 g sample
and put it in the flask, then used the drainage method to calculate the amount of hydrogen
generated, used an electronic weighing accuracy of 0.01 g to weigh the collected water,
and used Equation (1) to convert the volume of hydrogen. The proportion of the sample
was measured 3 times under certain conditions, and the final average value was taken. A
schematic diagram of the hydrogen production reaction device is shown in Figure 1.
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Figure 1. Schematic diagram of hydrogen production performance test device.

In reaction Equation (1), V is the volume of hydrogen generated, m is the mass of
discharged water, and ρ is the density of water. We used Equation (2) to calculate the
hydrogen production conversion rate of the alloy at different ratios. In the formula, R1 is
the hydrogen production conversion rate, V is the actual hydrogen production volume, and
VT is the theoretically calculated hydrogen production volume. The volume of 1 mol H2 in
standard state is 22.4 L, and the volume of H2 produced by 1 g of aluminum is 1245 mL.
The experiment was carried out at room temperature and atmospheric pressure (1 atm
and 25 ◦C), and the volume of 1 mol H2 under this condition was 24.45 L. The theoretical
volume was 1358.4 mL of H2 produced by 1 g of aluminum.

V = m/ρ, (1)

R1 = V/VT × 100%, (2)

The hydrogen production performance data were taken from the average of three
experimental data, and the changes in hydrogen production and hydrogen production
rate of multi-element aluminum alloys under different proportions were explored and
rationally analyzed. After the reaction, the reactant obtained was dried in a drying oven at
150 ◦C before proceeding to the next step of analysis.

3. Results and Discussion

3.1. SEM Observation and Analysis

In order to study the microstructure of the alloy ingots, scanning electron microscopy
and energy spectrum tests were carried out on the multi-element aluminum alloy ingots
with different proportions. The sample was highly active and easily oxidized, so it needed
to be quickly put into the sample table and vacuumed. It can be seen from Figure 2 that,
under the microscopic conditions, when the proportion of Ga-In-Sn (GIS) is 50 wt.%, the
surface structure appears granular. As the proportion of low-melting-point metals in the
alloy decreases, the alloy surface becomes less grainy and the surface becomes smoother
dense and slatted. As the alloy is solidified and formed after natural cooling in the molten
state, a large amount of internal stress in the alloy leads to a fracture of the alloy during the
nucleation process, resulting in a large number of voids and cracks in the alloy.
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Figure 2. Scanning electron microscopy (SEM) image at 5000× of the aluminum alloy when the ratio
of Ga-In-Sn is 7:2:1 and 6:3:1: (a) 50 wt.%Al-50 wt.%Ga-In-Sn (GIS) (7:2:1), (b) 50 wt.%Al-50 wt.%GIS
(6:3:1), (c) 80 wt.%Al-20 wt.%GIS (7:2:1), and (d) 80 wt.%Al-20 wt.%GIS (6:3:1)).

It can be seen from the EDS surface scan results in Figure 3 that a large amount of
off-white low-melting alloy phases are scattered on the grain boundary surface of the
alloy. Its main component is composed of low-melting-point metal Ga, followed by a small
amount of In, Sn, and Al. Combined with the EDS surface scan, it can be observed that
the distribution of elements in the alloy is relatively uniform, but there is still a certain
degree of segregation. One of the main reasons for this phenomenon is that the solubility
of the alloy decreases in the solid state. According to the alloy phase diagram, the degree
of intermetallic compound formation is limited. Therefore, segregation occurs in a local
area of the alloy. The second reason is that only a small amount of low-melting-point
metal forms a solid solution with Al when the temperature drops. Large amounts of Ga,
In, and Sn exist in the α-Al phase as segregation. According to Figure 2d, in addition to
the spherical low-melting-point alloy phase, there are other alloy phases with different
sizes. There are also a lot of low-melting metals in the gap. The main reason for the
above phenomenon is that the metal aluminum solidifies in the form of dendrite during
solidification. At the same time, the low-melting-point metal has limited solid solubility
in aluminum, which leads to the liquid low-melting-point metal being squeezed into the
cracks of aluminum grain. With the continuous decrease in temperature, the gap phases of
different sizes are solidified and precipitated out. The size and shape of the gap phase are
related to the proportion of low-melting-point metal in the alloy. The larger the proportion
is, the more brittle the alloy, the more easily it is broken, and the larger the size of the
gap phase.
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Figure 3. Scans of 80 wt.%Al-20 wt.%GIS (6:3:1) EDS surface of the alloy: (a) SEM diagram of the aluminum alloy at 10,000×,
(b) EDS hierarchical image, (c) Al layer, (d) Ga layer, (e) In layer, and (f) Sn layer.

The microstructure of the reaction product after the hydrolysis reaction is shown
in Figure 4. Observation at 1000× times shows that the morphology of the hydrolyzed
product is lamellar, agglomerating together in a massive form. Compared with the alloy
particles before the reaction, the degree of fragmentation is increased and a large amount of
the internal structure of the particles is dispersed due to progress in the hydrolysis reaction,
showing the shape of needles and phosphorus flakes. At a high magnification of 10,000×,
it can be observed that the hydrolyzed product has a large number of pores, which may be
due to the release of a large amount of hydrogen from the aluminum–water reaction.
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Figure 4. SEM images of the 50 wt.%Al-50 wt.%GIS (6:3:1) reaction product at (a) 1000× and (b)10,000×.

3.2. XRD Examination

Figure 5 is the XRD pattern of two groups of ingots with different GIS ratios. It can
be seen from the figure that there are three characteristic peaks, and the four sharper
characteristic peaks are characteristic peaks of Al, the strength of which is significantly
higher than that of other phases. There is no obvious characteristic peak of Ga because Ga
enters into the lattice of Al to form a solid solution. The characteristic peak is covered by
the characteristic peak of Al. With the increase in Ga content, the characteristic peak of
Al has an obvious phenomenon of left deviation. The peaks of In3Sn and In are relatively
weak. When the ratio degree of In-Sn is 3:1, it is concluded that there are more second
phases on the alloy surface according to SEM diagram observation and EDS component
analysis, and the second phase is In3Sn combined with the XRD results. When the ratio
of In-Sn is 2:1, the characteristic peak of In3Sn cannot be detected but the characteristic
peak of weak In can be detected. After hydrolysis reaction, some spherical droplets can be
observed after the hydrolysate is dried. Therefore, the hydrolysate was further analyzed by
X-ray diffraction, and the results are shown in Figure 6. The obvious characteristic peak of
In3Sn can be seen in the figure, which proves that the liquid alloy phase does exist in this
aluminum alloy. It is because of this liquid alloy phase that aluminum can be continuously
solvated in liquid phase. Finally, it can diffuse freely and be transported to the surface of
the alloy to make contact with water to produce hydrogen by hydrolysis reaction.

Figure 5. Alloy ingot X-ray diffraction (XRD) with different GIS contrasts.
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Figure 6. GIS XRD map of hydrolysate at 6:3:1.

Different drying products were generated from aluminum alloy hydrolyzed products
at different drying temperatures. Al(OH)3 was generated when the drying temperature
was lower than 72 ◦C. The drying product is AlOOH in the range of 72–172 ◦C. When
the drying temperature is greater than 172 ◦C, the hydrolysis product is Al2O3. In this
experiment, the drying temperature was 150 ◦C, so the characteristic peak detected by
X-ray diffraction was AlOOH.

3.3. DSC Analysis of Alloy Ingot

Figure 7 shows the DSC heating curve of Sn alloy samples with the ratio of 80 wt.%Al-
12 wt.% Ga-6 wt.%In-2 wt.%Sn alloy. The test temperature range was 23–615 ◦C, and the
heating rate was 20 ◦C/min. During the heating process, the alloy has an endothermic
peak due to melting at the melting point. In the figure, a small endothermic peak can
be observed around 30 ◦C. According to the Al-Ga binary phase diagram, the eutectic
temperature of the Al-Ga binary alloy is 26.6 ◦C. The temperature here is close to the
eutectic temperature of the Al-Ga binary alloy. The phase transition occurred in 46 ◦C
alloy, and it is speculated that the liquid phase is eutectic formed by gallium, indium,
and tin alloy with a low melting point. After that, there is a weak characteristic peak at
142 ◦C. According to a In-Sn binary phase diagram, the melting point range of In3Sn is
relatively large, which is about 120–143 ◦C. Combined with EDS component analysis and
XRD analysis, it is concluded that the characteristic peak should be caused by the formation
of intermetallic compound In3Sn. As the temperature rises, there is no obvious change
from 200 ◦C to 500 ◦C until an obvious endothermic peak appears at 605 ◦C. A more sharp
peak corresponds to the melting point value of the alloy, which should be the melting point
of the aluminum-based solid solution.

3.4. Analysis of Alloy Hydrogen Production Performance

Woodall et al. [29] first studied the optimization of the hydrogen production perfor-
mance of aluminum alloys using low-melting point metals and proposed the diffusion
activation mechanism of aluminum alloy ingot hydrolyzed to produce hydrogen. The
essence of the mechanism is the eutectic reaction between the low-melting-point metal,
with aluminum as the driving force. The aluminum atoms at the grain boundaries are
wrapped by the liquid metal, resulting in the rupture of the dense oxide film, which can
contact water and undergo a hydrolysis reaction. The low-melting-point metal does not
participate in this process. The hydrolysis reaction produces a concentration difference with
the continuous consumption of aluminum, and the unreacted aluminum atoms continue
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to diffuse from the aluminum lattice into the liquid alloy until the aluminum is basically
consumed by the hydrolysis reaction. The quantity and rate of hydrogen production are
two important indexes to measure the hydrogen production performance of alloys.

In order to test the effect of changing the ratio degree of low-melting alloy and
increasing the content of the second-phase In3Sn on the hydrogen production performance,
the hydrolytic hydrogen production test was carried out on the multi-component aluminum
alloy with different contents in a constant temperature water bath at 60 ◦C. Figure 8 is the
comparison diagram of the hydrogen production performance of aluminum alloy under
different metal ratios at low melting points.

Figure 7. Temperature rise curve of differential scanning calorimetry (DSC) of alloy samples.

Figure 8. Comparison of the hydrogen generation performance of Al-Ga-In-Sn alloys: (a) hydrogen
production comparison with GIS ratio 7:2:1, (b) hydrogen production comparison with GIS ratio
6:3:1, (c) hydrogen production rate comparison with GIS ratio 7:2:1, and (d) hydrogen production
rate comparison with GIS ratio 6:3:1.
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Figure 8a–d show the hydrogen yield and hydrogen production rate curves of different
Al contents hydrolyzed in water at 60 ◦C when the ratios of GIS (Ga-In-Sn) are 7:2:1 and 6:3:1.
As can be seen from Figure 8a,c, when GIS is 7:2:1, hydrogen production and hydrogen
production rate are the highest when Al content is 80%, and only when Al content is 80%
and 90%, the reaction is basically complete within 20 min while the reaction time of other
contents is relatively long. In Figure 8b,d, the GIS is 6:3:1. According to previous detection
and analysis, when In and Sn exist in the alloy at a ratio of 3:1, the possibility and content of
the second-phase In3Sn are improved. It can be clearly observed in the figure that, although
the change in Al content in the alloy affects the proportion of low-melting-point alloy in
the multi-alloy, the alloy basically reacts completely within about 20 min. Compared with
the influence of the proportions of two different low-melting metals on Al content of 90%,
the low-melting metals only accounted for 10% at this time. When the GIS was 7:2:1, the
hydrogen production was reduced and the hydrogen production rate was only 80.96% due
to the decrease in low-melting metal content. The maximum hydrogen production rate
was up to 157 mL/g min and the hydrogen production rate was up to 97.99% when GIS
was 6:3:1.

Figure 9a,b are the comparison diagrams of hydrogen production and hydrogen
production rate when the Al content is 50% and the Al content is 90% under different GIS
ratios. It can be seen from the figure that the hydrogen production, hydrogen production
rate, and maximum hydrogen production rate when the GIS ratio is 6:3:1 are significantly
higher than those when GIS ratio is 7:2:1, regardless of the proportion of low-melting
point metal in the alloy being the highest (50 wt.%) or the lowest (10 wt.%). Considering
the improvement in hydrogen production performance and the reduction in production
cost, In and Sn can be used to share the cost of expensive Ga when the GIS ratio is 6:3:1.
Under these conditions, aluminum can be hydrolyzed sufficiently even if the content of
low-melting-point metal is reduced, so that the whole reaction can reach a faster reaction
rate and can obtain the ideal hydrogen production rate.

Figure 9. Comparison of hydrogen production performance of Al50 and Al90 at different GIS ratios: (a) hydrogen production
comparison chart and (b) hydrogen production rate comparison chart.

4. Conclusions

It is a safer and more environmentally friendly hydrogen production technology to
hydrolyze aluminum after alloying. High purity hydrogen is not only a good alternative
to fossil fuels but also an ideal hydrogen source for fuel cells. It is an important research
direction to produce hydrogen immediately and to supply hydrogen on demand. In this
work, multi-element aluminum alloy was smelted in a portable metal smelting furnace
with CO2 continuously introduced, in which the ratios of low-melting-point metals Ga,
In, and Sn were 7:2:1 and 6:3:1. The alloy ingot was hydrolyzed in a constant temperature
water bath furnace at 60 ◦C within 24 h after melting and casting. The hydrogen production
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properties of the alloys with different proportions were compared. Combined with SEM,
EDS, XRD, and DSC for further analysis, the observation results are as follows:

(1) While using low-melting-point metals Ga, In, and Sn to improve the hydrogen pro-
duction performance of aluminum hydrolysis, changing the proportion degree of
low-melting-point metals can effectively improve the hydrogen production amount
and rate.

(2) Combining the results of scanning electron microscopy and X-ray diffraction, the
following conclusions can be drawn: when the ratio of In and Sn in the alloy is 3:1,
the occurrence probability and content of the alloy phase In3Sn can be effectively
improved.

(3) When GIS is 7:2:1, because of the decrease in metal content at low melting point, the
alloy phase that can promote hydrolysis reaction cannot be formed better, resulting
in a reduction in hydrogen production far below the theoretical value. However,
when GIS is 6:3:1, the maximum instantaneous hydrogen production rate is up to
157 mL/(g min) and the hydrogen production efficiency is very close to the theoreti-
cal value.
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Abstract: The cost of the hydrogen value chain needs to be reduced to allow the widespread
development of hydrogen applications. Mechanical compressors, widely used for compressing
hydrogen to date, account for more than 50% of the CAPEX (capital expenditure) in a hydrogen
refueling station. Moreover, mechanical compressors have several disadvantages, such as the presence
of many moving parts, hydrogen embrittlement, and high consumption of energy. Non-mechanical
hydrogen compressors have proven to be a valid alternative to mechanical compressors. Among these,
electrochemical compressors allow isothermal, and therefore highly efficient, compression of hydrogen.
On the other hand, adsorption-desorption compressors allow hydrogen to be compressed through
cooling/heating cycles using highly microporous materials as hydrogen adsorbents. A non-mechanical
hybrid hydrogen compressor, consisting of a first electrochemical stage followed by a second stage
driven by adsorption-desorption of hydrogen on activated carbons, allows hydrogen to be produced
at 70 MPa, a value currently required for the development of hydrogen automotive applications.
This system has several advantages over mechanical compressors, such as the absence of moving
parts and high compactness. Its use in decentralized hydrogen facilities, such as hydrogen refueling
stations, can be considered.

Keywords: hydrogen storage; hydrogen compression; non-mechanical compressors; electrochemical
compressors; activated carbons

1. Introduction

According to the US Energy Information Administration, the breakdown of total world energy
consumption by sector in 2018 was 33% for industry, 33% for transportation, 24% for the residential sector,
and 10% for services [1]. In recent years, energy demand related to the transport sector has risen
dramatically, from 26% in 2012 to 33% in 2018, and a further increase is expected. Globally, about 95% of
vehicles currently use petroleum-based fuels, which partly explains the above-mentioned trend. Indeed,
the demand for oil in industrialized countries, where the number of vehicles is growing exponentially
every year, has increased from 56% to 72% during the last decade [2]. On the other hand, coal is
expected to remain the predominant fuel for other energy applications, primarily power generation,
for a long time to come. Nevertheless, the uncontrolled use of fossil fuels cannot continue indefinitely,
due, at least, to environmental reasons and the need to fight climate change.

In addition, irreversible environmental issues will be inevitable if the global energy scenario
continues to rely on fossil fuels for a long time. CO2 emissions have increased significantly in recent
years, reaching 34 Mt per year, 40% higher than in 2010 [3]. The main consequence is the intensification
of the greenhouse effect on our planet, and with it the increase in its average temperature. Indeed,
Earth’s average temperature has increased by just over 1 K since 1880. Two thirds of global warming
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has occurred since 1975, at a rate of about 0.15–0.20 K per decade [4]. At this rate, global warming will
be detrimental to ecosystems and human health, as infectious diseases will emerge due to the warmer
and wetter environment.

For all the aforementioned reasons, the search for energy sources that could be both environmentally
friendly and limitless is currently in great demand. The use of hydrogen as an energy vector fits
perfectly into this framework, especially if it is produced from renewable sources. Indeed, hydrogen is
a clean energy vector, and it is advocated as a serious candidate to replace fossil fuels, especially in the
transport sector. Stationary hydrogen storage can also be envisaged as a guarantee of energy supply in
the event of power grid failure or fluctuations in wind and solar energy. Indeed, the intermittency of
renewable energy sources implies their storage in efficient and reactive storage systems, giving rise
to the concept of smart grids. In this framework, power-to-hydrogen systems use expanding and
inexhaustible renewable energy resources to power electrolyzers, producing hydrogen from water [5,6],
thus reducing the load on the electricity grid and the risk of power outages [7]. Thus, electricity can
be used to produce hydrogen by water electrolysis, and electrical energy can be produced by using
hydrogen in fuel cell systems.

Since hydrogen is widely used in industry for the production of ammonia and the hydrogenation
of petroleum products, the hydrogen sector, which includes production in decentralized facilities,
storage and distribution, is already mature. However, the potential benefits of hydrogen as a fuel can
be realized once storage methods are optimized and an efficient and safe distribution infrastructure is
in place. In this context, the storage of hydrogen requires its compression. Mechanical compressors
(piston, diaphragm, linear, and ionic liquid compressors), which are universally used for the
compression of all gases, are not very suitable for the specific case of hydrogen. Research on
new compression technologies, such as non-mechanical hydrogen compressors (metal hydrides,
electrochemical, and adsorption-desorption compressors) is thus highly demanded, particularly with
regard to the development of decentralized infrastructure for the production and use of hydrogen
in situ.

2. Hydrogen as a Fuel

Hydrogen could play a key role in this critical scenario, as it could promote the development
of new, innovative, and environmentally friendly solutions for energy use, which could lead to a
transition towards divestment from fossil fuels [8]. Hydrogen has the highest gravimetric energy
density among all non-nuclear fuels, i.e., 33 kWh kg−1 (based on the net calorific value). In comparison,
the gravimetric energy density of gasoline is 13 kWh kg−1, which is three times less than that of
hydrogen. Nevertheless, the density of hydrogen is very low and equal to 0.089 g L−1 at 298 K and
1 atm. This means that hydrogen exhibits the lowest volumetric energy density among the commonly
used fuels, i.e., 0.003 kWh L−1 (compared to around 10 kWh L−1 for gasoline). Therefore, the realization
of an efficient and practical hydrogen storage system is a significant challenge. Approximately 11,000 L
would be required to store 1 kg of hydrogen or 33 kWh of energy. On the contrary, 1 kg of gasoline is
stored in a volume of 1.3 L under the same conditions (considering a density of 775 g L−1), which is
four orders of magnitude less than what is expected for hydrogen. Several ways of increasing the
volumetric energy density of hydrogen are currently available, and will be discussed in the next section.

The only reaction product of hydrogen combustion in air is water, which is one of the most
important advantages over fossil fuels in terms of environmental impact. The hydrogen diffusion
coefficient in air, 0.62 cm2 g−1, is four times higher than that of natural gas. As a result, hydrogen
dilutes very quickly in air, which is undoubtedly a safety advantage. Similarly, hydrogen flames
are extinguished faster than those of gasoline or natural gas because hydrogen has a relatively high
laminar flame velocity compared to other fuels (265–325 cm s−1). However, the flammable limits for
the percentage by volume of hydrogen in air at atmospheric pressure are 4% and 75%. In addition,
hydrogen–air mixtures can ignite with a very low energy input, of one-tenth that required to ignite a
gasoline–air mixture.
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Hydrogen is the most abundant element in the universe, but its exhaust velocity is so high that
it is not retained in the Earth’s atmosphere. However, underwater exudations of natural hydrogen
have recently been discovered, as well as the existence of geological structures from which large flows
of natural hydrogen are released. Despite this, hydrogen used in the industrial sector is currently
produced from fossil and renewable sources by various synthesis methods (Figure 1). The most widely
used methods, based on mature technologies, are steam reforming of natural gas and partial oxidation
of hydrocarbons. Nevertheless, these methods also produce large amounts of greenhouse gases and
are therefore not environmentally friendly [9]. For this reason, methods for producing hydrogen from
renewable sources have been developed in recent years, making a significant contribution to sustainable
development. Among these, water electrolysis has proven to be a valid solution, since it allows the
production of hydrogen from water [10]. Whenever electricity is available at low cost, water electrolysis
is already used worldwide for industrial applications of a few MW. However, the production of
hydrogen by water electrolysis costs about USD 4–8 kg−1 (for the specific case of polymer electrolyte
membrane technology), which is around four times more expensive than the steam reforming method,
i.e., USD 1.3 kg−1 [11]. Hydrogen production from biomass through supercritical water gasification
and fermentation processes is also considered a sustainable alternative to hydrogen synthesis from
fossil fuels [12,13]. However, the hydrogen production cost, about USD 3.5 kg−1 for a biomass price of
USD 100 tons−1, is still too high to represent a real alternative to steam reforming [14]. Solar energy is
also another sustainable and environmentally friendly way to produce hydrogen [15–18]. Solar-driven
high-temperature steam electrolyzers were found to produce pure hydrogen with a rate of 1.2 g s−1,
with an efficiency of around 25% [16]. Renewable hydrogen can also be generated by solar-driven
water splitting. However, the search for stable and efficient photoelectrodes with reasonably higher
photocurrent densities is required before commercialization [19].

According to statistics reported by the International Energy Agency, approximately 70 Mt of
hydrogen are produced worldwide each year [20], of which 96% is produced from fossil fuels.
The lowest cost of hydrogen production, USD 1.3 kg−1, is obtained by steam reforming of natural gas.
This value is not significantly different from the production cost of liquid fuels used today, such as
gasoline (the average global price of gasoline in May 2020 was USD 0.92 L−1 [21]). This low cost is due
to the fact that 55% of the hydrogen is produced to synthesize ammonia in a very mature process that
has been used for 100 years [22].

The biggest drawback of the hydrogen value chain is in the storage, transportation and
distribution stages, which increase the price of hydrogen at the pump to USD 8–10 kg−1 [23]. Indeed,
the hydrogen refueling station, including storage systems, can account for more than 75% of the final
hydrogen pump price [24].
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Figure 1. Global hydrogen production and consumption.
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3. Hydrogen Storage for Automotive Applications

The low volumetric energy density of hydrogen is a critical feature in automotive applications.
Indeed, hydrogen vehicles will have to represent a concrete alternative to conventional internal
combustion engine vehicles to allow global commercialization. This means that at least 5 kg of
hydrogen must be stored to cover a distance of 500 km; hence, only a tank volume of 61,000 L may
allow this at 298 K and 1 atm. Nevertheless, technical solutions to reduce this huge volume exist,
as discussed below.

3.1. Compressed Hydrogen Tanks

Compression is the most widely used methods to allow efficient storage of hydrogen, although it
is not the cheapest approach [25]. The main effect of gas compression is to increase its density. Indeed,
a density of 42.9 g L−1 is obtained by compressing hydrogen to 70 MPa and 298 K, which results in
an increase in density of four orders of magnitude compared to the density at ambient conditions.
Hence, 1 kg of hydrogen can be stored in a volume of approximately 23 L under the above-mentioned
conditions. There are already hydrogen vehicles equipped with 70 MPa pressure tanks [26], which are
capable of covering a distance of 500 km with 5 kg of hydrogen on board.

High-pressure hydrogen storage requires special tanks, which can both withstand hyperbaric
conditions and prevent metal embrittlement by the hydrogen molecules. To this end, four different
types of high-pressure tanks are currently used. The performance of a high-pressure tank is usually
expressed by the performance index [27], i.e., the product pressure × volume × mass−1 (Figure 2).
Type IV tanks are the most widely used to store hydrogen at very high pressure, as they ensure the best
performance [28]. These tanks are made of carbon fiber, which reduces the weight of the storage system.
Furthermore, a polymer inner lining prevents leakages. The cost of a type IV tank is around USD
14.75 kWh−1 when considering a manufacturing rate of 500,000 tanks per year [29]. On the contrary,
types I and II are metal tanks and their use on-board is therefore difficult to envisage due to their
high weight. Finally, type III tanks are made of composite materials, with an inner lining of aluminum,
which makes them heavier than type IV tanks.
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Figure 2. Different typologies of high-pressure hydrogen tanks and their performance indexes
(adapted from [27]).

Although compression has proven to be an efficient solution for the storage of hydrogen, it has
to be taken into account that it requires energy to take place. Therefore, 5% and 15% of the energy
of hydrogen is consumed when it is compressed at 35 MPa and 70 MPa, respectively [30]. Thus,
the amount of energy required increases with the pressure. This means that an energy cost equal to

98



Energies 2020, 13, 3145

5 kWh is required to compress 1 kg of hydrogen to 70 MPa, whereas the gravimetric energy density of
hydrogen is 33 kWh at atmospheric pressure.

3.2. Liquid Hydrogen

The density of liquid hydrogen, i.e., 70.8 g L−1 at atmospheric pressure, is 40% higher than
compressed gaseous hydrogen at 70 MPa, further reducing the size of the storage system. Indeed,
1 kg of liquid hydrogen is stored in a volume of 13.6 L, whereas it takes 23 L to store the same amount of
gaseous hydrogen at 70 MPa. Nevertheless, special tanks are required to store liquid hydrogen at 20 K,
as they must provide efficient thermal isolation to minimize losses due to hydrogen evaporation.
Such losses are estimated to be about 1–5% per day [31]. Cryogenic tanks are made of an inner and
outer lining, comprising an empty layer and several aluminum sheets alternated with glass fibers to
prevent heat transfer, including radiation. Heat transfer within a cryogenic tank can also be minimized
by increasing the volume-to-surface ratio, as in the case of spherical tanks. Evaporation of hydrogen
causes an increase in pressure inside the cryogenic tank, and thus requires depressurization procedures
by periodic evacuation. Therefore, additional hydrogen losses have to be taken into account [32].

Liquid hydrogen tanks can store approximately 8 kg of hydrogen in volumes of 120 L. However, the
production of liquid hydrogen is quite expensive. Around 10 kWh kg−1 are required to liquefy hydrogen,
i.e., 30% of the hydrogen chemical energy [33]. In addition, the capital expenditure (CAPEX) of industrial
plants for hydrogen liquefaction is relatively high. A significant reduction in this cost could be achieved
by increasing the production of liquid hydrogen from the current capacity of 5 tons per day to 150 tons
per day [34] in the framework of centralized production.

3.3. Solid Storage in Metal Hydrides

Large hydrogen storage capacities, even higher than those generally obtained with compressed or
liquefied hydrogen, can be achieved by absorption of hydrogen in metal hydrides. Indeed, up to 100 g
of hydrogen per L can be stored in metal hydrides (in the specific case of MgH2), whereas 8.3 g per L
and 70.8 g per L can be stored by compression at 15 MPa and liquefaction, respectively [35].

The storage of hydrogen in metal hydrides occurs by absorption, i.e., a volume phenomenon
that involves the formation of chemical bonds between the hydrogen molecules and those of the
substrate (chemisorption). Hydrogen storage capacities up to 7.6 wt.% have been obtained with
Mg-based hydrides, e.g., MgH2 [36]. Furthermore, the kinetics of hydrogen absorption and desorption
reactions in metal hydrides have been shown to be fully reversible [37]. Nevertheless, very high
temperatures, even above 573 K, may be required to cause hydrogen desorption, which is one of the
main disadvantages of hydrogen storage in metal hydrides [38]. The United States Department of
Energy (DOE) has established that hydrogen storage capacities equal to or greater than 6.5 wt.% must
be provided by a metal hydride system. This value takes into account both the weight of the storage
material and that of the entire system, which comprises all supporting components and auxiliary
systems. Hence, systems based on metal hydrides are unlikely to meet this target at present. Moreover,
desorption temperatures between 333 and 393 K are demanded to consider the metal hydrides storage
systems for commercialization [39]. Such a high desorption temperature is due to the high binding
energy between the hydrogen and metal atoms, which can reach 60–100 kJ mol−1 [40]. In addition,
absorption and desorption kinetics can be slow, with desorption times that can exceed 60 min (e.g., in
the case of Mg-Al2O3) [36].

Intermetallic hydrides of the AB5 composition (with A = rare earth metal and B = Ni or Co) have
shown excellent performance as reversible chemical storage media of hydrogen gas. Particularly
attractive behaviors were found for LaNi5H6.7, as it is formed at pressures slightly above atmospheric
pressure with a desorption temperature close to 293 K [41]. Nevertheless, the virtually achievable
reversible hydrogen storage capacities of most intermetallic hydrides do not exceed 2 wt.% (1.5 wt.%
for AB5 hydrides, 1.8 wt.% for AB2, and 2 wt.% for BCC alloys [41]). Since metal hydrides are
relatively heavy, the weight ratio of stored hydrogen to the total storage system can be as low
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as 1–3% [42]. In addition, hydrogen absorption in metal hydrides is an exothermic phenomenon,
which requires efficient cooling of the entire tank. Despite these latter drawbacks, hydrogen storage
in metal hydrides remains particularly advantageous in terms of safety. Indeed, the hydrogen
pressure inside a metal hydride tank is generally much lower than that reached in pressurized tanks,
thus minimizing the risk of leaks [43]. For this reason, hydrogen storage in metal hydrides has proven
to be an appropriate solution for short-distance vehicles such as scooters, golf carts, and electric bikes.
Moderate quantities of hydrogen are required in this case, thus metal hydrides with low desorption
temperature, such as the Ti-based hydrides (AB2-type) are a suitable solution [44]. Furthermore, metal
hydride storage systems are very compact, making them even more suitable for short distances. For the
storage of hydrogen on board fuel cell vehicles (FCV), “distributed hybrid hydrogen storage vessels”
have recently been proposed, in which hydrogen is stored both in hydride materials and in pressurized
tanks [45]. The hybrid concept benefits from both a higher storage capacity than its single metal
hydrides counterpart and better thermal management. Moreover, it is more flexible and ensures a
quick response to transient working conditions (such as acceleration or vehicle start-up).

3.4. Solid Storage in Microporous Materials

Hydrogen can interact with the surface of several microporous materials through weak Van der
Waals forces, forming a monolayer. The interaction energies involved are very low, of the order of
0.01–0.1 eV [46], which means that no chemical bonds are generated between the hydrogen molecules
and the surface of the microporous materials. This interaction is a completely reversible process,
also known as “physisorption”. Several materials have been shown to have increased adsorption
capacities, such as carbon-based materials (i.e., activated carbons, carbon nanotubes, and fullerenes),
zeolites, metal organic frameworks (MOFs), and certain types of polymers [47–51]. Physisorption
allows large hydrogen storage capacities to be reached. Indeed, it is generally assumed that the density
of adsorbed hydrogen can be approximated to the density of liquid hydrogen, i.e., 70 g L−1, when the
temperature is lowered to 77 K [52]. Hence, the use of adsorption on microporous materials instead
of pure compression would give a volume gain of around 22% to the hydrogen storage system [53].
This advantage can be achieved in particular in the pressure range from 5 to 20 MPa [54].

The amount of hydrogen adsorbed on microporous materials is approximately proportional to their
specific surface area, i.e., their micropore volume, but also depends on the size distribution and average
width of the micropores [55]. A considerable hydrogen storage capacity of 9.9 wt.% at 77 K and 5.6 MPa
has been measured for a MOF called NU-100 (Northwestern University 100) with a Brunauer, Emmett,
and Teller (BET) area of 6143 m2 g−1 and a total pore volume of 2.82 cm3 g−1 [56]. This is one of the
highest values ever achieved for hydrogen adsorption. It has also been shown that carbon adsorbents,
especially activated carbons, have relatively high hydrogen adsorption capacities, on average 7 wt.% at
77 K and 4 MPa [57]. These values are higher than the gravimetric hydrogen storage recommended by
the DOE for automotive applications, i.e., 5.5 wt.% by 2025 [39,58]. Nevertheless, not only the weight
of the adsorbent but also the weight of the whole system must be taken into account. Moreover, the
DOE recommends meeting such capacities in the temperature range of 233 to 358 K. This means that
the DOE target remains difficult to achieve at room temperature, although hydrogen storage capacities
can be improved by doping with metallic nanoparticles and heteroatoms [59–61].

4. The Hydrogen Value Chain

After being produced and before being used, hydrogen is packaged, distributed, stored, and
delivered. The most complex issues requiring solutions are mainly related to these last two steps [62].
Indeed, the development of an efficient hydrogen supply chain has to take into account the energy lost
between the source and the end user, in particular during transport and distribution. To date, there are
two main ways to enable hydrogen distribution: centralized and decentralized (Figure 3).
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Figure 3. The hydrogen value chain for the specific case of automotive applications.

4.1. Centralised Hydrogen Distribution

When hydrogen is produced in large industrial facilities, it can be compressed in situ and then
distributed to users. In this scenario, hydrogen can be distributed in two ways: (i) through pipelines or
(ii) stored in high-pressure tanks delivered by trucks.

Pipeline distribution of hydrogen is adopted primarily when hydrogen is produced in large
industrial facilities from fossil fuels, for example, through the steam reforming of natural gas, which is
the cheapest method for hydrogen production today and the most widely used when large quantities of
hydrogen are required. Approximately 200,000 Nm3 h−1 are typically produced by an industrial facility
for steam reforming of natural gas [63]. Recently, hydrogen has also been produced by electrolysis in
industrial facilities located near power plants, resulting in a few hundreds of Nm3 h−1 of hydrogen [64].
To date, approximately 4500 km of pipelines are used to distribute hydrogen worldwide, half of which
are in the United States (Figure 4) [65]. The installation of hydrogen pipelines requires a very high
capital cost. Therefore, this solution has been proven only suitable for small to medium distances.
In addition, the distribution of hydrogen through pipelines is undoubtedly less efficient than the
distribution of methane. In order to compensate for pressure losses, the gas distributed through
pipelines must be compressed at regular intervals. Thus, the energy required to compress the gas
depends only on its volume and the pressure to be reached. Nevertheless, the energy recovered during
the subsequent use of the gas is different. Indeed, 1 m3 of methane has an energy content of 9.89 kWh,
whereas the same volume of hydrogen has 3 kWh. This means that the energy to be spent on hydrogen
distribution through pipelines is three times higher than that spent on methane, for a desired amount
of energy recovered [66].

Hydrogen can also be stored in high-pressure tanks delivered by trucks. In general, hydrogen is
compressed to 25 MPa and then stored in tubes grouped in several packages. Normally, each group
contains nine tubes, each with a volume of up to 2000 L [67]. This solution is particularly suitable
when hydrogen has to be delivered to small hydrogen refueling stations, which are not served by
the pipeline network. The tubes are usually made of metal; hence, they are type I high-pressure
tanks (Figure 2). As mentioned earlier, very high pressures cannot be achieved using type I tanks.
Therefore, the DOE’s goal is to produce large type III or type IV tanks, e.g., polymer tanks, to allow
hydrogen storage at higher pressures, i.e., storage of larger quantities [68]. It has been shown that the
cheapest way to store and deliver hydrogen is by compression and truck delivery, particularly for small
hydrogen refueling stations and low demand [69]. However, transporting hydrogen is probably a
dangerous solution. Although the probability of an accident is not greater than that of any other vehicle
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travelling on the same road, the risk of ignition of hydrogen-rich gas mixtures that may form near a
leak remains an important issue to consider. Indeed, the minimum energy to ignite a stoichiometric
hydrogen–air mixture is 0.02 mJ at 298 K and 1 atm. The presence of moving parts close to any leak
can be a dangerous source of ignition. Despite this drawback, several safety measures are adopted to
minimize the risk of ignition as much as possible. These include the use of a concrete liner to further
reduce the risk of leakage.
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Figure 4. Global distribution of hydrogen pipelines (adapted from [57]).

4.2. Decentralized Facilities

A second scenario in the hydrogen value chain, which has attracted significant attention in
recent years, is based on small and medium-sized facilities, where hydrogen is produced, stored,
and distributed in situ at the same location. A good example is a hydrogen refueling station, designed to
power a small number of fuel cell vehicles. Decentralized hydrogen production facilities typically
supply a limited amount of hydrogen per day. Hydrogen can therefore be produced by electrolysis of
water, resulting in production volumes of a few hundred Nm3 h−1. This is an important advantage since
electricity is supplied to the hydrogen refueling stations, and water electrolysis is carried out directly
on site. Indeed, electricity is much easier to transport than gas, thanks to the significant presence of
high-voltage grids and distribution networks around the world. For instance, the high-voltage network
in France covers a distance of more than 100,000 km, whereas the low and medium-voltage lines
used for the distribution of electricity to users have a cumulative length of approximately 1.3 million
kilometers [70].

For water electrolysis, three technologies are currently available: (i) alkaline water
electrolysis (AEL); (ii) solid polymer electrolyte electrolysis (SPEL); and (iii) solid oxide
electrolysis (SOEL). AEL uses concentrated liquid alkaline solutions of KOH or NaOH as electrolyte,
and non-noble metals such as nickel as electrodes. Alternatively, SPEL relies on the use of proton or
anion exchange membranes (PEMs/AEMs) as electrolyte, i.e., solid acids or lyes conducting protons
or hydroxide ions, respectively. In PEM electrodes, only a catalyst based on the expensive platinum
group can achieve good performance, whereas low-cost transition metal catalysts can be used for
AEM electrolysis. Thus, both AEL and SPEL can operate between 323 and 353 K. On the other hand,
SOEL uses ceramic materials as electrolyte and mixed ionic-electronic conductors (MIECs), such as
A2MO4 oxides (A = rare earth, alkaline earth; M = transition metal), as electrodes. Despite several
advantages, such as their flexibility and reversibility in electrolysis and fuel cell modes, this technology
still faces some challenges to become economically competitive in the market. Indeed, SOEL operates at
temperatures above 873 K, which promotes the degradation phenomena of the ceramic materials [71,72].
AEL has proved to be a key technology for large-scale hydrogen production powered by renewable
energy [73]. The investment costs for AEL are from USD 800 to 1500 kW−1, whereas a higher cost
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between USD 1400 and 2100 kW−1 is necessary for the SPEL. Moreover, the lifetime of AEL is longer
than that of SPEL (90,000 h vs. 20,000 h) [74]. Nevertheless, PEM water electrolysis is more efficient
over a broader dynamic load range than AEL, especially due to the shorter start-up time and the
lower footprint [74,75]. Thus, over the last five years, PEM systems with a power of several hundred
kW or even MW have started to appear, corresponding to hydrogen production rates of around 10
to 20 kg h−1, [11]. In addition, high-pressure hydrogen can be produced by PEM water electrolysis
with a high efficiency of about 70%. In fact, such a system allows the production of hydrogen at a
pressure as high as 5 MPa, whereas AEL is limited to 3 MPa [76]. In the framework of automotive
hydrogen applications, where hydrogen has to be compressed to 70 MPa anyway, this is an important
advantage to reduce costs further. Water electrolyzers have been tested on a large scale, with a
hydrogen production rate of 1 Nm3 h−1 and operating pressures up to 13 MPa [77,78]. Even though
hydrogen can evolve at high pressure under isothermal conditions during water electrolysis, hydrogen
permeation through the electrolyte increases with operating pressure, resulting in a loss of efficiency
and safety risks [79].

In this context, hydrogen can only be defined as an environmentally friendly fuel if the electricity
required for the operation of water electrolysis is produced by renewable sources, such as wind or solar
energy (Figure 5). However, the potential benefits of this solution can only be realized after significant
improvements in photovoltaic and wind power systems. The current price of hydrogen at the pump at
a refueling station equipped with a renewable energy electrolyzer is approximately USD 17 kg−1 in
Europe and USD 12.5 kg−1 in the United States [80,81]. This is significantly higher than the average
pump price of gasoline, which is USD 2 kg−1 [82]. This large difference is mainly due to the cost of
producing hydrogen. In the case of wind turbines, the cost of producing hydrogen by electrolysis can
range from USD 8 kg−1 to USD 30 kg−1, depending on turbine and electrolyzer technology used [83].
Despite the high cost, several hydrogen refueling stations powered by renewable sources are already
operational globally. In France, the FaHyence hydrogen refueling station produces about 40 kg of
hydrogen per day, which can power 20–25 hydrogen vehicles daily [84].
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Figure 5. Scheme of hydrogen refueling stations driven by renewable sources.

In the case of decentralized facilities, the local hydrogen economy is generally penalized by
higher investment costs, lower annual utilization rates, and higher electricity prices than in the case of
centralized production [24], which explains why decentralized hydrogen refueling stations have not
yet achieved economic profitability. Indeed, the total cost of a hydrogen refueling station can be as
high as USD 3.2 million [85], which means that significant hydrogen production is required to recoup
the investment. A reduction in the above cost can be achieved by increasing the efficiency of water
electrolyzers, which is currently about 60% [74].
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5. Hydrogen Compression

Hydrogen compression is a critical step in the hydrogen value chain. In the case of its centralized
production by large industrial facilities, hydrogen is compressed close to the production site, i.e., before
being distributed by pipelines or by tube trailers. On the other hand, when hydrogen is produced in
situ in decentralized facilities, a compression system is placed downstream of the electrolyzer.

The use of large-scale technologies operating at high pressures allows hydrogen to be supplied
at medium pressure, thus reducing both the compression work and the cost of compressing up to
70 MPa. As mentioned in Section 4.2, PEM water electrolysis has proved to be a key technology for the
large-scale hydrogen production at medium pressures. Salt cavern storage is also another promising
technology for high-pressure hydrogen storage due its low investment cost, high sealing potential,
and low cushion gas requirement. Underground hydrogen storage is not significantly different from
underground storage of natural gas. Thus, they are less susceptible to fire and have a relatively smaller
surface facility than traditional storage tanks, which facilitates their integration in the landscape and
existing infrastructure [86]. With a storage volume of 580,000 m3, the salt cavern of Clemens Dome
(TN, USA) allows hydrogen storage up to 13.5 MPa, whereas the one in Moss Bluff (USA), with a
storage volume of 566,000 m3, allows even higher pressures (15.2 MPa) [87]. In Europe, there are also
suitable salt caverns that could be used for underground hydrogen storage, with a virtual storage
volume of up to 750,000 m3 [88]. Despite the aforementioned advantages, geological, technological,
economic, legal, and social obstacles have to be overcome before full-scale underground hydrogen
storage can be implemented. Hence, the lower cost of hydrogen production through PEM water
electrolysis will be the decisive factor for the implementation of this method of hydrogen storage on an
industrial scale [86].

Hydrogen compression remains therefore a fundamental part of the hydrogen value chain
at present. To date, mechanical compressors are the most widely used devices for compressing hydrogen.
Mechanical hydrogen compressors rely on a very mature technology, and are used in particular when
high flow rates of hydrogen have to be processed, in the order of thousands of Nm3 h−1 [89].
Several types of mechanical hydrogen compressors are available today. However, mechanical
compressors have several drawbacks, making it necessary to look for alternative compression systems,
which may be advantageous from both a technical and economic point of view.

5.1. Mechanical Hydrogen Compressors

Although mechanical compressors are widely used to drive the compression of several gases,
they are not appropriate in the specific case of hydrogen. In addition, they do not yet meet the
safety and reliability criteria necessary for their use, either in semi-industrial applications or at the
level of the general public [90]. The main reason for this is that hydrogen tends to leak through
the moving seals of mechanical compressors. This sealing problem inevitably implies a significant
reduction in the potentially achievable efficiency. Moreover, hydrogen is easily absorbed by metals,
causing embrittlement phenomena that can affect the mechanical performance of materials [91].

Mechanical compressors, such as reciprocating compressors, have several moving parts. Indeed,
hydrogen compression is driven by the movement of several pistons, linked to a crankshaft, which,
by means of a connecting rod, converts the linear movement of the pistons into a continuous
rotational movement. Reciprocating compressors therefore have a high degree of structural complexity,
which is undoubtedly a drawback. First of all, this involves a high maintenance cost, due to the presence
of a high number of gears and valves, and the piston-crankshaft-connecting rod described above.
The maintenance cost of mechanical compressors is estimated at 5% of the total investment cost per
year [92]. In addition, lubricating oils have to be used to reduce any friction between the different
moving parts, with the risk of hydrogen contamination [93]. Noise and vibration from moving parts
must also be taken into account. Additionally, the latter is a problem for the environment of the
compressor, especially in terms of workers’ health. Finally, reciprocating compressors are not a suitable
choice when high compression ratios are demanded, e.g., to compress hydrogen from 0.1 to 10 MPa.
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This is because the size of the cylinders may be too large, preventing efficient cooling of the hydrogen
during compression. This leads to an increase in the heat produced and makes it more difficult to
manage the heat transfer [94].

Diaphragm compressors avoid the use of lubricating oils. In these devices, the hydrogen
is completely isolated from the piston. Indeed, the movement of the piston is transmitted to a
hydraulic fluid, which in turn transmits the movement to a thin membrane called a “diaphragm”,
which isolates the compression chamber from the hydraulic part. Diaphragm compressors are
particularly suitable for applications requiring low flow rates, because too high flow rates can lead to
premature diaphragm failure, and also because of the limited volume of the compression chambers
commonly used [95,96]. On the other hand, ionic liquid compressors have been specifically developed
to increase the compression efficiency in the case of hydrogen. Ionic liquids can replace the solid piston
for compressing hydrogen because of their intrinsically low vapor pressure, excellent tribological
behavior, and negligible solubility of hydrogen in these liquids [97–100]. Ionic liquid compressors
have been proven to be the best solution for the mechanical compression of hydrogen. These devices
are capable of compressing hydrogen from 0.5 MPa to 100 MPa in only five steps and with a specific
energy consumption of about 2.7 kWh kg−1, which is almost 25% of the specific energy consumption of
a reciprocating compressor [101]. Moreover, ionic liquid compressors also have a very high efficiency
of about 70% [102].

Although reciprocating compressors are most commonly used for hydrogen applications,
centrifugal compressors are also an option. Indeed, a reciprocating compressor costs about 50%
more than a centrifugal compressor [103]. The design of a centrifugal compressor is a multidimensional
engineering task, since such a compressor is subject to a multitude of aerodynamic, thermodynamic,
rotor dynamic, and mechanical parameters that are mutually interconnected and whose constraints
largely determine the machine design [104]. Hydrogen centrifugal compressors consist of a succession
of impellers that increase the hydrogen pressure. The case sections are then customarily connected
in tandem to a common drive shaft [105]. Unlike reciprocating compressors, the compression ratio
depends largely on the molecular weight of the gas in a centrifugal compressor. Indeed, the head of a
centrifugal compressor is designed to increase the kinetic energy of the gas, which is then converted
into pressure energy in the diffuser. Because of the low molecular weight of hydrogen, centrifugal
compressors need tip-speeds that are around three times higher than those used for natural gas.
Moreover, the aforementioned high-speed and purity requirements pose problems of seal design,
contamination, vibration, and rotor dynamics [106]. Furthermore, because of its low specific gravity,
hydrogen tends to return to the inlet, which reduces the efficiency of the centrifugal compressor. Thus,
the impellers are easily subject to failure [107].

Although several types of mechanical devices for hydrogen compression exist and are available
on the market, several of their disadvantages have to be taken into account. Beyond the drawbacks
related to embrittlement phenomena mentioned above, contamination by lubricating oils, structural
complexity, and maintenance difficulty, mechanical compressors normally consume between 5 and
15% of the energy stored by hydrogen. Additional problems arise when considering the installation of
mechanical compressors in decentralized facilities, such as hydrogen refueling stations. This is because
mechanical compressors are relatively large and can therefore take up a lot of space. Nevertheless,
the major shortcoming of mechanical hydrogen compressors has to be addressed: their high cost.
If hydrogen production is not taken into account, mechanical compression of hydrogen dominates the
distribution of costs in a decentralized facility. Indeed, it is responsible for 54% of the CAPEX, 28% of
the total energy consumption, and 18% of the operating and maintenance expenditure (OPEX) of a
hydrogen refueling station [108]. Furthermore, the purchase price of a mechanical compressor is in
the order of several hundred thousand dollars [109]. Therefore, the compression of a large amount of
hydrogen must be carried out in order to amortize this cost.
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5.2. Non-Mechanical Hydrogen Compressors

5.2.1. Metal Hydride Compressors

Non-mechanical hydrogen compressors have several advantages over mechanical compressors,
including: (i) no moving components; (ii) quiet operation; (iii) high reliability and safety; and (iv)
structural simplicity and greater compactness.

Of all non-mechanical hydrogen compressors, metal hydride compressors have attracted significant
attention in recent years. They are thermally driven compressors because they use the properties of
hydride-forming metals, alloys, or intermetallic compounds to absorb and desorb hydrogen simply by
heat and mass transfer in the reaction system. Hydrogen absorption occurs at low temperature and
lasts until the equilibrium pressure is equal to the feed pressure. When the metal hydride is heated,
the hydrogen is desorbed and released at a higher pressure [110]. Metal hydride compressors are
thoroughly described elsewhere [111]. No moving parts are present in a metal hydride compressor,
which prevents the use of lubricating oils as needed in the case of mechanical compressors. However, this
technology is limited both by the performance of the hydrides used and by heat management. Indeed,
a multi-stage configuration is required to allow hydrogen compression up to 70 MPa [112]. This means
that different types of metal hydrides have to be used in series, so that the desorption pressure of the
first stage at high temperature can be slightly higher than the absorption pressure of the next stage at
low temperature. In this way, the hydrogen is progressively compressed. Despite this, high desorption
temperatures must be used in order to achieve high discharge pressures. To date, the average
desorption temperature in metal hydride compressors is typically about 573 K, which significantly
reduces efficiency by up to 10% [111]. Nevertheless, if the discharge pressure of a metal hydride
compressor is sufficiently low, its cost may be lower than that of a mechanical hydrogen compressor
operating at the same compression ratio [113].

5.2.2. Electrochemical Compressors

Based on the same principles as proton-exchange membrane fuel cells (PEMFCs),
the electrochemical hydrogen compressor (EHC) has proven to be the most appropriate choice when
hydrogen compression by a convenient, compact, cheap, and high-efficiency system is required [114].
Low-pressure hydrogen is fed to the anode of an electrochemical cell consisting of two electrodes,
a polymer membrane, and gas diffusion layers. Here, the hydrogen is oxidized (Figure 6), thus splitting
into protons and electrons, while electrical energy is supplied to the system. While the electrons
follow the external electric circuit driven by a power supply, the protons pass through the polymer
membrane to the cathode, where the hydrogen reduction reaction takes place. Hence, molecular
hydrogen is produced there. The use of a backpressure regulator allows a flow of hydrogen at the
desired discharge pressure. It is important to highlight that, unlike PEMFCs, the cathode of an EHC is
blocked, i.e., no air is introduced. EHC requires very efficient core materials [115]. Nafion® is generally
used as a membrane for EHCs [116]. Indeed, Nafion® offers high proton conductivity (0.13 S cm−1

at 348 K and 100% relative humidity), durability above 60,000 h, and high chemical stability [117].
Membrane-electrodes assemblies (MEA) are used to speed up the electrochemical process, in which
metal nanoparticles, especially platinum, are dispersed in a solid electrolyte matrix in a similar way
as PEMFCs, because of their excellent catalytic properties [118].

The compression mechanism described above is purely electrochemical, so that no moving unit is
needed to drive it. This translates into a very high efficiency, up to 60% [119]. Furthermore, the EHC
provides isothermal compression of hydrogen, which requires a lower energy demand compared to a
polytropic or adiabatic process [120], and very high discharge pressures can be reached, even up to 100
MPa [121]. Despite all of these advantages, the efficiency of an EHC decreases considerably as the
discharge pressure increases. Indeed, the permeation of molecular hydrogen through the PEM from
cathode to anode increases linearly with the pressure difference over the EHC [122], reducing the amount
of high-pressure hydrogen at the outlet of the EHC. This phenomenon is also known as “back-diffusion”.
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For this reason, the use of EHC was found to be more appropriate for low-pressure applications,
such as power-to-gas or as a pump for hydrogen recirculation in fuel cell vehicles [123], as well as
in high-pressure hybrid systems where the EHC performs a first pre-compression stage [124,125].
In addition, the EHC can also function as a purifying device, which is an important advantage when
hydrogen is mixed with other gases, e.g., in H2-CH4 hythane mixtures [126]. Compared to other
conventional means of hydrogen purification and compression, the EHC combines low energy cost,
high H2 recovery and purity, low maintenance, low cost, and low operating temperature [127].

 

 

−

Figure 6. Scheme of the components and reactions taking place in an electrochemical hydrogen
compressor.

5.2.3. Adsorption–Desorption Compressors

The adsorption of hydrogen on nanotextured materials, thus having both a high specific surface
area and microporosity, has been studied in depth in the context of hydrogen storage in solids, as shown
in the previous sections. In addition, hydrogen physisorption on microporous materials can be
exploited to drive hydrogen compression, which represents a new and innovative way of compressing
hydrogen in a non-mechanical way, and is therefore worth exploring.

An adsorption–desorption compressor is a thermally driven compressor, just like metal hydride
hydrogen compressors. Therefore, hydrogen compression comes from thermal cycles consisting of
progressive cooling and heating stages. Hydrogen adsorption is initially carried out at cryogenic
temperatures. Indeed, the density of adsorbed hydrogen increases considerably as the temperature
of the system is lowered. It is generally assumed that the density of the adsorbed hydrogen can
be approximated to the density of liquid hydrogen [128,129]. Some authors have even observed a
behavior similar to that of solid hydrogen in the adsorbed phase [130]. Hence, hydrogen adsorption
is generally carried out at 77 K, i.e., at the temperature of liquid nitrogen, which is easy to achieve
from an industrial point of view. Under these conditions, the density of the adsorbed hydrogen is thus
equal to 70.8 g L−1.

Hydrogen compression comes from the desorption of the pre-adsorbed amount of hydrogen.
This is because hydrogen passes from the adsorbed phase, which is denser, to the bulk phase in a
confined tank volume when the temperature rises. This can be done by removing the Dewar vessel
filled with liquid nitrogen, where the compression tank is initially placed to drive the adsorption,
thus leaving the tank at room temperature. Alternatively, a cooling system can be designed and placed
inside the tank, in contact with the microporous adsorbent material, to manage better temperature
gradients (Figure 7). In addition, microporous materials with high thermal conductivity should be
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used in order to increase the kinetics of adsorption and desorption. For instance, activated carbons,
which have been shown to be well suited for hydrogen adsorption with their many advantages [47],
have an average thermal conductivity of about 0.2 W m−1 K−1 [131], which may decrease the efficiency
of the adsorption–desorption compressor. Nevertheless, the use of composite adsorbents, such as
mixed powders of flexible graphite and activated carbon, can increase the effective thermal conductivity
of the porous bed [132].

 

− −

 
 −

 

−

Figure 7. Operating principles of an adsorption–desorption compressor.

The adsorption–desorption compressor has all of the common advantages of non-mechanical
compressors. Indeed, even if this technology is still too new to allow an accurate assessment of its
performance and costs, the absence of moving parts undoubtedly contributes significantly to the
reduction of installation and maintenance costs compared to mechanical compressors.

5.3. Overview of Costs and Efficiency

The US Department of Energy (DOE) has identified some targets to boost the widespread use
of hydrogen compressors [133]. Specifically, referring to a device compressing hydrogen from 10 to
87.5 MPa, these targets are:

• uninstalled cost of the compressor system: USD 275,000
• specific energy consumption: 1.6 kWh kg−1

• annual maintenance costs: 4% of the uninstalled costs.

The capital cost of a mechanical compressor averages USD 170,000 [134], whereas the OPEX is
estimated at 5% of the capital cost per year [109]. While these costs are quite in line with DOE’s targets,
the efficiency of a conventional mechanical hydrogen compressor is relatively low, around 45% [135].
Higher efficiencies (around 70%) can be obtained with an ionic liquid compressor. Indeed, such devices
are able to compress hydrogen from 0.5 to 100 MPa in only five steps and a specific energy consumption
of around 2.7 kWh kg−1—almost 25% of the specific energy consumption of conventional mechanical
compressors [101].

There are several advantages of using a metal hydride compressor rather than a reciprocating
compressor. According to a recent study on systems compressing hydrogen from 0.7 to 25 MPa [134],
the CAPEX of a metal hydride compressor is around USD 150,000, compared to USD 170,000 for a
reciprocating compressor operating under the same conditions. The OPEX value of a metal hydride
compressor is estimated to be about USD 1000, compared to USD 9000 for a reciprocating compressor.
In addition, the metal hydride compressor requires less electric energy to drive the compression
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of hydrogen, i.e., only 0.5 kW compared to the 20 kW of the reciprocating counterpart. There is
also a significant advantage in terms of volume and weight (400 L and 100 kg for the metal hydride
compressor; 6000 L and 3600 kg for the reciprocating compressor). Nevertheless, the specific energy
consumption of a metal hydride compressor is relatively high due to the low thermal conductivity of
the absorbent materials and the high heat of absorption. Indeed, around 10 kWh kg−1 may be required
for a two-stage compression, lowering the compression efficiency to 10%.

The CAPEX of an electrochemical compressor can be as low as USD 170 per unit of hydrogen
compression rate (kg day−1), compared to USD 2300 for the mechanical counterpart [114]. The OPEX
of an electrochemical compressor is also estimated to be lower than that of a reciprocating compressor
(<USD 1 kg−1 vs. USD 1.75–2.3 kg−1). The specific energy consumption of an electrochemical hydrogen
compressor is, on average, less than 4 kWh kg−1, and strictly depends on the compression ratio.
Indeed, electrochemical compressors have a high efficiency (>60%) and low energy consumption for
low-pressure applications not exceeding 10 MPa [119].

Finally, the hydrogen adsorption–desorption compressor has been designed too recently to provide
detailed information on CAPEX and OPEX, as well as on performance. The CAPEX is expected to be
lower than that of a mechanical compressor, because of the significantly reduced number of moving
parts and the more compact size. Nevertheless, the OPEX of an adsorption–desorption compressor can
be quite high due to the wide operating temperature range and the use of liquid nitrogen, even though
the heat of adsorption is 10 times lower than that of absorption in metal hydrides.

Tables 1 and 2 summarize the main characteristics of mechanical and non-mechanical hydrogen
compressors, respectively. A thorough description of current hydrogen compression technologies and
performance is given elsewhere [94].

Table 1. Main characteristics of mechanical hydrogen compressors.

Characteristic Piston Diaphragm Ionic Liquid

Compression Rate (Nm3 h−1) ~10,000 <1000 <1000

Efficiency ~45% ~45% >70%

Cost ~USD 170,000 1 ~USD 2300 kg−1 day−1 no data

Energy consumption
(kWh kg−1)

<5 <5 ~2.7

Advantages

- Mature technology
- Adaptability to a large

range of flow rates
- High discharge pressures
- Contamination by lube oils

- Low power consumption
- Low cooling requirement
- Ideal for handling pure

gases and explosives

- High efficiency
- High compression ratio
- Low

energy consumption
- Reduced wear and

long service
- Low noise emissions
- Quite

isothermal compression
- No gas contamination
- Small number of

moving units

Disadvantages

- Embrittlement phenomena
- Several moving parts
- Manufacturing and

maintenance complexity
- Difficulty in managing

heat transfer
- Presence of vibrations

and noise
- Not suitable for high

compression ratios

- Diaphragm failure
- Complex design
- Limited throughput

- Liquid leaks
- Cavitation phenomena
- Corrosion

1 Capital expenditure, compression from 0.7 to 25 MPa [134].
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Table 2. Main characteristics of non-mechanical hydrogen compressors.

Characteristic Metal Hydrides Electrochemical Adsorption–Desorption

Compression Rate (Nm3 h−1) <10 <10 no data 2

Efficiency (%) <10 ~60 no data 2

Cost (USD) ~150,000 1 ~170 kg−1 day−1 no data 2

Energy consumption
(kWh kg−1)

10 <4 no data 2

Advantages

- Thermally driven compressor
- Absence of moving parts
- Compact design
- Safety
- Absence of noise
- High-purity

hydrogen production

- Low cost of operation
- High-purity

hydrogen production
- No moving parts
- Very high

compression efficiency
- Use as a purifier

- Thermally
driven compressor

- No necessity for sealing
- No moving parts, no

vibration, no noise
- Low cost of adsorbents
- Low heat of adsorption

Disadvantages

- High desorption temperature
- High heat of absorption
- Limited heat transfer
- Necessity of using

appropriate alloys
- Low efficiency
- High weight
- Low compression rates

- Difficulty in
manufacturing the
cell assembly

- Difficulty in realizing a
perfect sealing

- High cell resistance
- Not suitable for very

high discharge pressures
- Low compression rates

- Low thermal
conductivity
of adsorbents

- Difficulty in
thermal management

- Low-temperature
operation (77 K)

1 Capital expenditure, compression from 0.7 to 25 MPa [134]; 2 Adsorption–desorption compressor is still a novel
technology, thus it is difficult to give precise assessment of its performances and cost.

6. Non-Mechanical and Hybrid Hydrogen Compression in Decentralized Facilities

For the development of fuel cell vehicles, it is necessary that the amount of hydrogen to be stored
on board should be sufficient to cover a distance of up to 500 km. For example, hydrogen must
be compressed to 70 MPa in order to store 5 kg in 120 L, at least [136–138]. To date, the available
non-mechanical hydrogen compression technologies are not capable of achieving such a value if
used alone. Nevertheless, if a hybrid configuration is adopted, consisting of a preliminary first stage
compressing the hydrogen up to medium pressures and a second stage completing the compression to
70 MPa, it is possible to realize a non-mechanical compression system that could be used in hydrogen
refueling stations. Therefore, we investigated the feasibility of a hybrid hydrogen compression system
comprising: (i) a first EHC stage, up to 4–8 MPa and (ii) an adsorption–desorption compressor that
compresses hydrogen up to 70 MPa (Figure 8).

 

 

−

−

− −

Figure 8. Scheme of a hybrid hydrogen compression: electrochemical at low pressure, adsorption–desorption
at high pressure.

Figure 8 shows the proposed hybrid hydrogen-compression system without moving parts, as it
is completely non-mechanical. It is also quiet in operation and has a simple structure and compact
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dimensions compared to mechanical hydrogen compressors. The performance of each stage of the
aforementioned system is discussed below.

6.1. Performance of the Electrochemical Compressor

As mentioned in the previous sections, the EHC is a very compact device that allows hydrogen
to be compressed with high efficiency. This is due to the fact that hydrogen compression in an EHC
is isothermal, which requires less energy than polytropic or adiabatic compression. Nevertheless,
high efficiencies can be only achieved if the discharge pressure is not too high, in order to prevent
hydrogen back-diffusion. For this reason, the EHC represents a suitable solution in a hybrid hydrogen
compressor if it is used as a first pre-compression stage up to medium pressures, e.g., 4–8 MPa.

One of the most important core materials of an EHC is the membrane, whose role is to drive
the protons from the anode to the cathode. The membrane thickness has been found to play a key
role in the performance of an EHC. Indeed, we have found that thin membranes, such as Nafion®

XL (30 µm thick), perform better than thicker membranes, such as Nafion® 117 (175 µm). Indeed,
at 333 K, for an applied current density of 0.33 A cm−2 and a discharge pressure of 4 MPa, Nafion® XL
achieved an overall efficiency of 53%, compared to 37% obtained using Nafion® 117 under the same
conditions [120]. This large difference is due to the cell voltage required to drive the electrochemical
reactions. Indeed, a cell voltage of 0.137 V was supplied using Nafion® 117 under the aforementioned
conditions, whereas around 0.06 V was supplied with Nafion® XL (Figure 9). These data are in
agreement with those obtained by Grigoriev et al. [139], who proved that it is possible to compress
hydrogen from 0.1 MPa to 4.8 MPa using a single-stage EHC, applying a cell voltage of 0.14 V and at
0.2 A cm−2, and using Nafion® 117 as the membrane. The aforementioned difference was obviously
due to the higher ohmic resistance within the EHC, which resulted from the use of a thicker membrane,
adding a significant overpotential contribution. It is important to underline that the detrimental
contribution of the ohmic overpotential to the overall efficiency was much greater than that given
by the hydrogen back-diffusion. Indeed, the hydrogen back-diffusion is inversely proportional to
the membrane thickness [140]. An equivalent current density due to the back-diffusion equal to
5.22 mA cm−2 was obtained using Nafion® 117, whereas 45.31 mA cm−2 (i.e., nine times more) was
obtained in the case of Nafion® XL.

Although EHC is based on the same technology and core materials as PEMFCs, some changes
must be anticipated. This is the case for gas diffusion layers. While in PEMFCs carbon papers are
recognized globally for the efficient transport of reagents and products into and out of the system [141],
they are not able to withstand the large pressure gradients on the EHC. Therefore, porous titanium
transfer layers, with a small average pore size (3–5 µm) and a high thickness (of the order of millimeters),
can be used.

The rate of production of high-pressure hydrogen in an EHC,
.
nH2 , (NL h−1), only depends on

the global current density supplied to the system, I (A cm−2), and the amount of energy lost due to
back-diffusion, Iloss (A cm−2), according to Faraday’s law:

.
nH2 =

(I − Iloss) S

2F
(1)

where S (cm−2) is the active area of the EHC and F (96,485 C mol−1) is the Faraday constant. According
to Equation (1),

.
nH2 is about 15.6 NL h−1 at 1 A cm−2, and increases linearly to 31.2 and 46.98 NL h−1 at

2 and 3 A cm−2, respectively. In addition, the choice of the most appropriate I to be applied to the
EHC is essential for practical applications. Indeed, the obvious advantage of supplying a high I to the
EHC lies in its greater compactness and lower CAPEX, as well as in the higher rate of production of
high-pressure hydrogen. Nevertheless, OPEX is relatively high under these conditions, and it can only
be significantly reduced by decreasing I. Therefore, an I in the range of 0.5 to 1 A cm−2 is commonly
used in an EHC compressor, such as in PEM water electrolyzers and PEMFCs [139].
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performance is observed. The EHC acts in such a way as to “consume” water on the 

Figure 9. Polarization curves for different membranes (T = 333 K, stoichiometry 1.2, relative humidity
of inlet hydrogen = 90%, discharge pressure = 4 MPa).

In order to improve the performance of an EHC, efficient water management inside the device
must be ensured. Indeed, the transfer of protons from the anode to the cathode of the EHC, i.e., the
ionic conductivity of the Nafion® membrane, is only enhanced if the membrane is well hydrated
homogenously. Unlike PEMFCs, water is not a reaction product in the EHC. Therefore, water is
generally fed along with hydrogen into the anode compartment of the EHC. Unreacted hydrogen can
also be recirculated from the anode outlet to the anode inlet to improve system efficiency, after rewetting
and when high hydrogen stoichiometry is used. Liquid water can also be fed to the cathode side,
which allows a better humidification of the membrane. Both of the aforementioned solutions are
particularly appropriate when the anode pressure is above 0.1 MPa, i.e., when the molar fraction of
water at the anode inlet is significantly lower than that of hydrogen. Nevertheless, a low-pressure
pump for hydrogen recirculation and a high-pressure pump for feeding water to the high-pressure
compartment shall be added to the system, resulting in an additional OPEX. It has been proved that a
relative humidity of 90% in the hydrogen flow fed to the EHC allows a homogenous humidification of
the membrane, which results in a stable and enhanced performance and high efficiency. Indeed, when
hydrogen at low relative humidity is fed to the EHC, i.e., <30%, unstable performance is observed.
The EHC acts in such a way as to “consume” water on the cathode side, leading to a progressive
dehydration of the membrane and, consequently, a significant reduction in efficiency [120]. Since water
is used to humidify the EHC membrane, the high-pressure hydrogen flow produced at the cathode
is wet. Thus, a desiccant must be used downstream of the EHC to dry the compressed hydrogen that
will be fed into the next compression stage, i.e., the adsorption–desorption compressor (Figure 8).

6.2. Performance of the Adsorption–Desorption Compressor

Several materials can be used in the adsorption–desorption compression of hydrogen, provided
they have both a high specific surface area and adequate pore size distribution. Indeed, it is essential
that the adsorbent material have a high hydrogen adsorption capacity in order to produce large
amounts of high-pressure hydrogen. Of all of the microporous adsorbent materials investigated
in recent years for hydrogen adsorption, it has been shown that metal organic frameworks (MOFs)
have outstanding BET (Brunauer, Emmett and Teller) areas, even higher than 6000 m2 g−1, capable of
adsorbing up to 10 wt.% of hydrogen at 77 K and 6 MPa [48]. Likewise, hyper-crosslinked polymers,
silicas, aluminas, and zeolites have also shown high hydrogen adsorption capacities [49,51,142,143].
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Nevertheless, most of these materials are relatively expensive, and their properties gradually degrade
with ageing. Therefore, carbon materials, e.g., activated carbons, have proven to be the most suitable
adsorbent materials for an adsorption–desorption compressor due to their moderate cost, high chemical
stability, and textural properties suitable for hydrogen adsorption [47,144].

Beyond the absence of any moving part, one of the main advantages of an adsorption–desorption
compressor is the ability to control the hydrogen discharge pressure by both the charging pressure
and the desorption temperature. Indeed, numerical simulations have shown that it is possible to
compress hydrogen up to 70 MPa by heating an adsorption–desorption compressor from 77 to 298 K
and when hydrogen is fed at 4 MPa [145]. At a charging pressure of 0.1 MPa, a discharge pressure of
12 MPa was reached, which is not sufficient for automotive hydrogen applications [146]. This feature
highlights the need for a first preliminary compression stage upstream of an adsorption–desorption
compressor, as discussed above. Improvements are possible by increasing the desorption temperature.
Indeed, it was shown that the amount of desorbed hydrogen can increase from 5% to 14% of the
total amount of pre-adsorbed hydrogen when the system is heated further from 298 to 353 K [145],
which considerably increases the amount of high-pressure hydrogen produced by the compressor.
Temperatures above 298 K can be reached by using the heat recovered from the first compression
stage. It is worth mentioning that a high-pressure water electrolyzer may also be used as a preliminary
stage of the adsorption–desorption compressor. These devices typically operate at 353 K [10], so
that the waste heat from the electrolyzer may be used to heat the adsorption–desorption compressor,
thus improving the overall system efficiency.

The adsorption–desorption compressor is almost entirely controlled by heat exchange with the
external environment. Figure 10a shows the time evolution of pressure and temperature that we
obtained when using a 0.5 L adsorption–desorption compressor filled with 0.175 kg of commercially
activated carbon (MSP20X, Kansai Coke&Chemicals, Hyogo, Japan). The increase in hydrogen pressure
inside the tank was strictly related to the increase in temperature. Thus, the ambient temperature
and the highest discharge pressure of 65 MPa were reached in 80 min. The time evolution shown in
Figure 10 was obtained by heating the compressor by natural convection, i.e., by removing it from
liquid nitrogen and keeping it at ambient temperature. It should be mentioned that we have only
focused on a proof of concept in this study, so we did not evaluate the energy performance of such a
thermally driven adsorption-desorption compressor. Indeed, an industrial system must have internal
heat exchangers to optimize heat transfer, as shown in Figure 7. Methods to further reduce energy
consumption, increase efficiency, and reduce the duration of the compression stage may include the
use of cheap waste heat as previously stated, but also the cold recovery.

The data shown in Figure 10a were obtained by feeding hydrogen at 8 MPa into the
adsorption–desorption compressor. Indeed, the activated carbon used has a very low bulk density
(350 g L−1), which limits the available specific surface area and micropore volume for hydrogen
adsorption in the tank. Therefore, increasing the hydrogen charging pressure was found to be a good
solution to increase the amount of hydrogen adsorbed in the compressor [125]. Nevertheless, the
discharge pressure reached under these conditions was 65 MPa, slightly lower than that required by
hydrogen automotive applications. For this reason, either increasing the charging pressure to 9 MPa or
increasing the desorption temperature above 298 K could allow 70 MPa to be reached. By adopting the
second solution, thus increasing the desorption temperature to 323 K, a high-pressure hydrogen flow
was produced by the compressor, as shown in Figure 10b. Approximately 32 NL h−1 were quickly
released by the compressor once the pressure inside the tank was 70 MPa, and a decreasing flow was
then obtained for about 60 min. The high-pressure hydrogen flow vanished when the pressure inside
the tank was below 70 MPa. The ratio of the total mass of high-pressure hydrogen produced to the
tank volume was then equal to approximately 1 g L−1 for these non-optimized conditions.
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Figure 10. (a) Time evolution of pressure and temperature in an adsorption–desorption compressor
and; (b) high-pressure hydrogen flow produced by the adsorption–desorption compressor (charging
pressure = 8 MPa, V = 0.5 L, amount of adsorbent = 0.175 kg).

In order to make this system a feasible alternative to mechanical compressors or other types of
non-mechanical compressors, several improvements are necessary. Mixtures of graphite-activated
carbons could be used to increase the effective thermal conductivity of the porous bed, while a
densification processes could be used to increase the bulk density of the adsorbent [147,148].
Such methods would increase the amount of hydrogen adsorbed within the porous bed and, with it,
the mass of compressed hydrogen.

The energy optimization of the proposed adsorption–desorption compression is in progress. Thus,
a system consisting of two tanks operating with a 180◦ phase shift is being studied. Indeed, the specific
energy required by this system can be improved by using the frigories of the first tank during heating
to cool the second tank. In this way, a thermally driven compressor could become a valid alternative to
mechanical compressors from an industrial point of view.

7. Conclusions

Reducing the cost of hydrogen storage is crucial for the development of automotive hydrogen
applications, such as fuel cell vehicles. In fact, the storage, transportation, and distribution stages
cause significant increases in the price of hydrogen at the pump, which is currently at USD 8–10 kg−1.

High-pressure hydrogen storage has been proven to be the most suitable method for storing
hydrogen in decentralized facilities, i.e., at hydrogen refueling stations, compared to liquid-phase
storage and storage in absorbed form in solid materials. Nevertheless, mechanical compressors,
which are the most widely used technology for compressing hydrogen today, are responsible for more
than 50% of CAPEX, 20% of OPEX, and about 30% of the total energy consumption of a hydrogen
refueling station. Furthermore, mechanical compressors have several disadvantages, such as the
presence of many moving parts, hydrogen embrittlement, high consumption of energy, high structural
complexity, and difficult heat management.

Non-mechanical compressors, such as metal hydride, electrochemical, and adsorption–desorption
compressors, may be a suitable alternative to replace mechanical compressors in decentralized
facilities. Indeed, they have several advantages, such as the absence of moving parts that contributes
significantly to the reduction of installation and maintenance costs compared to mechanical compressors.
Metal hydride compressors ensure both safe storage and compression of hydrogen. As they require
heat exchange, they are also known as thermally driven compressors. The search for appropriate alloys
is essential for the development of such technology, as it requires both low desorption temperatures
and high pressures.
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Electrochemical compressors are based on the use of selective polymeric membranes,
such as Nafion®, to compress hydrogen gas, and have been proven to provide the highest level
of compression efficiency (up to 60%) when the discharge pressure is not too high. Indeed, the efficiency
of such devices is affected by the hydrogen back-diffusion. Electrochemical compressors have been
found to offer good performances when equipped with a thin membrane at 1 A cm−2.

Adsorption–desorption compressors rely on the ability of hydrogen to bind weakly to the surface
of highly porous solids, such as carbon materials or metal-organic frameworks. Like metal hydride
compressors, adsorption–desorption compressors are also thermally driven. Nevertheless, operation
at a cryogenic temperature, down to 77 K, is required to enhance hydrogen uptakes. Such devices are
able to compress hydrogen up to 70 MPa in a single step.

Hybrid configurations, consisting of: (i) a first electrochemical stage up to 4–8 MPa; and (ii) a
second stage based on cyclic adsorption–desorption on carbon materials, make it possible to reach
70 MPa in a compact and quiet device. This could represent a promising alternative to mechanical
hydrogen compressors in the framework of decentralized facilities, such as hydrogen refueling stations.
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Abstract: Improving efficiency of hydrogen cooling in cryogenic conditions is important for the
wider applications of hydrogen energy systems. The approach investigated in this study is based
on a Ranque-Hilsch vortex tube (RHVT) that generates temperature separation in a working fluid.
The simplicity of RHVT is also a valuable characteristic for cryogenic systems. In the present work,
novel shapes of RHVT are computationally investigated with the goal to raise efficiency of the
cooling process. Specifically, a smooth transition is arranged between a vortex chamber, where
compressed gas is injected, and the main tube with two exit ports at the tube ends. Flow simulations
have been carried out using STAR-CCM+ software with the real-gas Redlich-Kwong model for
hydrogen at temperatures near 70 K. It is determined that a vortex tube with a smooth transition
of moderate size manifests about 7% improvement of the cooling efficiency when compared vortex
tubes that use traditional vortex chambers with stepped transitions and a no-chamber setup with
direct gas injection.

Keywords: hydrogen systems; cryogenics; vortex tubes; computational fluid dynamics

1. Introduction

Hydrogen is often considered as the most promising candidate for the “green” fuel of
the future. However, there are still hurdles that need to be overcome to make hydrogen
sufficiently easy and economical to handle. In the liquid form, hydrogen becomes one
of the most energy dense substances. However, in order to liquefy hydrogen, very low
temperatures are needed, and this process is complicated by the fact that hydrogen under-
goes exothermic transformation between ortho and para isomeric states during the cooling
process. Therefore, improvement of the current and development of novel liquefaction
systems for hydrogen is of high priority to the green energy community.

One of the promising mechanical components that can boost efficiency of cryogenic
refrigeration systems is the so-called vortex tube. This device is known to produce two
streams with significant temperature separation at two opposite outlets while taking a
compressed fluid at the inlet (Figure 1a). Ranque [1] discovered this effect by injecting gas
tangentially into a tube and producing a cold stream near the centerline while the hot gas
was concentrated in the peripheral flow. Hilsch [2] investigated this phenomenon further,
which led to the name Raque-Hilsch vortex tube commonly used nowadays for this device.

Being a mechanically simple system (no moving solid parts), vortex tubes have been
extensively studied since the 1950s, and several reviews can be found in [3–5]. A number
of studies addressed physical mechanisms for temperature separation, characterization
of the system performance and some optimization. Among various explanations for the
vortex-tube thermal effect, the most common include shear work done by shear work of
the inner vortex on the outer flow exposed to wall friction [6], gas expansion near the
tube centerline due to rotation [7] and turbulent fluctuations in the radial direction in
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compressible flow [3]. Parametric experiments with variable length-diameter ratios of
the tube, number of nozzles, inlet pressure and orifice sizes were reported in [8]. Several
studies considered complex systems with vortex tubes as components, such as cascading
setups [9] and drying-cooling devices [10].

Figure 1. (a) General vortex tube schematic. Dotted curves show possible trajectories of fluid particles.
Dashed lines indicate axial flow toward the hot exit (red) and cold outlet (blue). (b) Vortex tube
configuration with smooth transition studied in this work.

However, there is still room for improvement of the vortex tube configurations. For
hydrogen liquefaction processes, even small increases in efficiency may contribute to signif-
icant benefit, when such systems are implemented on a mass scale. An initial effort toward
the development of vortex tubes for cryogenic hydrogen systems was discussed in [11].

The present study focuses on one novel shape modification of the vortex tube associ-
ated with the smooth transition between the vortex chamber and the main straight tube
(Figure 1b). It was discovered that rounding of corners at this transition [12,13], making the
entire tube convergent [14,15] and using conical shapes [16] can lead to the improvement
of air-based vortex tubes. Experimental optimization of structural parameters of a control
valve and a hot tube in a vortex-tube air separator and numerical studies of internal flow
features were conducted in [17]. Performance of a novel convergent vortex tube was
parametrically investigated in a test series [18], where it was found that much shorter tube
lengths are possible in convergent setups in comparison with straight tubes and that valves
can be eliminated as well. In the present work, the effect of a smooth transition between
the vortex chamber and the main tube in a system using gaseous hydrogen as the working
fluid is investigated with help of computational fluid dynamics (CFD) simulations.

In one of the initial CFD studies with vortex tubes [19], a simplistic axisymmetric
flow with swirl was modeled, and some adjustment of geometrical parameters in CFD
was needed to achieve agreement with test data. Computational studies using economical
Reynolds-averaged Navier-Stokes (RANS) models generally suggested that the standard
k − ε turbulence model gives better prediction [16,20]. More expensive LES-based simula-
tions provided more insight on flow patterns [21,22].

Applications of CFD programs for modeling fluid phenomena in hydrogen and
cryogenic systems have steadily increased in the last two decades. Several papers on
numerical simulations relevant to cryogenic vortex tubes have been published. For example,
energy and species separation in air at cryogenic conditions were investigated in [23].
Hydrogen-filled vortex tubes with traditional geometry were modeled in [24] for a wide
range of inlet temperatures, including cryogenic states; and it was found that the vortex
tube performance generally decreases at low temperatures. In the current work, high-
fidelity numerical simulations are employed to simulate cooling of cryogenic gaseous
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hydrogen in a vortex tube with novel geometrical modifications. A short version of the
present paper has been previously reported at the conference [25].

2. Computational Aspects

Modeling of vortex tubes in this study was carried out with the CFD program STAR-
CCM+ (Siemens, Munich, Germany), version 13.04.011. It employs a finite-volume coupled
flow solver with the second order discretization. For computational economy, only steady
solutions were sought, and simplified turbulence models based on the RANS formulation
were utilized. The governing Reynolds-averaged equations include the mass, momentum
and energy equations,
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where ui are the time-averaged velocity components, p is the pressure, ρ is the fluid density,
µ is the fluid viscosity, −ρu′

ıu′
 is the turbulent stress tensor, E is the total energy per unit

mass and qj are the heat fluxes.
To model the turbulent stress, several RANS turbulent models were investigated, and

the standard k − ε model was found to perform best in the present study, as discussed in
the next section. Moreover, the two-layer, all Y+ option of this model was employed due to
significant flow variability in the vortex tube. The specific implementation details of the
numerical methods in the applied software can be found in STAR-CCM+ Manual [26].

Since the current study analyzes flow of gaseous hydrogen at cryogenic conditions,
a real-gas equation of state was employed to describe the gas properties. Among several
approaches available in the literature for real-gas modeling, the Redlich-Kwong model
was found to treat equilibrium hydrogen gas quite accurately in the range of properties
of interest to this study [27,28]. Hence, the Redlich-Kwong model was adopted for all
simulations shown in this paper.

3. Model Verification and Validation

The verification study has been conducted with the most promising configuration
among considered in this paper. The tube geometry with inlets and outlets is illustrated in
Figure 2, while its dimensions are given in the next section. There are four inlets where
stagnation properties are specified (3 atm and 77 K), the cold outlet has the stagnation
pressure of 1 atm, and the hot-outlet flow rate is selected to make the cold-flow fraction
equal to ζ = 0.46. This fraction is defined as the ratio of the mass flow rates at the cold
outlet,

.
mC, and at the inlet,

.
min,

ζ =

.
mC
.

min
(4)

The other domain boundaries are solid walls which are treated as adiabatic no-slip
surfaces.

The unstructured numerical grid was built inside the domain containing polyhedral
cells that work well in situations with complex flows. Near the solid walls, five prismatic
cell layers were constructed to cover the boundary layer. Because of high variations of
the flow velocity inside vortex tubes and associated difficulty of ensuring the same cell
thickness in terms of Y+ values, the two-layer, all-Y+ option was activated in all turbulent
models. This approach allows for resolving a viscous sub-layer when the cell thickness
corresponds to Y+ below 5, while relying on wall functions for large Y+ values and using a
combined model for intermediate Y+ values.
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Three numerical grids (fine, intermediate, coarse) were constructed by scaling the
cell linear dimension with a factor of 2 between neighboring grids. An illustration of the
fine-grid slices in several tube sections is given in Figure 3. The cell count on the fine grid
was about 1.6 million.

Figure 2. Geometry of the novel vortex tube: (a) side view; (b) region near inlets and cold outlet; (c),
transparent view around hot outlet and de-twister.

Figure 3. Numerical grid in longitudinal and transverse (through the nozzles) cross-sections of the
vortex tube.
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In the grid independence study, the difference between total temperatures at the inlet
and cold outlet was used as the metric of convergence. The obtained results for Tin,tot −
TC,tot at three grids are given in Figure 4. One can see that this parameter approaches a
constant value as the number of cells increases. The numerical uncertainty, evaluated with
help of Richardson extrapolation [29] and factors of safety [30], produced an estimated error
of about 10% relative to results obtained with the fine grid. In all following simulations
carried out in this study, the same fine-mesh settings were employed when constructing
numerical grids.

Figure 4. Total temperature drop at the cold outlet obtained on three grids.

In this work, a validation study was run against test data available for vortex tubes
with air at normal conditions [31]. They reported the temperature differences between the
hot and cold outlets for a common vortex tube configuration of relatively low performance.
The comparison between the present numerical results and previous experimental data
are shown in Figure 5. As once can see, simulation results obtained with the standard
k − ε turbulence model are in satisfactory agreement with experimental data, while the
realizable k − ε model predicts much lower temperature differentials. Other turbulence
models were also tried, including the standard and (shear stress transport) SST k − ω
models and Reynolds stress transport (RST) model. They produced results in between
the two numerical models shown in Figure 5. As the standard k − ε turbulence model
performed best with other numerical settings in the present study, it was adopted for all
other simulations.

Figure 5. Comparison of experimental and numerical temperature differences between the hot and
cold outlets. Stars, experimental data; crosses, standard k − ε model; triangles, realizable k − ε model.
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4. Simulation Results

To come up with a reasonably efficient initial design of a vortex tube, the semi-
empirical procedure of Merkulov [3] was followed. This method involves experimental
charts and correlations that were obtained from tests of various air-filled vortex tubes.
Here, the gas properties for hydrogen at 77 K were used instead. The temperature of 77 K
corresponds to the boiling point of liquid nitrogen, which allows for relatively inexpensive
cooling of hydrogen down to this temperature. Further cooling would require expensive
refrigerants, such as helium-neon mixtures, and that is where the vortex tube application
becomes attractive.

The external input parameters were selected as follows: (i) the inlet stagnation pressure
and temperature are 3 atm and 77 K, (ii) the cold outlet pressure is 1 atm, (iii) the desirable
cold-outlet stagnation temperature is about 70 K (since the expected temperature drop in
vortex tubes with pressure ratio of 3 is about 10%) and (iv) the desired input mass flow rate
is around 5 g/s. The applied design method produced the following recommendations
for the device geometry: the main tube length of 133 mm and diameter of 14.9 mm, the
cold-outlet diameter of 7.3 mm, and the total inlet area of 16 mm2. To ensure adequate
performance at this relatively low length-to-diameter ratio, vortex stopper (de-twister) is
needed near the hot outlet, which was shown in Figure 2. Since the vortex-tube performance
usually benefits from several distributed inlets, four square nozzles of side 2 mm have
been chosen here. The optimal cold-flow fraction suggested by this method for the selected
geometry is about 0.46.

The initial tube configuration was selected to have a constant-diameter vortex tube
with direct tangential nozzle integration at one end of the main tube. This setup is illus-
trated as case A in Figure 6. Since a stepped vortex chamber is commonly used in practice,
such a system was created by displacing nozzles outward from the tube centerline by two
nozzle side lengths (case B in Figure 6). The next configuration with a smooth transition
between the vortex chamber and the main tube was considered, as shown by case C in
Figure 6. (It was also used for the verification study discussed above.) Since this geometry
demonstrated performance improvement, even wider vortex chamber was also tried with
diameter greater than the main tube diameter by 8 mm (four nozzle sides), as shown by
case D in Figure 6.

Figure 6. Investigated shapes of vortex tubes (a) case A, (b) case B, (c) case C, (d) case D. Purple
square dot in the top left corner of each configuration indicates one of four inlet nozzles.

These four configurations were meshed with a fine mesh following the same approach
as in the above validation study. Simulations were then carried out for these cases at the
same total pressure at the inlet and cold outlet and the same inlet total temperature. The
hot-outlet pressure was adjusted to keep the cold-flow fraction at the same value (0.46).
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The main dimensional characteristics of the vortex tubes include the stagnation tem-
perature separations at the outlets in comparison with the inlet stagnation temperature,
Tin,tot − TC,tot and TH,tot − Tin,tot. Another common metric for the vortex-tube performance
is the isentropic temperature efficiency that compares actual temperature drop at the cold
end to that in the isentropic processes at the same pressure ratio pr = Pin,tot/PC,tot.

ηT =
Tin,tot − TC,tot

Tin,tot

[

1 − pr

γ−1
γ

] (5)

These characteristics obtained from simulations with four tube configurations are
given in Figure 7. It is apparent that introducing a stepped vortex chamber (case B) reduces
the system efficiency in comparison with a straight tube (case B). However, employing a
smooth transition between the shifted nozzles and the main tube (case C) helps boost the
temperature separation (up to 9 K at the cold side) and efficiency (ηT ≈ 0.44). Case C seems
to have expansion of the tube near the inlets closest to the optimum (among the studied
cases), since case D with even larger cross-sectional area exhibits performance degradation.

Figure 7. Predicted temperature separations at (a) cold outlet and (b) hot outlet. (c) Isentropic
temperature efficiency.
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Some flow characteristics of the four studied cases are presented in Figures 8–10. The
flow patterns shown with help of line convolution integrals, as well as velocity magnitudes,
are given in Figure 8 at longitudinal tube sections. The maximum velocity in the pre-
dominantly tangential direction is observed near the inlets. The incoming flow forms a
swirl that propagates downstream keeping highest velocities closer to the walls (although
velocity at the wall surface drops to zero due to no-slip condition). The flow regions near
the centerline are relatively slow. The lowest velocities are shown near the hot outlet
where the vortex stopper significantly decelerates the flow. It can be noticed that the
vortex chamber expansions alter the size of the high-velocity swirl. It appears that case C
with smooth transition and moderate widening keeps the fast near-wall flow the longest
distance along the tube, which eventually leads to greater temperature separation.

Figure 8. Flow patterns and total velocity magnitudes in the longitudinal planes: (a) case A, (b) case B, (c) case C, (d) case D.
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Figure 9. Mach number distribution in transverse vortex-chamber planes (a) case A, (b) case B, (c)
case C, (d) case D.

In Figure 8, one can also notice slices of quasi-toroidal vortices between the outer flow
with axial direction toward the hot end and the inner flow with axial motion to the cold
outlet. In cases A and B these vortices are rather thin and elongated. With wider tube
enlargements, these vortices grow in the radial direction, which may help to keep the faster
outer flow in case C. In Case D, several vortex systems are present, which likely leads to
excessive dissipation and reduction in the system efficiency.
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Figure 10. Vortex-tube streamlines with indicated variations of the total temperature (a) case A, (b) case B, (c) case C,
(d) case D.

The flow Mach numbers in the tube transverse sections passing through the middle of
nozzles are depicted in Figure 9. The highest Mach numbers (around one) are observed in
the original tube (case A) without a vortex chamber. These near-sonic zones are formed
at short distances from the entrances where the incoming flow from the nearest nozzle
is merging with the flow supplied though other nozzles. Near the tube centerlines, the
flow velocity drops substantially. In case B with a stepped vortex chamber, the high-Mach
number regions are shifted toward the tube center, where the flow from the inlets enters
the main tube. More uniform distribution of Mach numbers is observed in case C, while
their magnitudes still reach high values. Even more uniform, but also substantially lower
Mach numbers, appear in the widest case D.

The selected streamlines with superimposed total temperature magnitudes are illus-
trated for four studied cases in Figure 10. All streamlines have swirl shapes due to high
tangential velocities. The spatial period in the axial directions increase away from the
nozzles indicating reduction of the tangential speeds, while the axial velocity changes
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little. The streamlines in the outer region generally demonstrate an increase in Ttot as they
approach the hot outlet, with the exception of case D where the total temperature peaks at
the end of the smooth transition between the inlets and the main tube. The streamlines
originated at the nozzle closer to the tube centerline initially propagate toward the hot
end, but then they change direction and proceed toward the cold outlet while reducing
their radii.

Additional simulations have been conducted for cases A (original) and C (highest
performing among studied setups) at low and high cold-flow fractions. The results for the
cold temperature separation and isentropic efficiency are shown in Figure 11. Besides these
parameters, another metric important in practical applications is introduced by multiplying
the cold-flow fraction ζ and the isentropic efficiency ηT . This product characterizes the
cooling capacity of the vortex tube rather than just the cold temperature. As one can see in
Figure 11, case C slightly outperforms the original setup A in the entire range studied. The
isentropic efficiency is the highest at the low ζ, while the capacity metric peaks at the high
cold-flow fraction.

Figure 11. Metrics of performance of vortex tubes: (a) temperature separation at the cold outlet, (b)
isentropic temperature efficiency, (c) non-dimensional cooling capacity. Stars, highest performing
(among studied setups) case C; triangles, original case A.
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5. Concluding Remarks

In the present study, flow of cryogenic hydrogen gas inside vortex tubes was nu-
merically simulated. Verification and validation indicate reasonably good accuracy of
this modeling. The innovative geometry of the vortex tube, involving a smooth transi-
tion between the vortex chamber and the main tube, resulted in increased by about 7%
performance of such a tube relative to a standard straight tube. This improvement can
be associated with slower degradation of the vortex strength along the tube away from
the inlets, which enhances the energy transfer from the core to peripheral fluid regions.
However, if the tube widening near the entrance becomes excessive, the efficiency drops
since the inlet flow becomes insufficient to maintain high-velocity swirl in a wide tube.

Further optimization of the vortex tube may involve variations of other geometrical
parameters of the system. A next step in modeling vortex tubes intended specifically
for hydrogen liquefaction can include even lower temperatures and possibly involve
hydrogen condensation and transition between ortho/para phases of hydrogen. Hence,
actual properties of hydrogen beyond the simplified equations of state will need to be used.
Modeling of condensation may require finer numerical grids and multi-phase approaches.
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Abstract: A methanol steam reformer converts methanol and steam into a hydrogen-rich mixture
through an endothermic reaction. The methanol reformer is divided into a reaction section and
a heat supply section that transfers thermal energy from 200 to 300 ◦C. This study presents the
behavior of the methanol steam reforming reaction using the latent heat of the steam. A numerical
analysis was separately conducted for two different regimes assuming constant heat flux conditions.
A methanol steam reformer is an annulus structure that has a phase change heat transfer from an
outer tube to an inner tube. Different from the steam zone temperature in the tube, the latent heat of
steam condensation decreases, and there is a gradual between-wall temperature decrease along the
longitudinal direction. Since the latent heat of steam condensation is very sensitive to the requested
heat from the reformer, it is necessary to consider a refined design of a methanol reformer to obtain a
large enough amount of heat by steam condensation.

Keywords: computational analysis; high-pressure methanol steam reformer; phase change heat
transfer; high pressure steam condensation; hydrogen production

1. Introduction

The exhaust gases from hydrocarbon fuel exacerbate global warming, which has triggered an
economy based on hydrogen. Since global warming can be reduced with highly efficient power plants,
new types of power plants have also been introduced in the world. Hydrogen energy has the advantage
of having a high energy density, low pollutants emission, and fuel flexibility via various sources.

As of yet, the mass production of hydrogen is done by a chemical reaction requiring hydrocarbons.
Hydrocarbon-based fuel-producing methods are the steam reforming process, partial oxidation process,
and autothermal reforming process. Among them, the steam reforming process is not only economical
but also relatively high efficient. The methanol reformer is known for its high energy density per
volume, safety, and long-term durability through proper maintenance [1,2]. Various applications are
examined such that the methanol reformer is applied to the fuel cell vehicle in the Necar 3 (1997) and
Necar 5 (2000). Another application of methanol reformers is a portable fuel cell as a micro-reformer
that is used for laptop computers and military robots. Different from the above, the methanol reformer
is also used for a high-temperature stationary PEMFC(Proton Exchange Membrane Fuel Cell), which is
known to be more tolerable to CO poisoning [3].
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The methanol reformer is also applied to an air independent power propulsion system for
submarines [4]. Since methanol is safer than hydrogen, it is very attractive to satisfy the requirements
of military operations. Prior to methanol reformers, metal hydride was used to store hydrogen for fuel
cells. Compared with metal hydride, methanol reformers have longer durability and a larger capacity
of energy storage. Since the methanol is reformed for submarines, the operating pressures are very
high. Even though the high pressure prevents a highly efficient conversion operation, it is necessary to
work the reformer at that pressure to conceal the submarine from an external signature.

Several studies have been done in the field of the methanol steam reforming reaction.
Amphlett et al. performed experiments on methanol conversion and reported that methanol conversion
increased as the molar number of water vapor increased [5]. Reiyu Chein et al. conducted a numerical
study on the steam reforming reaction and identified the mole fractions of methanol, hydrogen,
and carbon monoxide in the reforming process [6]. This confirms the validity of numerical analysis for
the methanol steam reforming reaction. Additionally, Ataallah et al. developed a three-dimensional
model using CFD to study some parameters and features that affect the performance of a methanol
steam reformer in a linear reactor with a straight channel [7]. They reported that the performance of
the methanol steam reforming reaction at constant inlet mass flow rates and velocities varies with
the channel dimensions and operating conditions. Shuji et al. investigated the behavior of catalyst
materials, sheet paper containing SiC fibers, catalyst powders, and catalyst pellets, under different
space velocities (SV) in the methanol steam reforming reaction [8].

On the other hand, Ji et al. reported on the steam reforming of methanol using phase change heat
transfer [9,10]. Since the methanol steam reforming temperature ranges from 200 to 300 ◦C, they had
to select an appropriate phase change medium for the temperature range. The phase change medium
of their methanol steam reformer was deionized water, and the temperature and pressure of the phase
change process were determined by the operating condition of the methanol steam reforming process.
This idea is novel, and they experimentally evaluated the performance of the methanol reformer;
however, the operating mechanism still needs to be examined. They also show that the high-pressure
operation of the methanol steam reforming reaction produces a high concentration of carbon monoxide.
They also pointed out that the concentration of carbon monoxide can be significantly reduced with the
increasing SM (Steam to Methanol) ratio [11].

In particular, since the reaction mechanism comprises important parameters, the reaction kinetics
are widely studied and reported [1–8]. However, most of the methanol steam reforming processes in
literature are heated by the combustion of fuel or hot gases. There are scarce reports about the methanol
reforming process with phase change heat transfer. Additionally, since the phase change of water
around 200 to 300 ◦C requires very high vapor pressure, it is very difficult to find an experimental or
numerical study of the methanol steam reforming process with phase change heat transfer.

In this study, a computational analysis was performed to investigate the behavior of a high-pressure
methanol steam reforming process with phase change heat transfer. The water vapor condensation and
the methanol steam reforming reaction take place in a hollow tube. Since the temperature of the phase
change medium in the radial direction is varied and in the longitudinal direction as well, the methanol
steam reforming reaction is closely linked to those temperature distributions. The computational
sections are divided into two different regimes: one for phase change heat transfer and the other for
the methanol steam reforming process.

2. Simulation Model

The methanol steam reforming process with phase change heat transfer is conducted in annulus
tubes that layer two different sizes of tubes in the same center. The methanol and the steam flow into
the inner tube, and superheated steam flows into the outer tube. The flow arrangement is a parallel
flow. The methanol steam reformer has two compartments, which require two different analysis
schemes. One is dominated by a two-phase flow, and the other is dominated by the methanol steam
reforming process in porous media. Figure 1 shows the geometric information of the computational
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analysis. There is a methanol steam reforming zone inside of the hollow tube, and heat is supplied
from the outer tube to the reaction zone by the phase change of the steam. The flow direction of the
reformer zone and phase change zone is parallel. The total height of the tube is 700 mm, and the
thickness between the inner shell and outer shell is 2.1 mm. Since heat is transferred from the outer
shell to the inner shell, it is observed that the outer surface of the inner shell has condensed vapors on
it. The other conditions are summarized in Table 1.
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Table 1. Geometric and operating parameters of numerical computation.

Parameters Dimension Unit Expression

T1 280 ◦C Inlet temperature

Ts 279.9616 ◦C Saturation temperature

P1 64.1646 bar
Inlet pressure of steam

condensation zone

P2 30 bar Inlet pressure of reaction zone

L 70 mm Total length

Lt 2.1082 mm Tube thickness

r1 2.9464 mm Inlet radius of heat source zone

r2 10.5918 mm Inlet radius of reaction zone

R 15.6459 mm Total radius

ρ 8055 kg/m3 Density of solid tube

Cp 480 J/kgK Specific heat of solid tube

k 15.1 W/mK Thermal conductivity of solid tube

Since the vapor flow goes down by gravity, water vapor condenses on the inner surface of the
outer tube. When the temperature of the water vapor meets a vapor saturation state, water droplets
cover the outer tube, which act as heat transfer resistance.

2.1. Reaction Kinetics

The reaction kinetics of the methanol steam reforming process have been widely investigated.
The following three processes are known to be the main reactions of the methanol steam reforming
reaction [10–16]. The methanol steam reforming reaction is described by three elementary reactions:
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methanol steam reforming reaction (SR), methanol decomposition (MD), and water gas shift
(WGS) reaction.

Methanol steam reforming reaction (SR)

CH3OH + H2O→ CO2 + 3H2 (1)

Water gas-shift reaction (WGS)

CO + H2O→ CO2 + H2 (2)

Methanol decomposition reaction (MD)

CH3OH→ CO + 2H2 (3)

The Arrhenius equation is applied to calculate the chemical reaction rate. The basic form of the
Arrhenius equation is as follows:

k = A× exp
(

−
Ea

RT

)

(4)

where Ea is the activation energy, A is the pre-exponential factor, and k is the reaction rate constant.
The kinetics constants of the methanol steam reforming reaction at 200 to 300 ◦C are shown in
Table 2 [14–17].

Table 2. Constants of the Arrhenius equation for methanol steam reforming reaction.

Reaction Step A [kmol/m3s] Ea [kJ/mol] Reaction Name

CH3OH→ CO + 2H2 1.43 × 109 1.22 × 108 Methanol decomposition reaction

CO + H2O→ CO2 + H2 5.115 × 107 8.77 × 107 Water–gas shift reaction

CH3OH + H2O→ CO2 + 3H2 2.002 × 109 9.27 × 107 Steam reforming reaction

2.2. Governing Equations

The gas mixture of the methanol and steam flows through the inner tube, and the steam reforming
reaction is progressed. The governing equations are as follows:

Continuity equation
▽ ·(ρν) = 0 (5)

Momentum equation
▽ ·(ρνν) = −▽ ρ+ ▽·(τ) + ρg (6)

Energy balance equation

▽ ·(v(ρE + p)) = ▽·Ke f f ▽ T −
∑

hi J j + Sh (7)

E = h−
p

ρ
+

v2

2
, h =

∑

i
Yihi (8)

h j =

∫ T

Tre f

Cp dT, J j = −
(

rD j,m +
µt

Sct

)

▽Y j, ke f f = k +
cpµt

Prt
, Sh = −σ j

h0
j

Mi
R j. (9)

The reforming zone is filled with a catalyst. The reaction zone is set up to be porous media, and the
catalytic reaction on the surface of the pellet is simulated by chemical kinetics. It is assumed that the
porous media is charged homogenously, and the flow is laminar. Darcy’s law is used to determine the
internal velocity.

△ p = C2
1
2
ρ△ nv2 +

1
α
△ nvµ (10)
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Darcy’s law is represented by the sum of the inertial resistance and the viscous resistance.
In addition, the porosity should be set and expressed as r in the following equation.

ke f f = γk f + (1− γ)ks (11)

The porosity (r) is the ratio of the fluid volume to the total volume. The effective heat transfer
coefficient (keff) is determined by the sum of kf, the heat transfer coefficient in the fluid zone, and ks,
the heat transfer coefficient in the solid zone. On the other hand, saturated steam flows into the empty
space in the outer tube, and the condensation condition is determined by the steam pressure and
temperature. When the steam is induced, the pressure is set as 64.16 bar and the saturation temperature
is set to 279.96 ◦C (553.11 K). When the endothermic reaction takes place in the reaction zone, the heat
absorption results in the condensation of the steam. The vapor condensation is calculated by the
Eulerian Lee model [14]. The liquid–vapor mass transfer (evaporation and condensation) is governed
by the vapor transport equation.

∂

∂t
(αvρv) + ▽·

(

αvρv
→
vv

)

=
.

mlv −
.

mvl (12)

Here,
.

mlv and
.

mvl are the rates of mass transfer due to evaporation and condensation, respectively.
In the evaporation–condensation problem, mass transfer from the liquid to vapor is a positive mass
transfer, and the units of Equation (11) are in kg/s/m3. The mass transfer rate on the right hand side of
Equation (11) is defined as follows:

If Tl > Tsat(evaporation),
.

mlv = coe f f × αlρl
(Tl − Tsat)

Tsat
(13)

If Tv < Tsat(condensation),
.

mvl = coe f f × αvρv
(Tsat − Tv)

Tsat
. (14)

Here, α and ρ are the phase volume fraction and density, respectively. coeff is a coefficient that must
be tuned finely and can be interpreted as a relaxation time. The volume fractions represent the space
occupied by each phase. The volume Vc of phase q is defined as follows.

Vq =

∫

αqdV (15)

∑n

q=1
αq = 1. (16)

The effective density of q is expressed as follows.

ρ̂q = αqρq. (17)

In the above expression, ρq is the physical density of phase q. In addition, the governing equation
on q is as follows.

Continuity equation

∂

∂t

(

αqρq

)

+ ▽·
(

αqρq
→
vq

)

=
n

∑

p=1

( .
mpq −

.
mqp

)

+ Sq (18)

Here, vq is the velocity of phase q,
.

mpq characterizes the mass transfer from the pth to qth phase, and
.

mqp

characterizes the mass transfer from phase q to phase p.
The momentum balance equation for phase q yields

∂
∂t

(

αqρq
→
v q

)

+ ▽·
(

αqρq
→
vqvq

)

= −αq ▽ p + ▽·τq + αqρq
→
g +

∑n
p=1

(

→

Rpq +
.

mpq
→
v pq −

.
mqp

→
v qp

)

+
→

F q +
→

F li f t,q +
→

Fvm,q. (19)

This is the momentum balance equation for phase q where τq is the qth phase stress–strain tensor.
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τq = αqµq

(

▽
→
v q + ▽

→
v

T

q

)

+ αq

(

λq −
2
3
µq

)

▽ ·
→
v qI (20)

Here, τq and µq are the shear and bulk viscosity of phase q;
→

F q is an external body force;
→

F li f t,q is

a lift force;
→

Fvm,q is a virtual mass force;
→

Rpq is an interaction force between the phases, and p is the
pressure shared by all the phases.

Lift forces act on a particle mainly due to velocity gradients in the primary phase flow field.
The lift force will be more significant for larger particles, but the ANSYS Fluent® model assumes that
the particle diameter is much smaller than the inter-particle spacing [14]. Thus, the inclusion of lift
forces is not appropriate for closely packed particles or for very small particles. The lift force acting on
a secondary phase p in a primary phase q can be calculated by the formula below.

→

F li f t = −Clρqαp

(

→
v q −

→
v p

)

×

(

▽×
→
v q

)

(21)

The inertia of the primary-phase mass encountered by the accelerating particles (or droplets or
bubbles) exerts a “virtual mass force” on the particles. The virtual mass force is as follows.

→

Fvm = Cvmαpρq















dq
→
v q

dt
−

dp
→
v p

dt















(22)

→

Rpq depends on the fiction, pressure, cohesion, and other effects.
→
v pq is the interphase velocity,

which is defined as follow. If
.

mpq > 0, then
→
v pq =

→
v p, If

.
mpq < 0, then

→
v pq =

→
v q. Likewise, If

.
mqp >

0 then
→
v pq =

→
v q, I f

.
mqp < 0 then

→
v pq =

→
v p.

2.3. Computational Methods and Boundary Conditions

Meshes are shown in Figure 2. The solver is a pressure-based solver, and a transient
analysis was conducted. Additionally, axisymmetric computation was used to facilitate the analysis.
The condensation/evaporation model is a Eulerian Lee Model which is provided by ANSYS Fluent®.
At the wall of the outer tube, the adiabatic condition was applied for the heat transfer, and wall
conditions were also selected for the momentum. Another adiabatic condition was set up along the
symmetric axis. At the inter-wall between the inner tube and outer tube, a boundary condition was
set up.
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Generally, the inner tube and outer tubes were set up to be two computational domains.
However, because it is very difficult to solve the computation of two different physics simultaneously

142



Energies 2020, 13, 4324

in the commercial software ANSYS fluent®, this study separated the computation of those physics one
by one by selecting coupling boundary conditions.

The Eulerian Lee model requires fine tuning of the parameters, which is known as a frequency
factor [18]. The frequency factor affects the condensation or evaporation mass transfer rate that is
empirically determined. Accordingly, it is necessary to tune the frequency factor so that the phase
change mass transfer rate is reasonably determined. This is a clue to tune the model so that the proper
heat flux determines the heat transfer coefficients and surface temperature.

At first, the constant heat flux conditions were the boundary condition of the inner tube side of
the inter-wall. The first domain was the steam reforming zone, and the second domain was the solid
tube. When the methanol steam reforming reaction progresses through the inner tube, it is assumed
that a constant heat flux is absorbed from the steam condensation zone.

When the constant heat flux is acting on the surface of the inner wall, the inter-wall temperatures
is Ts which is the surface temperature of the phase change zone, and the inner wall temperature is
Ti which is the surface temperature of the steam reforming zone. Those notations are also found in
Figure 1. The constant heat flux boundary conditions were set up to be 1, 2.5, and 5 kW. Equation (22)
explains the heat transfer correlation with the induction of the constant heat flux from the wall. Ts, Ti,
and h are unknowns, and h is a function of Ts. The methanol and steam mixture temperature through
the inner tube and steam temperature through the outer tube were varied in the longitudinal direction.
The heat transfer rate should be calculated by the log mean temperature difference (LMTD). It is
assumed that the steam is not fully condensed throughout the outer tube. Then, the steam temperature
of the outer tube should be maintained. Then, the heat transfer rate is explained as follows:

qw =
2πLk(Ts − Ti)

ln
(

ro
ri

) = hAs △ Tlm (T∞ = constant) (23)

△ Tlm =
△To −△Ti

ln
(

△To
△Ti

) (24)

△To

△Ti
=

Tsteam − Ts,o

Tsteam − Ts,i
= exp













−
PL
.

mcp
h













(Tsteam = constant). (25)

The convection heat transfer coefficient on the wall of a circular tube is calculated by the following
Equation [19].

h =
Reδµlh f g

4L(Tsat − Ts)
(26)

where,

Reδ =








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
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



3.70klL(Tsat − Ts)
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l
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)
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+ 4.8


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

























0.82

(30 ≤ Reδ ≤ 1800).

All liquid property should be obtained from the film temperature Tf = (Tsat + Ts)/2, and hfg should
be obtained from Tsat. Ts in Equation (25) is calculated by the arithmetic average of Ts in between the
inlet and outlet. Since the average heat transfer coefficient hL is calculated by Equations (22) and (25),
a new temperature Ts is updated by iteration.

The temperatures in Table 3 were used to determine the frequency factors of each heat flux case.
Then, the frequency factor was fixed, and the phase change phenomena were analyzed.

Table 3. Inner wall temperature and inter-wall temperature in terms of constant heat flux conditions.

Heat Rate [kW] Ts [K] Ti [K]

1 545.17 542.54
2.5 534.79 527.96
5 514.39 500.73
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3. Simulation Results and Discussion

3.1. Phase Change Trends with Surface Heat Absorption

As the heat fluxes were increased, the steam temperature decreased in the radial direction.
Condensation was also observed on the surface. Figure 3 shows the steam temperature profile and
liquid volume fraction profile in the outer tube. As expected, the near-wall temperature is about 7 K
lower for the 1 kW heat absorption. Then, the wall temperature further decreased with a higher heat
absorption rate. Near the inter-wall, the steam temperature slope was dramatically decreased due to
heat absorption. Then, the steam temperature in the phase change zone rose rapidly to 280 ◦C, which is
the inlet temperature of the steam. Another aspect was the temperature profile in the radial direction.
As shown in Figure 3, the near-wall temperature gradient was quite large, and a very thin boundary
layer was observed regardless of the absorbed heat. This is because the condensed liquid increases the
thermal resistance of the heat transfer. Accordingly, the outer zone from the temperature boundary
layer maintained its temperature at the phase change condition.
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Figure 3. Vapor temperature and water volume fraction along flow direction (three different heat fluxes
as well boundary conditions).

As the heat absorption increased, the liquid volume fraction near the wall is almost 1.0,
which implies that the surface is covered with a thin liquid film. The gravity force made the liquid
volume fraction boundary layer become thicker along the channel. As steam flows into the outer tube,
the liquid volume fraction steeply increased. The more heat is absorbed, the earlier the saturated water
is observed through the tube. Then, the liquid volume fraction grew near the inter-wall along the
longitudinal direction. It was also shown that most of the area in the outer tube was occupied by
saturated steam.

The thermal boundary layer thickness was defined as 0.999 of the free stream temperature, and the
liquid volume fraction was defined as 0.999 of the saturated vapor. The results are shown in Figure 4.
The thickness of the temperature boundary layer was thinner than the thickness of the liquid volume
fraction boundary layer. It shows that the mixture of steam and liquid water stayed on the liquid
boundary layer. As observed, the concentration boundary layer is thicker for all the heat absorption
rates, and the thickness increased linearly. The thickness difference between the boundary layer is
large for the 1 kW heat absorption condition. As the heat absorption rate was increased, the thickness
difference between the two boundary layers changed little.

The radial temperature profile is shown in Figure 5. The linear increase zone is the solid inter-wall,
and a steep temperature increase was observed from the surface of the inter-wall to the steam zone.
The overall steam temperature in the radial direction was mainly constant at the saturated condition.
Another observation was the gradual temperature down along the longitudinal direction. Even though
the temperature of the steam was maintained, the wall temperature decreased with a higher heat
flux. One interesting feature is the steam temperature. The steam temperature was maintained over
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the various heat flux conditions, while the wall temperature dramatically changed with the higher
heat flux.
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The water volume fraction of the outer tube rapidly increased right after inducing the steam,
and the water volume fraction was then 1 at the exit. Figure 6 shows the water volume fraction at
the inlet and exit. As observed, the water volume fraction at the inlet is steeper with a higher heat
absorption rate, and the water volume fraction at the exit is thicker with a higher amount of heat flux.
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The overall liquid fraction of the saturated steam along the outer tube is determined by the
integration of the liquid mass over the space. Thermodynamically, the quality is the ratio of the steam
mass to the total mass and is calculated as follows.

x =
mg

mg + m f
(27)

xw = 1− x =
m f

mg + m f
(28)

Here, x is the quality; xf is the water mass ratio; mg is the mass of them steam, and mf is the mass
of the water. Figure 7 shows the total mass ratio of condensed water in the outer tube. As shown,
the ratio of condensed water is proportional to the heat flux to the steam reforming process. The ratios
of the water mass to the total mass for each heat flux condition were 26.38%, 33.95%, and 40.10%.
Accordingly, the volume of the liquid is relatively small, and the mass of the steam is not negligible.

𝑥 = 𝑚௚𝑚௚ +𝑚௙𝑥௪ = 1 − 𝑥 = 𝑚௙𝑚௚ +𝑚௙

 

Figure 7. Ratio of water mass to total mass over three different heat fluxes.

The heat absorption from the phase changing steam results in a temperature change on the
inter-wall surface. The surface temperature of the inner tube (Ti) is captured in Figure 8. As shown,
the surface temperature non-linearly decreased, and the initial temperature was lower than the steam
methanol inlet temperature. One reason is from heat transfer through the solid wall. The solid wall
is acting as thermal resistance to the heat transfer. Another reason is the condensation of the steam
from the inlet. As shown in Figure 4, a significant temperature drop is observed at the near inlet of the
phase change zone. The temperature drop results in a lower temperature of the solid surface (Ti) at the
inlet of the methanol steam reforming zone.
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3.2. Physical Behavior in the Methanol Steam Reforming Reaction

The temperature profile through the inner tube was determined by the boundary conditions
and reaction characteristics. The temperature trends were observed at the 2.5 kW heat flux boundary
conditions. Due to the presence of the porous methanol steam reforming catalyst, the temperature
profile in the radial direction is almost flat. The longitudinal temperature profile is determined by
the temperature profile in Figure 8 and the symmetry condition. Figure 9 shows the temperature
profile of the chemical reaction zone. The gas inlet temperature was 553 K, which was a higher
temperature than the wall temperature. As observed, the initial gas temperature rapidly dropped due
to the temperature difference between the gas temperature and the wall temperature. After the first
hill from the higher temperature to the lower temperature, the temperature profiles can be seen in
Figure 8. Then, the methanol steam mixture temperature is similar to the wall temperature. The mixture
temperature was 553 K at maximum and 527 K at minimum.
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Methanol steam reforming reaction consists of three reaction mechanism: steam reforming
reaction, water gas shift reaction, and methanol decomposition reaction. Those three reactions are
traced in Figure 10. As observed, the order of the steam reforming reaction is almost 103 times greater
than the other two reactions. Accordingly, the products of the reforming reaction will be mainly H2,
CO2, and H2O. Another aspect is that the reaction rates decay along the channel. Initially, the reaction
rate of the steam reforming reaction was quite high and steeply decreased along the channel. It was
observed that the wall temperature profile affects the decay of the methanol decomposition rate.
However, the methanol steam reforming reaction rate looks less affected by the wall temperature
profile. Instead, the concentration of methanol has a more significant effect on the methanol steam
reforming reaction.
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Because the steam reforming reaction mechanism dominates the overall reaction, the products
are mostly H2, CO2, and H2O. Figure 11 shows the mole fraction evolution of the product gases and
the decay of methanol. As observed, the concentrations of H2 and CO2 gradually increase along the
pipe. The maximum mole fraction of H2 is 0.58, and CH3OH gradually decreases at the rear end
of the reaction zone, resulting in a mole fraction of 0.09. The mole fraction of the reactants CH3OH
and H2O decreases as the reaction proceeds in the Z direction. Another aspect is the consumption
rate of H2O. As observed, the H2O concentration decreased over a short time in the frontal regime,
and the concentration gradually decreased. Because the hydrogen production is dominated by steam
reforming, it was observed that the consumption of water corresponded to the hydrogen concentration.
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4. Conclusions

In this study, computational analysis of high pressure methanol steam reforming reaction with
the phase change of steam at saturation pressure are conducted.

(1) High-pressure methanol reforming reaction and high-pressure steam condensation phenomena
are connected by constant heat flux conditions. Therefore, two different physical phenomena is
explained by transferred heat flux.

(2) As the heat absorption of methanol steam reforming process results in vapor condensation,
the inter-wall temperature between reforming zone and phase change zone is decreased.

(3) Since the temperature boundary layer is thinner than the liquid volume fraction boundary layer,
the steam liquid mixture stays on the liquid water layer.

(4) The non-linear solid temperature of the inner wall affects the kinetics of the methanol
decomposition reaction, but the kinetics of the steam reforming reaction and water gas shift
reaction are rarely affected by the non-linear temperature profile of the inner wall.

(5) Since the overall reaction takes place within narrow radius porous media, the negligible
concentration difference is observed through the steam reforming zone.
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Abstract: Automobile exhaust heat recovery is considered to be an effective means to enhance fuel
utilization. The catalytic production of hydrogen by methanol steam reforming is an attractive
option for onboard mobile applications, due to its many advantages. However, the reformers of
conventional packed bed type suffer from axial temperature gradients and cold spots resulting from
severe limitations of mass and heat transfer. These disadvantages limit reformers to a low efficiency
of catalyst utilization. A novel rib microreactor was designed for the hydrogen production from
methanol steam reforming heated by automobile exhaust, and the effect of inlet exhaust and methanol
steam on reactor performance was numerically analyzed in detail, with computational fluid dynamics.
The results showed that the best operating parameters were the counter flow, water-to-alcohol
(W/A) of 1.3, exhaust inlet velocity of 1.1 m/s, and exhaust inlet temperature of 773 K, when the
inlet velocity and inlet temperature of the reactant were 0.1 m/s and 493 K, respectively. At this
condition, a methanol conversion of 99.4% and thermal efficiency of 28% were achieved, together
with a hydrogen content of 69.6%.

Keywords: methanol steam reforming; hydrogen production; exhaust waste heat; rib microreactor

1. Introduction

Motor vehicles are increasing dramatically with the rapid economic development [1,2]. However,
the power used by the internal combustion engine for power output generally accounts for only
30%–45% (diesel) or 20%–30% (gasoline) of the total fuel combustion heat. A car effectively uses only
a small part of the fuel’s chemical energy, and most is lost through the engine’s cooling water and
high-temperature exhaust heat [3,4]. Therefore, the exhaust heat recovery, which is very important
to improve the fuel efficiency, attracts more and more attention [5,6]. Pashchenko [7] studied
thermochemical recovery of heat contained in flue gases with steam methane reforming. It was found
that the enthalpy increased with increasing mole fraction of combustion products in the reaction
mixture. At the same time, the greenhouse effect resulting from the burning of fossil energy has
seriously affected the earth. In this regard, many countries are actively investing in the development of
pollution-free clean energy and alternative energy [8–10]. Hydrogen is one of the prominent alternative
energy because of its many excellent properties, especially its combustion product of water [11,12].
However, difficulties in storage and ecological environment transportation of hydrogen persist [13,14].
Liquid fuel reformation is becoming an increasingly important process of hydrogen production for
on-board mobile applications [15,16]. The use of bioethanol in the schemes of thermochemical recovery
of heat contained in exit flue gases is also an option that was considered [17]. It was found that the
degree of ethanol conversion is near unity above the temperature of 600 K. Pashchenko [18] compared
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thermochemical waste-heat recuperation through steam reforming of liquid biofuels. The maximum
transformation coefficient 1.187 was observed for ethanol steam reforming, and a minimum effective
temperature of about 600 K was observed for methanol. Methanol, which can be converted to hydrogen
at lower temperature as it contains no carbon–carbon bonds, is an excellent hydrogen carrier and is free
of storage and transportation issues [19,20]. In addition, methanol can be reformed to produce hydrogen
at low temperatures, with very small amount of CO in the products [21]. Hydrogen production
processes are numerous, and decisions on the choice of fuel are made based on which parameter is
deemed most important for the system. Among various hydrogen production technologies, hydrogen
production from methanol steam reforming (MSR) has attracted attention in the industry, due to its
mild reaction and high hydrogen content of products.

Hydrogen production from endothermic MSR heated by exhaust can recover waste heat of the
exhaust, increasing the fuel utilization. At the same time, the hydrogen from MSR can be sent to the
internal combustion engine, which improves fuel combustion efficiency [22]. Thus, MSR heated by
exhaust is considered to be an effective form of waste heat recovery [23,24]. Mishra [25] designed an
experimental system for hydrogen production from MSR heated by automobile exhaust, and mainly
studied the effects of hydrogen flow rate and exhaust heat exchange rate, on exhaust composition and
reaction performance, under different conditions. The results showed that when the throttle opening
is within 20%, the exhaust temperature and heat flow can meet the needs of hydrogen production
from MSR. Methanol conversion increases with the heat exchange efficiency of reformers, and heat
recovery increases with increasing engine speed. However, too high an engine speed will cause the
heat exchange efficiency to decrease. Kumar [26] used flow-through tubular heat exchanger and porous
ceramic reactors to enhance the heat transfer, and studied hydrogen production from MSR heated by
exhausts. The results showed that the methanol conversion increased with the increasing temperature
of the exhaust. At exhaust temperatures of 350 ◦C, the hydrogen volume fraction was approximately
42%. This method can provide hydrogen for on-board applications in an internal combustion engine,
greatly improving the thermal efficiency of the system. Wang [27] studied the characteristics of
the MSR-coupled with thermoelectric generator system heated by automobile exhausts. The results
showed that when the temperature difference between the cold and hot ends of the thermoelectric
module was 22 K, the output voltage of the power chip was 55 mV, the methanol conversion was 72.6%,
and the molar fraction of hydrogen was 62.6%.

The packed bed is widely used for the conventional MSR method. However, the packed bed
was reported to suffer from axial temperature gradients and cold spots [28,29]. These problems,
which lead to thermal stresses in the channels, result from the severe limitations of mass and heat
transfer. The stability and durability of the catalyst are significantly affected by the thermal stresses.
Furthermore, the severe transfer resistance led to an effectiveness factor of the catalyst that is typically
less than 5% in conventional steam reformers [30]. Micro-reactors can offer a higher heat transfer
rate than the traditional chemical reactors, benefit from the high surface-to-volume ratio and short
conduction paths [31]. Since the small diameters of the reactor channels can shorten the radial diffusion
time, a high heat transfer coefficient is acquired. Moreover, the heat transfer coefficient is known to
beneficial for the homogeneously catalyzed reaction [32]. Thus, microreactors have been increasingly
seen as new tools for chemistry and chemical processes in recent years. Zhou [33] improved hydrogen
production efficiency through sintered copper microreactors. Liang [34] studied the effect of the novel
high-pressure propulsion on hydrogen production from MSR. The result showed that the methanol
conversion increased by 11% in the microreactor. This behavior was attributed to the superior heat
transfer in the microreactors. Pressure drop has been demonstrated to play a significant role in packed
bed reformers in terms of the efficiency of the thermochemical heat recuperation systems [35]. However,
the difficulty of introducing catalyst particles into the micro-channel persists when using micro-reactors
in heterogeneously catalyzed gasphase reactions. Therefore, each channel must be packed identically
to avoid misdistribution, because random packing would result in a high-pressure drop. The catalyst
coating of regular geometry is convenient to be integrated into microreactors, compared to the packed
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bed of catalyst particles. And the catalyst coating is found to be combined closely with the microreactor.
This can intensify thermal conductivity from microreactor to the coating due to the decreased thermal
contact resistance. The pressure drop is lower in a coated catalyst bed, because the coating catalyst
provides the advantage of superior geometry. The activity of the coated catalyst was also found
to be superior to that of the same catalyst in a packed bed for MSR [36]. Therefore, for this study,
a microreactor coupled with catalyst coating is proposed to intensify the process due to its advantages
of heat transfer.

Previous research work has focused on the study of systems with conventional reactors, and studies
on the influence of specific operating parameters on MSR is insufficient. While the vehicles are in motion,
the temperature and flow of the exhaust would change at different motor conditions. In this paper,
a novel rib microreactor coupled with a catalyst coating is designed for the hydrogen production from
MSR heated by automobile exhausts. The exhaust provides heat to the MSR in the same rib microreactor
without outside heat source, and the effect of inlet exhaust and methanol steam on reactor performance
is numerically analyzed in detail. This research can create a reference significance for the comprehensive
utilization of exhaust heat and hydrogen production heated by engine exhaust reforming.

2. Materials and Methods

2.1. Physical Model

The physical model is shown in Figure 1. The exhaust heats the reactant while flowing through
the rib microreactor. The mixture of methanol and water enters the reaction side from the reactant
inlet, and the products flow out of the outlet. The microreactor chamber is 100 mm long, with a radius
of 35 mm, and the heating side radius is 26 mm; the single reaction side angle is 10 degrees and the
intermediate baffle thickness is 1 mm. As the structure, the volume, and the reaction performance of
the single reaction unit of the reactor are completely same and it is a symmetric model. In order to
facilitate the calculation, a half of the single reaction unit is calculated in this paper.

 

th

.

 

Figure 1. Schematic diagram of rib reactor.

2.2. Mathematical Model

In order to simplify the analysis, the following simplified assumptions are made for this reaction,
combining the following characteristics:

(1) All gases are considered ideal incompressible fluid;
(2) Ignoring radiation heat transfer and body force;
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(3) The system is in a stable state, and the laminar flow model is adopted;
(4) Ignoring the influence of gravity;
(5) All external walls are considered thermal insulation;
(6) Ignoring the temperature and concentration differences between catalyst and fluid; and
(7) The catalyst area is considered as a homogeneous medium.
A universal finite rate model and the homogeneous model for the reactor in fluent software is

used. The model’s control equations are as follows:
Continuity equation:

∂(ρV j)

∂x j
= 0 (1)

Component equation:

ρV j
∂Ys

∂x j
=
∂

∂x j
(ρD
∂Ys

∂x j
) + Rs (2)

Momentum equation:

∂(ρV jVi)

∂x j
= −

∂p

∂xi
+
∂

∂x j

(

µ
∂Vi

∂x j
− µ
∂V j

∂xi

)

(3)

Energy equation:

V j
∂(ρh)

∂x j
=
∂

∂x j
(k
∂T

∂x j
) +

∂

∂x j
(
∑

s

ρDi
∂Ys

∂x j
hi) + q (4)

hs = h0 +

∫

CpsdT (5)

The ideal gas state equation:

p = ρRT
∑ Ys

Ms
(6)

where p, T, ρ are the pressure, the temperature, and the density of the mixed gas, respectively, Xj is the
direction, and Vj is the mixed gas velocity. D, λ, µ are the diffusion coefficient, thermal conductivity,
and viscosity coefficient of the mixed gas, respectively, and the ideal gas mixing law is used for the
calculations. Ys is the mass fraction of component s, s = 1–5, respectively, for CH3OH, H2O, H2, CO2,
CO. Cps is the constant pressure specific heat, Ms is the molar mass of component s, and hs is the
enthalpy of component s.

2.3. Solving Method

The fluent software is used for simulation calculation. Three-dimensional symmetry and laminar
flow model are adopted, The speed inlet is used for the inlet of reactants and exhaust use, and the
pressure outlet is used for the outlets. Fluid-structure coupled heat transfer is adopted for the interface
between the reactor and the heater, a symmetrical model is adpoted for the symmetrical surface
adopts.All the outer wall surfaces are set as adiabatic, and the copper-based catalyst is uniformly
loaded inside the reactor.

2.4. Model Validation

In this paper, an experimental platform is built, and the MSR heated by the waste heat of exhaust
is studied in a plate-type. After a comprehensive comparison, the reaction mechanism and kinetic
model in the literature [24] are selected for calculation. The same boundary conditions and parameters
as the experiment are adopted. The results are shown in Figure 2.
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Figure 2. Comparison of the experimental and simulation results.

From the figure, it can be seen that methanol conversion changes of the simulation and the
experiment are the same. The methanol conversion increases gradually with the increase of the exhaust
temperature, and the maximum difference is only 0.8%. After the verification, it can be confirmed that
the reaction mechanism and kinetics adopted in this paper are feasible.

3. Results and Discussions

3.1. Effects of Inlet Exhaust Velocity on MSR

At inlet reactant temperature of 453 K, inlet reactant velocity of 0.1 m/s and inlet exhaust
temperature of 673 K, the characteristics of the MSR are shown as figures when the inlet exhaust
velocity increases from 0.3 m/s to 1.9 m/s. Figure 3a–d shows the temperature distribution, methanol
conversion, and hydrogen and carbon monoxide in the direction of the central axis on the reaction side,
when the inlet velocity of the exhaust increases from 0.3 m/s to 1.7 m/s. As can be seen from the figure,
the temperature, methanol conversion, the hydrogen mole fraction along the axis all increase gradually
with inlet exhaust velocity. The results agree with the literatures [27,37], and suitable for heterogeneous
catalytic hydrogen production from MSR in microreactor. This is because the total amount of heat
supplied to MSR increases as the inlet exhaust velocity increases, so the temperature of MSR increases.
Since the MSR is endothermic, the methanol conversion increases. The temperature is lower at the front
section on the reaction side due to the lower inlet temperature of the reactants. With the increase of the
temperature in the axial direction, the MSR is favored, and the reaction intensity increases initially
and decreases afterwards, along the axis. The axial temperature does not change much before 30 mm
from the inlet, and then increases gradually. The hydrogen molar fraction increases slightly before
30 mm, is comparatively larger from 30 mm to 85 mm, and tends to be gentle after 85 mm. Before
80 mm, the molar fraction of carbon monoxide increases slowly with the inlet exhaust velocity and
increases at a higher rate, from 80 mm to 100 mm. The same is the trend of the hydrogen mole fraction,
as the methanol conversion increases at 30 mm from the inlet and then flattens.

Figure 4a shows the outlet temperature change with the inlet exhaust velocity. With an increase in
the inlet exhaust velocity, the outlet temperature of the MSR and the exhaust, and the temperature
difference between the MSR and the exhaust increases. The outlet exhaust temperature is always higher
than that of MSR. This is because the increase of the inlet exhaust velocity leads to a direct export of
some heat, without participating in the MSR. Therefore, the outlet exhaust temperature becomes higher.
As shown in Figure 4b, there is an increase in methanol conversion and thermal efficiency as the inlet
exhaust velocity increases. This is because the heat absorption from the exhaust increases with an
increase in the inlet exhaust velocity, and the methanol conversion. The increase of the outlet exhaust
velocity leads to an increase in the output heat and a decrease in the thermal efficiency. As shown
in Figure 4c, an increase in the methanol conversion causes an increase of the product, so the mole
fraction of hydrogen, carbon monoxide, and carbon dioxide also increases with the increase of the
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inlet exhaust velocity. When the inlet exhaust velocity is lower than 1.1 m/s, the product increases
with the increasing of inlet exhaust velocity, and then tends to be stable. This is consistent with the
change trend of the methanol conversion and thermal efficiency. The highest efficiency is achieved
when the inlet exhaust is 1.1 m/s, and a methanol conversion and waste heat utilization ratio of 88.07%
and 21.93% is obtained, respectively.
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Figure 3. Temperature in the axial direction (a), methanol conversion (b), hydrogen mole fraction (c),
and carbon monoxide mole fraction (d), as a function of inlet exhaust velocity.
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Figure 4. Outlet temperature on the reaction and exhaust side (a), methanol conversion and thermal
efficiency (b), and reaction product mole fraction (c) as a function of inlet exhaust velocity.
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3.2. Effects of Inlet Exhaust Temperature on MSR

At inlet reactant temperature of 453 K, inlet reactant velocity of 0.1 m/s and inlet exhaust velocity
of 0.1 m/s, the characteristics of the MSR are studied when the inlet exhaust temperature increases
from 573 K to 873 K. Figure 5a shows the axial temperature distribution at different inlet exhaust
temperatures. As the inlet exhaust temperature increases, the heat from the exhaust to MSR increases,
so the axial temperature increases. The results also agree with the literatures [37]. The temperature
of the reactants increases slowly before 20 mm, and then increases rapidly from 20 mm to 80 mm,
and tends to be stable after 80 mm. Due to the low inlet temperature of the reactants, it needs to
absorb the heat before reaching the reaction temperature, so the temperature at the front section of the
entrance side is lower. As the reactant temperature increases, the MSR deepens, causing the amount of
unreacted reactants to decrease. Consequently, the amount of heat absorption along the axial direction
decreases, and the axial temperature increases gradually and tends to be stable. Figure 5b–d shows
the axial distribution of methanol conversion, and hydrogen and carbon monoxide mole fraction,
with different inlet exhaust temperature. All of these increase with an increase of the inlet exhaust
temperature and increases gradually along the axis. It can be seen that the hydrogen mole fraction
changes little before 18 mm and then increases gradually. When the inlet exhaust temperature is
greater than 773 K, it stabilizes at about 80 mm from the entrance. This is because the reaction is almost
completed at the position of about 80 mm when the exhaust temperature is 773 K, so the amount of
the product changes little. Since hydrogen is the main product of the MSR, the change trends of the
hydrogen and methanol conversion are similar. The molar fraction of carbon monoxide is almost 0
before 30 mm, and increases gradually after 30 mm. This is because the temperature is lower than that
of methanol decomposition, 30 mm before the entrance.
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Figure 5. Axial temperature (a), methanol conversion (b), hydrogen mole fraction (c), carbon monoxide
mole fraction (d), as a function of the exhaust temperature.
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As shown in Figure 6a, the outlet temperature of the reactant and the exhaust increases with the
inlet exhaust temperature. The higher the inlet exhaust temperature, the smaller the outlet temperature
difference between the reactant and the exhaust, which decreases from 14.2 K to 6.88 K. The main
reason is that the inlet exhaust temperature increase causes the heat absorbed to increase, and the main
reaction section of the MSR moves parallel. In the latter part of the reaction side, the heat absorbed
by the reactant is mainly used to raise the temperature of the reactant rather than supplying to the
reaction. This leads to the outlet temperature rise. Figure 6b shows the change of thermal efficiency
and methanol conversion with the inlet exhaust temperature. The methanol conversion increases from
61% to 99.9% and the thermal efficiency increases from 16% to 26%, with the inlet exhaust temperature.
This is because the heat absorbed by the reactant increases with the increase of the inlet exhaust
temperature, causing the methanol conversion to increase, as a result, more heat is utilized and the
resulting thermal efficiency is higher. When the exhaust temperature is higher than 773 K, the increase
of methanol conversion and thermal efficiency increases slowly. Since the heat increase caused by the
inlet exhaust temperature is not supplied to MSR, the impact of the increase of the exhaust temperature
on the MSR reaction becomes weak. Figure 6c shows the change of the mole fraction of the reaction
product with the exhaust temperature. The products have the same change tendency, as the methanol
conversion increases with the exhaust temperature. Therefore, when the inlet exhaust is 773 K, the best
performance is achieved. At this time, the methanol conversion is 98%, the thermal utilization is 24.6%,
and the mole fraction of hydrogen is 69%.
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Figure 6. Outlet temperature of reactant and exhaust (a), methanol conversion and thermal efficiency
(b), and mole fraction of the reaction product (c), as a function of inlet exhaust temperature.

3.3. Effects of Reactant Inlet Velocity on MSR

The characteristics of the MSR are studied when the inlet reactant velocity increases from 0.01 m/s
to 0.3 m/s, at inlet exhaust velocity of 1.1 m/s, inlet exhaust temperature of 673 K, inlet reactant
temperature of 453 K. As the inlet reactant velocity increases, the heat absorption by the reactant
increases, resulting in a decrease of the temperature. The change laws agree with the literatures [37,38],
but the increasing range is larger, because the temperature is higher than literature one. As shown in
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Figure 7a, the axial temperature increases gradually along the axis and decreases with the reactant inlet
velocity. When the inlet reactant velocity is 0.01 m/s, the axial temperature increases rapidly and tends
to stabilize at about 55 mm from the entrance. When the inlet reactants velocity is 0.05 m/s, the axial
temperature tends to be stable at about 80 mm. When the inlet reactant velocity is more than 0.05 m/s,
the axial temperature increases slowly, without being stable before the outlet. The heat supplied by the
exhaust can meet the needs of the MSR with the inlet reactant velocity being less than 0.05 m/s, and the
reaction starts at the entrance, with the temperature rising rapidly. When the heat supplied by the
exhaust cannot satisfy the reaction with the inlet reactant velocity by more than 0.05 m/s, the reaction
moves in the opposite direction and the reactant temperature side increases slowly. Figure 7b–d
indicate the axial distribution of methanol conversion, hydrogen, and carbon monoxide, with the inlet
reactant velocity. The methanol conversion, and the mole fractions of hydrogen and carbon monoxide
decrease with the increase of inlet exhaust velocity and gradually increases along the axis. As can be
seen from the figure, when the inlet velocity of the reactants are 0.01 m/s and 0.05 m/s, respectively,
the methanol conversion and the mole fraction of hydrogen increases rapidly and become stable near
the outlet. When the inlet velocity is greater than 0.05 m/s, the methanol conversion and the hydrogen
mole fraction keep increasing along the axis. When the reactant inlet velocity is small, the heat supplied
is sufficient for the MSR on the reaction side. Therefore, the methanol conversion and the products
are already stable before the outlet. When the inlet reactant velocity increases, the heat absorption
increases, resulting in the MSR moving in the opposite direction.
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Figure 7. Temperature in the axial direction (a), methanol conversion (b), hydrogen mole fraction (c),
and carbon monoxide mole fraction (d), as a function of reactant inlet velocity.

As shown in Figure 8a, when the reactant inlet velocity increases, the outlet temperature on
the reactant and the exhaust decreases and the temperature difference between each other increases
from 1 K to 41 K. At the constant amount of heat supplied from the exhaust, the heat required by
the reactants increases when the reactant inlet velocity increases, so the outlet temperature decreases
greatly. At this time, the heat is mainly used to supply the endothermic reaction. Moreover, the reactant
temperature decreases with the increasing inlet reactant velocity. Figure 8b shows the change of the
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thermal efficiency and methanol conversion with the inlet reactant velocity. With the increase of the
inlet reactant velocity, the thermal efficiency increases from 6% to 31.7%, and the methanol conversion
decreases from 99.6% to 45.7%. This is because with the increase of the inlet velocity of the reactants,
the contact time becomes shorter and the total heat cannot satisfy the heat absorbed, so the methanol
conversion decreases. The thermal efficiency increase is caused by the increase of the temperature
difference between the reactant and the exhaust. When the exhaust inlet velocity is 1.1 m/s, and the
thermal efficiency is also considered, the reactant inlet velocity of 0.1 m/s is found to be optimal.
Although methanol conversion is enhanced, the actual mass of hydrogen produced is indeed small at
this condition, and the throughput can be increased by integrating a certain amount of rib microreactors.
As shown in Figure 8c, the mole fractions of hydrogen, carbon monoxide, and carbon dioxide vary
with the inlet velocity of the reactant. It indicates that the hydrogen mole fractions decreases with the
increase of the inlet reactant velocity.
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Figure 8. Outlet temperature of product and exhaust (a), methanol conversion and thermal efficiency
(b), and mole fraction (c), as a function of reactant inlet velocity.

3.4. Effects of Reactant Inlet Temperature on MSR

At inlet exhaust velocity of 1.1 m/s, temperature of 673 K and inlet reactant velocity of 0.1 m/s,
the characteristics of the MSR are are illustrated in figures when the inlet reactant temperature
increases from 359 K to 573 K. Figure 9a shows the axial temperature change with the inlet reactant
temperature. The wall temperature on the reactant side increases as the inlet reactant temperature
increases. When the inlet reactant temperature is higher than 493 K, the axial temperature begins to
decrease, and then increases with the observed minimum temperature, at about 25mm. When the inlet
reactant temperature is below 493 K, the axial temperature increases along the axis„ and increases
slower after about 70 mm. At lower inlet reactant temperatures, the MSR reaction is relatively moderate
without the temperature dropping significantly, and the “cold spot” appears at about 25 mm. At the
lower inlet reactant temperature, the MSR reacts relatively gently without the temperature dropping
significantly, so the “cold spot” is not observed.The “cold spot” temperature difference is smaller than
that of the literature [28,29] because a microreator coupled with catalyst coating which has advantages
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of efficient heat transfer is adoptd in this study. Most of the reaction is completed at about 70 mm,
after which the temperature increases rapidly. Figure 9b–d shows the axial distribution of methanol
conversion and the mole fractions of hydrogen and carbon monoxide at different inlet temperatures..
It can be seen from the figure that the methanol conversion rate and the molar fraction of hydrogen
and carbon monoxide gradually increase in the axial direction, and increase with the increase of the
inlet reactant temperature. When the inlet reactant temperature is 533 K, the MSR reaction starts at the
entrance. The main reason is that the heat carried by the reactants can reach MSR at a relatively high
inlet reactant temperature, and absorbs a large amount of heat, which results in a “cold spot” at the
entrance. In contrast, the MSR reaction is relatively gentle at lower inlet temperature. At this time,
the methanol conversion and the mole fractions of hydrogen and carbon monoxide steadily increase
along the axis.. The temperature of 359 K is the vaporization temperature of the reactants, and the
reactants need to absorb heat.
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Figure 9. Temperature along the axial direction(a), methanol conversion (b), hydrogen mole fraction
(c), and carbon monoxide mole fraction (d), as a function of reactant inlet temperature.

As the inlet temperature of the reactants increases, most of the reactions are completed before
the outlet. At this time, the heat absorption from the exhaust reduces. Since the total amount of the
exhaust is constant, the outlet temperature of the exhaust and the reaction side increases, and the
temperature difference between the two sides decreases gradually. As shown in Figure 10a, the outlet
temperature increases from 549 K to 607.5 K at the reaction side and the outlet temperature difference
between the exhaust and the reaction side decreases from 21.9 K to 6.8 K.

Figure 10b is the change of the methanol conversion and the thermal efficiency with the reactant
inlet temperature. As the reactant inlet temperature increases, the methanol conversion increases
and the thermal efficiency decreases. When the inlet temperature is 359 K and 453 K, the methanol
conversion is 74.5% and 88%, respectively. There is a big difference between the two conversions.
The main reason is that the reaction temperature of the MSR based on the copper catalysts is higher
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than 359 K. The reactant is in a state of vaporization at a temperature of 359 K, and the temperature
needs to be increased before the reaction. When the reactant inlet temperature is 453 K, the reactants
react as soon as it contacts the catalyst, the methanol conversion increases and the thermal efficiency
decreases. As shown in Figure 10c, the mole fraction of the product increases with the increasing inlet
reactant temperature, and the hydrogen mole fraction increases from 59% to 68%.
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Figure 10. Outlet temperatures of the reaction side and the exhaust side (a), methanol conversion and
thermal efficiency (b), and product mole fraction (c), as a function of reactant inlet temperature.

3.5. Effects of W/A on MSR

The characteristics of the MSR are shown as figures when the W/A increases from 1.1 to 1.6,
at inlet reactant velocity of 0.1 m/s, temperature of 453 K and inlet exhaust velocity of 1.1 m/s.
W/A (water-to-alcohol) indicates the molar ratio of water/methanol. Figure 11a shows the change of the
axial temperature with the W/A. As can be seen from the figure, the axial temperature increases gradually
with the increasing of W/A along the axis. When the W/A is 1.1 and 1.6, the outlet temperatures are
575 K and 582 K, respectively, with a little temperature difference observed. This indicates that W/A
is not the most important factor for the MSR under the flow reaction conditions. The result agrees
with the literature [33]. This is also confirmed by the change of the methanol conversion and the mole
fractions of carbon monoxide and hydrogen with the W/A. As shown in Figure 11b–d, MSR does not
start before about 25 mm, in all cases. This indicates that the heat is the main factor of influencing
MSR. With the increase of W/A, the methanol conversion increases, as the methanol content in the unit
mass of the reactant decreases at a constant heat. At the same time, as the total amount of reactant
decreases, the products decrease and the mole fraction of hydrogen and carbon monoxide decreases as
the W/A increases.
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Figure 11. Axial temperature (a), methanol conversion (b), hydrogen mole fraction (c), and carbon
monoxide mole fraction (d) as a function of water-to-alcohol (W/A).

As shown in Figure 12a, the outlet temperature of the reaction and exhaust side increases with
the increase of W/A. The temperature difference between the reaction and exhaust side does not
change significantly while the maximum and the minimum temperature difference are 14.1 K and
11.4 K, respectively. This indicates that the change of the W/A has a slight effect on the MSR reaction.
Simultaneously, it is verified that the heat is the main influencing factor at this time. Figure 12b shows
the methanol conversion and thermal efficiency as a function of the W/A. The methanol conversion
increases from 81.7% to 93.6% with the increase of W/A, and the thermal efficiency decreases from 22.3%
to 21%. With the increase of the W/A, the MSR is conducive to hydrogen production, and the methanol
conversion and hydrogen production rate increase. Sine water has a greater latent heat of vaporization
and heat capacity, the increase of water content in the reactant leads to more heat consumption,
which causes a drop in thermal efficiency. As shown in Figure 12c, the molar concentrations of carbon
monoxide, hydrogen, and carbon dioxide decrease with increasinge W/A, and the optimal W/A in this
work is 1.3.

3.6. Effects of Parallel and Counter Flow on MSR

Figure 13 shows the temperature distribution of the parallel flow and counter flows when the
inlet exhaust temperature is 773 K. Compared with the parallel flow, the temperature difference in the
adjacent area of the reactor is smaller than that of the counter flow. The internal temperature increases
on the reaction side, and the heat transferred from the exhaust to the MSR, increases.
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Figure 12. Outlet temperature on the reaction and exhaust side (a), methanol conversion and thermal
efficiency (b), and mole fraction of reaction product (c), as a function of the W/A.
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Figure 13. Temperature map of parallel and counter flow.

As shown in Figure 14a, the outlet temperatures on the reaction and the exhaust side increase
along with increase of the inlet exhaust temperature, under the parallel and counter flow. At the
parallel flow, the outlet temperature on the exhaust side is higher than that of the reaction side, and the
outlet temperature difference decreases as the inlet exhaust temperature increases. At the parallel flow,
the outlet temperature on the reaction side is higher than that of the exhaust side, and the temperature
difference increases as the inlet exhaust temperature increases. At tehe parallel flow, the outlet of
the exhaust is adjacent to the inlet of the lower temperature reactant, and the outlet of the reactants
is adjacent to the inlet of high temperature exhaust, so the outlet temperature of reactants is higher
than that of the exhaust. The heat supply of the exhaust is not enough for vigorous MSR in the front
section, but the heat is sufficient in the rear section on the reaction side. However, for the parallel flow,

164



Energies 2020, 13, 1564

the temperature of the reaction and the exhaust side both decrease as the reaction proceeds, so the
outlet temperature on the reaction side is higher.

When the inlet temperature of the exhaust increases, the heat supplied to the reactant in
the rear section increases. Meanwhile, the outlet reactant temperature and the temperature
differencebothincrease. As shown in Figure 14b, the methanol conversion increases from 61%
to 98% at parallel flow, and increases from 64.8% to 99% at counter flow. The methanol conversion
of the counter flow was slightly higher than that of the parallel flow. This is possibly because the
MSR is relatively gentle during the counter flow. There is some difference between this result and the
literature [39]. The methanol conversion of the counter flow was higher than that of the parallel flow,
often higher by 5%. This is probably because the model size of literature is larger than that of this study.
The temperature difference between the exhaust and the reaction side is slightly larger in this study,
causing a little more heat transfer amount. Therefore, methanol conversion and the thermal efficiency
both increase slightly. As shown in Figure 14c, the thermal efficiency increases with an increase of the
inlet exhaust temperature in the parallel and the counter flow. The thermal efficiency of the parallel
flow increases from 16% to 24% and that of the counter flow increases from 18% to 28%. It can be
known that the reactor performance is a little better at the counter flow.
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Figure 14. Outlet temperature of the methanol steam reforming (MSR) and the exhaust (a), methanol
conversion (b), and the thermal efficiency (c), with inlet exhaust temperature under different inlet
exhaust temperatures.

4. Conclusions

A rib microreactor for MSR heated by automobile exhaust was designed to study the effects
of inlet exhaust and methanol steam on the reactor performance. The results showed that the inlet
temperature of the reactants is the most influential factor for MSR. The total amount of heat supplied
to MSR increased as the inlet exhaust velocity increased. The methanol conversion and hydrogen mole
along the axis all increased with the inlet exhaust velocity. Since the heat absorbed by the reactant
increased with increasing inlet exhaust temperature, methanol conversion increased with increasing
inlet exhaust temperature. The axial temperature increased gradually along the axis and decreased
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with the reactant inlet velocity. The methanol conversion, the mole fractions of hydrogen and carbon
monoxide decreased with the increase of inlet exhaust velocity. The W/A slightly influenced the reactor
performance of MSR. The best parameter performance of of MSR was observed with inlet exhaust
velocity at 1.1 m/s, inlet exhaust temperature at 773 K, inlet reactant velocity at 0.1 m/s, inlet reactant
temperature at 493 K, and W/A at 1.3, under counter flow. In addition, the methanol conversion of 99.4%
was achieved with a thermal efficiency of 28%. Research results are beneficial for the developments
of microreactor in comprehensive utilization of waste heat from heterogeneous catalytic reaction,
and provides theoretical support for designing microreactor for waste heat utilization.
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Abstract: In this paper, we experimentally investigated two high temperature polymer electrolyte
membrane fuel cell (HT-PEMFC) stacks for their response to the presence of reformate impurities in
an anode gas stream. The investigation was aimed at characterizing the effects of reformate impurities
at the stack level, including in humidified conditions and identifying fault features for diagnosis
purposes. Two HT-PEMFC stacks of 37 cells each with active areas of 165 cm2 were used with one
stack containing a pre-doped membrane with a woven gas diffusion layer (GDL) and the other
containing a post-doped membrane with non-woven GDL. Polarization curves and galvanostatic
electrochemical impedance spectroscopy (EIS) were used for characterization. We found that both N2

dilution and impurities in the anode feed affected mainly the charge transfer losses, especially on the
anode side. We also found that humidification alleviated the poisoning effects of the impurities in the
stack with pre-doped membrane electrode assemblies (MEA) and woven GDL but had detrimental
effects on the stack with post-doped MEAs and non-woven GDL. We demonstrated that pure and
dry hydrogen operation at the end of the tests resulted in significant recovery of the performance
losses due to impurities for both stacks even after the humidified reformate operation. This implies
that there was only limited acid loss during the test period of around 150 h for each stack.

Keywords: PEM; fuel cell; fault; diagnosis; electrochemical impedance spectroscopy; distribution of
relaxation times; reformate

1. Introduction

In recent years, proton exchange membrane fuel cells (PEMFC) have become one
of the most researched and most mature fuel cell technologies [1]. However, despite
the tremendous research efforts and the technological advancements thus far achieved,
further optimization and improvements are still needed to reduce their cost, enhance their
durability, and accelerate their commercialization [2,3].

PEMFC technology has evolved into two sub-types; one operating at low-temperature
(LT-PEMFC) and the other at high-temperature (HT-PEMFC). In general, the two types
consist of the same core components; bipolar plates with flow-field channels, a gas diffusion
layer made of carbon fiber, a catalyst layer based on Pt particles and a carbon support, and
a proton exchange membrane. The main difference between the two is the material used
for the proton exchange membrane. In an LT-PEMFC the Perfluorosulfonic acid (PFSA)
membranes, such as Nafion®, are used [4], which require liquid water to achieve good
proton conductivity. Hence, their operation is limited to temperatures of up to 100 ◦C if
no over-pressure is used. Therefore, liquid water is crucial for the proper operation of a
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Nafion®-based LT-PEMFC stack, and different techniques are being explored to enhance
the humidification process [5,6].

On the other hand, an HT-PEMFC uses a polybenzimidazole (PBI) membrane impreg-
nated with phosphoric acid (H3PO4) to facilitate the transfer of protons, which eliminates
the need for liquid water, thereby, allowing for higher temperature operation—typically
around 160 ◦C. This higher operating temperature comes with advantages, including easier
cooling, more efficient utilization of excess heat, reduced or no water management issues,
and a higher tolerance to impurities [7].

The latter also means that the HT-PEMFC systems can use (in addition to pure hydro-
gen) a variety of fuels, which can be converted into hydrogen-rich gas, without the need
for purification. HT-PEMFC systems are commonly integrated with a reformer and use
liquid methanol as a fuel, which is easier to transport and has a higher volumetric energy
density compared to compressed hydrogen at 700 bar [8,9].

The advantage of using fuels that are more manageable than pure hydrogen when
compared with LT-PEMFCs, especially liquid fuels, such as methanol, makes HT-PEMFCs
ideal candidates to replace diesel generators for various applications, including as backups
for telecom applications and auxiliary power units (APU). In addition, they are considered
for combined heat and power (CHP) applications due to the efficient utilization of excess
heat, while the infrastructure advantage of liquid fuels provides an edge over LT-PEMFCs
for applications in heavy duty transportation both as a main power source and as range
extenders [9].

However, there are still challenges that need to be addressed in order to optimize
HT-PEMFCs. Durability and stability issues are some of the factors that hinder their wide
spread commercialization and that are being studied to optimise fuel cell components
and operating conditions [10,11]. For instance, in the steam reforming of hydrocarbons
to hydrogen-rich syngas, the steam is supplied with over the stoichiometric ratios. Thus,
in addition to hydrogen, CO2, and CO, there is always some water vapor present in the
reformed gas. The presence of water can enhance the fuel cell performance by alleviating
the CO poisoning effect [12].

On the other hand, Zhou et al. [13] proposed that the water content in the anode gas
should be minimized to avoid the performance loss when the HT-PEMFC is operated at
lower operating temperatures (i.e., 140–160 ◦C), and researchers reported that this may also
cause faster degradation due to increased acid loss [11]. According to Park et al. [14], the
performance loss due to a humidified atmosphere can be reversed by precise acid-dosing
of the degraded membrane electrode assemblies (MEA).

When the doping level of a PBI membrane exceeds two H3PO4 molecules per PBI
repeat unit, free and mobile acid molecules are present in the membrane, as only two
phosphoric acid molecules can bond with each PBI repeat unit [7]. This acid can leach out
of the membrane by various mechanisms, such as diffusion, capillary transport, membrane
compression, evaporation, and especially, can be washed out by condensed water during
shutdowns and/or cold starts [15].

The phosphoric acid anions can adsorb on the Pt particles on the cathode side and
occupy the electrochemical surface area (ECSA) of the catalyst for the already slow oxygen
reduction reaction (ORR) [16,17]. The low permeability of oxygen in the phosphoric acid
and phosphate anion adsorption on the Pt catalyst are considered as the main causes
for the lower performance of HT-PEMFC compared to LT-PEMFC under pure hydrogen
operation [7,18]. As the acid tends to leach out of the membrane, it can also block some of
the pores for reactant gases in the catalyst and gas-diffusion layer (GDL) and, thus, may
cause significant mass transport resistance [18].

To alleviate these issues several approaches are taken to optimise the MEA core com-
ponents, such as improving the design of the PBI membrane by tweaking its structure, acid
doping levels, and thickness [19]. There are typically two acid doping methods for PBI
membranes. The first method is called pre-doped, in which PBI is dissolved in polyphos-
phoric acid and the solution is then cast into a membrane. Moisture from the surrounding
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environment is sufficient to induce a sol-gel transition by the hydrolysis of polyphosphoric
acid to phosphoric acid resulting in phosphoric acid-doped PBI membranes.

The second method is called a post-doped membrane, where the PBI is first dissolved
in an organic solvent and cast into a membrane, where the acid doping is then achieved
by immersing the PBI membrane into highly concentrated phosphoric acid. The doping
levels are usually higher for pre-doped membranes at up to 70 molecules of H3PO4 per
PBI repeat unit [20], while the post-doped membranes have a doping level of around
9–12 molecules of H3PO4 per PBI repeat unit [21]. Due to swelling, higher doping levels in
pre-doped membranes lead to these membranes being thicker compared to post-doped
ones. To increase the membrane durability or acid uptake, various fillers (e.g., SiO2, TiO2,
aluminium silicate, and graphene oxide) or different synthesis techniques (e.g., sulfonation,
cross-linking, or the electrospinning of nanofibers) are used [19,22].

The preparation of the catalyst layer along with the pore sizes and tortuosity of
the GDL are important factors when it comes to supplying reactants to the triple phase
boundary (TPB) [23], which is the crucial contact point among the Pt catalyst, the PA/PBI
electrolyte, and the reactants for the electrochemical reactions to take place. The amount of
electrolyte (phosphoric acid) around the Pt particles is of paramount importance, where
too little electrolyte will not create sufficient paths for proton transfer and will cause charge
transfer issues, while too much electrolyte might cover the active sites for the reactants.

To optimize the catalyst layer, various binders (e.g., polytetrafluoroethylene (PTFE),
and polyethylene oxide) can be added to make the layer more hydrophobic and/or better
adhere to the membrane and the GDL [24]. Often a sub-layer, called a mesoporous layer
(MPL), is used to create better contact between the catalyst layer and the GDL, which
also improves the redistribution of acid in the catalyst layer, thus, also enhancing the
electrochemical surface area and preventing the substantial intrusion of acid into the
GDL [25,26].

Traditionally, the catalyst loading in HT-PEMFCs is higher compared to LT-PEMFCs,
and current state-of-the art electrodes have loadings of around 1 mgPt/cm2 [27]. Some
recent studies have investigated MEAs with low platinum loading [28,29], where it was
observed that the traditional MPL or catalyst layer compositions may have to be changed
to allow increased Pt utilization. Martin et al. [28] showed that electrodes without any
binder or ionomer in the catalyst layer and catalyst loading of only 0.1 mgPt/cm2 yielded
a maximum performance of 0.42 W/cm2. Yao et al. [29] also investigated an HT-PEMFC
without the MPL and with Pt loading of 0.2 mgPt/cm2 and achieved a power density of
0.32 W/cm2.

The GDL is a porous material that is traditionally made of carbon fibers and serves
multiple purposes. It provides an electrically conductive pathway for current collection,
passage for transport of reactants and removal of the produced heat and water, mechanical
support to the MEA, and protection of the catalyst layer from corrosion or erosion caused
by flows or other factors. Carbon fibers can either be woven in a so-called carbon cloth or
non-woven in a form of carbon paper. The main difference between the two types is that
non-woven carbon tend to be thinner, more brittle, and less compressible, compared to the
woven forms.

Kannan et al. [30] compared four types of commercially available non-woven GDLs
from Freudenberg that were assembled with the same type of a post-doped membrane into
the MEAs. The main difference between the investigated GDLs is the composition of the
MPL and surface treatment of the GDL. The lowest degradation rate was demonstrated with
the GDL that most efficiently retained the phosphoric acid. Therefore, each type of GDL
can be tailored to have different porosity, hydrophobicity, and conductivity characteristics.

As with all fuel cell types, the initial activation phase or break-in is crucial to allow
the HT-PEMFC to reach its optimal performance and to avoid fast degradation [11]. The
break-in period depends on the structure of the components comprising the MEA and on
the acid doping method. In a study [21], researchers demonstrated that pre-doped MEAs
required at least 30 h to achieve peak performance while post-doped MEAs underwent
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minor changes in the break-in period, which may indicate that this type of MEA can be
used directly without the need for a break-in period. The changes in performance during
the break-in can be ascribed to redistribution of the phosphoric acid within the membrane,
catalyst layer, and the GDL [25].

In this work, we study two HT-PEMFC stacks assembled with the same components
but with different types of MEAs. The first MEA type consists of a post-doped membrane
and a non-woven GDL, while the second consists of a pre-doped membrane and a woven
GDL. These two types of stacks were exposed to various operating conditions, namely,
N2 dilution and CO and CO2 poisoning both with and without humidification. For the
experimental characterization of the effect of the different operating conditions on the
stacks, polarization curves and electrochemical impedance spectroscopy (EIS) were used.
The data obtained by EIS were then analyzed by using two approaches: an equivalent
circuit model (ECM) and distribution of relaxation times (DRT).

2. Methodology

2.1. Experimental Setup

A schematic of the test setup used for the experiments in the current work as well as a
photo of one of the fuel cell stacks are shown in Figure 1. The experimental characterization
was carried out using a GreenLight Innovation fuel cell test station. Two oil-cooled HT-
PEMFC stacks of 37 cells, each with active area of 165 cm2, were used. The first stack
employed a post-doped Dapozol membrane by Danish Power systems (DPS), which
utilized meta-PBI as polymer materials and a typical acid doping level of 8–10 phosphoric
acid molecules per repeat unit of PBI. The second stack used pre-doped MEAs by Serenergy
A/S that utilized a direct cast membrane of the para-polybenzimidazole type with an acid
doping level of 30–40 phosphoric acid molecules per polymer repeat unit.

While both membranes utilized phosphoric acid for proton conduction, the high acid
content leads to less mechanical stability of the membranes resulting in differences in the
chosen thicknesses of the membranes used, with the post-doped membranes being thinner
than the pre-doped membranes. This thinner format of the post-doped membranes partially
compensates for the lower acid doping level when it comes to the proton conductivity.
Finally, the DPS MEAs employ a non-woven gas diffusion layer (GDL), whereas the
Serenergy MEAs use a woven type GDL, and both MEAs have a Pt loading of the electrodes
of ∼1 mgPt/cm2.

H2

N2

Air

Fuel Cell Stack

Cathode Exhaust

Anode Exhaust

Electrical 

load

Humidifier

CO

CO2

Cooling Cart

Oil Circuit

(a) (b)

Figure 1. Test setup (a) A schematic of the test setup. (b) One of the short stacks used in the current work.
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2.2. Test Procedures

The tests in the current work consisted of different gas compositions in the anode
feed stream of two fuel cell stacks. At the beginning of each test (BOT), the stacks were
operated under a pure and dry hydrogen feed on the anode side as a reference for the study.
This was then followed by the main tests of the current work—namely, nitrogen dilution,
simulated dry reformate and simulated wet reformate. Finally, pure and dry hydrogen in
the anode feed was used at the end of the tests (EOT) to check the reversibility of the effects
of the impurities on the fuel cell stacks. The test procedures along with the compositions of
the anode feed stream for each test step are given in Table 1.

Table 1. The test procedures.

Test Step Anode Gas Composition Duration

Break-in 100% H2 50 h
Nitrogen dilution 100% H2, 31.7% N2 24 h
Dry reformate 68.3% H2, 0.9% CO, 21.8% CO2, 9% N2 24 h
Air-bleed 2% air, 98% H2 5 min
Wet reformate 68.3% H2, 0.9% CO, 21.8% CO2, 9% H2O 24 h
Air-bleed 2% air, 98% H2 5 min
End of test recovery 100% H2 24 h

Both stacks underwent a 50-h break-in procedure in the beginning of the test at
0.2 A/cm2 under pure hydrogen operation. Successively, the different fuel compositions
were tested on the anode side of the stack, and each fuel composition was operated for
24 h. Polarization curves and EIS spectra were recorded 1 h after the start and at the end of
each 24 h test period. Galvanostatic EIS sweeps were recorded between 4 kHz and 0.1 Hz
at 20 points per decade using an in-house-built frequency analyzer.

For the EIS measurements, an AC amplitude of 2.5 A was used for all set points, which
corresponds to 7.5% of the operating current of 65 A. To minimize measurement errors,
three impedance spectra were recorded at each test condition with 15 min of relaxation
time before each measurement. The repeatability of the EIS measurements is shown in
Figure 2, where it can be seen that the three EIS measurements on pure hydrogen lay on
top of each other.
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Figure 2. Repeatability of the EIS measurements.

173



Energies 2021, 14, 2994

For the polarization curve measurements, the current was increased from 0 to 75 A,
with a step increase of 2.5 to 10 A to capture the activation losses better and a wider step
of 5 A for the remainder of the curve. A dwell time of 3 min was used at each current
during the polarization measurements. An anode stoichiometric ratio of 1.3 and cathode
stoichiometric ratio of 2.5 were used for all the tests.

An air-bleed step was used in order to recover the effects of CO before proceeding
to the next step whenever a test step contained CO in the anode gas composition. The
air-bleed step consisted of running the fuel cell at the anode fuel composition of 2% air and
98% H2 for five minutes at 65 A. The same test matrix was followed for both stacks to carry
out the characterization study.

2.3. Data Analysis

In this work, a combination of polarization curves and EIS measurements were used to
monitor the performance and investigate the effects of the different reformate compositions
on two stacks. The EIS data was analyzed by means of equivalent circuit model (ECM) fits
and DRT peaks in order to characterize both the post-doped and pre-doped stacks.

While ECM fits can provide a quick physical interpretation of the impedance measure-
ments, there are still ambiguities surrounding their interpretation, and different ECMs can
fit the same EIS data. Therefore, in the current work, the shapes of the impedance spectra
in the Nyquist plots, the DRT peaks, and the understanding of the fuel cell stacks was used
as a basis for the choice of ECM and analysis of the results. A typical ECM for a PBI-based
HT-PEMFC [31,32], composed of a series connection of an inductor (L), a resistor (Rohm),
and three parallel resistors and constant phase elements (R‖CPE), was used to analyze the
different losses of the fuel cell stacks.

A constant phase element is pseudo-capacitive element used to mimic the depressed
EIS data of real systems for a better fit by accounting for interface inhomogeneities [33]. In
the literature, CPE has been attributed to the DC conductivity and the capacity of an ion
conductor [34] as well as to the surface roughness and electrode porosity [33]. However,
there are still uncertainties regarding its physical meaning [33].

Therefore, in the current work, CPE was only used for better fits by keeping the
exponential coefficient α constant in the expression for the impedance of a CPE (Z = 1

Q×jωα ,
where Q is the pre-factor of the CPE and α is the exponent). Only changes in the resis-
tances due to the different operating conditions were monitored and analyzed. A more
detailed discussion on the advantages and disadvantages of analyzing impedance measure-
ments via ECM fitting along with the typical models for HT-PEMFCs and their physical
interpretations is summarized in our previous work [7].

The ECM used in this work is shown in Figure 3. In the interpretation of fitted resis-
tances, it is generally accepted that the ohmic resistance (Rohm) represents all the contact
resistances, including the proton conduction across the electrolyte and its changes reflect the
changes in proton conductivity [35,36]. High frequency resistance (RHF) and intermediate
frequency resistance (RIF) are associated to charge transfer losses, with the former domi-
nated by the anode charge transfer losses and the latter by those in the cathode [37]. Finally,
the low frequency resistance (RLF) is ascribed to the mass transport losses [38].

RLF

CPEHF

Rohmic

RHF

CPELFCPEIF

RIF

L

Figure 3. The equivalent circuit model used in this work.
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Distribution of relaxation times (DRT) analysis is another method of analyzing impe-
dance data, in which the impedance spectra are represented by an infinite number of
infinitesimal parallel R‖C-elements in series [39]. The impedance data is then resolved on
the basis of the time constants and presented as a distribution of these time constants that
represent the electrochemical processes in the fuel cell [40]. Further description of DRT
analysis and its use in fuel cells can be found in the literature [39,41–44].

The DRT deconvolution of the impedance spectra was performed with a freely avail-
able MATLAB application (DRTtools). The deconvolution takes place by discretizing the
complex impedance response given by Equation (1) into a finite number of time constants,
which gives Equation (2) [39,41–43]:

Z(ω) = R0 + Rpol

∞
∫

0

g(τ)

1 + jωτ
dτ (1)

Z(ω) = R0 + Rpol

N

∑
k=1

gk

1 + jωτk
(2)

where R0 represents the ohmic resistance, Rpol represents the overall polarization resistance
of the fuel cell, j is the imaginary number, ω is the frequency, τ = RC is the time constant of

the single R‖C—element, and g(τ) represents the distribution function. The term g(τ)
1+jωτ dτ

in Equation (1) represents the fraction of the overall polarization with relaxation times
between τ and τ + dτ and the term gk in Equation (2) represents the relative share of each
τk on the overall polarization resistance. Therefore, in order to account for the absolute
resistance distribution and compare the DRT analysis more easily with the information in
the Nyquist plot, gk was scaled by multiplying it with the overall polarization resistance
(hk = Rpol × gk) [39].

Since Equation (2) cannot be solved numerically, a Tikhonov regularization can be
used to stabilize the solution numerically, which, in this work, was set to 10−5, based on
recommendations from the literature on fuel cells [39,43]. Even though the attribution
of the different DRT peaks to the losses in the fuel cells is not straightforward, based on
the literature and experience, in this work, peaks below 1 Hz were associated with mass
transport losses, peaks between 10 and 50 Hz were attributed to oxygen reduction reaction
(ORR) losses, and peaks above 100 Hz were considered to be due to hydrogen oxidation
reaction (HOR) losses and proton conduction losses [44]. In a DRT plot, taller peaks indicate
higher losses.

3. Results

3.1. Nitrogen Dilution

Nitrogen can be present in the anode feed stream of an HT-PEMFC in cases where the
fuel cell is fed with reformed natural gas or decomposed ammonia. Nitrogen is known to
have a dilution effect when fed into the anode of an HT-PEMFC along with hydrogen [45].
Therefore, nitrogen dilution in the current work was studied for two purposes.

First, given its presence in some reformate mixtures, it is important to investigate
its effects at the stack level for the two types of MEAs. Secondly, as an easily available
inert gas, nitrogen was used as a buffer gas to complete the anode gas mixtures to 100%
when comparing the effects of dry and wet reformate gases on the two stacks. Therefore,
nitrogen dilution analysis also has the purpose of distinguishing the effects of dilution
from those of humidification. The gas recipes used for the different stages of the tests are
shown in Table 1.

The results of the current work show that the performance decreased for both stacks
with nitrogen dilution, Figure 4. The initial dilution effects remained unaltered for the 24 h
of tests for the pre-doped stack; however, they continued to exacerbate for the post-doped
stack. The initial performance of the post-doped stack was higher than that of the pre-
doped stack under the same operating conditions, Figure 4a, while the polarization losses
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were higher for the post-doped stack as can be seen from the slopes of the polarization
curves in Figure 4a and the impedance spectra in Figure 4b.

The two types of MEAs used in the two stacks had different properties as described
in the Section 2, and therefore their performances cannot be compared directly with
each other. Other than the MEA properties, the stack assembly can also influence the
overall performance. Hence, the current analysis will focus on how the different operating
condition affected each stack and what fault features can be identified.
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Figure 4. The effects of N2 dilution on both stacks. (a) Polarization curves. (b) EIS spectra.

All the high frequency real axis intercepts in the Nyquist plot lay on top of each other,
implying that the ohmic resistance was not affected by dilution. However, there is a size
increase of the impedance spectra in all frequency regions, which implies performance
losses, perhaps due to reduced triple phase boundaries as a result of the acid redistribution
and eventual loss of excess acid.

In Figure 5, the fitted equivalent circuit resistances and the DRT analyses of the two
stacks are shown. The ohmic resistances remain almost unaltered in both cases, with a
slight decrease for the pre-doped stack, whereas RHF is the resistance that is the most
impacted by dilution in both cases, increasing both in the beginning and the end of the
dilution tests for both stacks, Figure 5a,b.

This can be ascribed to the fact that the dilution was done by reducing the hydrogen
concentration of the anode feed and substituting it with nitrogen, which significantly
reduced the amount of hydrogen available for the electrochemical reaction in the active
sites. The cathode charge transfer loss that dominated RIF also increases for both stacks
in the beginning of the dilution tests; however, while it continued to increase for the post-
doped stack, it recovered for the pre-doped stack. The mass transport losses appeared
unaffected for the post-doped stack, and an overall slight increase was observed for the
pre-doped stack.

Figure 5c,d show the DRT analyses for the two stacks, where up to five peaks for
the post-doped stack and three distinct peaks for the pre-doped stack can be seen. The
additional peaks of the post-doped stack are a small one at low frequency right below 10 Hz
and another at high frequency, between 1 and 10 kHz. However, none of the peaks are
below 1 Hz, which highlights that the mass transport losses as result of nitrogen dilution
were not significant in either stack. All the peaks were affected negatively in the beginning
of the dilution tests with successive recovery for most of the peaks for both stacks, with an
exception at the high frequency region for the post-doped stack, where the DRT peak size
continue to increase.
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Figure 5. EIS data analysis for the effects of N2 dilution on both stacks. (a) EC model fitted resistances for the post-doped
MEA-based stack. (b) EC model fitted resistances for the pre-doped MEA-based stack. (c) DRT analysis of the post-doped
MEA-based stack. (d) DRT analysis of the pre-doped MEA-based stack.

3.2. Poisoning Effects of Dry and Wet Reformate Impurities

The effects of CO and CO2 on the performance and durability of an HT-PEMFC are
fairly well investigated in the literature [7,27,46]. However, most of these studies were
performed at the single cell level and often investigated only simulated dry reformate
composition. In the current work, both dry and wet reformate impurities in the anode
feed were studied at the stack level for two types of MEAs in order to understand not
only the effect of impurities but also the effects of water vapor in the anode feed, which
is an inevitable by-product of the methanol steam reforming process. Water has positive
effects in low temperature PEM fuel cells, where it is used as a proton transport medium.
Nonetheless, its effects on an HT-PEMFC are not fully understood, with some reporting
advantages [47] and others recommending that it is avoided under certain operating
conditions [13].

3.2.1. Poisoning Effects on an HT-PEMFC Stack with Post-Doped MEAs

The poisoning effects of both dry and wet reformate impurities on the fuel cell stack
with a post-doped membrane and non-woven GDL-based MEAs are reported in Figure 6.
From the polarization curves in Figure 6a, it can be seen that the performance decreased
with the introduction of reformate impurities. The effects of both dry and wet reformate
impurities are similar.

The effects for both cases are the highest in the beginning of test and there is a slight
recovery, especially at higher current densities at the end of the 24 h tests. This is inline
with certain reports that, even though the net effect of N2 dilution on the thermodynamic,
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kinetic, and mass-transport driving forces is approximately independent of the relative
humidity, both the relative humidity and N2 dilution affect the anode potential in the same
way that water vapor also causes dilution effects [13,48,49].
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Figure 6. The effects of dry and wet reformate impurities on an HT-PEMFC stack with an MEA composed of a post-doped
PBI membrane and non-woven GDL. (a) Polarization curves. (b) EIS spectra.

Similar effects can be seen from the Nyquist polts in Figure 6b, which were recorded at
the higher current density end of the polarization curves at 0.4 A/cm2. The overall increase
in the polarization resistance was clear for both dry and wet reformate impurities. While
the dry reformate operation appeared to stabilize after the 24-h tests, the wet reformate
operation resulted in a significant increase in polarization losses at the end of the tests,
despite a slight recovery at the beginning of the tests.

The impedance data was fitted to an equivalent circuit model, and DRT analysis
was performed to further analyze the effects of the impurities, Figure 7. As can already
be noticed from the high frequency intercept of the Nyquist plots, the ohmic resistance
remained almost unaltered throughout the test, with a slight decrease with the introduction
of wet reformate, which, however, then increased to the initial values, Rohm in Figure 7a.
RHF and RIF, which are mainly associated with the charge transfer losses in the two
electrodes increased significantly with the introduction of the dry reformate mixture and
continued to increase slightly until the end of the tests.

Wet reformate partly recovered both of the above mentioned resistances; however,
they increased back again at the end of tests. In particular, a striking increase in RIF is
seen at the end of the wet reformate operation, which also corresponds to what is seen in
the Nyquist plots. This means that humidification exacerbated the charge transfer losses,
especially those at the lower frequency region dominated by ORR. However, both RHF and
RIF returned almost to the initial values under pure dry hydrogen operation at the end of
test, which implies that the effects are reversible.

This performance recovery also means that the reason for the losses during the wet
reformate operation was not related to acid loss but rather to the interaction between
water vapor, CO, CO2, and phosphoric acid. Daletou et al. [47] studied the interaction
of water vapor and phosphoric acid and found that water reacted with pyrophosphoric
acid in order to maintain the equilibrium concentration of phosphoric acid at a high level,
thereby, improving the proton conductivity and fuel cell performance. However, their
work assessed only performances with pure hydrogen operation. The conductivity and
performance improvement in this work was only observed in the initial period of operation
after the introduction of water vapor into the stack.

Finally, the mass transport losses increased slightly for the dry reformate operation in
the beginning of test but returned to the initial values at the end of the test. The increase in

178



Energies 2021, 14, 2994

mass transport losses was more visible for the wet reformate operation; however, this too
recovered slightly with time, and the overall losses can be considered mild.
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Figure 7. EIS data analysis of the poisoning effects of reformate impurities in the anode feed of the
post-doped MEA-based HT-PEMFC stack. (a) Equivalent circuit model fitted resistance data. (b) DRT
analysis of dry reformate. (c) DRT analysis of wet reformate.

The DRT analysis in Figure 7 shows that all the spectra had at least four distinct peaks
at around 10 Hz, 100 Hz, 1 kHz, and 4 kHz. All the peaks increased in size with the
introduction of dry CO and CO2 into the anode stream, Figure 7b. While the peaks below
10 Hz decreased slightly after 24 h, the peak above 100 Hz continued to increase. The peaks
remained similar in size with the introduction of humidification instead of N2 in the anode
stream along with CO and CO2, Figure 7c.

However, after the 24 h of testing under the wet reformate conditions, a fifth peak
appeared around 2 Hz. This region is on the border between the ORR processes and mass
transport; however, it is more likely due to cathode charge transfer losses as it is reflected in
the increase in RIF in the fitted resistances in Figure 7a. Pure and dry hydrogen operation
at the end of the test resulted in significant recovery as already shown from the polarization
curves and Nyquist plots. While some residual losses are seen on the peak sizes between
10 Hz and 100 Hz, the high frequency peaks above 100 HZ recovered almost fully.
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3.2.2. Poisoning Effects on an HT-PEMFC Stack with Pre-Doped MEAs

Similarly to the previous stack based on post-doped MEAs, the effects of CO and CO2
were clearly visible on the stack with the pre-doped MEAs, as can be seen from the polariza-
tion curves and Nyquist plots in Figure 8ab, respectively. The performance of the stack was
slightly higher for the wet reformate operation, especially above 0.25 A/cm2, Figure 8a.

Considering that the reformate conditions were tested after the dry reformate condi-
tions, this shows that the humidification alleviated the poisoning effects of CO and CO2
on the pre-doped MEAs, and it did so until the end of the tests. This is in clear contrast
with what was observed for the post-doped MEAs, where humidification did not have
performance enhancing effects, and the observed recovery was mainly due to stabilization
with time in both the dry and wet reformate conditions. As with the post-doped stack, the
recovery with pure hydrogen at the end of tests was significant in the case of the pre-doped
stack as well.
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Figure 8. The effects of dry and wet reformate impurities on an HT-PEMFC stack with an MEA composed of a pre-doped
PBI membrane and woven GDL. (a) Polarization curves. (b) EIS spectra.

The equivalent circuit model fitted resistances are shown in Figure 9a. It can be seen
that, similarly to the post-doped stack, the ohmic resistances remain unaltered throughout
the tests for the pre-doped stack as well. However, both RHF and RIF increase with the
introduction of dry reformate and continue to increase until the end of tests. Therefore,
in the case of the pre-doped stack, the recovery and stabilization seen during the dry
reformate tests in the post-doped stack are not observed. The recovery happens during
the wet reformate tests, where both RHF and RIF decrease and remain almost unaltered
until the end of the wet reformate operation. The RHF for the wet reformate operation was
lower than that of the pure hydrogen operation, and, for RIF, the values are similar to the
resistance of the pure hydrogen operation. This implies that the water in this case limits
the poisoning effects of CO on the stack.

Nonetheless, the effects of the dry reformate impurities on the mass transport losses
were more significant in the case of pre-doped stack compared to the post-doped stack. An
increase in mass transport losses was seen in the beginning of the test with dry reformate. At
the end of dry reformate test, it appears, from Figure 9a, that the mass transport recovered
slightly. However, this is due to the shape of the Nyquist plot of the “Dry reformate EOT”
in Figure 8b, which is different from the other impedance spectra at the low frequency
end and could not be fitted properly using the EC model used for the other spectra. Since
changing the EC model for just one spectrum would not allow for proper comparison of
the other circuit elements, it was preferred to underestimate RLF.

Nonetheless, when adding the information obtained from the DRT analysis in Figure 9b,
one can see that the mass transport losses indeed increased at the end of the dry reformate
operation. In fact, the dry reformate operation at the end of the 24 h of test was the only
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spectra in the current work that resulted in a peak below 1 Hz, which, as mentioned, is
associated with mass transport losses.

Both the Nyquist plots in Figure 8b and the ECM fitted resistances in Figure 9a show
that all the losses were recoverable when operating with pure hydrogen again. In fact,
Nyquist plots under pure hydrogen operations before and after the tests almost overlapped
each other, and, overall, the fitted resistances were similar. However, as shown in the
polarization curves in Figure 8a, there was slight performance degradation at the end of
the tests compared to the beginning of life. This is perhaps due to the fact that, unlike EIS,
polarization curves are recorded over a range of current densities at conditions that are not
completely steady state.
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Figure 9. EIS data analysis of the poisoning effects of reformate impurities in the anode feed of the
pre-doped MEA-based HT-PEMFC stack. (a) Equivalent circuit model fitted resistance data. (b) DRT
analysis of dry reformate. (c) DRT analysis of wet reformate.

Unlike the post-doped stack, which had up to five DRT peaks, the pre-doped stack
exhibited only three distinct peaks for pure hydrogen operation. An additional peak was
then observed between 100 Hz and 1 kHz when CO and CO2 were added to the mix. Since
the nitrogen dilution tests in Figure 5d also exhibited only three peak, this additional peak
in the charge transfer loss region was attributable to the presence of poisoning agents in
the anode feed. It is well documented that CO covers active electrode sites, while CO2 has
dilution effects similar to those seen for N2 with possible small poisoning effects due to CO
production via the reverse-water-gas-shift reaction of CO2 with H2 [7,45].
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With the introduction of the dry reformate mixture into the anode feed, all the DRT
peaks increased in size with the exception of the peak at around 100 Hz. Continued
operation under dry reformate conditions then stabilized the stack, and it regained some of
the losses. However, at the end of the 24 h of dry reformate tests, a fifth peak was observed
below 1 Hz. As already mentioned, even though this was not captured in the EC model fit,
it can be attributed to mass transport losses, considering the shape of the EIS spectrum and
the DRT peak below 1 Hz.

This shows the advantage of adding DRT analysis and not relying solely on ECM fits
for the EIS analysis. In Figure 9c, it can be seen that, in the presence of water, the DRT peak
sizes decreased throughout the spectrum except at the highest frequency point. However,
after the end of the 24 h, the peaks around 10 Hz increased back close to the initial values.

4. Discussion

Characterization of the effects of reformate impurities in an HT-PEMFC stack is crucial
not only for understanding the poisoning and degradation mechanisms to optimize the fuel
cell components but also to identify the fault features for diagnostics and fault mitigation
purposes. The effects of the tested operating conditions on the different EIS parameters are
summarized in Table 2.

Table 2. The characteristic features of dry and wet reformate in HT-PEMFC stacks. The arrows indicate the overall trends of
the parameters, where ↑ represents an increase and → represents no significant change.

Test
Stack with Post-Doped MEAs Stack with Pre-Doped MEAs

ECM DRT ECM DRT

N2 dilution RHF ↑, RIF ↑ , 4 peaks ↑ RHF ↑, RLF ↑ 3 peaks
Rohm →, RLF → Rohm →, RIF → peaks < 100 Hz ↓

peak at 1 kHz ↑

Dry reformate RHF ↑, RIF ↑, RLF ↑ 4–5 peaks ↑ RHF ↑, RIF ↑, RLF ↑ 3–5 peaks ↑
Rohm → Rohm → peak below 1 Hz

Wet reformate RHF ↑, RIF ↑, RLF ↑ 4–5 peaks ↑ RHF ↓ RLF ↑ 4 peaks
Rohm → Rohm →, RIF → peaks < 100 Hz ↓

peak at 1 kHz ↑

N2 dilution negatively affected only the charge transfer losses for both stacks, especially
RHF, which is mainly associated with the anode charge transfer losses. The proton con-
ductivity and mass transport remained mostly unaltered by N2 dilution for the stack with
post-doped MEAs, while an overall slight increase in the mass transport loss was seen for the
pre-doped stack. It is reported in the literature that, with the addition of an inert gas, such as
nitrogen, the diffusion resistance becomes more substantial because the effective diffusion
coefficient of hydrogen in the gas mixture is reduced by the Maxwell–Stefan effect [48].

However, in the current work, the effects of N2 dilution were manifested predomi-
nantly on the reaction kinetics-dominated high and intermediate frequency resistances
rather than the diffusion-dominated mass transport resistance. This could be because
dilution reduces the amount of hydrogen on the reaction sites, and this effect appears to be
more severe than the mass transport issue caused by N2 dilution. This is in contrast with
what some researchers have observed in half-cell and single cell tests, where the nitrogen
dilution effects were limited to mass transport losses [48,50].

Similarly, the effects of CO and CO2 poisoning on the charge transfer losses were more
dominant for both stacks, particularly on the anode-dominated high frequency resistance
losses, while the ohmic resistance remained unaltered during the poisoning with or without
humidification. While the poisoning effects on the high frequency resistances were to be
expected due to the adsorption of CO on the anode Pt particles and the consequent loss of
ECSA, the effects on the intermediate frequency resistance were peculiar.
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Bevilacqua et al. [50] reported similar effects on the cathode due to CO on the anode
feed, which they attributed solely to the drop in voltage that caused an exponential drop in
the exchange current density according to the Butler–Volmer equation and led to higher
impedance. They excluded any CO cross-over from the anode to the cathode. This could
explain the increase in the intermediate frequency resistances of both stacks during the
poisoning tests.

The presence of water during CO poisoning, which is reported to alleviate the de-
grading effects of CO [12], was only observed for the stack with pre-doped MEAs. In fact,
upon the introduction of humidification, both RHF and RIF recovered for the stack with
post-doped MEAs, but then continued to increase significantly. This could be because the
phosphate anions from the more mobile phosphoric acid in post-doped stacks adsorbed on
the cathode [16,17] and could also impede mass transport by blocking some of the pores of
the GDL while leaching out [18]. The latter could also be the reason for the mass transport
loss observed during dry reformate tests on the stack with pre-doped MEAs, which has
significantly higher doping levels compared with the post-doped MEAs.

Performance losses in the presence of water are usually associated with acid loss.
However, the fact that there was a significant performance recovery with the pure H2 oper-
ation at the end of the tests indicates that the reason for the losses during the wet reformate
operation were not related to acid loss. Acid loss is reported to mainly happen at lower
operating temperatures and during shutdown/startup cycles due to the condensation
of water that can wash out the acid [13,15]. This is not the case in the current work, as
there were only a limited number of shutdown/startup procedures, and the operating
temperature was kept constant at 160 ◦C.

Studies suggest both positive and negative effects of humidification in HT-PEMFCs,
where some propose that the interaction of water with phosphoric acid improves the proton
conductivity and fuel cell performance and others reported negative effects of water vapor,
including dilution and acid loss, especially at lower temperatures [11,13,47]. Therefore, it
can be said that water vapor in an HT-PEMFC has the dual opposite effects of dilution and
that of maintaining the equilibrium concentration of phosphoric acid.

The positive effects of humidification compared to dry poisoning in this work were
observed in the initial period of operation after the introduction of water vapor into the
stack with post-doped MEAs. However, successively, the negative effects of humidification
prevailed for this type of MEAs. On the other hand, humidification alleviated the effects of
CO poisoning throughout almost the entire test period and across the frequency spectrum
for the stack with pre-doped MEAs. Therefore, we conclude that humidification has a
beneficial effect on a reformate operated stack with pre-doped MEAs but has detrimental
effects on a stack with post-doped MEAs.

Finally, some of the characteristic features shown in Table 2 can be regarded as fault
features, where sudden and continuous increases in the fitted resistances and DRT peaks
can be a sign of the presence of impurities. For instance, the size and number of DRT peaks
increase when dry CO and CO2 are introduced to either stack. The stack with pre-doped
MEAs exhibited only three DRT peaks under pure H2 operation and under N2 dilution.
However, when the impurities were introduced, an additional peak appeared in the charge
transfer region, which can be used to identify the presence of poisoning agents in the anode
feed for a stack with pre-doped MEAs.

5. Conclusions

In this paper, experimental characterization was performed for two 37-cell HT-PEMFC
stacks with active areas of 165 cm2. The effects of nitrogen dilution and reformate impurities
were studied using polarization curves and EIS measurements. CO and CO2 were chosen
as the reformate impurities, and their effect on the stacks were investigated both with and
without humidification. The two stacks used in this work employed two different types of
MEAs, one with a post-doped PBI membrane and non-woven GDL and the other with a
pre-doped PBI membrane and woven GDL type.
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We found that N2 had a reversible dilution effect, which was mainly manifested by the
increase in the anode charge transfer losses for both stacks. This could be because dilution
reduces the amount of hydrogen on the reaction sites, and this effect appeared to be more
severe than the mass transport issue caused by N2 dilution. N2 dilution did not affect the
ohmic resistance negatively in either stack. Generally, from the Nyquist plot and the DRT
peaks analysis, the stack with pre-doped MEAs was less susceptible to dilution effects and
had more stable operation over the dilution test period.

The effects of CO and CO2 poisoning were also mainly seen on the charge transfer
losses for both stacks, while the ohmic resistance remained unaltered even during the
poisoning tests irrespective of the presence of water vapor. We also found that humidi-
fication had a beneficial effect on a reformate-operated stack with pre-doped MEAs but
had detrimental effects on the stack with post-doped MEAs. Nonetheless, there was sig-
nificant performance recovery for both stacks with the pure hydrogen operation at the
end of the tests, implying that the poisoning effects are reversible even in the presence
of humidification.

A combination of the magnitude and trend of the changes in the various parameters
(equivalent circuit elements and DRT peaks) due to the different operating conditions in
the current work can be used for fault matrix creation and for diagnostics purposes. The
increase in the size and number of DRT peaks when dry CO and CO2 were introduced to
either stack can be considered as a CO poisoning fault feature. In particular, the stack with
pre-doped MEAs exhibited only three DRT peaks under pure H2 operation and under N2
dilution. Therefore, the additional DRT peak in the charge transfer region during impurities
operation can be used to identify the presence of poisoning agents in the anode feed for a
stack with pre-doped MEAs.
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Abbreviation

The following abbreviations are used in this manuscript:

BOT Beginning of test
CPE Constant phase element
DRT Distribution of relaxation time
ECM Equivalent circuit model
EIS Electrochemical impedance spectroscopy
EOT End of test
GDL Gas diffusion layer
HOR Hydrogen oxidation reaction
HT-PEMFC High temperature polymer electrolyte membrane fuel cell
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LT-PEMFC Low temperature polymer electrolyte membrane fuel cell
MEA Membrane electrode assembly
MPL Mesoporous layer
ORR Oxygen reduction reaction
PBI Polybenzimidazole
PFSA Perfluorosulfonic acid
PTFE Polytetrafluoroethylene
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Abstract: Understanding multiphase flow and gas transport occurring in electrodes is crucial for
improving the performance of proton exchange membrane fuel cells. In the present study, a pore-scale
model using the lattice Boltzmann method (LBM) was proposed to study the coupled processes of
air–water two-phase flow and oxygen reactive transport processes in porous structures of the gas
diffusion layer (GDL) and in fractures of the microscopic porous layer (MPL). Three-dimensional
pore-scale numerical results show that the liquid water generation rate is gradually reduced as the
oxygen consumption reaction proceeds, and the liquid water saturation in the GDL increases, thus
the constant velocity inlet or pressure inlet condition cannot be maintained while the results showed
that at t = 1,200,000 iterations after 2900 h running time, the local saturation at the GDL/MPL was
about 0.7, and the maximum value was about 0.83, while the total saturation was 0.35. The current
density reduced from 2.39 to 0.46 A cm−2. Effects of fracture number were also investigated, and the
results showed that for the fracture numbers of 8, 12, 16, and 24, the breakthrough point number was
4, 3, 3, and 2, respectively. As the fracture number increased, the number of the water breakthrough
points at the GDL/GC interface decreased, the liquid water saturation inside the GDL increased, the
GDL/MPL interface was more seriously covered, and the current density decreased. The pore-scale
model for the coupled multiphase reactive transport processes is helpful for understanding the
mechanisms inside the porous electrodes of PEMFC.

Keywords: proton exchange membrane fuel cell; gas diffusion layer; microscopic porous layer;
fracture; two phase flow

1. Introduction

During the past few decades, the proton exchange membrane fuel cell (PEMFC)
has received much attention due to several advantages including high energy efficiency,
room-temperature operation and low pollution. Improving fuel cell performance highly
depends on effective thermal and water management of PEMFC, which are based on aa
comprehensive understanding of water transport mechanisms inside the PEMFC [1]. The
water transport process in GDL plays an important role in the mass transport and fuel
cell performance [2]. Too much liquid water will cause flooding and hinder the oxygen
transport. Therefore, it is desirable to accelerate the liquid water migration from the GDL
and to reduce the liquid water saturation in GDL. In practice, the GDL is usually treated
with hydrophobic polytetrafluoroethylene (PTFE) to facilitate the liquid water transport [3].
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An microporous layer (MPL) is added to the GDL to help improve the transport of liquid
water through the GDL [4].

Advanced visualization techniques have been adopted to conduct in situ measure-
ment of multiphase flow inside GDL such as x-ray computed tomography (XCT), nuclear
magnetic resonance, and neutron imaging. With great improvement in spatial and tem-
poral resolution, XCT has been adopted to reconstruct the porous structures of GDL and
to investigate liquid water dynamic behaviors [5–8]. Supplementary to the experiments,
numerical simulation also plays important roles in investigating the effects of structural
and operating parameters on liquid water transport in GDL. Models for the multiphase
flow in GDL can be divided into continuum-scale models and pore-scale models [9]. At
the continuum-scale, models based on the concept of representative elementary volume
(REV) have been proposed for transport processes in porous media, in which the extension
of the Darcy law involving relative permeability has been adopted for multiphase flow. A
typical example of such continuum-scale model is the multiphase mixture model proposed
by Wang et al. [10,11]. Such a model is computationally more efficient and can be used for
modeling the entire cells. In this model, the capillary pressure-saturation relationship such
as the Leverett–Udell function is adopted for closing the governing equations [12,13]. It
has been recognized the Leverett–Udell function obtained from porous media in geology
or petrology is not suitable for describing multiphase flow in GDLs. A more accurate
pressure–saturation relationship has also been proposed in the literature [14–17].

The mesh size in the continuum-scale cell model is too large to consider the micro-
scopic details of the GDL structures. To gain a deep understanding of the interactions
between porous structures, multiphase flow processes, and GDL performance, pore-scale
modeling has been developed and conducted. Among the many numerical methods for
pore-scale modeling of multiphase flow, the lattice Boltzmann method (LBM) is preferred
due to its power capacity of handling the complicated structures and of capturing the
dynamic evolution of the phase interface. Using the LBM, the realistic porous structures
of the GDL can be easily taken into account. This method has been most widely adopted
for simulating multiphase flow in GDL [18,19]. Hao and Cheng [20] found that by adding
a hydrophilic columnar through the GDL, liquid water will migrate through the GDL
by the hydrophilic columnar, leaving the remaining hydrophobic part available for the
reactant gas. Yu et al. [21] performed three-dimensional (3D) pore-scale simulations to
study effects of distributions of PTFE on the liquid water transport inside and breakthrough
the GDL. With PTFE distributed heterogeneously along the through-plane direction, the
liquid water saturation curves show different shapes. The pore-scale results suggest that
placing PTFE near the GDL/MPL interface facilitates the liquid water transport in GDL [21].
Effects of the PTFE distribution on the removal of one single droplet were also studied
by Kakaee et al. [22]. Jinuntuya et al. [23] numerically studied at the pore-scale the liq-
uid water transport in three types of GDL structures obtained from XCT and the effects
of the GDL structure, the wettability, and the pressure difference applied on the liquid
water flow pattern, breakthrough time and saturation inside the GDLs were investigated.
Pore-scale two-phase flow in compressed GDL was also studied [24]. It was found that as
compression ratio increases, the location of water breaking through the GDL moves from
the channel to the channel/rib interface. Under a relatively high compression ratio, liquid
water tends to form aa water film inside GDL, which greatly hinders the reactant mass
transport [24]. Deng et al. [25] adopted the LBM to simulate liquid water transport inside
and at the interface of GDL and MPL. It was found that with the addition of MPL, liquid
water flooding in GDL is greatly reduced.

In PEMFCs, oxygen transport through the GDL and MPL arrives at the CL and partic-
ipates in the electrochemical reaction that generates water. The water is then transported
in the opposite direction from the CL to the GDL, and finally removed out of the fuel
cell through the GC. However, only Zhang et al. conducted a pore-scale study of such
coupled processes between multiphase flow and reactive transport [26]. As the liquid water
saturation increases in the GDL, the oxygen transport is gradually hindered, leading to a

188



Energies 2021, 14, 3812

lower generation rate of liquid water. Therefore, uniform liquid inlet velocity or constant
pressure applied at the bottom surface of GDL, which are widely adopted in the current
pore-scale simulations, is not sustainable.

From the above review, it can be found that pore-scale modeling considering the
coupling processes of air–water two-phase flow and oxygen reactive transport is really
rare in the literature. Understanding such coupling mechanisms is of great importance
for enhancing mass transport, improving water management, and increasing the cell
performance. Therefore in this study, a 3D multiphase reactive transport model was
developed to study the coupled multiphase flow and oxygen transport in the GDL and
MPL fractures. Furthermore, a 1D model is proposed at the GDL bottom surface to
consider the transport resistance in MPL and CL. Effects of the number of the fractures on
the multiphase flow are investigated in detail.

2. The Computational Domain and the Physicochemical Processes

In the present study, first, a three-dimensional domain composed of GDL and a
fracture in the MPL was constructed to simulate oxygen transport as well as liquid water
dynamic behaviors. The computational domain was rectangular with dimensions of
100 µm× 100 µm× 100 µm. Here, the resolution of one lattice was 1 µm. As can be seen
from Figure 1a, the GDL showed layered structure characteristics. Therefore, the GDL was
reconstructed by inserting the straight carbon fibers layer by layer in the through-plane
direction, with the constraining parameters as the GDL porosity and the diameter of the
carbon fiber. Details of the reconstruction method can be found in [27]. From the SEM
image of MPL, as shown in Figure 1b, there were many fractures inside the MPL. There,
fractures can provide preferred pathways for liquid water from the CL and can reduce
the water flooding [5]. Therefore, at the bottom of the reconstructed GDL, an elongated
rectangle was added to represent one fracture in the MPL. The final computational domain
is shown in Figure 2.

(a) GDL (b) MPL 

Figure 1. SEM image of GDL and MPL.

The physicochemical processes taking place inside the GDL can be described as
follows. Oxygen from the top boundary diffuses into the GDL and arrives at the GDL
bottom surface for the electrochemical reaction. In practice, the electrochemical reaction of
oxygen actually takes place inside the CL. After diffusing through the GDL, the oxygen
transports through the MPL, and arrives at the CL. Inside the CL, the oxygen first diffuses
in the macropores between the carbon particles within the CL, and then into the local
structures around a carbon particle, before finally being consumed at the triple-phase
boundary (TPB). During the above processes, the oxygen flux is the same and can be
expressed as follows:

DGDL
∂Coxygen

∂n
= DMPL

∂Coxygen

∂n
= DCL, macropore

∂Coxygen

∂n
= DCL, local

∂Coxygen

∂n
= kelecCoxygen (1)
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Figure 2. Computational domain (a) 3D structure and (b) schematic of the oxygen and water transport
processes in the domain.

In Equation (1), D is the diffusivity and C is the oxygen concentration. The five
terms refer to the flux at the GDL/MPL interface, through the MPL, the macropores in CL,
the local structures in CL, and that at the TPB due to oxygen consumption, respectively.
Equation (1) can be rearranged as follows:

Joxygen = 2Jwater = DGDL
∂Coxygen

∂n
=

1

( 1
kMPL

+ 1
kCL, macropore

+ 1
kCL, local

+ 1
kelec

)
Coxygen (2)

where the four terms at the denominator represent the resistance through MPL and CL.
J refers to the flux.

The typical pore size GDL is about 10 µm, that of MPL is about 50 nm, while that inside
the CL is from 1~10 nm. Simultaneously resolving the pores in the GDL as well as that in
the MPL and CL requires an enormous number of grids, which cannot be affordable by
current computational resources. Therefore, in the present study, only GDL and fractures in
MPL were taken into account, while the solid matrix with nanoscale pores of MPL as well
as CL structures were not resolved. Thus during the simulation, Equation (1) was adopted
as the boundary condition at the GDL bottom surface. This boundary condition takes into
account the transport resistance during the pathway from the GDL/MPL interface to the
TPB. In short, the transport processes numerically resolved in the 3D structures of GDL
were combined with the 1D boundary condition described by Equation (1), and such a
model was called the 3D + 1D model in the present study.

The electrochemical reaction generates water, which is assumed to be in liquid phase.
The liquid water generated in the CL migrates from the fracture in MPL into the GDL [5].
Therefore, in the present study during each simulation step, the liquid water generated
by Equation (2) is summarized and then averaged into every node in the fracture. Liquid
water then grows from the fracture, and enters the GDL. For the air–liquid two phase
flow in GDL, capillary number Ca is about 10−5~10−8 [19,28]. With such low Ca and the
dynamic viscosity ratio between water and air at about 18, the two-phase flow in the GDL
is dominated by the capillary force and effects of other forces such as gravitational force,
viscous force, and inertial force can be neglected. Correspondingly, the flow is located in
the capillary fingering region [29]. Therefore, neglecting the density ratio between air and
liquid and setting the density ratio as unity is acceptable for simulating two-phase flow
in GDL [30].

As shown in Figure 2., periodic boundary conditions were employed for the x–y plane
and x–z plane. For the top and bottom boundaries at the y–z plane, no slip boundary condi-
tion was imposed. The electrochemical reaction takes place at the surface of GDL/MPL, as
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described above. As liquid water migrates, it will cover the GDL/MPL interface, and under
such a circumstance, the local interface is not available to the electrochemical reaction.
Besides, the pores occupied by the liquid water are also not allowed for oxygen diffusion.
For the inner solid fiber surface, no-slip and non-flux boundary conditions were adopted
for fluid flow and mass transport, respectively. The contact angle was set as 140◦ for the
multiphase flow simulation.

3. The Lattice Boltzmann Method

The multiphase flow and oxygen reactive transport processes in the porous structures
described in Section 2 was solved using the lattice Boltzmann method (LBM). Details of the
LB model are introduced as follows.

3.1. Multiphase Flow Model

In the present study, the pseudopotential multiphase LB model was employed to study
air–water two-phase flow. A source term is added to consider the water generation due to
electrochemical reaction. For the kth component, the evolution equation for the density
distribution function with multiple-relaxation-time (MRT) collision term is defined as [31]:

f k
i (x + cei∆t, t + ∆t)− f k

i (x, t) =

−
(

T−1 · D
k
· T
)[

f k
i (x, t)− f

eq,k
i (x, t)

]

+

(

T−1 · (I − D
k

2 ) · T

)

(Fk
i + Sk

i )
(3)

where f k
i is the kth density distribution function at the lattice site x and time t.c = ∆x/∆t

is the lattice speed with ∆x and ∆t as the lattice length and time step, respectively. k
equals 1 for gas and equals 2 for liquid water. The equilibrium distribution functions f eq is
as follows

f
eq,k
i = ωiρ

k

[

1 +
3
c2 (ei · ueq) +

9
2c4 (ei · ueq)2 −

3
2c2 (u

eq)2
]

(4)

For the D3Q18 lattice model used in this study, the values of the weight coefficient wi

were wi = 1/3, i = 0; wi = 1/18, i = 1, 2, . . . , 6; wi = 1/36, i = 7, 8, . . . , 18. The transformation
matrix T in Equation (3) is a (N + 1) × (N + 1) matrix, with T−1 as the inverse matrix of

T [31]. I is the unit matrix. The diagonal relaxation matrix D
k is defined as [32].

D
k
= diag(s 0, s1, . . . , s17, s18

)

(5a)

s0∼8,10,12,16∼18= 1, s9 = s11 = s13−15 =
1
τk

(5b)

More details of T and D
k can be found in Ref. [31]. The density, velocity, and viscosity

are calculated by [30]

ρk = ∑ f k
i , ρkuk = ∑ f k

i ei +
δt

2
Fk, υk =

1
3
(τk − 0.5)

∆x2

∆t
(6)

The effective velocity ueq in Equation (4) is as follows

ueq = ∑ sk
0ρkuk/∑ sk

0ρk (7)

In Equation (3), Fk
i is the force term and Sk

i is the source term in the LB framework. Fk
i

is calculated by

Fk
i =

Fk · (ei − ueq)

ρkcs
2 f

eq,k
i ∆t (8)

where Fk (also in Equation (6)) includes fluid–solid interaction force, fluid–fluid interaction
force, and external body force

Fk = Fk
f + Fk

s + Fk
e (9)

191



Energies 2021, 14, 3812

For the particles of the kth component at lattice site x, the total fluid–fluid surface
tension force is expressed as

Fk
f = −ψk

(

ρk(x)
)

gkk′∑
x′

s

∑
k′

w(x′)ψk
(

ρk′(x′)
)

(x′ − x) (10)

where ψ is the effective mass or interparticle potential and is defined as ψk(ρk) = 1-exp(-
ρk). gkk′ is the interaction strength and iteffectively controls the immiscibility of the binary
mixture and the surface tension force. The value of gkk′ was taken as 1.95 in this study. If the
interaction force of four nearest neighbors is considered, the weight factor w(x′) is 1/3 and
1/12 for |x′ − x|2 = 1 and |x′ − x|2 = 2 , respectively. Fk

s is the fluid–solid interaction force

Fk
s = −ψk

(

ρk(x)
)

gs∑
x′

w(x′)s(x′)(x′ − x) (11)

where s is an indicator function, with 0 and 1 for pore and solid, respectively. gs controls the
fluid-solid strength, By adjusting gs, different wettability (contact angle) can be obtained.

The LB source term in Equation (3) is calculated by [33]

Sk
i = ωiS

k

[

1 +
3
c2 (ei · ueq) +

9
2c4 (ei · ueq)2 −

3
2c2 (u

eq)2
]

∆t (12)

where Sk is the actual source term considering theelectrochemical reaction at the Pt–ionomer
interface. This source term will be discussed in Section 3.3. Incorporating Sk into the
evolution equation (Equation (3)) through the form of Equation (12), the Galilean invariance
can be guaranteed according to previous study [33].

3.2. Mass Transport Model

Oxygen transports from the GC into the GDL and arrives at the bottom surface of
GDL for the electrochemical reaction. The mass transport is solved using the LB mass
transport model as follows

gi(x + cei∆t, t + ∆t)− gi(x, t) = Q−1ΛQ(gi(x, t)− g
eq
i (x, t)) (13)

where gi is the concentration distribution function at the lattice site x and time t in the ith
direction. g

eq
i is the equilibrium distribution function. The D3Q7 lattice model is adopted

in this study, and g
eq
i was calculated by g

eq
i = wiC, with w0= 1/4 and w1−6 = 1/8. The

transformation matrix Q in Equation (13) transfers the distribution function in velocity
space into momentum space. Q−1 is the inverse matrix of Q, and for moredetails of Q and
Q−1, one can found in Ref. [34]. Λ is the relaxation coefficient matrix.

Λ =





















τ0, 0, 0, 0, 0, 0, 0
0, τxx, τxy, τxz, 0, 0, 0
0, τyx, τyy, τyz, 0, 0, 0
0, τzx, τzy, τzz, 0, 0, 0
0, 0, 0, 0, τ4, 0, 0
0, 0, 0, 0, 0, τ5, 0
0, 0, 0, 0, 0, 0, τ6





















(14)

where the relaxation coefficients ταβ is related to the diffusivity

Dαβ = ζ(ταβ −
1
2

δαβ)
∆x2

∆t
(15)

where δαβ is the kronecker symbol. For isotropic mass transport, τxx = τyy = τzz and
ταβ(α 6= β) = 0. In the present study, the values of τ0, τ4, τ5, and τ6 in Equation (16) were
set as unity. ζ in Equation (16) was 1/4.
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3.3. Source/Sink Term for Multiphase Flow

Now, our attention turned to determining the source/sink term in Equation (12) for
multiphase flow. As discussed above, liquid water enters the GDL from the factures
inside the MPL. During each time step, the total amount of liquid water generated can be
determined by the summation of all the flux described by Equation (2). Then, all water
generated is relocated into the fractures.

S1 = −
1

Vfacture
∑ Mwater Jwater A (16)

S2 =
1

Vfacture
∑ Mwater Jwater A (17)

where Mwater is the molar mass; A is the surface area of each computational node; and
Vfracture is the total volume of the fracture.

The general modeling procedure of each time step during the pore-scale modeling are
as follows: (1) The pore-scale two-phase flow modeling is conducted, by which the liquid
water distribution is determined; (2) The pore-scale oxygen mass transport modeling is
conducted, and such modeling is not allowed in the liquid phase and only conducted in
the gas phase; and (3) Based on the results in Step 2, the liquid water generation rate is
determined, which is then adopted in the two-phase flow modeling in Step 1. Steps 1–3 are
repeated during the simulation until the liquid water touches the top wall of the GC or the
liquid water generation rate is extremely low due to the coverage of the bottom surface by
liquid water or the oxygen transport is seriously hindered by the liquid water. It is worth
mentioning that the pore-scale two-phase model and the oxygen reactive transport model
have been well validated in our previous work, and thus the validation is not repeated
here for brevity [35,36].

4. Results and Discussion

4.1. Multiphase Reactive Transport in the 3D Domain

The 3D simulation of oxygen reactive transport and air–liquid water two-phase flow
was performed by a self-developed LBM code parallelized based on domain decomposition
scheme using message passing interface (MPI). The domain was cut into 72 sub-domains
and 72 CPU cores were adopted.

Figure 3 shows the air–liquid water interface distribution in the GDL at different
times. As can be seen in Figure 3, as the oxygen reduction reaction proceeds, liquid water
gradually accumulates inside the MPL fracture and enters the GDL as tiny droplets. As
time goes on, these tiny droplets merge to big droplets. Affected by the complex porous
structures, some droplets advance deep into the GDL, while the growth of other droplets is
suppressed. The liquid water front moves in both in-plane and through-plane direction,
although irregularly, but following the capillary fingering mechanism, which means that
the liquid water front always advances into the pores with the largest pore size. Finally
at t = 1,200,000 iterations, there was excessive liquid water in the GDL, and the GDL
was severely flooded at the bottom half. Figure 4 further shows the bottom view of the
computational domain, which provides information of coverage by the liquid water. It
can be found that during the migration of the liquid water inside the GDL, the bottom
surface was gradually covered by the liquid water, leading to a reduced reactive surface
area. For the liquid water distribution at t = 1,200,000 iterations, it can be found that the
transport pathway for the oxygen was seriously blocked and the reactive surface area was
greatly reduced.
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Figure 3. Time evolutions of liquid water in the computational domain.

   

   

–

Figure 4. Bottom view of the liquid water distribution in the computational domain.

Note that in the present simulation, the multiphase flow and the oxygen reactive
transport were coupled. Therefore, the more the oxygen consumed, the more liquid water
generated. As the liquid water saturation increases in the GDL, the pores inside the GDL
are gradually blocked, and thus less oxygen is available to the reaction at the bottom surface.
Therefore, the generation rate of the liquid water gradually decreases as time proceeds.
In the literature, the majority of the pore-scale study of liquid water transport in the GDL
adopts either a velocity inlet or constant pressure boundary condition for the liquid water
entering GDL. Such a boundary condition leads to a continuous and steady supply of
liquid water into the GDL even when the GDL is seriously flooded, which in fact neglects
the coupling mechanisms between air–water two-phase flow and the oxygen reactive
transport. In fact, in the present study, due to the extremely slow generation rate of the
liquid water in the latter stage due to the inhibition of the oxygen reactive transport process,
the running time for the results shown in Figure 3 is as long as four months, leading to a
total of about 2900 h for each CPU core, which is really time consuming. Even with such a
long time simulation, the liquid water did not break through the GDL at t = 1,200,000 with
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liquid saturation in the entire GDL at about 0.35. In the pore-scale study of the coupled
multiphase flow and oxygen transport by Zhang et al., the liquid water mainly transports
in the through-plane direction, and breakthrough of the liquid water was observed with
a saturation of about 0.23 [26]. The pore-scale results in the present study as well as that
of Zhang et al. suggest that liquid water transport and distribution should be controlled
effectively and that the liquid water transports in the through-plane direction should be
facilitated while that in the in-plane direction should be suppressed. Perforated GDL is
one such scheme in which liquid water penetrates the GDL by the perforated pores [37].

The through-plane distributions of the liquid water saturation at different times are
shown in Figure 5. The saturation is defined as the ratio of volume occupied by the liquid
water to the entirepore volume in a given cross-section. It can be found that liquid water
saturation generally decreases from the GDL/MPL interface to the GDL/GC interface.
Behind the liquid water front, the liquid water saturation is below unity, indicating that
the void space is partially filled by the liquid water, confirming the capillary fingering
mechanism. In the literature, for pore-scale modeling adopting the uniform velocity inlet
as the boundary condition, usually the local water saturation at the GDL/MPL approaches
unity. The results in Figure 5 show that the local saturation when t = 1,200,000 was only
about 0.7. The maximum value of local saturation located around x* = 0.25 was about
0.83. However, liquid water saturation in the remaining parts, especially x* > 0.6, was
very low. Such high local high saturation leads to a small space for oxygen transport,
greatly reducing the effective diffusivity of oxygen through the entire GDL, even though
the averaged saturation in the entire GDL was only about 0.35 at t = 1,200,000. Figure 6
displays the time evolution of the current density obtained, which reduced from the initial
value of 2.39 to 0.46 A cm−2 at t = 1,200,000, indicating the negative effects of liquid water
on the reactive transport processes.

−

 

μ

Figure 5. Through-plane liquid water saturation distribution.

4.2. Effects of the Fracture Number

The above pore-scale 3D simulation clearly show the coupling mechanisms of multi-
phase flow and oxygen transport processes inside the GDL. Since a 3D simulation is really
time consuming, in this section, 2D simulations were conducted to investigate the effects of
facture number on the coupled processes. The computational domain is shown in Figure 7
with a size of 2048 × 456 lattices with the resolution of one lattice as 1 µm. The domain
contained a GDL, a MPL with different numbers of fractures, and a free region on the top
of the GDL representing the GC. The height of the MPL, the GDL, and the free region was
7, 156, and 290, respectively. The porosity of the GDL was 0.8004. The contact angle of
the solid particles in GDL, the GDL/MPL interface as well as the top wall of the GC was
the same as 140◦. Different number of fractures in the MPL was investigated including 8,
12, 16, and 24 fractures. The width and depth of each fracture was 10 and 4, respectively.
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The gap between two neighboring fractures was 227, 157, 120, and 81 for the four different
number of fractures studied. The dynamic behaviors of the liquid water, the evolution of
the saturation, the saturation distribution along the y direction, the coverage area of the
GDL/MPL interface, and the current density will be discussed in detail.

−

μ

Figure 6. Time evolution of the current density.

Figure 7 shows the dynamic behaviors of liquid water in the domain with the fracture
number of 8. As the reaction proceeded, liquid water is gradually generated and eight
liquid clusters were observed connected to the eight fractures (t = 40,000). Each cluster
advances inside the GDL following the mechanism of capillary fingering, namely always
searching for the pore with the largest pore size. Affected by the local complicated porous
structures, some clusters move mainly in the through-plane direction, while others were
mainly in the in-plane direction. At t = 200,000, clusters A1–A3 merged into one cluster;
cluster A4 found its pathway along the in-plane direction; clusters A5, A6, and A8 were
trapped by local structures with relative low pore size, and cluster A7 advanced the most
along the through-plane direction. At t = 550,000, cluster A1–A4 merged into one cluster,
A5–A6 merged into one cluster, cluster A8 still advanced separately, while cluster A7 broke
through the GDL and formed a tiny droplet in the GC. At t = 750,000, clusters A1–A4
merged and supported the growth of two droplets. At t = 1,500,000, clusters A5 and
A6 merged and supported the growth of one droplet. Clusters A7 and A8 also merged
and supported the growth of the first droplet forming in the GC. After the breakthrough,
continuous pathways were created for the liquid water inside the GDL, while the dynamic
change of the local liquid water distribution inside the GDL still could be observed. Finally,
at t = 3,500,000, there were four droplets in the GC connected to different clusters. The
growth rate of the four droplets in the GC were different, and it was found that the earliest
breakthrough did not necessarily mean the highest growth rate. The growth rate of the
droplet in the GC highly depends on the flow rate of the water cluster connected to it.
Finally, it can be seen that liquid water distribution was not uniform inside the GDL.
Locally, the liquid water amount at the top of GDL was low while the bottom of the GDL
was seriously flooded. The GC was also severely blocked by the four droplets.

Figure 8 shows the corresponding oxygen concentration field at two t = 45,000 and
t = 350,000. It was found that due to the consumption at the GDL bottom, the oxygen
concentration gradually decreased from the top to the bottom of the domain. The liquid
water hinders the transport of oxygen, and causes the reduction of the reactive surface area.

Figures 9–11 further show the dynamic behaviors of liquid water in the domain with
fracture numbers of 12, 16, and 24. The dynamic behaviors of growth, coalescence, and
breakthrough discussed in Figure 7 can also be observed and are not repeated here. It can
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be found that the fractures inside the MPL significantly affects the liquid water dynamic
behaviors in the GDL and GC. In particular, the breakthrough location, breakthrough time,
and breakthrough point number (or droplet number in the GC) are closely related to the
fracture numbers. For the breakthrough time, it is expected that the breakthrough time for
the case with the most fractures is the longest. For the breakthrough point number, the
results are interesting. Intuitively, more fractures in the MPL will lead to more clusters
in the GDL, and thus finally more droplets appearing in the GC. However, it can be
found in Figures 7 and 9–11 that the number of the breakthrough points and the thus the
corresponding droplets in the GC decreased as the fracture number in the MPL increased.
For the fracture numbers of 8, 12, 16, and 24, the breakthrough point number was 4, 3, 3,
and 2, respectively. Note that although there were two droplets in the GC for the case with
fracture numbers of 12, the left droplet was actually nourished by two breakthrough points,
as can be seen at t = 1,200,000 and 2,100,000. This is because as more fractures were added
in the MPL, the gap between the neighboring fractures decreased, and the neighboring
clusters were more easily to merge, thus resulting in fewer clusters in the GDL and finally
few breakthrough points at the GDL/GC interface.

Figure 12 shows the evolution of the liquid water saturation along the y direction
for the four cases with different fracture numbers. It can be found that the liquid water
saturation in the GDL increases as time proceeds. After the breakthrough, the saturation
distribution inside the GDL still varies. These results are in consistent with the dynamic
behaviors of liquid water in Figures 7 and 9–11. For all the four images in Figure 12,
it can be found that the saturation decreased and then increased across the GDL/GC
interface, with a local minimum value obtained. The minimum value was usually less than
0.1. However, at the GDL/MPL interface, the local flooding was serious, and the local
saturation value was higher than 0.8. Comparing the four images, it can be found that as
the fracture number increases, the local liquid water saturation at the GDL/MPL increases.

–

–
–

–

 
(a) t = 40,000 

 
(b) t = 200,000 

 
(c) t = 550,000 

Figure 7. Cont.
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(d) t = 750,000 

 
(e) t = 1,500,000 

 
(f) t = 3,500,000 

–

Figure 7. Time evolutions of liquid water distribution in the domain with eight fractures.

 
(a) t = 40,000 

 
(b) t = 200,000 

–

Figure 8. Distributions of oxygen concentration.

Figure 13a shows variation of the total liquid water saturation inside the GDL and
the coverage of the GDL/MPL interface. Here, the total saturation is defined as the ratio
between the total liquid water volume in the GDL and total volume of the void space in
GDL. It can be found that the coverage ratio increases as more fractures are considered, in
consistent with the local saturation at the GDL/MPL interface as discussed in Figure 12.
For the total saturation, in all cases, the total saturation in the GDL gradually increased
and reached a constant value. As the fracture number increased, the final value of the total
saturation generally decreased. In particular, the saturation of the case with 24 fractures
was much higher than the others. As discussed previously in Figures 7 and 9–11, more
fractures led to fewer droplets in the GC. Therefore, it seems that for the range of fracture
numbers studied in the present study, as the fracture number increased, the flooding in
GDL was more severe while that in the GC was alleviated, with the former one reducing
the cell performance while the latter was desirable. Finally, Figure 13b shows the time
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evolutions of the current density. Corresponding to the above discussion, the current
density decreases as the time proceeded due to the increased liquid water saturation. As
the fracture number increased, the final value of the current density decreased.

–

 
(a) t = 50,000 

 
(b) t = 1,200,000 

 
(c) t = 3,000,000 

Figure 9. Time evolutions of liquid water distribution in the domain with 12 fractures.

–

 
(a) t = 50,000 

 
(b) t = 1,200,000 

 
(c) t = 3,000,000 

–

Figure 10. Time evolutions of liquid water distribution in the domain with 16 fractures.
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(a) t = 50,000 

 
(b) t = 1,200,000 

 
(c) t = 3,000,000 

–

Figure 11. Time evolutions of liquid water distribution in the domain with 24 fractures.

 
(a) 8 fractures (b) 12 fractures 

 
(c) 16 fractures (d) 24 fractures 

–

Figure 12. Through-plane liquid water saturation distribution in the domain with different fractures.
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(a) Saturation and reaction area 

(b) Current density 

–

Figure 13. Time evolution of different variables: (a) saturation and reaction area and (b) current density.

5. Conclusions

Understanding multiphase reactive transport processes inside porous electrodes of
PEMPC is of great importance for improving performance of PEMFC. In this study, a
pore-scale model adopting the LBM was proposed for the coupled air–water two-phase
flow and the oxygen transport processes in GDL and fractures of MPL. In the model, liquid
water generated by the electrochemical reactions enters the GDL from the MPL fractures.
The coupled mechanisms between multiphase and oxygen reactive transport are discussed
in both 3D and 2D simulations. The simulation results show that as the liquid water
saturation in the GDL increases, the oxygen transport is hindered, and thus the generation
rate of liquid water decreases. The liquid water cannot maintain constant velocity inlet
or pressure inlet boundary conditions that are widely adopted in the literature. For the
3D domain studied in the present study, the migration of the liquid water in the in-plane
direction caused serious flooding, leading to breakthrough failure of the liquid water from
the GDL. Through-plane migration of liquid water is highly desirable. Furthermore, the
effects of fracture number on the coupled processes and some important variables such as
reactive surface coverage, saturation, and current density were discussed. It was found
that liquid water from the different fractures of MPL shows complex growth, coalescence,
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and breakthrough behaviors in the GDL. Generally, as the fracture number in the GDL
increased, the number of liquid water breakthrough points decreased, the total saturation
in the GDL as well as the local saturation at the GDL/MPL interface increased, and the
current density decreased. The optimization of the GDL structure and wettability based on
the pore-scale modeling results is undergoing in our group.
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The following abbreviations and symbols are used in this manuscript:

CL Catalyst Layer
GC Gas Channel
GDL Gas Diffusion Layer
LBM Lattice Boltzmann Method
MPL Microscopic Porous Layer
MRT Multiple Relaxation Time
PEMFC Proton Exchange Membrane Fuel Cell
REV Representative Elementary Volume
TPB Triple-Phase Boundary
XCT X-ray Computed Tomography
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Abstract: A fundamental thermodynamic analysis of an air-cooled fuel cell, where the reactant air
stream is also the coolant stream, is presented. The adiabatic cell temperature of such a fuel cell is
calculated in a similar way as the adiabatic flame temperature in a combustion process. Diagrams
that show the dependency of the cathode outlet temperature, the stoichiometric flow ratio and the
operating cell voltage are developed. These diagrams can help fuel cell manufacturers to identify a
suitable blower and a suitable operating regime for their fuel cell stacks. It is found that for standard
conditions, reasonable cell temperatures are obtained for cathode stoichiometric flow ratios of ξ = 50
and higher, which is in very good agreement with manufacturer’s recommendations. Under very
cold ambient conditions, the suggested stoichiometric flow ratio is only in the range of ξ = 20 in order
to obtain a useful fuel cell operating temperature. The outside relative humidity only plays a role
at ambient temperatures above 40 ◦C, and the predicted stoichiometric flow ratios should be above
ξ = 70 in this region. From a thermodynamic perspective, it is suggested that the adiabatic outlet
temperature is a suitable definition of the fuel cell operating temperature.

Keywords: air-cooled proton exchange membrane fuel cells; adiabatic fuel cell temperature;
thermodynamic analysis of proton exchange membrane fuel cells

1. Introduction

Air-cooled, low-temperature proton exchange membrane fuel cells (PEMFCs) are attractive
for applications in the range of up to a few kW. Among the salient features is their simplicity of
operation because they do not need a secondary coolant loop. The major disadvantage is the relatively
low observed maximum current density of around 0.3–0.4 A/cm2, which severely limits the power
density [1]. Moreover, it is often difficult to operate these fuel cells in extreme climate conditions.

The principle of air-cooled fuel cells is the same as of liquid-cooled fuel cells: oxygen from air
is combined with hydrogen to produce water and electricity. A certain amount of waste heat is
produced due to overpotentials that predominantly occur at the fuel cell catalysts and inside the proton
conductive membrane. The half-cell reactions are:

Anode: H2 ⇒ 2H++ 2e−

Cathode: 1
2 O2 + 2H+ + 2e− ⇒ H2O

Combined: H2 +
1
2 O2 ⇒ H2O

The electrons produced by the anode half-cell reaction are driven through an external circuit
to the cathode by the electro-motive force, and the protons migrate through the polymer electrolyte
membrane, which is proton conductive and electron repellant. In order to have the reactions occurring
at an appreciable rate, overpotentials have to be applied, and these are the sources of waste heat.
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While the theoretical cell potential between anode and cathode based on thermodynamics should be
1.23 V, practical operating voltages are 0.5–0.8 V. In order to obtain an appreciable voltage, numerous
single fuel cells are combined in a fuel cell stack, where the stack voltage is the sum of the individual
cell voltages and the current that is drawn through all cells in series. A simple schematic of a fuel cell
is shown in Figure 1.

 

 

x

Figure 1. Proton exchange membrane fuel cell (PEMFC) schematic [2].

The thermo-neutral potential of the fuel cell reaction is 1.482 V, assuming that the product water is
in the liquid phase [3]. The corresponding potential based on the lower heating values is 1.254 V [3].
The difference between the thermo-neutral potential and the fuel cell operating voltage multiplied
with the fuel cell current density is the amount of waste heat that is produced inside the fuel cell, and
the fuel cell efficiency is directly proportional to the fuel cell voltage.

In air-cooled, low-temperature PEMFCs, the waste heat is removed by excessive air that is
being fed to the fuel cell. Therefore, the reactant air is, at the same time, the coolant air, and the
stoichiometric flow ratio, ξ, must be high. Such units are already widely commercially available,
a leading manufacturer being Ballard Power Systems [4].

One of the disadvantages of air-cooled PEMFCs is their low maximum current density of only
around 0.4 A/cm2 (e.g., References [5,6]), which severely limits the power density. By comparison,
liquid-cooled PEMFCs that are being developed for automotive applications have a maximum current
density of up to 2.0 A/cm2, which lead to power densities in the range of 1.0 W/cm2. It should be a
goal to increase the maximum current density that can be drawn from an air-cooled fuel cell because
this will lead to a substantial increase in their power density. It is clear that such an increase in power
density also leads to a cost reduction.

Since the reactant air is directly taken from the environment, the performance and thermal
management of these fuel cells is very sensitive to the ambient conditions. While it is no problem
to operate such a fuel cell stack at an ambient temperature of 25 ◦C and typical relative humidity
levels for temperate climate regions, the air-cooled fuel cell operation becomes less stable in regions
with extreme temperatures. These systems are also placed in remote regions with extreme climates,
and stable operation must be ensured. Thus, there is a need to fundamentally understand the impact
of the ambient temperature on the expected performance or even the possibility to operate such a stack
at extreme conditions.

Figure 2 summarizes suitable operating ranges as identified experimentally by Ballard Power
Systems [4]. The nominal power density at standard conditions is around 0.225 W/cm2 and the
maximum current density is around 0.4 A/cm2 [4]. Depending on the outside conditions, the cathode
stoichiometric flow ratio is typically in the region ξca = 50–120, and the stack performance was observed
to become unstable below a cathode side stoichiometric flow ratio of ξca = 20. The ambient relative
humidity has a stronger effect at temperatures higher than 40 ◦C, and the effect on the performance
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is stronger in very dry regions. On the anode side, the stoichiometric flow ratio must be as low as
possible in order to preserve the hydrogen, and in practice, stacks are operated below an anode side
stoichiometry of ξan = 1.1 [4].

 

 
(a) 

 
(b) 

Figure 2. Effect of (a) the stoichiometric flow ratio and (b) of the ambient relative humidity and
temperature on the performance of an air-cooled fuel cell stack. Adapted from Reference [4] with
permission from Ballard Power Systems, January 2019.

Over the past decade, air-cooled fuel cells have been studied by several research groups.
An important distinction to make is between (i) air-breathing fuel cells that rely on natural convection
to provide the reactant air and which can be used for power ranges up to 100 W, and (ii) air-cooled fuel
cells, where the reactant air is provided by a fan or compressor which necessitates work and increases
the system complexity [7]. The latter are being considered for remote power supply, such as telecom
back-up, and they operate in power ranges of up to a few kW. Because the reactant air is directly taken
from and removed to the environment, this type of fuel cell is also termed an open cathode fuel cell.

Jeong et al. [8] conducted experiments on air-breathing fuel cells in a climate chamber where the
operating conditions were varied. The recorded maximum current density was 0.4 A/cm2, and the
power density was below 0.2 W/cm2. The anode was operated on dry hydrogen, and the water balance
of the cell was measured by placing a water-absorbing material in the anode outlet and weighing the
amount of water that has accumulated over a certain amount of time. The recorded water balance
results were in very good agreement with our own experiments [9].

Publications of experimental studies on an existing commercial stack included Zhu et al. [5],
Del Real et al. [6] and Adzakpa et al. [10]. All these groups reported current densities below 0.4 A/cm2.

The publication by Wu et al. [11] included a detailed literature study, and this group conducted
experiments on a single cell and a stack that consisted of 5 cells. The cells were operated on humidified
hydrogen at 55 ◦C at the anode and dry, ambient air at the cathode. The observed maximum current
density for the single fuel cell experiments was around 0.3 A/cm2, and in case of the stack, it was below
0.25 A/cm2. There was no additional heating or cooling in the end plates and the results showed that
the center temperature was 8 ◦C higher than the outer cells near the end plates.

Beside these experimental research efforts, several groups have conducted modeling studies to
better understand heat and mass transfer in air-cooled PEMFCs. Sasmito et al. [12–15] published
several computational fluid dynamics studies that included the predicted cell performance using the
commercial software ANSYS Fluent. In Reference [12], this group investigated the placement of the fan
and the effect of the channel height on the predicted performance and pressure drop. One finding was
that the height of the cathode channels had a strong impact on the maximum current density, which
was slightly above 0.3 A/cm2. In Reference [13], this group compared the performance of the cell for
a natural convection stack and a forced convection stack, where the fan was placed before the stack
and the fan power was varied. For forced convection, the maximum current density was 0.35 A/cm2

before the stack was overheated, while it was below 0.2 A/cm2 for natural convection. A novel flow
reversal concept was then proposed by the same group in Reference [14], where a fan was placed before
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and behind the stack and flow shifting was introduced with the goal of preventing stack overheating.
While the model predicted a temperature reversal according to the periodicity of the flow shifting,
no performance improvement was indicated. However, this concept helped to reduce the temperature
gradients and better understand the frequency of the flow reversal. Finally, the selection of the fan
based on different fan types with different performance curves was studied in Reference [15].

Shahsavari et al. [16] and Akbari et al. [17] developed a single-phase computational model of an
air-cooled fuel cell using COMSOL Multiphysics®. The focus was put on a better understanding of
the thermal management and the prediction of the maximum stack temperature as well as the main
temperature gradient, which occurs in the flow direction. They simulated a commercial fuel cell stack
by Ballard Power Systems and obtained very good agreement between their modeling predictions and
the measured maximum temperature. Unfortunately, performance data or maximum current densities
obtainable from that fuel cell stack were not released.

Other, very interesting work on air-cooled fuel cells was published by Meyer et al. [18,19].
Their studies focused on a commercial fuel cell design by Intelligent Energy, and the fuel cells differ
from the above-listed stacks in that air is used as a coolant in separate cooling channels. The reactant
air is fed in flow channels at a low stoichiometry. These air-cooled fuel cells are consequently more
similar to liquid-cooled fuel cells, which was also pointed out by Sasmito et al. [13].

More work on air-cooled fuel cell stacks that have separate cooling channels include the study by
Chen et al. [20], who developed a high-power air-cooled fuel cell stack with a current density above
0.8 A/cm2. The resulting power density was an impressive 0.6 W/cm2, and the stoichiometric flow
ratio of the reactant air was only 1.5–2.0 and below. However, the cooling channels accounted for 55%
of the bipolar plates’ frontal area, which also means that the membrane-electrode-assembly had to be
larger compared to, e.g., a Ballard stack. The active area of that stack was roughly 113 cm2 and the
maximum current was 100 A. The resulting power output was 2.55 kW.

Finally, a very good overview of the different cooling strategies in PEMFC stacks was given by
Zhang and Kandlikar [21], while Flückiger et al. [22] conducted a thermal modeling analysis of an
air-cooled fuel cell stack with edge cooling.

Air-cooled fuel cells are often used as telecom back-up applications in regions with extreme
climates. In order to understand, under which conditions such fuel cells may operate, a thermodynamic
analysis based on the first law of thermodynamics is conducted in this work. The calculations presented
here are inspired by the calculation of the adiabatic flame temperature in a combustion process, and it
will be shown that the outlet temperature of the reactant gases depend only on the ambient conditions,
the stoichiometric flow ratio of the cathode air (the anode side stoichiometry is fixed to a low value)
and the operating cell voltage. The latter determines the amount of waste heat that has to be removed
predominantly by the excess air. In doing so, feasible operating regimes for these air-cooled fuel cells
are identified and compared to the empirically determined regimes by Ballard Power Systems.

The main motivation for the current study is therefore:

• A lack of fundamental understanding concerning the required amount of air to control the fuel
cell temperature, i.e., the stoichiometric flow ratio.

• A lack of fundamental understanding of how the ambient conditions affect the required air flow
rates, and under what conditions it is feasible to operate such a fuel cell stack without a preheater.

• A lack of fundamental understanding of which blower has to be paired with such an air-cooled
fuel cell stack under various ambient conditions.

2. Formulation of the Molar Flow Rates and the Energy Balance

2.1. Assumptions

The analysis carried out below is conducted in a similar way as the calculation of the adiabatic
flame temperature in a combustion process by applying the first law of thermodynamics. It is based on

208



Energies 2020, 13, 2611

assuming ideal gas behavior, and changes in potential and kinetic energy are neglected. Moreover, the
calculations assume steady-state operation.

2.2. Thermodynamic System Considered

The system under consideration is shown in Figure 3. It is the goal to determine the adiabatic
outlet temperature of the reactant gases, so all the waste heat is carried out of the cell in the form of
internal heat and the temperature of the product gases is increased. In contrast to the calculation of the
adiabatic flame temperature in a combustion process, the electrical work performed by the fuel cell
has to be accounted for because it is clear that the adiabatic outlet temperature of a fuel cell depends
strongly on the cell performance. For simplicity, it is assumed that anode and cathode gas streams
enter and leave the cell at the same temperature. Under such conditions, the exact water balance of the
fuel cell plays no role, i.e., it does not matter whether the product water leaves from the cathode side
or anode side because the water vapor leaves the cell at the same temperature.
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Figure 3. System boundary for the first-law analysis.

2.3. Molar Inlet Streams

In order to conduct a first-law analysis of an air-cooled system, the molar flow rates have to
be formulated before the enthalpy streams are calculated. This has already been done in numerous
previous articles in PEMFC (e.g., Reference [23]). The incoming molar stream of oxygen depends on
the cathode stoichiometric flow ratio, ξca, and the total current that is drawn from the fuel cell stack, I:

.
nO2,in = ξca

I

4F
(1)

where F is Faraday’s constant (96,485 C/mole). Note that the total current is not the physical current
drawn from the fuel cell stack in experiments, but the physical current drawn from each cell multiplied
with the number of cells in the stack.

On a molar basis, the incoming amount of nitrogen is:

.
nN2,in =

79
21

.
nO2,in =

79
21
× ξca ×

I

4F
(2)

There is a certain amount of water vapor entering the cell that depends on the relative humidity
of the ambient air, RHin, which is introduced as a free parameter:

RHin =
pH2O

psat(T)
= xH2O

pamb

psat(T)
=

.
nH2O,in

.
ntot,in

pamb

psat(T)
(3)
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From this, it follows that:

.
nH2O,in = RHin ×

psat(T)

pamb
×

.
ntot,in = RHin ×

psat(T)

pamb
×

( .
nH2O,in +

.
nO2,in +

.
nN2,in

)

(4)

which results in:
.
nH2O,in = RHin ×

(

pamb

psat(T)
−RHin

)−1

×

( .
nO2,in +

.
nN2,in

)

(5)

It is desirable to express the amount of water entering the cell as a function of the current and
the stoichiometry, similar to the oxygen and nitrogen stream. Inserting Equations (1) and (2) and
reformulation yields:

.
nH2O,in = RHin ×

(

pamb

psat(T)
−RHin

)−1

×
1

0.21
× ξca

I

4F
(6)

The ratio between the water vapor flux and the incoming amount of oxygen is thus:

.
nH2O,in

.
nO2,in

=
1

0.21
×RHin ×

(

pamb

psat(T)
−RHin

)−1

(7)

The saturation pressure is only a function of the temperature and it can be conveniently expressed
by Antoine’s equation:

psat(T) = D× exp
(

A−
B

C + T

)

(8)

where A = 8.07131, B = 1730.63, C = 233.426 and D is introduced to convert from the unit (mmHg)
into (Pa), and it is 133.233. T is the temperature given in ◦C. For an ambient temperature of 25 ◦C, the
saturation pressure is thus 3158 Pa. Assuming an atmospheric total pressure, the molar flow rate of
water vapor is, at a maximum (RHin = 1), 15.3% that of oxygen.

At the anode side, dry hydrogen is assumed to enter the cell at a specified stoichiometric flow ratio:

.
nH2,in = ξan

I

2F
(9)

2.4. Molar Outlet Streams

For the molar stream of oxygen leaving the cell, it holds that:

.
nO2,out = (ξca − 1)

I

4F
(10)

and the stream of the inert nitrogen is:

.
nN2,out =

.
nN2,in =

79
21
× ξca ×

I

4F
(11)

The water at the outlet is the amount that has entered the cell plus the product water. In this
case, the overall water balance of the fuel cell does not matter as both the anode and outlet stream are
assumed to leave the cell at the same temperature. In case of doubt, it may be assumed that all of the
product water leaves at the cathode side owing to the very low anode side stoichiometric flow ratio.

.
nH2O,out =

.
nH2O,in +

I

2F
= RH ×

(

pamb

psat(T)
−RH

)−1

×
1

0.21
× ξca

I

4F
+

I

2F
(12)
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2.5. Formulation of the Energy Balance

Applying the first law of thermodynamics to an air-cooled PEMFC according to Figure 3,
it holds that:

Q−Wel = Hprod −Hreact (13)

here, Q is the heat loss of the cell and Wel is the work that is extracted from the cell. In the current case,
the system is considered adiabatic, Q = 0, and Wel is expressed as:

Wel = Vcell × Icell (14)

Because the system is assumed to be adiabatic, the calculated temperature of the outlet gases is
at a maximum. If the amount of heat loss from the stack to the surroundings is known, it may be
entered here. The current analysis reveals no information about the temperature distribution inside
the fuel cell stack, where the local temperature can be higher than the adiabatic outlet temperature of
the reactant gases. Such a temperature distribution may be obtained by a detailed analysis, as carried
out by Shahsavari et al. [16].

Assuming ideal gas behavior, the enthalpy streams can be calculated as follows:

H =
∑ .

nihi =
∑ .

ni

[

h0
f
+

(

h− h0
)

]

=
∑ .

ni

[

h0
f
+ cp

(

T − T0
)

]

(15)

where h indicates molar enthalpies in (J/mol). The molar enthalpy of any species consists of two terms:
the enthalpy of formation, h0

f
, at 25 ◦C and 1 atm and the sensible enthalpy due to a temperature

increase. The enthalpy of formation for stable elements like oxygen, nitrogen and hydrogen is zero,
whereas the enthalpy of formation, h0

f
, of liquid water vapor is −285,830 J/mol and of water vapor is

−241,820 J/mol [24].
For the calculation of the adiabatic gas outlet temperatures, the first law of thermodynamics thus

reduces to:
Wel =

∑ .
nprodhprod −

∑ .
nreachreac (16)

The required properties are listed in Table 1.

Table 1. Gas properties at 298 K [24].

Species
M

(kg/mol)

cp

(J/mol-K)
h0

(J/mol)

Oxygen 0.032 30.000 8682
Nitrogen 0.028 29.484 8669

Hydrogen 0.002 28.614 8468
Water Vapor 0.018 33.462 9904

For demonstration purposes only, we assume the incoming gas stream of the air-cooled system to
be at the standard conditions of 25 ◦C and 1 atm, so that the incoming enthalpy streams of oxygen,
nitrogen and hydrogen are zero compared to the standard condition. Moreover, it is assumed for
simplicity that the incoming air is completely dry so that there is no water vapor entering. Therefore,
according to Equation (15), the incoming enthalpy stream is zero relative to the standard conditions.
The outlet pressure of the fuel cell shall also be assumed to be 1 atm.

Inserting the above expressions into the energy balance then results in:

Vcell × Icell =
.
nO2,out

(

h− h0
)

O2
+

.
nN2,out

(

h− h0
)

+
.
nH2,out

(

h− h0
)

+
.
nH2O,out

(

h0
f
+ h− h0

)

(17)
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The unit on both sides is in Watts, and it is observed that the enthalpy of formation is only
considered for the water. So far, we have not decided whether the product water will be in gas or
liquid phase. Obviously, the maximum cell temperature will be lower when the product water is in the
gas phase, but it depends on the outlet temperature when the outlet gas phase will become saturated.
Given the fact that these fuel cells operate on ambient air which is typically heated up inside the cell by
20–30 ◦C at a high stoichiometric flow ratio, it may be assumed that the product water leaves the cell in
the vapor phase.

It is observed that, according to Equations (1), (2) and (5), the molar flow rates depend directly on
the cell current, Icell, which means that it can be canceled out in Equation (17). Inserting the molar flow
rate and canceling yields:

Vcell = 1
4F × (ξca − 1) ×

(

hO2(Tout) − 8682 kJ
kmole

)

+ 1
4F × 3.762× ξca ×

(

hN2(Tout) − 8669 kJ
kmole

)

+ 1
2F × (ξan − 1) ×

(

hH2(Tout) − 8468 kJ
kmole

)

+

[

RH ×
(

pamb

psat(T)
−RH

)−1
×

1
0.21 ×

ξca
4F + 1

2F

]

×

(

−241, 820 kJ
kmole + hH2O(Tout) − 8468 kJ

kmole

)

(18)

From Equation (18), it follows that there are only four independent parameters in this analysis:
the cell voltage, V, the stoichiometric flow ratio of the cathode side, ξCa, the outside relative humidity,
RH, and the temperature of the outlet gases, Tout. This leaves aside the anode stoichiometric flow ratio,
which should always be as close to unity as possible, which leads to the fact that the anode enthalpy
stream is negligible. In combustion analysis, it is common to apply an iterative method to determine
the temperature of the outlet gases. On the other hand, it is just as convenient to construct diagrams
where the cell voltage is the y-axis and the adiabatic outlet temperature of the gases is the x-axis.
With the anode stoichiometric flow ratio fixed at a low value of ξan = 1.1, and for a given ambient
pressure and relative humidity, the cathode stoichiometric flow ratio is then the only free parameter
left and a different value for ξca will give a different curve in the V-Tad-Diagram. Such diagrams can be
constructed for different ambient conditions in which the fuel cell is placed, and these are shown and
analyzed in the next section.

3. A Thermodynamic Analysis of Air-Cooled PEM Fuel Cells Using V-Tad-Diagrams

The above equations can now be applied to study the adiabatic cell temperature, i.e.,
the temperature of the product gases assuming all the waste heat is carried out by the flew gases.
To this end, the above equations can be entered into spreadsheet calculation software where the outlet
temperature is the adjustable parameter. As can be seen from Equation (18), the relative difference
between the inlet and outlet molar enthalpy streams can be given in terms of a voltage. This voltage
depends only on the temperature of the outlet gases and the outside conditions. Besides the cell
voltage, the cathode stoichiometric flow ratio is the most important parameter. Clearly, the ambient
air temperature and the relative humidity have an impact on the adiabatic outlet temperature. In
the following, four different cases will be examined in detail. In all cases, the ambient pressure was
assumed to be 1 bar, but according to Equation (18), that property only plays a role in the calculation of
the amount of water vapor that enters the cell.

3.1. Case 1: Standard Conditions

Standard operating conditions are that the inlet gas streams enter at 25 ◦C. It is assumed that
the relative humidity of the ambient air was 30%. Figure 4 shows the resulting dependency between
the gas outlet temperature, the stoichiometric flow ratio and the cell voltage. All the lines have a
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negative slope because if the cell voltage decreases for a given stoichiometric flow ratio, more waste
heat is produced and therefore, the cathode outlet temperature increases. The right-hand side of
Figure 4 zooms in on the region of interest. The supplier of our fuel cell stack states that the stack outlet
temperature should not exceed 60 ◦C and the stack voltage should be below 0.9 V to avoid irreversible
degradation [4]. On the other hand, the voltage should be above 0.6 V, if possible, to ensure satisfactory
cell performance. From this diagram, a working point under the given operating conditions may be
read, e.g., a stoichiometry of 50 and a cell voltage of 0.7 V. Under these conditions, the adiabatic outlet
temperature of the reactants will be 50 ◦C. Thus, the thermodynamic analysis yields a fundamental
explanation of the preferred operating conditions, as specified by the manufacturer.

 

 
(a) (b) 

Figure 4. Dependency of the adiabatic outlet temperatures of the product stream on the operating
cell voltage. The incoming conditions were a temperature of 25 ◦C and a relative humidity of 30%.
(a) Entire voltage range, (b) close-up on the region of interest.

Varying the RH of the inlet air has only a very small impact on the results (not shown), and this
is also in good agreement with Figure 2. It is interesting to note that when the cell potential drops
from 0.7 V to 0.6 V, the adiabatic outlet temperature increases by only 5 ◦C and it would even stay the
same if the stoichiometric flow ratio would be increased from 50 to around 57. In practice, the fuel
cell temperature is monitored in a position inside the cathode flow channel and adjusted by the fan
drawing the air through the stack [4]. Overall, these diagrams suggest that there is no inherent reason
why an air-cooled fuel cell should not be operational at high current densities.

3.2. Case 2: Cold and Dry Conditions

It is a requirement that fuel cell systems for telecom back-up applications also operate in an
environment with a temperature as low as −40 ◦C. For the sake of demonstration, it is assumed that
cold air at −20 ◦C is indeed fed to the fuel cell. Obviously, such air cannot contain any water vapor,
and the RH is set to zero (even if it would be set to 100%, there would be no water vapor entrained).
Figure 5 indicates that the stoichiometric flow ratio is now a much more sensitive parameter compared
to the previous case.

Reasonable cell outlet temperatures can be achieved by using a relatively low stoichiometric flow
ratio between ξ = 20 and ξ = 30. An obvious problem is that the stoichiometry has to be very accurately
controlled, otherwise it is nearly impossible to control the adiabatic outlet temperature. It can be seen
from Figure 5 that a change of the stoichiometric flow ratio, from, e.g., ξ = 22 to ξ = 24, leads to a
change in the adiabatic outlet temperature by around 5 ◦C. Therefore, it may be required to pre-heat
the incoming air in such extreme climates.
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(a) (b) 

Figure 5. Dependency of the adiabatic outlet temperatures of the product stream on the operating cell
voltage. The incoming conditions are a temperature of −20 ◦C and a relative humidity of 0%. (a) Entire
voltage range, (b) close-up on the region of interest.

3.3. Case 3: Hot and Humid Conditions

A second extreme climate case is an ambient temperature of 40 ◦C and an RH of 100%. As shown
in Figure 6, in such a case, the stoichiometric flow ratio has to be chosen very high. Assuming a cell
voltage of 0.7 V, the stoichiometric flow ratio would need to be in the range of ξ = 75 and higher
to attain a reasonable adiabatic outlet temperature of 60 ◦C. Especially at elevated current densities,
this would require a stronger blower. Thus, the blower specification is very tightly coupled to the
fuel cell operating region. These diagrams clearly show that in every different climate zone, there is a
different operating regime for the same hardware, which has to be carefully adjusted.

 

(a) (b) 

Figure 6. Dependency of the adiabatic outlet temperatures of the product stream on the operating cell
Figure 6. Dependency of the adiabatic outlet temperatures of the product stream on the operating
cell voltage. The incoming conditions were a temperature of 40 ◦C and a relative humidity of 100 %.
(a) Entire voltage range, (b) close-up on the region of interest.

3.4. Case 4: Hot and Dry Conditions

Finally, hot and dry outside conditions shall be investigated. Figure 7 shows the diagrams for
an inlet temperature of 40 ◦C and an outside relative humidity of 30%. While the inlet RH at lower
temperatures has a weak effect on the ability to operate the cell, at elevated temperatures, this effect
becomes larger. This is in very good accord with the operating conditions suggested by Ballard Power
Systems [4]. From Figure 7, it is suggested to maybe choose a target cell voltage to 0.75 V in order to
obtain the same adiabatic outlet temperature of 60 ◦C for the same stoichiometric flow ratio of ξ = 60.

The question of how well the membrane is hydrated under such conditions is being addressed in
a computational fluid dynamics study of the same fuel cell, with surprising results that have been
published separately [25]. The current work focuses on thermodynamic aspects, and it can be seen that
the adiabatic outlet temperature of the reactant gases can be calculated out of knowledge of the cell
voltage and the stoichiometric flow ratio. The operating temperature of these air-cooled fuel cells is
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usually adjusted by trial-end-error, and it may be concluded from the current analysis that the adiabatic
outlet temperature is a suitable definition for the operating temperature of these fuel cells.

 

(a) (b) 

Figure 7. Dependency of the adiabatic outlet temperatures of the product stream on the operating cell
Figure 7. Dependency of the adiabatic outlet temperatures of the product stream on the operating
cell voltage. The incoming conditions were a temperature of 40 ◦C and a relative humidity of 30%.
(a) Entire voltage range, (b) close-up on the region of interest.

4. Conclusions

In this work, the first law of thermodynamics has been applied to an air-cooled fuel cell stack to
calculate the adiabatic outlet temperature of the reactant gases in a similar way as is routinely done in
combustion analysis. V-Tad-Diagrams of the fuel cell voltage versus the adiabatic outlet temperature
have been constructed that show the feasibility to operate the fuel cell in extreme climate conditions.
For very cold inlet gases, the cathode stoichiometry has to be below ξ = 30 to attain reasonable cell
operating temperatures. The diagrams have also shown that it is very important to supply all fuel
cell channels with the same amount of air under cold conditions. Even a mal-distribution of less than
10% can lead to a cell-to-cell variation in the adiabatic outlet temperature of 5 ◦C, when generally, the
cell-to-cell variation in temperature should be kept below 6 ◦C [4].

The second and third extreme climate cases were an outside temperature of 40 ◦C and either
fully humidified or very low outside relative humidity. While the relative humidity generally plays
a minor role in the construction of the diagrams, the inlet RH becomes more important at high
outside temperatures, and this is in good agreement with the stack manufacturer’s observations [4].
Stoichiometric flow ratios should be between ξ = 60 and ξ = 80 to keep the gas outlet temperatures
within a reasonable region. Overall, the diagrams have shown that there is no inherent reason why
air-cooled fuel cells cannot be operated at elevated current densities.

It is also important to realize that in the current study, it is assumed that all the waste heat is
carried out by the reactant gases, i.e., that the stack is perfectly insulated. This was done for simplicity
and to examine the extreme case. In real stacks, there is a certain amount of waste heat leaving the stack
at the top and bottom, and the maximum temperature is often observed in the center of the stack [4].

While such a thermodynamic analysis gives valuable insight into the general feasibility to operate
a fuel cell in extreme climate conditions, it does not allow a glimpse in the interior of the cell, and it did
not give an answer to the question of why the limiting current density is only around 0.4 A/cm2. From
a thermodynamic perspective, a higher current might be attainable just by placing a larger fan behind
the stack. Therefore, a computational fluid dynamics study has been conducted in order to shed light
into the underlying heat and mass transfer that occurs inside such an air-cooled fuel cell [25].

5. Patent

Berning, T. Fuel cell assembly with a turbulence-inducing device for reduction of a temperature
gradient. Patent No. WO/2019/120415, International Filing Date (17/12/2018).

215



Energies 2020, 13, 2611

Author Contributions: Conceptualization, T.B. and S.K.K.; methodology, T.B.; formal analysis, T.B.; resources,
S.K.K.; writing—original draft preparation, T.B.; writing—review and editing, T.B. and S.K.K.; project
administration, T.B. and S.K.K.; funding acquisition, S.K.K. All authors have read and agreed to the published
version of the manuscript.

Funding: This research was funded by EUDP, Journal number 64012-0117, and carried out in collaboration with
Dantherm Power A/S and Ballard Power Systems.

Conflicts of Interest: The authors declare no conflict of interest. The funders had no role in the design of the
study; in the collection, analyses, or interpretation of data; in the writing of the manuscript, or in the decision to
publish the results.

Nomenclature

A constant in Antoine’s equation (A = 8.07131)
B constant in Antoine’s equation (B = 1730.63)
C constant in Antoine’s equation (C = 233.426)
CL Catalyst layer
cp specific heat and constant pressure (J/kg-K)
D constant in Antoine’s equation (D = 133.233)
GDL Gas diffusion layer
h specific enthalpy (J/mol)
H enthalpy stream (W)
I Fuel cell current (A)
i Current density (A/cm2)
F Faraday’s constant (96,487 C/mol)
M Molecular Weight (kg/mol)
.
n Molar flow rate (mol/s)
PEMFC Proton exchange membrane fuel cell
p Pressure (Pa)
Q Heat Loss (W)
RH Relative humidity (-)
T Temperature (◦C)
V Voltage (V)
W Fuel cell work (W)
Subscripts

amb ambient value
ad adiabatic value
an anode
ca cathode
el electric
f formation value
i denotes a species i
in inlet value
out outlet value
prod product
react reactant
sat saturation value
tot total value
Superscripts

0 standard value
Greek Symbols

ξ Stoichiometric flow ratio (Stoich) (-)
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Abstract: Hydrogen is one of the modern energy carriers, but its storage and practical use of the
newest hydrogen technologies in real operation conditions still is a task of future investigations. This
work describes the experimental hydrogen hybrid energy system (HHS). HHS is part of a laboratory
off-grid system that stores electricity gained from photovoltaic panels (PVs). This system includes
hydrogen production and storage units and NEXA Ballard low-temperature proton-exchange mem-
brane fuel cell (PEMFC). Fuel cell (FC) loses a significant part of heat during converting chemical
energy into electricity. The main purpose of the study was to explore the heat distribution phenomena
across the FC NEXA Ballard stack during load with the next heat transfer optimization. The operation
of the FC with insufficient cooling can lead to its overheating or even cell destruction. The cause of
this undesirable state is studied with the help of infrared thermography and computational fluid
dynamics (CFD) modeling with heat transfer simulation across the stack. The distribution of heat
in the stack under various loads was studied, and local points of overheating were determined.
Based on the obtained data of the cooling air streamlines and velocity profiles, few ways of the
heat distribution optimization along the stack were proposed. This optimization was achieved by
changing the original shape of the FC cooling duct. The stable condition of the FC stack at constant
load was determined.

Keywords: hydrogen; fuel cells; hydrogen hybrid energy system; thermography; CFD modeling;
heat transfer; optimization

1. Introduction

Hydrogen technologies find their use in a wide range of mobile and stationary appli-
cations. One of the most developing and applied ways for renewable energy storage is a
way of electrochemical energy storage [1]. Hydrogen hybrid systems (HHSs) can utilize
renewable energy sources (RESs) and eliminate the fluctuations of their power output
by energy storage in form of hydrogen. These types of hybrid systems were examined
and tested by the authors in different studies [2–4]. Typically, HHSs consist of energy
production units from RESs, combined with hydrogen production and storage unit for
power-to-gas conversion (PtG), fuel cell (FC) unit, and classical backup energy storage in a
battery bank [5].

The proton-exchange membrane fuel cell (PEMFC) is a promising, widely developed
type of the FC that could be operated at the relatively wide temperature range and uses
“green” hydrogen as an alternative energy carrier for the grid-connected and off-grid
installations [6]. Cells are often combined in series—FC stack [7–9]. Figure 1 shows
a simplified diagram of the hydrogen PEMFC in terms of its design and principle of
operation, where FP—flow plates, GDL—gas diffusion layers, and CL—catalyst layers.
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𝜂 = 𝑉௥௘௔௟𝐸௖௘௟௟ = 𝑉௥௘௔௟1.187

Figure 1. Construction and principle of hydrogen proton-exchange membrane fuel cell (PEMFC) [10,11].

Fuel cells use direct conversion of chemical energy into electric power, and that is the
reason for their high efficiency and almost no emissions. The main type of FC emission
is a thermal emission that occurs during FCs operation, especially at high loads. The FC
voltage as a function of current density can be seen in Figure 2 below, where OCV is the
open-circuit voltage. The value of 1.2 V represents a theoretically loss-free voltage. The
actual cell voltage, including the off-load voltage, is always lower than this value.

 

𝜂 = 𝑉௥௘௔௟𝐸௖௘௟௟ = 𝑉௥௘௔௟1.187

Figure 2. Fuel Cell (FC) polarization curve with voltage losses during FC load [12].

Each FC can produce the maximum theoretical voltage of 1.187 V (for 25 ◦C and
101.325 kPa). The FC efficiency is calculated as the ratio of the actually produced and the
theoretically achievable cell voltage

η =
Vreal

Ecell
=

Vreal

1.187
(1)

where Ecell refers to the voltage in every cell related to the Gibbs free energy. The real
voltage in an actual cell is measured at the power load per cell as Vreal = 0.5–0.6 V. The off-
load voltage reaches the value of 1.1 V [13]. The typical service electrochemical efficiency
per cell is approximately between 40% and 50% [14].

Studied NEXA Ballard PEMFC uses the air-based heat exchange system for stack
cooling. High-temperature PEMFC provides easier heat regulation, in comparison with
studied low-temperature PEMFC, due to higher working temperatures and using liquid
refrigerants for stack cooling [15–17].

Several studies were focused on hydrogen storage methods development. In some
cases, due to space limitation and pressure-based safety restrictions, it is possible to use
hydrogen storage in a solid-state way in metal hydrides (MHs) [18–20]. Joint use of fuel cell
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(FC) technologies with hydrogen storage systems based on metal hydrides (MHs) allows the
utilization of FC excess heat energy for the MH hydrogen desorption process and thereby
increases the HHS energy efficiency. MHs application for solar energy accumulation is one
of the possible ways described by the authors in various papers [21,22]. In addition, using
FCs and MHs in one system gives the possibility to provide the required pure hydrogen
to the PEMFCs. LaNi—based alloys allow storing hydrogen at ambient temperatures of
25–40 ◦C and low pressures of 1.0–1.5 MPa, which makes the application of these alloys
quite attractive in mentioned above specific conditions [23–28].

The complete experimental setup described in the work is an integral hydrogen hybrid
system, which serves for the possibility of optimal energy storage from solar panels in
various forms—in the form of electrical energy for direct use or storage in storage batteries,
or in the form of gaseous hydrogen in classical gas cylinders and/or in a compact “solid”
form in the form of metal hydrides.

One of the main components of this system is fuel cells and the associated fuel source,
hydrogen, which, as mentioned above, can be stored in various forms. During the operation
of the hybrid plant, overheating of the fuel cells was detected at loads close to maximum
and automatic shutdown of fuel cells was observed at high loads when the ambient
temperature rose above 25 degrees, while the maximum operating ambient temperature
for this fuel cell declared in the documentation was 30 degrees. In this regard, the analysis
of the fuel cell and the identification of local overheating zones were started, followed by
the simulation of heat transfer along the entire stack of the fuel cell and modification of the
elements of the cooling channel.

The main motivation of the work is the improvement in the FC cooling and heat
transfer along the FC stack, which is an important issue of safe and efficient operation of
the FC and hydrogen hybrid system (HHS) [29–31]. Experimental HHS was developed for
joint MH and FC testing. This system, shown in Figure 3, basically consists of photovoltaic
panels (PVs), a few power inverters batteries bank, hydrogen production, and storage units.
Hydrogen could be stored in three different ways—in pressure vessels in a gaseous state, in
metal hydrides in solid state, or converted to electricity via FC and directly used or stored
in the battery bank. The lead batteries accumulation enables the storage of 550 kWh of
power, and an additional 80 kWh can be stored in the lithium iron phosphate (LiFePO)
batteries bank, which provides energy accumulation from the PV plant and avoid energy
fluctuation for the stable H2 production via water electrolysis process.

 

Figure 3. The basic scheme of the experimental hybrid energy system (HHS) energetic system.

According to the nameplate, the ambient operating temperature of the cell must be
in the range of 3–30 ◦C. At a temperature around 22–25 ◦C, the maximum operating state
cannot be reached due to local overheating of the PEMFC in its front part. This was the main
reason to make an FC heat transfer optimization for more uniform stack cooling. The FC
heat transfer could be studied using infrared (IR) thermography and appropriate PEMFC
computational fluid dynamics (CFD) modeling [32]. IR thermography has been widely
used in different industrial and research fields including analysis and cracks determine
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in membrane materials and characterizing of PEMFC parameters [33–36]. Increasing the
efficiency of FC cooling is indeed a popular topic in scientific studies and can be found
in a number of literature sources [37,38]. Unfortunately, many authors focus their studies
on the single cell and rarely assess the behavior of the PEMFC stack as a whole; therefore,
the study of more uniform stack cooling was the main goal on the way of the FC heat
transfer optimization.

2. Testing and Measurement Methods

The thermal field distribution over the low-temperature PEMFC was measured by
the FLIR E45 thermal camera. The hydrogen produced via the anion-exchange membrane
(AEM) electrolyzer with an output pressure of 3.0 MPa before entering the MH storage
system or PEMFC passes through the pressure reducer. Heat field distribution across
the surface of the PEMFC body was controlled by IR thermo-vision camera. Laboratory
measurements of the heating curves of the NEXA module were conducted according to the
block diagram shown in Figure 4.

 

−

Figure 4. Diagram of the PEMFC heating distribution measurement.

The following measurements were conducted on the NEXA power module of PEMFC:
Rated DC power output of this system is 1200 W; operating voltage range of the system
is from 26 V (at rated power) to 42 V (no-load voltage); the total numbers of 47 cells are
connected in series into the stack. The system further comprises ancillary equipment
necessary for its operation, i.e., control unit, hydrogen delivery system, oxidant air supply,
and cooling air supply (by cooling fan and compressor). The working parameters of the
studied NEXA Ballard PEMFC are shown in Table 1.

Table 1. The main working parameters of fuel cells and hydrogen storage system [39].

NEXA Ballard LT PEMFC

Chracteristic Value

Operation Temperature 65 ◦C
Rated Power 1200 W

Maximum Current I 230 A
Operating Voltage U 22–50 V

Active Area 120 cm2

Max. H2 Consumption 18.5 L min−1

H2 Pressure 70–120 kPa

3. Experimental and Simulation Results

The measuring procedure consisted of measurements of the load characteristics of
the NEXA module, its hydrogen and oxidant air consumption, water production, and
the self-power consumption, which shows the relation of the power output drawn by the
NEXA module from its own stack to ensure the operation of its own auxiliary devices at
the certain power output. Figure 5 shows the load characteristics of the NEXA module.
This module has soft source properties; the voltage of 42 V (at no load) drops to 26 V (at a
rated power of 1200 W).

222



Energies 2021, 14, 2182

−

−

0 200 400 600 800 1000 1200
0

5

10

15

20

25

30

35

40

45

50

PEL=1000W

I~35A, U~28.5V

 Voltage

 Current

Net Output Power of NEXA module - P (W)

V
o

lt
a

g
e 

o
f 

N
E

X
A

 M
o

d
u

le
 -

 U
(V

)

C
u

rr
en

t 
o

f 
N

E
X

A
 M

o
d

u
le

 -
 I

(A
)

Figure 5. Load characteristics of NEXA FC stack.

The fuel consumption shown in Figure 6 has been determined from the mass flow
meter with an integration member after the so-called cells purging. FC was purged with
H2 once the voltage has dropped below a certain level to restore the higher voltage in cells
again. The above-mentioned purge deprives cells of impurities and water on a regular basis
since those are accumulated on electrode surfaces to intercept the electrochemical reaction.
The frequency of purges rises with the increase of FC power output. The fuel used for this
cleaning is drained out of the system. This amount of H2 is included in the overall fuel
consumption. The maximum H2 consumption rate of the NEXA module is 18.5 L min−1.
This consumption rate is proportional to the net output power of the NEXA module. The
maximum air consumption rate is 90 L min−1 at rated power. The FC consumes O2 from
the ambient air.
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Figure 6. Fuel (hydrogen) and oxidant air consumption of NEXA FC stack.

NEXA FC stack provides power for its own support system, which consists of an
oxidant air pump, cooling fan, sensors, and controllers. The required auxiliary power
is 39 W (at no load). This self-power consumption increases with increasing load and
is shown in Figure 7. The required auxiliary power is 290 W at rated power. The main
electrical appliances include an air pump and cooling fan. The gross power of the NEXA
module is given by the sum of the net output power at the module terminals and the power
consumption of the module itself.
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Figure 7. Gross power and self-consumption of NEXA FC stack.

In addition, the NEXA power module efficiency is presented in Figure 8. This efficiency
is defined by the ratio of the net output power of the NEXA module to the lower heating
value (LHV) of H2 consumed in the reaction. In the production of electricity from H2,
the NEXA module achieves the maximum efficiency at partial load (approx. 300 W). The
efficiency decreases at higher—but also lower—loads than the stated 300 W. In the second
case, in which the decrease is more dramatic, this is due to a larger ratio of the NEXA
module’s self-consumption to the amount of H2 consumed. At maximum load (i.e., at
rated power of 1200 W), the NEXA module has an efficiency of approx. 38%.

Figure 8. The output efficiency of the NEXA FC stack.

NEXA low-temperature (LT) PEMFC thermography measurements were taken at
different loads set on the linked electronic DC load of 100 W, 300 W, 500 W, and 1000 W. FC
temperature was measured at the cathode air exhaust of the stack.

There is no local overheating at low or middle PEMFC loads (in the range of 100–500 W),
and the presented cooling system seems to be sufficient. The obtained IR thermograms
show significant temperature differences between parts of the stack at higher loads; see
Figure 9. The left side of the stack, located closer to the entry of the cooling air supply
channel, heats up significantly more. At maximum PEMFC loads (in range of 1000–1200 W),
the operation temperature of the FC reaches its limit, and FC work stops due to the thermal
protection of the system. On the front side of the cooling fins, shown in Figure 9b, local
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overheating is visible (marked as a rectangle). The maximum value of temperature is
approximately T = 338 K.

 
(a) (b) 

Figure 9. NEXA PEMFC stack infrared (IR)-thermography at P = 1000 W: (a) top view and (b) side view.

FC CFD Heat Transfer Simulation and Cooling Duct Optimization

Unequal heating of the FC stack module, detected by IR-thermography measurement,
was studied by computed fluid dynamics (CFD) modeling and analyzed using the ANSYS
software. The simulation determined the temperature distribution within the NEXA Ballard
LT PEMFC stack. The cooling airflow velocity inside the cooling channel and cooling fins
was studied. The simulation was performed at the higher problematic Pel = 1000 W load.
The 47 cells connected in series form a system of channels for cooling air circulation and
heat dissipation from the stack. The cooling duct for airflow circulation made from a plastic
shell is located below the FC module. This plastic frame acts as well as an FC module
mounting system. The inlet of the cooling channel has a shape of a rectangle hole with
a dimension of W × H = 120 × 80 mm. A radial fan is mounted near the inlet of the
cooling duct. All walls of the cooling duct are smooth and only the bottom side has a glued
roughness surface.

Two small plastic attachments are molded on the inlet of the cooling duct and shown
in Figure 10. These attachments make high distortion of the cooling streamlines, which
lead to a decrease in the cooling efficiency of the system. The low cooling efficiency at the
front side of the FC stack increases the temperature of cooling fins. This phenomenon was
previously detected by the infrared (IR) measurements and shown in Figure 9b.

 
(a) 

 
(b) 

ε

Figure 10. Interior of the cooling duct close to the fan outlet. (a) side view and (b) front view.
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It is obvious that the presented cooling system needs to be improved to minimize
the stack overheating during operation and at higher loads. One way to improve the
FC cooling and heat transfer along the stack is to optimize the shape of the cooling duct.
Another condition that should be met is using the original design of a radial fan without
its replacement.

The model of the FC stack was designed via SolidWorks software. To simulate the
performance of the NEXA PEMFC cooling system, fluid dynamics and thermal analysis
were performed using the numerical model on the ANSYS CFX software. This model
solves discrete Reynolds averaged Navier–Stokes equations to simulate the flow of the air
coolant (heat transfer) along the stack. The governing equations are solved with a standard
k–ε model for turbulence modeling. Simultaneously, the energy equation is also solved
to determine the heat transfer in both solid and fluid regions [40,41]. The basic 3D model
of the cooling duct including PEM and cooling fins is depicted in several view sections
in Figure 11.

ε

 

𝑄ீாே = ሺ1.254 − 𝑉஼ா௅௅ሻ𝐼ଵ = 𝑃ா௅ ൬1.254𝑉஼ா௅௅ − 1൰
𝑄ீாே = 1000 ൬1.2540.606 − 1൰ = 1063 𝑊

−

− −

−

ℎ = kL ∙ 𝑁𝑢௅
𝑅𝑎௅ = 𝑔𝛽ሺ𝑇ௌ − 𝑇଴ሻ𝐿ଷ𝜈𝛼𝑃௥ = 𝜈𝛼

Figure 11. Geometric model of NEXA PEMFC stack used for computational fluid (CFD) simulation and optimization.

Internal power losses caused by chemical reactions in PEMFC and Joule’s losses
produced by electric current inside the cooling fins were modeled by heat sources in
mentioned solid components. Internal heat generation is set according to the selected load
Pel = 1000 W. The PEMFC current and output voltage at that load point can be found in
Figure 5 (Pel = 1000 W; V1 = 28.5 V; I1 = 35 A; VCELL = 0.606 V). The generated heat is
calculated by the following equation [42,43]:

QGEN = (1.254 − VCELL)I1 = PEL

(

1.254
VCELL

− 1
)

(2)

QGEN = 1000
(

1.254
0.606

− 1
)

= 1063 W (3)
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All considered values of power losses and material properties that have been used for
modeling are listed in Table 2.

Table 2. Material properties and power loss values used for CFD modeling [11,16].

FC Construction Parts
External Plates

(Golden Coated)
Cooling Fins

(Graphite/Composite)
MEA

(Polymer)

Thermal Conductivity,
[W (m K)−1]

318 95 0.185

Power Losses, [W] - 410 650
Volume of the

Component, [m3]
- 1.08 × 10−3 0.43 × 10−3

Unit Loss, [W m−3] - 0.37 × 106 1.50 × 10+6

The fluid domain was modeled with air as a coolant at atmospheric conditions. Part of
the heat is dissipated via external areas (walls) of PEMFC by natural convection. This fact is
taken into account and included in the heat transfer coefficient applied to all vertical walls of
the PEMFC CFD model. For vertically oriented surfaces with natural convection conditions,
the heat transfer coefficient depends on the Nusselt number, that is, properties of the
coolant, geometry of the passages, and flow characteristics. The temperature dependence
of the heat transfer coefficient can be evaluated by a combination of the Nusselt, Prandtl,
and Rayleigh numbers [36] as follows:

h =
k
L
·NuL (4)

RaL =
gβ(TS − T0)L3

να
(5)

Pr =
ν

α
(6)

NuL =











0.825 +
0.387Ra1/6

L
[

1 +
( 0.5

Pr

)9/16
]8/27











2

(7)

where h—heat transfer coefficient (W m−2 K−1); g—gravity (m s−2); β—thermal expansion
coefficient (K−1); L—characteristic length (m); ν—kinematic viscosity (m2 s−1), α—thermal
diffusivity (m2 s−1); TS—surface temperature (K); and T0—surroundings temperature
(K). Figure 12a shows the application of heat transfer coefficient on external areas of the
proton-exchange membrane (PEM) and Figure 12b shows its temperature dependence
derived from Equations (4)–(7).

The CFD analysis requires high-density mesh, especially inside of all fluid parts. The
velocity gradient reaches high values in the solid–fluid layers, and any coarse mesh may
cause serious inaccuracy of the calculation and complicate the convergence. In this regard,
the inflations of mesh cells at each transition between fluid–solid parts were applied.

Figure 13a shows the distribution of air velocity at the cross section of the front part
of the original FC stack cooling duct. The mentioned figure shows a phenomenon of the
swirling streamlines behind the plastic attachments. The airflow is interrupted in the front
part of the cooling fins. The situation is similar in the top and bottom sides of the cooling
duct. A number of the performed simulations showed the reverse airflow from cooling fins
because of the low pressure behind the plastic attachments. Both CFD in Figure 13b and IR
in Figure 9b temperature analysis of the NEXA PEMFC stack show the local overheating at
the front part of cooling fins due to the intensive swirling of the airflow.
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Figure 12. Applying heat transfer coefficient for external surfaces of the stack (a) application on external areas,
(b) temperature dependence of heat transfer coefficient.

 
(a) 

 
(b) 

Figure 13. (a) Streamlines of the air coolant and (b) temperature distribution at Pel = 1000 W of load.

In the simulated model, the temperature differences are somewhat slightly higher.
This is mainly due to the applied simplification of the CFD model, which does not take into
account the complex construction of a real PEMFC. Additional devices (humidifier, control
card, sensors, etc.) are placed on the sidewalls of the PEMFC structure, which generally
decrease the heat dissipation to the surroundings and thus increase its overall temperature.

In the CFD model, temperature-dependent heat transfer coefficients have been applied
to the entire walls of the PEMFC stack, and the CFD model is generally better cooled. Thus,
the simulated temperature distribution and values on our model differ. In the CFD model,
we emphasized a precise computing network (mesh) in the air duct and the boundary layer
between fluid and solid objects. The model contains more than 15 million elements, and
its solution is very time consuming. We believe that even with this simplification in the
construction of the model, there can be found a fairly good match with real PEMFC.

The internal plastic attachments are the integrated part of the radial fan assembly
and cannot be simply removed. It is possible to slightly modify its height. To increase the
airflow rate to the front part of the stack, the shape modification of the airflow streamlines
has to be made. The airflow adjustment can be realized without any significant disruption
of the original duct design by using appropriately formed inserts (wings) and blades placed
into the cooling duct.

Several modifications of the adjustments in the inlet part of the cooling duct and in
its interior have been simulated. The basis of all analyzed modifications was the insertion
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of variously shaped blades, which direct the flow of cooling air. Each of the mentioned
options was also dimensionally modified (length of the blades, their inclination angle, and
position in the cooling channel, etc.). Table 3 shows the list of the analyzed modification of
the FC cooling duct.

Table 3. Analyzed modification of the cooling duct of PEMFC.

Cooling Duct
Modification

-
 

        
 

Applied
Change

Original Skewed Airfoil
Skewed Airfoil

and Blades
Round and

Straight Blades

Round Cover
and Straight

Blades

Round Cover
and 3 Short

Blades
Decreasing of
Temperature

- 0 1 1 1 1

Simple Design - 1 0 0 1 1
Overall

Improvement
- 0 1 1 0 1

Final Decision - No No Yes No Yes
Type of

Modification
- A B

The two most appropriate solutions of the cooling duct adjustment (Type A and
Type B) are depicted in Figure 14.

 
(a) 

 
(b) 

Figure 14. Streamlines and velocity profile of the modified cooling duct in (a) Type A and (b) Type B.

Figure 14 shows streamlines and velocity profiles at the input side of the cooling duct
cross section. Type A modification, shown in Figure 14a, contains two additional blades.
One of the blades is slightly curved and located in the center of the cooling duct. The
second one has a straight shape and creates the covering of the top plastic attachment. The
bottom plastic attachment is also lowered by cutting. The used system of blades in Type A
modification serves especially for suitable airflow direction to the front part of the PEM
stack cooling fins. Type B modification, shown in Figure 14b, is created by covering the
top and bottom plastic attachment with a round surface. The rounded surface is simply
made from the appropriate cut thin PVC tube. These tube pieces are glued to the internal
surface of the cooling duct and easily create an effective shape for airflow. To intensify
the direction of the streamline, three additional blades in the center of the cooling duct
were used. The swirl occurs behind of bottom blade, but it also gradually disappears with
increasing the length of the channel.

Figure 15 shows how cooling duct modification changes the temperature distribution.
The local overheating at the front side of PEM, shown in Figure 15b, that corresponded
to the original design of the cooling duct has been removed. The area with a higher
temperature is now closer to the middle of the PEM assembly. The maximal value of
temperature is also decreased in the range of 7 K, from T1 = 338 K in the original design to
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T2 = 331 K in Type A and Type B modifications. Type B modification also shows the better
temperature distribution along the stack, without any significant local temperature rise.
Moreover, the round surfaces and straight blades in Type B modification can be simply
manufactured in comparison to the complicated shaping of a curved blade used in Type A.

Figure 16 shows the temperature distribution and velocity profile on the section
area located near the coolant outlet (approx. H = 5 mm). Both Type A and Type B duct
modifications improve the airflow in the front part of PEMFC, which is visible mainly
on the velocity profile. The temperature here also reaches lower values in comparison to
the rest part of the section area. Important values of performed simulations are collected
in Table 4.

 
(a) 

 
(b) 

𝜀 = 𝑇஺௏ீTெ஺௑ ∙ 100
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−

Figure 15. Temperature distribution on the proton-exchange membrane (PEM) stack across (a) Type A and (b) Type B.

 
(a) 

 
(b) 
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Figure 16. Temperature distribution and velocity profile on section area of PEMFC outlet in (a) Type A and (b) Type B.

The uniformity of the temperature distribution can be assessed using the homogeneity
factor (temperature uniformity coefficient). The coefficient can be determined as the ratio
of the temperature value to its maximum. Temperature uniformity coefficient represents
the balanced distribution of temperature on the outlet surface of the PEMFC as follows:

ε =
TAVG

TMAX
·100 (8)

Based on the performed simulations, the Type B modification (rounded covers and
blades) was chosen for the final adjustment of the PEMFC cooling channel. The rounded
covers were made of a plastic tube with a diameter of D = 25 mm and were fixed to the
sides of the cooling channel by gluing. The straight blades were made of thin steel sheets
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and were also glued to the sides of the channel. The blades were adjusted to have a slight
inclination with respect to the cooling air inlet from the fan; see Figure 17.

After adjusting the cooling channel, the PEMFC stack was reassembled, and its
parameters were measured. To validate the results of the cooling duct optimization,
a load of P = 1000 W was applied, in which the PEMFC showed a local overheating of the
plates in the vicinity of the fan inlet.

Figure 18 shows the measurement of the PEMFC temperature using an infrared camera
on the surface of the cooling air outlet. Figure 18a shows the original state of PEMFC
without performed optimization, and Figure 18b shows the temperature distribution with
an optimized cooling channel according to Type B.

Measurement of the PEMFC surface temperature shows that the modification leads
to a temperature reduction and a more accurate heat distribution across the stack. The
measurements also show that the temperature difference between the original and opti-
mized variant of the cooling duct design is approximately 7 K, which was also shown by
the performed CFD simulations; see Figures 13 and 15.

Table 4. Output values from analysis of CFD model.

FC Construction Parts Original Type A Type B

Mass Flow, [kg s−1] 0.0565 0.0565 0.0565
Enthalpy Difference—∆h, [J kg−1] 18,036 18,525 18,644
Unit Heat in Coolant—Qu, [J s−1] 1020 1045 1053

Outlet Average Temperature—Tavg, [K] 312.0 311.8 311.7
Outlet Max Temperature—Tmax, [K] 325.4 315.8 314.8
Outlet Min Temperature—Tmin, [K] 301.8 305.9 306.3

Temperature Uniformity, [%] 95.8 98.7 98.9

 
(a) 

 
(b) 

Figure 17. Adjustment of cooling duct close to the fan outlet seen in (a) side view and (b) front view.
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(a) (b) 

Figure 18. NEXA PEMFC stack IR-thermography at loads P = 1000 W in (a) original design and (b) modified cooling
duct (Type B).

4. Conclusions

In this work, a concept of the HHS based on low-temperature NEXA Ballard PEMFC
is presented. IR measurements and CFD analysis of the FC stack determined problematic
overheated zones of the NEXA FC due to unequal heat distribution (air-cooling distribution)
across the stack during high loads. Ways of the FC heat transfer optimization were studied.
To avoid local overheating of the stack at the air-cooling inlet side, the modification of the
original cooling duct was provided. The heat transfer computer simulation of the PEMFC
with different cooling duct designs allowed us to determine the optimal conditions for the
NEXA stable working and sufficient cooling at high loads around Pel = 1–1.2 kW.

In search of a more advantageous shape of the inlet shape of the PEMFC cooling duct,
we have performed a number of analyses and simulations of the flow in the cooling duct.
We have selected the most interesting results for our publication.

The basic entry condition for these analyses was to preserve the original FC cooling
duct design/structure as much as possible. Our solution is therefore a compromise between
preserving the original construction and the necessary modification of the inlet shape of
the duct, which leads to an improvement in the PEMFC cooling. From this point of view,
our solution is also optimal because we have achieved by simple means (glued covers and
blades) the improvement of the FC cooling and temperature distribution of the PEMFC
stack. The internal protrusions cannot be easily removed due to the stability of the inlet
fan mount. The inner protrusions form stabilizing elements that ensure resistance to the
deformation of the channel structure. The inlet part of the duct, which is attached to the
fan bases of these protrusions, increases the overall stiffness of the plastic structure.

Of course, it is possible to create a new shape of the cooling channel, in which the
protrusions in the inlet of the channel will be on its outer part. Such a construction can
be realized, for example, by means of 3D printing. However, in the upper part of the
duct, this method is impossible for application due to the overlap (dimensions) of the
fan. By removing the protrusions in the lower part, the rigidity of the system will be
significantly reduced.

Our main goal was the stability of the operation of PEMFC, especially at operating
conditions close to the maximum values. Original FC showed instability of operation even
before reaching the declared maximum output power (P = 1200 W), and the PEMFC was
automatically switched off due to an over-temperature state.

The CFD model of the FC was built with significant simplification. The model has been
based on the complicated sandwich structure with mutually coupled chemical, electrical,
and thermal processes that were assessed rather from a macroscopic point of view of heat
dissipation and its effective removal from the FC body.
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However, even this applied simplified model shows an unsuitable construction of
the cooling channel. Using the CFD model, the influence of several modifications of
the inlet part of the duct to achieve higher cooling efficiency was evaluated. On a real
PEMFC, this channel modification was performed and a validation measurement of the
operating condition and a measurement of the surface temperature of the PEMFC stack
were performed. Although the reduction in temperature may not appear significant, the
channel treatment performed resulted in more even temperature distribution and generally
stabilized the operation of the PEMFC.

The PEMFC is currently operated in our laboratory tends to work with higher currents
(I > 30 A); thus, we achieve lower efficiency values (s (ɳ < 40%). The main benefit of the
performed analysis and modification of the FC cooling channel is therefore the stability of
FC operation at its marginal power (P > 1000 W). By modifying the cooling duct, we were
able to reduce the operating temperature of the PEMFC and minimize local overheating
points. Due to more efficient cooling, the permissible ambient temperature can be slightly
exceeded while maintaining the stability of PEMFC operation. We have also measured
the operation parameters of the FC with an optimized cooling duct. The FC efficiency has
occurred in the range shown in Figure 8.

The next possible waste heat utilizing from the stack could be applied for the LT MH
H2 endothermic desorption process. The next steps of the research would correspond to
the design of the optimal solution for sufficient heat exchange between NEXA FC and MH
storage tank. Most likely, this solution will be based on the direct use of hot exhaust air
from the top part of the stack for MH storage heating, without additional heating the liquid
heat carrier and using a gas–liquid heat exchanger.
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FC Fuel Cell
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GDL Gas Diffusion Layers
HHS Hydrogen Hybrid Energy System
HT High-Temperature
IR Infrared
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LT Low-Temperature
MH Metal Hydride
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PtG Power-to-Gas
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Abstract: Electro-osmotic drag (EOD) is usually thought of as a transport mechanism of water
inside and through the polymer electrolyte membrane (PEM) in electrochemical devices. However,
it has already been shown that the transport of dissolved water in the PEM occurs exclusively
via diffusion, provided that the EOD coefficient nd is constant. Consequently, EOD is not a water
transport mechanism inside the electrolyte membrane, and this means that its nature is not yet
understood. This work proposes a theory that suggests that the root of the EOD is located in the
catalyst layers of the electrochemical device where the electric current is generated, and consequently
could be linked to one or more of the elementary reaction steps. It is therefore also conceivable that
EOD exists at one electrode in an electrochemical device, but not in the other. Moreover, the EOD
coefficient nd may depend on the current density as well as the oxidization level of the catalyst.
The last consequence, if EOD is linked to an elementary reactions step, it could also be part of the
rate-determining elementary step, and this could open pathways to increase the reaction kinetics by
finding ways of enhancing the water/hydronium ion transport out of or into the polymer phase.

Keywords: electro-osmotic drag; polymer electrolyte membrane; proton exchange membrane fuel
cells; proton exchange membrane electrolyzer cells; membrane water transport; elementary reactions
steps; rate-determining step

1. Introduction

As we are entering the hydrogen age, proton exchange membrane fuel cells (PEMFCs) and
electrolyzer cells (PEMECs) play a central role because of their high efficiencies and their noiseless
and clean operation [1]. These technologies can be ideally paired with intermittent power sources
such as wind energy or solar energy to create a carbon-free future energy system, using hydrogen end
electricity as “energy currencies”. The synergy of electricity and hydrogen was pointed out by Scott
and Häfele [1], and is illustrated along with the conversion technologies in Figure 1.

 

−
Figure 1. The “H+–e− Cycle” of polymer electrolyte membrane (PEM) fuel cells and electrolyzers.
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In order to adopt a widespread use of these “neat hydrogen” technologies, however, it is
imperative to make these technologies economically attractive, and this requires further improvements
and fundamental understanding.

A PEMFC converts hydrogen fuel and oxygen from air into electricity. Air is fed to the cathode
side of the cell while hydrogen is supplied to the anode. Oxygen and hydrogen are transported through
the porous gas diffusion layers towards the catalyst layers where the electrochemical reactions occur,
driven by the electromotive force of the fuel cell and local overpotentials that are the main source of
waste heat (e.g., [2]). At the anode catalyst layer (ACL), hydrogen is split into protons that migrate
through the polymer electrolyte membrane (PEM) towards the cathode catalyst layer (CCL) where the
protons recombine with electrons and oxygen to create water. The electrons travel through the external
cycle and thus provide electricity.

The half-cell reactions are therefore:

Anode: H2 ⇒ 2H++ 2e− (1a)

Cathode: 1/2O2 + 2H+ + 2e−⇒ H2O (1b)

Combined: H2 + 1/2O2 ⇒ H2O (1c)

The theoretical, ideal voltage of a fuel cell can be calculated out of Gibbs free energy of the overall
reaction to be 1.23 V at standard conditions [2]. In a PEM electrolyzer cell, the opposite reactions take
place, and electricity must be supplied to the cells. Waste heat is usually produced here as well, and the
basis for the calculation of the electrolyzer efficiency is the thermoneutral voltage, calculated out of the
enthalpy of reaction, and this is 1.48 V at standard conditions [2].

For the low-temperature PEM technology, the membrane must be kept in a hydrated state while
at the same time cell flooding must be avoided [3,4], which requires a careful adjustment of the
operating conditions [5,6]. The water management of the fuel cell or electrolyzer cell in general and of
the membrane in particular need to be fundamentally understood and the various water transport
mechanisms carefully studied.

2. Water Transport Inside a Polymer Electrolyte Membrane

This section presents a brief overview of water transport mechanisms and important properties. It is,

however, far from being a complete literature review, as only the most important aspects are highlighted.

A comprehensive review of the various water management issues in fuel cells, as it was state of
the art at that time, was published by Dai et al. [7]. A central question in both PEMFCs and PEMECs is
how the water actually crosses the membrane. The traditional view is that water crosses the membrane
predominantly by the following mechanisms [3,7]:

(1) Electro-osmotic drag (EOD), always directed from anode to cathode;
(2) Diffusion (earlier also named “back diffusion”), typically assumed from cathode to anode in

PEMFCs and from anode to cathode in PEMECs;
(3) Hydraulic permeation from the high-pressure half-cell to the low-pressure half-cell.

Voss et al. [8] at Ballard Power Systems conducted detailed experiments and concluded that
diffusion appears to be a dominant process. In that work, the authors proposed to remove excess water
by the anode gas stream by imposing a concentration gradient across the membrane to counterbalance
the effect of EOD, thus only considering the first two effects from above, as the pressure difference
across the membrane in their work was low. The hydraulic permeation was usually considered
negligible, except for the work by Bernardi and Verbrugge [9,10], who employed the Schlögl equation,
which balances hydraulic permeation with a water flux driven by a potential gradient.

It is important to realize that an important transport mechanism is missing in the list above,
and this is the nonequilibrium sorption (NES) of water to/from the membrane from/to the surrounding
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gas/liquid phase, because any water that crosses through the membrane must first be adsorbed by the
membrane. No calculation or fundamental understanding of water crossing the membrane can be
complete without accounting for this effect, as was already shown in previous work [11].

The conservation equation for water inside the electrolyte phase in a fuel cell is [12]:

ρmem

EW ∇ ·

(

D
W,mem

∇λw

)

= ∇ ·
(

nd
I
F

)

− α× ka ×
ρmem

EW

(

λw,equil − λw

)

Di f f usion = EOD−NES
(2)

This equation is the conserved form of the electrolyte water transport as it is typically employed
in a computational fluid dynamics (CFD) model, and it is mathematically equivalent to a flux balance
that accounts for the same phenomena. In Equation (2), the diffusion term consists of the membrane
density ρmem, the membrane equivalent weight EW, and the diffusion coefficient of water inside the
membrane Dw,mem. The EOD term consists of the drag coefficient nd, the current I, and the Faraday
constant F = 96,485 C/mole. Finally, the nonequilibrium sorption (NES) term is proportional to the area
density of the electrolyte phase inside the catalyst layer α [m2/m3], a kinetic absorption/desorption
coefficient ka, and the membrane density ρmem divided by the equivalent weight of the membrane EW.
The driving force for absorption/desorption is the deviation of the membrane water content λw from its
equilibrium value λw,equil, and the latter depends on the relative humidity of the adjacent gas phase [3].

A similar expression was employed by Lu et al. [13] in their CFD model of a PEMFC. However,
that group included the hydraulic permeation term while neglecting the NES term. This was also
done in the original model by Springer et al. [14], who considered only the diffusion term and EOD.
Note that the hydraulic permeation term was also included in the modeling work of our group [15],
but this term was applied to undissolved, “free” water inside the membrane, and not to the water
that had dissolved into the electrolyte phase. The hydraulic permeability is a strong function of the
membrane water content [16,17], but it was found that the overall effect is negligible compared to the
terms in Equation (2) [12]. This, however, appears to be different for electrolyzers that are sometimes
operated with a high pressure gradient [18].

In their groundbreaking research, Springer et al. [14] developed a model for water transport
in a PEMFC membrane where they assumed that the membrane is always in equilibrium with the
neighboring gas/liquid phase, thus λw,equil = λw, and consequently the NES term would be identical to
zero. This explicitly stated assumption in the model by Springer et al. [14] became for a long time an
unstated, implicit assumption in many modeling attempts that followed. Even the commercial ANSYS
Fluent Fuel Cell Module in its first version only accounted for EOD versus diffusion and neglected the
NES term [19].

A key property in Equation (2) and for the overall understanding of membrane water transport
is the EOD coefficient nd. It was shown in a previous publication that when nd is a constant, as it is
frequently assumed (e.g., [20,21]), the picture of water transport through the electrolyte membrane
can be simplified [11]. Under such conditions, the EOD term becomes identical to zero inside the
membrane, and it is nonzero only inside the catalyst layers where the current is generated, and therefore
the divergence of the current in Equation (2) is nonzero. A comparison between the traditional view
of membrane water transport and the special case where nd is a constant is shown in Figure 2.
When neglecting hydraulic permeation, the only dissolved water transport mechanism inside the
membrane is diffusion. Therefore, depending on whether nd is a constant or not, there is a fundamental
difference in the membrane water transport, and our understanding of it.
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Figure 2. (a) Traditional view of membrane water transport. The stars denote water production
in the cathode catalyst layer (CCL). (b) Alternative view of membrane water transport where the
electro-osmotic drag (EOD) is a source/sink term of membrane water, and it is partly balanced by
nonequilibrium sorption (NES). The difference between EOD and NES is the amount of water that
diffuses through the membrane. Forward and backward diffusion are possible. In the alternative
model, hydraulic permeation applies only to nondissolved water.

Consequently, a key task in our overall understanding of the membrane water transport is to
determine the value of the EOD coefficient nd, which is discussed in the next section.

3. The EOD Coefficient nd

Because the value of nd and the question whether it is constant or not is of central importance for the

fundamental understanding of membrane water transport, literature on the determination of this value is

briefly reviewed.

Zawodzinski et al. [3] first introduced the concept of λ as the number of water molecules per
sulfuric acid group in a PEM. Depending on the water vapor activity of the adjacent gas phase, λ varies
between 2 and 14, and when the membrane is equilibrated with liquid water, λ can be as high as 22.
This group also found that important material properties such as the water diffusion coefficient in
the membrane and the proton conductivity of the membrane exhibit a strong dependency on λ [3].
In their ensuing modeling paper, Springer et al. [14] formulated equations to describe water transport
and calculate the overpotentials in a fuel cell. The applied Darken coefficient led to a spike in the
water diffusion coefficient inside the membrane as function of λ, which was later on found to be a
mathematical artifact owing to the fact that the curve-fit between the membrane water content and the
water vapor activity in the adjacent gas phase was chosen to be cubic [22].

As for the EOD coefficient, Springer et al. [14] suggested a linear dependency between nd and the
membrane water content λ, according to

nd = 2.5/22 × λ. (3)

The EOD coefficient nd denotes the number of water molecules that are transported by each
proton, i.e., an nd = 1 means that each proton that crosses the membrane drags one water molecule
along (it will be shown below that this picture is incorrect). An nd value of unity thus means that
twice the amount of water as is produced in the electrochemical reaction is transported through the
membrane, caused by EOD.

The expression in Equation (3) was based on two measured data points: one for a membrane that
was equilibrated with liquid water (λ = 22) that yielded a drag coefficient of nd = 2.5 + 0.3, and one
data point of nd = 0.9, measured for a thermally treated, modified membrane with a water content
of λ = 11 [14]. In that work, the authors were only able to obtain values for a membrane equilibrated
with liquid water.
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In 1992, Fuller and Newman [23] published values for the EOD coefficient based on a concentration
cell experiment and analyzed their results using transport equations derived from concentration solution
theory. They reported a constant value of nd = 1.4 for a partially hydrated membrane. This value
decreased to zero in the range 0 < λ < 3. The resulting curve as was shown in reference [23] exhibits a
remarkable resemblance to the shape of the diffusion coefficient as a function of the membrane water
content, as proposed by our group [22].

Recognizing the advantage of the concentration cell as constructed by Fuller and Newman, i.e.,
that nd values over a wide range of activity values could be obtained, Zawodzinski et al. [24] constructed
a similar experimental setup. Instead of calculating the resulting EOD coefficients with equations
derived from concentration theory, however, they applied a somewhat simpler but not less elegant
approach, arguing that the passage of protons themselves does not lead to a change in free energy,
and thus the only change in free energy is caused by water molecules crossing the membrane [24].
By correlating the change in free energy with the difference in water vapor activity between the
electrodes, the EOD coefficient could be calculated out of the measured cell potential. These authors
now calculated a constant nd value of unity for all water vapor activities of a partially hydrated
membrane. All experiments by Fuller and Newman [23] as well as Zawodzinski et al. [24] were
conducted at room temperature.

Therefore, from the early work experiments by Fuller and Newman [23] as well as the Los Alamos
group, it may be concluded that the resulting EOD coefficient was nd = 1. In particular, the Los
Alamos group corrected their own initial assumption made in the Springer paper [14] of having a linear
dependency between nd and the membrane water content. In that light, it is difficult to understand
why the expression for the EOD coefficient according to Equation (3) is still widely employed, even in
modern modeling studies as well as in commercial computational packages.

In 1999, Ise et al. [25] conducted an electrophoretic NMR and employed the laws of irreversible
thermodynamics in order to isolate and determine the EOD coefficient. This method was very complex
and the error bars fairly large, and the resulting drag coefficients were between 1.5 and 2.5 for Nafion at
room temperature and at membrane hydration values of λ = 11 and higher, suggesting that 3–5 times
the amount of product water would cross the membrane due to EOD. They also gave a very good
overview of the experiments that had been done to determine nd, and they pointed out that some
results were contradictory.

Later on, a different experiment to measure the EOD coefficient was conducted by Ye and
Wang [26], who used a hydrogen pumping cell and obtained constant nd values of around 1.07 over a
wide range of membrane water contents.

It is beyond the scope of this work to go into more details in all ensuing studies that attempted
to measure the EOD coefficient, and a comprehensive overview of the various experimental efforts
was given by Pivovar [27]. However, it should be stated that in numerous studies, authors attempted
to measure the EOD coefficient by eliminating diffusion inside the membrane. For this purpose,
the membrane was often equilibrated on both sides with liquid water. According to the prior reasoning
of this author, it is impossible to eliminate diffusion and still have water crossing the membrane.
Admittedly, in the experiments by Ye and Wang [26], the membrane was also equilibrated with water
on both sides while the measured nd coefficient was close to unity and constant.

Another critical comment is that in some studies the electro-osmotic drag coefficient appears to
have been confused with the net drag coefficient of water crossing the membrane, rd, defined as:

rd =

.
n

an,in
H2O −

.
n

an,out
H2O

I/F
, (4)

where I is the total current drawn from the cell and F is Faraday’s constant (96,485 C/mol). The molar
fluxes are the water fluxes at the inlet and outlet of the anode side of the fuel cell.

A different experiment to isolate the EOD coefficient in an operating fuel cell was suggested in
reference [11]. As argued above, inside the catalyst layers the EOD stands in competition to the NES
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term, and the difference between these two terms is the water that is condensed into or evaporated
out of the membrane phase. Following this argumentation, one arrives at the conclusion that if the
NES term can be suppressed, then the net drag coefficient of the water that crosses the membrane
(via diffusion) must be equal to the EOD coefficient, rd = nd (see Figure 2b).

The NES term depends on the specific surface area of the electrolyte phase inside the catalyst
layers and a kinetic adsorption coefficient that depends on the temperature according to the Arrhenius
equation [28]. Therefore, in order to measure nd directly in an operating fuel cell, one should build a
membrane-electrode assembly with a very low electrolyte loading in the cathode catalyst and ideally
conduct these experiments at a low temperature owing to the Arrhenius type of dependency. On the
other hand, sufficient water has to be provided to the anode side in order to sustain an expected net
drag coefficient of unity or higher. According to previous calculations, the anode side humidifier has
to be operated at 85 ◦C and hydrogen has to be supplied at a stoichiometric flow ratio of 1.5 or higher
to provide a sufficient amount of water [29]. The high temperature would make it difficult to reduce
the NES term to a negligible amount, but a strong effect of the electrolyte loading in the CCL on the
water balance can be expected. The overall fuel cell water balance can then be accurately measured
with a hot wire anemometer [29,30].

As it was already pointed out above, the fact that nd could be a constant has very important
practical implications. Even if we limit our considerations for the moment to the membrane water
content range, where nd was found to be unity [24], then we are left with a membrane water transport
picture as shown in Figure 2b. For the sake of clarity, this is now repeated:

The EOD is confined to the electrodes, and this effect is in part balanced by the nonequilibrium
sorption. The difference between these two terms is the amount of water that diffuses through the
membrane. Any dissolved water that crosses the membrane diffuses through it [11]. Mathematically,
the EOD term becomes a source/sink term for membrane water from/to the adjacent gas or liquid
phase, and this makes the EOD an interface effect, similar to the NES term. Consequently, even inside
the electrodes it holds that the water transport inside the electrolyte phase is via diffusion. This is
in contrast to the frequently drawn picture of an actual dragging of water by protons through the
membrane. The difference between the EOD term and the NES term, i.e., the right side in Equation (2),
is the amount of water that condenses into or evaporates from the electrolyte phase as this water
undergoes a phase change with detectable evaporation/condensation energy.

Experiments to measure the transversal membrane water profile in a fuel cell during operation
have shed some light into the question as to how the water crosses the membrane. However, it is
beyond the scope of the present work to summarize the numerous different studies that were conducted
in the past. It is only pointed out that as early as 1996, Mosdale et al. [31] had clear indication that even
when current is crossing the membrane, the water redistributes in a diffusion-like process. Moreover,
later on the same group from CEA Grenoble employed confocal Raman spectroscopy and showed
that the water concentration gradient inside the membrane can also point from anode to cathode [32],
thereby eliminating the concept of “back diffusion”. The measured water profile in the membrane
was also near linear, which is in good agreement with CFD simulations by our group [12], but in vast
contrast to early modeling results by Eikerling et al. [20].

To sum up: when the EOD coefficient nd is constant, the only fundamental water transport
mechanism inside the electrolyte phase is diffusion. This is the case for a large range of membrane
water content values of up to λ = 14 [24], i.e., when the membrane is equilibrated with water vapor.
Once, however, one is committed to applying a constant nd and thereby arriving at diffusion-only
water transport, it is difficult to see why this fundamental transport mechanism inside the membrane
should change just because the boundary condition for the water activity may change. Either the EOD
is a fundamental water transport mechanism inside the membrane, or it is not. This author claims the
latter. This leads to the question concerning the nature of EOD:

If EOD is not a water transport mechanism inside the polymer electrolyte membrane, what is it instead?
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In order to obtain a better view of the nature of EOD, a number of hypotheses are formulated
below, which lead to a completely different understanding of EOD that is more coherent with the
mathematical equations.

4. Hypotheses on the Nature of EOD

In the following, a picture of the EOD will be drawn that contrasts with conventional thinking. In the

beginning, the only assumption is to have a constant value for nd.

The previous argumentation arrived at the conclusion that EOD is an interface effect confined to
the fuel cell (or electrolyzer) electrodes. It is similar in nature to the nonequilibrium sorption term,
but different in that it is mathematically connected to the generation/consumption of electrical current.
Mathematics dictate that where there is current generated or consumed, there is electro-osmotic drag.

In order to better understand the nature of EOD, it is therefore instructive to investigate other
phenomena that occur inside the electrodes and are connected to the generation of current. The other
phenomena that occur inside the catalyst layers are the electrochemical half-cell reactions. It is known
that these half-cell reactions occur in a frequency of elementary reaction steps, and in order to find
the origin of EOD, it is therefore instructive to analyze these elementary reaction steps. While it is
beyond the scope of this work to expand on the vast number of studies and literature on this highly
complex subject, the very accessible overview and introduction to the physics of elementary reaction
steps given by Koper [33] is pointed out.

For the oxygen reduction reaction that occurs in the cathode of a PEMFC, the most accepted
mechanism is:

Step 1: O2 + H+ + e−⇒ (O2H)ads (5a)

Step 2: (O2H)ads + H2O ⇔ 3(OH)ads (5b)

Step 3: (OH)ads + H+ + e− ⇔ H2O (5c)

Step 1 and Step 3 were confirmed by Damjanovic and Brusic [34], and the first step was identified
as the rate-controlling one. These authors also listed numerous alternative reaction mechanisms
both for oxygen evolution and dissolution [34]. It is known that the reaction mechanisms may
change depending on whether or not the electrode is oxide-covered, and the above mechanism was
proposed for an oxide-free electrode. According to the review by Koper, it is generally believed that in
electrolyzers, the steps follow in reverse order [33]. Note that in a recent paper, Reier et al. [35] stated
that for the electrocatalytic oxygen evolution as it occurs in electrolyzers, none of the oxygen evolution
reactions have been fully validated.

The most accepted pathway for the hydrogen oxidation reaction in acid is (e.g., [36,37]):

Tafel Step: H2 ⇔ 2Hads (6a)

Heyrowski Step: H2 ⇔ Hads + H+ + e− (6b)

Volmer Step: Hads ⇔ H+ + e− (6c)

While many of these elementary reaction steps have been formulated with protons, it has been
stated elsewhere that protons usually do not exist as free species in a solution [38], and other authors
have written the reverse hydrogen evolution reaction with hydronium ions instead of protons (e.g., [39]).

The reason why these elementary reactions steps in PEMFC and PEMEC are brought up in this
work that focuses on the nature of EOD, is that in fact the root cause for EOD may be found in
the elementary reaction steps. It was shown above that EOD can be tracked down to the catalyst
layers, and it is the next logical step to connect the EOD to the current-generating steps inside the
catalyst layers as well, as it is mathematically already connected to them. Consequently, the following
hypotheses are formulated:
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Hypothesis 1. EOD is not a water transport mechanism inside polymer electrolyte membranes.

Hypothesis 2. EOD is an interface effect and connected to the current generation in the electrodes.

Hypothesis 3. The EOD coefficient nd can have a different value in the electrodes.

Hypothesis 4. The EOD coefficient nd can depend on the current density and the catalytic surface.

5. Discussion

Hypothesis 1 was already stated in previous work [11], albeit not as a hypothesis, and is only
repeated here for the sake of completion. The only transport mechanism of dissolved water inside the
electrolyte phase is diffusion.

Hypothesis 2 requires elaboration. The EOD coefficient may be linked to the other
current-generating phenomena, i.e., the elementary reaction steps. Consequently, future research
should focus on identifying the elementary reaction steps that cause EOD. It is generally difficult to see
how an elementary reaction step that involves dragging a water molecule out of the electrolyte phase
could be as facile as others. Damjanovic and Buric [34] have already found that the first step in the
oxygen reduction reaction according to Equation (5a) is the rate-determining one. If this reaction step
is written with a hydronium ion instead of a proton, it would look like:

O2 + H3O+ + e−⇒ (O2H)ads + H2O (7)

Where the hydronium ion would be taken from the electrolyte phase, and, according to the effect
of the EOD, the resulting water molecule would be located outside of the electrolyte phase. Likewise,
the last step, Equation (5c), could also be written with hydronium ions to yield an additional water
molecule on the right hand side of the equation. In this way, each proton/hydronium ion would bring
a water molecule out of the electrolyte phase, and an EOD coefficient of unity could be explained.

Hypothesis 3 follows out of the fact that the half-cell reactions in a fuel cell or electrolyzer follow
different reaction pathways. For this reason, it is also conceivable that EOD occurs in only one of the
electrodes. The overall picture of membrane water transport as drawn here in Figure 2b would allow
for such a scenario while the traditional view as drawn in Figure 2a would not. The “standard case” of
implementing the EOD term as a source term for membrane water at the fuel cell anode side and a
corresponding sink term for the cathode side was described in a previous publication [11], and it was
possible to explain the observed water flow directions.

Hypothesis 4 follows out of the observation that the reaction pathways can change with current
density and oxide coverage of the platinum catalysts [34].

As a final comment, it should be stated that the current view and hypotheses apply to water
transport in the membrane and are therefore not in conflict with the typical view on proton transport
through the membrane via two competing mechanisms, the vehicle transport mechanism and the
Grotthuss “hopping” mechanism (e.g., [27]).

6. Conclusions

It can be concluded from this work that the EOD is not a transport mechanism for membrane
water. Instead, it is a phenomenon that occurs only inside the catalyst layers and is (mathematically)
connected to the current generation. As such, it is reasonable to propose that EOD should be linked to
the elementary reaction steps. When analyzing the steps for the oxygen reduction reaction that occurs
in PEMFC as proven experimentally by Damjanovic and Buric [34], it becomes obvious that when
writing the first and last elementary steps with hydronium ions rather than protons, water is brought
from inside the electrolyte phase to the outside. Thus, EOD is proposed to be a part of the elementary
reactions steps. As it is difficult to see, how the EOD mechanisms could be as facile as other elementary
reactions steps, it is also proposed that EOD is part of the rate-determining step. Because anode and
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cathode follow different elementary reaction steps in PEMFC and PEMEC, it is then suggested that
EOD can occur in one electrode, but not in the other. Finally, it is known that the elementary reaction
steps depend on the catalyst surface treatment as well as the current density, and therefore the EOD
may also vary with these conditions. This may help to explain the large variation of experimentally
determined values for the EOD coefficient nd.
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