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Abstract: The application of the Environmental Seismic Intensity (ESI) scale 2007 to moderate and
strong earthquakes, in different geological context all over the word, highlights the importance
of Earthquake Environmental Effects (EEEs) for the assessment of seismic hazards. This Special
Issue “New Perspectives in the Definition/Evaluation of Seismic Hazard through Analysis of the
Environmental Effects Induced by Earthquakes” presents a collection of scientific contributions that
provide a sample of the state-of-the-art in this field. Moreover the collected papers also analyze new
data produced with multi-disciplinary and innovative methods essential for development of new
seismic hazard models.

Keywords: ESI scale; earthquake environmental effects; seismic hazard

The devastating effects caused by the recent catastrophic earthquakes that took place all over the
world from Japan, New Zealand, to Chile, as well as those occurring in the Mediterranean basin, have
once again shown that the ground motion, although a serious source of direct damage, is not the only
parameter to be considered, with most damage being the result of coseismic geological effects that are
directly connected to the earthquake source or caused by ground shaking.

The primary environmental effects induced by earthquakes such as surface faulting, regional
uplift, and subsidence, as well as the secondary effects such as tsunami, liquefaction, ground failure,
and landslides (sensu Environmental Seismic Intensity (ESI) 2007 scale) [1], must be considered for a
more correct and complete evaluation of seismic hazard, at both regional and local scales.

This Special Issue aims to collect all contributions that, using different methodologies, integrate
new data produced with multi-disciplinary and innovative methods. These methodologies are essential
for the identification and characterization of seismically active areas, and for the development of new
hazard models, obtained using different survey techniques.

The topic attracted a lot of interest; moreover, different areas of the world have been analyzed
through these methodologies (Italy, USA, Spain, Australia, Ecuador, Guatemala, South Korea,
Kyrgyzstan, Mongolia, Russia, China, Japan, Nepal).

This Special Issue is composed of 18 peer-reviewed articles, out of 27 papers that had been
received; different approaches to the evaluation of seismic hazard are presented in the volume, from
laboratory tests on liquefaction phenomena and landslides triggered by earthquakes, to the analysis of
the environmental effects (primary and secondary coseismic effects) induced by the earthquakes.

In detail, this Special Issue contains 5 review papers and 13 articles. Below is a brief description of
the contents of all articles.

Geosciences 2020, 10, 58; doi:10.3390/geosciences10020058 www.mdpi.com/journal/geosciences1
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• The review paper “History of the Environmental Seismic Intensity Scale ESI-07” by L. Serva [1,2]
presents a brief note aiming to describe the history, from its early original idea, to the present of the
new Environmental Seismic Intensity Scale 2007 (ESI 2007, Michetti et al., 2007). This innovative
macroseismic scale can be used together with other existing scales or alone, if necessary, for
measuring the intensity of an earthquake on the basis of the primary and secondary effects caused
by the seismic event on the natural environment. The ESI 2007 scale was promoted by several
geologists, seismologists, and engineers from different countries, forming a multidisciplinary
international research group. This scale has been tested worldwide on several modern earthquakes,
historical earthquakes, and paleoearthquakes. The review by Serva also presents a wide and
comprehensive bibliography with the most important examples of ESI-07 scale applications carried
out worldwide.

• The review paper “Paleoliquefaction Studies and the Evaluation of Seismic Hazard” by M.P. Tuttle
et al. [3] presents recent and historical studies of earthquake-induced liquefaction, as well as
paleoliquefaction studies, in order to demonstrate the potential usefulness of liquefaction data in
the assessment of the earthquake hazard due to seismic sources. This paper presents background
information on earthquake-induced liquefaction and the resulting soft-sediment deformation
features that may be preserved in the geologic record, best practices used in paleoliquefaction
studies, and the application of paleoliquefaction data in earthquake source characterization. The
paper shows two examples of regional paleoliquefaction studies—in the Charleston seismic zone
and the New Madrid seismic zone in the United States, respectively—which contributed to seismic
source models used in earthquake hazard assessment.

• The review paper “Catalogue of the Geological Effects of Earthquakes in Spain Based on the
ESI-07 Macroseismic Scale: A New Database for Seismic Hazard Analysis” by P.G. Silva et al. [4]
summarizes the content and scope of the “Catalogue of Earthquake Geological Effects in Spain”,
published by the Geological Survey of Spain, and constitutes the first official publication on
seismic hazard, containing geological information for this nation. The catalogue offers a variety
of parametric information, quality indexes, and seismic intensity (ESI-07), with a description
of environmental damage structured in individual “event files”. Sixteen events present full
information files with individualized analyses of the geological and geo-archaeological data as
well as graphic information with hybrid Environmental Seismic Intensity-European Macroseismic
Scale (ESI–EMS) intensity maps, shake maps, and complementary kmz files (Google Earth) among
which is the well-known AD 1755 Lisbon earthquake-tsunami.

• The review paper “Surface-Rupturing Historical Earthquakes in Australia and Their Environmental
Effects: New Insights from Re-Analyses of Observational Data” by T.R. King et al. [5] presents
the digitization of surface rupture maps and compiles observational data from 67 publications
on ten of eleven historical, surface-rupturing earthquakes in Australia, in order to analyze the
prevailing characteristics of surface ruptures and other environmental effects in this crystalline
basement-dominated intraplate environment. The authors have analyzed the earthquakes
that occurred between 1968 and 2018, with a magnitude (Mw) from 4.7 to 6.6, and collected
environmental effects including primary surface ruptures, secondary fracture/cracks, fissures,
rockfalls, ground-water anomalies, vegetation damage, sand-blows/liquefaction, displaced rock
fragments, and holes from collapsible soil failure, assessing the relative ESI-07 seismic intensity.
This paper represents an important contribution that highlights Mw/ESI-07 relations in geologically
different environments.

• The review paper “Post Seismic Catalog Incompleteness and Aftershock Forecasting” by E.
Lippiello et al. [6] shows how standard models for earthquake forecasting can be modified to take
into account this incompleteness, in particular, the authors focus on forecasting methods based on
the data available in real time, in which many events are missing and the uncertainty in hypocenter
location is considerable. Furthermore, the authors present retrospective tests that demonstrate the
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usefulness of these novel methods compared with traditional ones, which implement average
values of parameters obtained from previous sequences.

• The paper “Landslides Triggered by the 2016 Mw 7.8 Pedernales, Ecuador Earthquake: Correlations
with ESI-07 Intensity, Lithology, Slope and PGA-h” by K. Chunga et al. [7] presents a dataset of the
landslides induced by the 2016 Pedernales megathrust earthquake in Ecuador (Mw 7.8, focal depth
of 20 km). The authors compare landslides spatial distribution with mapped bedrock lithology and
horizontal peak ground acceleration (PGA-h) in order to evaluate the macroseismic intensity taking
into account these earthquake-induced environmental effects (ESI-07). Moreover, the authors
underline that coseismically-triggered landslides are among the most common environmental
effects occurring during large subduction events, and they can be effectively used to properly
evaluate the earthquake macroseismic field.

• The paper “The 1976 Guatemala Earthquake: ESI Scale and Probabilistic/Deterministic Seismic
Hazard Analysis Approaches” by M. Caccavale et al. [8] shows how the hazard assessment of
the 1976 Guatemala earthquake (M = 7.5) based on the environmental effects had effectively
contributed to estimating the high destructive impact of that event. The results evidence that the
probabilistic/deterministic hazard analysis procedures may result in very different indications on
the PGA distributions, and PGA values often display significant discrepancy from the macroseismic
intensity values calculated with the ESI scale. Therefore, the incorporation of the environmental
geological effects into the probabilistic/deterministic hazard analysis appears to be mandatory in
order to achieve a more accurate seismic hazard estimation.

• The paper “Geological and Structural Control on Localized Ground Effects within the Heunghae
Basin during the Pohang Earthquake (MW 5.4, 15 November 2017), South Korea” by S.P. Naik
et al. [9] presents the results of a systematic survey of the secondary ground effects, that is, soil
liquefaction and ground cracks developed during the Pohang earthquake in South Korea (Mw

= 5.4) on 15 November 2017. The liquefaction phenomenon associated with the 2017 Pohang
earthquake emphasizes that there is an urgent need of liquefaction potential mapping for Pohang
city and other areas with a similar geological setting. The authors highlight that this phenomenon
represents a hazard that may cause significant societal and economic threats in the future.

• The paper “Earthquake Environmental Effects of the 1992 MS = 7.3 Suusamyr Earthquake,
Kyrgyzstan, and Their Implications for Paleo-Earthquake Studies” by C. Grützner et al. [10]
presents the application of the ESI-07 scale to the 1992 MS = 7.3 Suusamyr Earthquake in the Kyrgyz
Tien Shan. The author shows that the ESI-2007 intensity values distribution differs somewhat from
traditional intensity assessments Medvedev-Sponheuer-Karnik (MSK) and Modified Mercalli
Intensity scale (MMI), because of the sparse population in the epicentral area and the spatial
distribution of primary and secondary Environmental Earthquake Effects (EEEs). However, the
ESI-2007 scale captures a similar overall pattern of the intensity distribution. The final results
highlight the applicability of this scale, even for earthquakes with complex and unusual primary
surface rupture patterns.

• The paper “Earthquake-Induced Landslide Risk Assessment: An Example from Sakhalin Island,
Russia” by Konovalov et al. [11] presents a new probabilistic technique for earthquake-induced
landslide risk assessment. A fully probabilistic technique suggests a multi-stage hazard assessment;
that is, an example from Sakhalin Island, Russia. The given approach follows the rational risk
management idea that handles well all possible ground motion scenarios, slope models, and
parameters. The authors suggest that the given approach can improve geotechnical studies of
slope stability.

• The paper “Site Effect Assessment in Ulaanbaatar, Mongolia through Inversion Analysis of
Microtremor H/V Spectral Ratios” by Z. Tumurbaatar et al. [12] presents the evaluation of a site
effect, which is one of the essential parts of the earthquake hazard estimation, in Ulaanbaatar
city, Mongolia, through inversion analysis of microtremor horizontal-to-vertical (H/V) spectral
ratios. In this study, the VS models are estimated using microtremor data at 50 sites and inversion
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analysis is applied to the observed data in order to evaluate site amplifications in Ulaanbaatar city.
In particular, the joint inversion technique based on a diffuse field approach is applied to estimate
the VS structures at three sites using the observed horizontal-to-vertical (H/V) spectral ratios and
surface wave phase velocities obtained by Odonbaatar (2011). The result shows that the largest
site amplification zone is computed along the Tuul river in the southeastern part of Ulaanbaatar.

• The paper “Bayesian Variable Selection for Pareto Regression Models with Latent Multivariate Log
Gamma Process with Applications to Earthquake Magnitudes” by H-C. Yang et al. [13] presents a
Bayesian spatial variable selection for Pareto regression based on Bradley et al. and Hu et al. to
tackle the variable selection issue in generalized linear regression models with spatial random
effects. The authors demonstrate the applicability of the proposed method in an analysis of the
earthquake data obtained from the United States Geological Survey (USGS).

• The paper “Machine Learning Methods for Seismic Hazards Forecast” by V.G. Gitis and A.B.
Derendyaev [14] presents two machine learning methods for seismic hazard forecast. The first
method is used for the spatial forecasting of maximum possible earthquake magnitudes (Mmax),
whereas the second one is used for space-time forecasting of strong earthquakes. The authors
show the results of testing the approach on earthquake prediction in the Mediterranean and
Californian regions.

• The paper “Suitability Analysis for the Emergency Shelters Allocation after an Earthquake in
Japan” by T. Akamatsu and K. Yamamoto [15] presents an applied statistical method and public
open data related to population and emergency shelters, with the aim to quantitatively conduct a
suitability analysis for the allocation of emergency shelters after an earthquake in Japan, in a GIS
environment. The results show the districts that lack emergency shelters, and visually show the
places where such facilities should be newly established on the digital map of GIS. Additionally,
the assessment method is reproducible in the spatial and temporal dimension. However, it is
necessary to create more original data related to emergency shelters to raise the reliability of the
results, as the present research has the limitation of data availability.

• The paper “Use of Macroseismic Intensity Data to Validate a Regionally Adjustable Ground Motion
Prediction Model” by Y. Tang et al. [16] presents a regionally adjustable ground motion prediction
equation (GMPE), known as the component attenuation model (CAM), by which a diversity of
crustal conditions can be covered in one model. In addressing the challenge of validating a GMPE
for use in an area where instrumental data are scarce, Modified Mercalli intensity (MMI) data
inferred from peak ground velocity values predicted by CAM are compared with the records of
MMI of past earthquake events, as reported in historical archives. South-Eastern Australia and
South-Eastern China are the two study regions used in this article for demonstrating the viability
of CAM as a ground motion prediction tool in an intraplate environment.

• The paper “Comparison of Earthquake-Triggered Landslide Inventories: A Case Study of the 2015
Gorkha Earthquake, Nepal” by S.R. Meena and S. Tavakkoli Piralilou [17] presents an overview
of the impact of methodology selection and outlines the limitations and advantages of different
remote sensing and mapping techniques for landslide inventorying: a case study of the 2015
Gorkha earthquake, Nepal. After the main event on 25 April 2015, researchers around the world
mapped the landslides induced by this earthquake. In this research, the authors compared
four of these published inventories qualitatively and quantitatively using different techniques.
Two principal methodologies, namely the cartographical degree of matching and frequency area
distribution (FAD), were optimized and applied to evaluate inventory maps.

• The paper “Dynamics of the Zones of Strong Earthquake Epicenters in the Arctic-Asian Seismic
Belt” by L.P. Imaeva [18] presents a comprehensive study of the Russian Arctic region to clarify
the features and types of seismotectonic deformation of the crust in the Arctic-Asian Seismic Belt,
specifically in the zones of strong earthquakes in the Laptev Sea Segment, the Kharaulakh Segment,
and the Chersky Seismotectonic Zone. The authors have analyzed modern tectonic structures and
active fault systems, as well as tectonic stress fields reconstructed by tectonophysical analysis of
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the Late Cenozoic faults and folds. A set of models has been constructed for the studied segments
of plate boundaries with account of the dynamics of the regional geological structures. The
models can give a framework for the assessment of potential seismic risks of seismicity-generating
structures in the Russian Arctic region.

• The paper “Undrained Cyclic Laboratory Behavior of Sandy Soils” by Castelli et al. [19] presents
the complex cyclic shear stress path experienced by the soil during an earthquake, which could also
induce the liquefaction phenomena. The authors performed a detailed geological and geotechnical
characterization of the area through in situ and laboratory tests, including seismic dilatometer
Marchetti tests (SDMTs), the combined resonant column (RCT) and cyclic loading torsional shear
tests (CLTSTs), and undrained cyclic loading triaxial tests (CLTxTs). The paper presents the results
of cyclic triaxial tests carried out on isotropically consolidated specimens of a sandy soil.
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Abstract: This brief note aims to describe the history, from its early original idea, of the new
macroseismic scale: The Environmental Seismic Intensity Scale 2007 (ESI 2007). It can be used
together with other existing scales or alone when needed for measuring the intensity of an earthquake
on the basis of the primary and secondary effects of a seismic event on the natural environment.
These effects could be the major sources of earthquake hazards, as recently proved. This note also
aims to contribute to the understanding of processes that induced the researcher to develop an
idea, to pursue it, and bring it to its end, first through the help of valuable Italian researchers and
then through the constructive exchange of ideas with researchers of different cultural backgrounds
operating almost everywhere in the world. This note is sponsored and approved by the International
Union for Quaternary Research (INQUA), and the Environmental Seismic Intensity scale (ESI-07) was
published in 2007 after a revision process of about eight years.

Keywords: earthquake hazards; ground effects; ESI scale 2007; EEE database

1. Introduction

Following the kind invitation of the Editors, herein I introduce some personal considerations on
the state of the Environmental Seismic Intensity scale (ESI 2007 scale) [1] starting from its creation to
the present and its perspective for the future. This brief note aims to contribute to an understanding
of the processes that induced the researcher to develop an idea, pursue it, and bring it to an end,
first through the help of valuable Italian researchers and then through the constructive exchange of
ideas with researchers of different cultural backgrounds operating almost everywhere in the world.

The Environmental Seismic Intensity scale (ESI 2007 scale was published in 2007 after a revision
process of about eight years as a new intensity scale based only on the Earthquake Environmental
Effects (EEEs). This scale integrates the traditional macroseismic scales, of which it represents an
evolution, allowing the intensity parameter to also be assessed where buildings are absent and when
diagnostic damage-based elements have saturated, exclusively on the basis of environmental effects.
Actually, the ground effects have recently proved to be major sources of hazard in addition to vibratory
ground motion. In fact, although a serious source of direct damage, the ground motion is not the
only parameter to be considered since most damage is due to coseismic geological effects that are
directly connected to the earthquake’s source or caused by ground shaking. Primary effects such as
surface faulting, regional uplift, and subsidence, and secondary effects such as tsunamis, liquefaction,
ground failure, and landslides (sensu ESI 2007 scale) must now be taken into account for a more
correct and complete evaluation of seismic hazards at both regional and local scales.

The ESI 2007 scale is a 12-degree scale: each degree reflects the corresponding strength of an
earthquake and provides a measure of its intensity on the basis of its characteristics. The main
advantage of the ESI 2007 scale is the classification, quantification, and measurement of several known
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geological, hydrological, and geomorphological features that are associated with each intensity degree,
and therefore it allows for the definition of seismic intensity based on the entire scenario of geological
ground effects.

The ESI 2007 scale was promoted by several geologists, seismologists, and engineers coordinated
by the Servizio Geologico d’Italia of the Institute for Environmental Protection and Research (ISPRA).
This scale has been tested worldwide on several modern earthquakes, historical earthquakes, and
paleoearthquakes [2–7].

2. History and Considerations on the Scale and Associated EEEs Database

In the early 1990s, I was working at the Italian Nuclear Regulatory Commission (ENEA-DISP),
responsible for the safety of nuclear power plants (NPPs) regarding the effects of natural phenomena,
with special attention devoted to those caused by earthquakes. During those years, I realized that
the earthquake intensity parameter—a significant parameter for evaluating the whole set of potential
earthquake effects—lacked its initial and fundamental characteristics, mainly because the people
in charge of evaluating intensity were not making proper use of the traditional intensity scales
(Mercalli–Cancani–Sieberg, MCS; Medvedev–Sponhouer–Karnik, MSK; and Modified Mercalli, MM).
In fact, they were steadily neglecting the effects of earthquakes on the ground (and more generally
on the natural environment) which, as is now clearly accepted by all (differently from the 1990s),
are responsible for quite a large percentage of earthquake damage.

A clear example of this case is the Japanese Fukushima NPP during the 2011 earthquake, where the
effects of ground shaking on the built environment were negligible as opposed to the catastrophic
tsunami generated by the surface faulting of the ocean bottom [8].

As a consequence of this bad approach, the publication of the European Macroseismic Scale
(EMS-98) [9]) appeared, where the ground effects were relegated to an appendix of no real value.
As stated above, the non-utilization of ground effects resulted in a complete alteration of the meaning
and value of the intensity parameter. For example, assessing intensity without considering ground
effects would have made it impossible to compare the intensity associated with past earthquakes to the
intensity assigned to recent ones, and this could have led to erroneous conclusions about the seismic
hazard in a given territory and therefore for the facilities located therein, with a special emphasis
on NPPs. At that time, these intensity evaluators claimed that the use of the ground effects was
not possible due to their extreme variability in both time and space, and the absence of a proper
ground-effects database from which to derive a reliable description of the effects for each intensity
degree. This was partly true considering the incompleteness of the database, but in my opinion was
completely wrong with regard to the great variability of the effects, because this was fully comparable
to that of man-made structures. Furthermore, the great variability of the ground effects enables the
proper estimation of the strongest earthquakes (mainly intensities between X and XII degrees where in
most cases the effects on built structures saturate).

It is important to remark that between 1980 and 1990, paleoseismology was developing considerably
all over the world, and I was lucky to meet Professor D. Burt Slemmons, one of the few great fathers
of earthquake geology, in 1982 when I was engaged in a training course at the United States Nuclear
Regulatory Commission in Washington, DC (USNRC). He was a teacher at the Mackay School of Mines
in Reno (Nevada, USA). We became good friends and accomplished many missions together in several
countries for the International Atomic Energy Agency (IAEA). Through contact with him and his
assistants, in particular with Robert E. Whitney, I started, as a pioneer in Europe, to study and publish
papers on paleoseismology [10–22]. These papers, some of which are in Italian [10–12,16,17], show how
throughout the years the study of paleoseismicity and its application to Italian earthquakes have grown
with the aim of carrying out seismic hazard assessments from paleoseismic evidence. The pathway
goes from the first studies concerning the Rieti basin [18,19] or the Fucino Plain [20] to the evidence
of strong seismic paleoevents in the “aseismic” zone of Pollino [21], proving the state-of-the-art of
paleoseismology in those years.
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I also need to say that my interest in paleoseismology was facilitated by the lessons of Giorgio
Magri, my Italian supervisor at the Comitato Nazionale Energia Nucleare/Direzione Sicurezza e
Protezione (CNEN-DISP). He always repeated to me that it is better to say that mountains grow because
of earthquakes as opposed to tectonics.

With the support of paleoseismology, I decided to adopt the approach of producing something
useful for the proper reuse of ground effects in intensity evaluation and restoring the intensity parameter
to its proper meaning.

The first step was the production of two articles [22,23]. The first was published in Terra Nova.
In that article, I made an extraction of the ground effects according to the various degrees as reported
in the MCS, MSK, MM, and Japanese scales. The main goal was to remind the intensity evaluators that
ground effects are massively included in the historically most-applied intensity scales (MCS, MSK,
and MM) from the beginning of their conception. The second one was written to present the idea to a
very broad international audience during the special session of the International Union of Geological
Sciences (IUGS) Congress held in Beijing in 1996. The simple database, presented in [22], was the
“seed” of the huge plant that later gave rise to the ESI scale. I must remind current users that it should
be used in conjunction with one of the other traditional scales in order to avoid the same mistake made
in the 1990s by the intensity evaluators concerning built structures, that is, the lack of consideration
for the entire set of earthquake effects when assessing intensity. It can be used alone only for higher
degrees and in the case of sparsely populated areas. It can also be used to verify the intensity of past
earthquakes in cases where the intensity was evaluated not using the ground effects properly. As said
above, the seeds started to sprout, and the two roadmaps were the initial drafts of the ESI scale and the
construction of the associated database.

Regarding the ESI scale, the steps have been as follows:

1. The collection and careful reading of published and unpublished papers and documents dealing
with the same objective, first among them: [24]. I think we have to be very grateful to these
authors because they opened the road for using ground effects in earthquake intensity evaluation.

2. The presentation of the drafted ESI content at conferences at national and international levels
(i.e., [25–28]) and the continuous discussion of the content at national and international levels with
the involvements of numerous well-known international experts, to whom I am truly grateful.
Among them, special mentions (also due to our friendship) are to be given to:

• Bagher Mohammadioun and his wife Jody. Bagher is a well-known seismologist [27] who
for many years headed the Bureau d’Évaluation du Risque Sismique pour la Sûreté des
Installations Nucléaires at the Institut Radioprotetion Surete Nucléaire (IPSN) of France;

• Ruben Tatevossian (seismologist) and Eugene Roghozin (geologist)—two well-known
Russian scientists with great experience concerning macroseismic data and
paleoseismology [24];

• Aybars Gurpinar, a civil engineer who for many years has been the Director of the Nuclear
Installation Safety Division at the IAEA, with great worldwide experience on seismic hazards
in relation to NPP sites [29];

• Frank Audemard, a Venezuelan paleoseismologist with great experience, mainly in
seismically-active South American countries [30];

• Shmulik Marco, a well-known Israeli paleoseismologist and author of significant papers on
the subject [31];

• James McCalpin, author of the international benchmark book titled Paleoseismology [32];
• Nils-Axel Mörner, a Swedish geologist with a broad field of experience, including in

paleoseismology [33];
• John Clague, a Canadian authority in quaternary and environmental earth sciences [34];
• Yoko Ota, also a geologist with great knowledge of the earthquake geology of Japan [35];
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• Takashi Azuma, a geologist with significant knowledge of paleoseismology in Japan [35].

The first version of the new macroseismic scale was published in 2004 [36], and the second in
2007 [1]. The scale was very well accepted worldwide, and a huge number of papers dealing with the
use of this scale have been produced since then across the five continents [1–7,37–48].

Thanks to the kind insistence of my collaborators, the version integrated with three historical cases
and with my name as the first author was published in 2015 [49]. Therefore, based on several years of
worldwide application in the field, in this paper: (a) we introduced the ESI scale to the community of
earth scientists (geologists, geophysicists, and seismologists) and civil engineers as a survey instrument
to better characterize a seismic event, also in terms of local effects and attenuation with distance,
and (b) we provided insurers, civil protection agencies, and administrators with an integrated tool to
assess the potential damage deriving from geological effects during a future earthquake in an area,
to be added to the damage directly associated to seismic shaking. Presently, this scale is also going to be
used officially by some institutions (e.g., in Georgia) dealing with seismic hazard evaluation, and I hope
this practice will also be adopted by other institutions. In fact, a seismic hazard is often underestimated
because it is based on lower intensities than the ground environmental effects (e.g., earthquakes of
Mw > 7 have been associated to I = X), which are instead considered in the ESI scale.

I also think it is important to remark that seismic hazard assessment (SHA) would benefit from a
comprehensive consideration of all earthquake-related effects, including environmental ones. The key
role of the ESI scale use to SHA is the improved intensity assessment. It is also necessary in order
to preserve the consistency between the source parameters assessed for historical earthquakes and
for recent ones. The basic message is that despite the advent of magnitude, earthquake intensity
persists as a fundamental seismic parameter for reliable SHA, especially when EEEs are properly taken
into account.

The EEE Catalogue is a database containing information on earthquake effects on the
environment [50]. Such information includes the effects of recent earthquakes but also data derived
from historical and paleo-earthquakes. The objective of this database is to procure data to be
used for the present and future updating of the ESI scale. This worldwide database was initially
created in the framework of the International Union for Quaternary Research (INQUA) activities.
The web infrastructures were developed by ISPRA—the Geological Survey of Italy. In 2007, the first
access-type database including around 20 events was created. This first online structure was
presented in the Bern (Switzerland) INQUA Congress in 2011 [50]. Thanks to its online structure,
recent, historical, and paleo-earthquakes’ environmental effects data were subsequently uploaded
to this database, provided by worldwide authors. It currently includes data on around 200 events
(http://193.206.192.211/wfd/eee_catalog/viewer.php). Since 2012, the EEE catalogue has been accessible
online on the websites of the IAEA and the International Seismic Safety Center (ISSC). It is important to
note that the IAEA, in the wake of the disastrous Tohoku 2011 tsunami, has recommended that member
states should carefully consider earthquake ground effects—and, more generally, paleoseismological
data—in order to achieve a better definition of the seismic hazards in areas where nuclear installations
are already installed.

Finally, it is important to recall the numerous papers published worldwide recognizing the
importance of this catalogue. Among them is the ISPRA volume published in 2015 [51], a significant
monograph that reports the description of the ESI scale in ten languages (English, Italian, Spanish,
French, German, Japanese, Russian, Greek, Dutch, and Korean).

Currently, the Italian National Institute of Geophysics and Volcanology (INGV) has also finally
recognized the importance of the environmental effects induced by earthquakes by including them in
their new seismic catalogs [52].

Together with the EEE database, the ITaly HAzards from CApable faults (ITHACA) database born
from an idea of Eutizio Vittori. It includes the current knowledge on capable faulting in Italy, to which
paleoseismological studies widely contribute. At present, this continuously updated catalogue is used
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for the revision or planning of new infrastructure and microzonation purposes in the whole territory
of Italy [53,54].

It is important to underline that, globally, there are very well-organized similar catalogues of active
faults, such as the one proposed for the USA by the United States Geological Survey (USGS) (https:
//usgs.maps.arcgis.com/apps/webappviewer/index.html?id=5a6038b3a1684561a9b0aadf88412fcf) and
another for Central Asia organized by the University of Tubingen (https://esdynamics.geo.uni-tuebingen.
de/faults/).

In conclusion, I strongly hope that the institution where I worked (currently named ISPRA) will
continue our efforts to maintain the databases quoted above and soon release an update of the ESI
scale based on the wealth of information gathered in recent seismic events worldwide.
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Abstract: Recent and historical studies of earthquake-induced liquefaction, as well as paleoliquefaction
studies, demonstrate the potential usefulness of liquefaction data in the assessment of the earthquake
potential of seismic sources. Paleoliquefaction studies, along with other paleoseismology studies,
supplement historical and instrumental seismicity and provide information about the long-term
behavior of earthquake sources. Paleoliquefaction studies focus on soft-sediment deformation
features, including sand blows and sand dikes, which result from strong ground shaking. Most
paleoliquefaction studies have been conducted in intraplate geologic settings, but a few such studies
have been carried out in interplate settings. Paleoliquefaction studies provide information about
timing, location, magnitude, and recurrence of large paleoearthquakes, particularly those with
moment magnitude, M, greater than 6 during the past 50,000 years. This review paper presents
background information on earthquake-induced liquefaction and resulting soft-sediment deformation
features that may be preserved in the geologic record, best practices used in paleoliquefaction studies,
and application of paleoliquefaction data in earthquake source characterization. The paper concludes
with two examples of regional paleoliquefaction studies—in the Charleston seismic zone and the New
Madrid seismic zone in the southeastern and central United States, respectively—which contributed
to seismic source models used in earthquake hazard assessment.

Keywords: paleoliquefaction; paleoearthquake; earthquake hazard

1. Introduction

Paleoseismology is the study of prehistoric earthquakes as preserved in the geologic record, and
it improves our understanding of the long-term behavior of fault zones and seismic sources (e.g.,
Reference [1]). Paleoseismology is especially useful in regions where strain rates are relatively low
and recurrence times of large earthquakes are longer than the historical record. In such regions, the
seismicity catalog is often insufficient to characterize the expected rates of large events, a critical issue
for estimating uncertainty in seismic hazard assessments.

The paleoliquefaction approach to paleoseismology focuses on soft-sediment deformation
structures and related ground failures resulting from liquefaction induced by earthquakes. This
field of study developed over the past 40 years and provides important information about timing,
source areas, magnitudes, and recurrence times of large paleoearthquakes during the Late Quaternary.
Paleoliquefaction studies are especially useful in intraplate and interplate regions where seismogenic
faults may not rupture the surface or are otherwise difficult to identify [2,3]. Paleoliquefaction studies
have been conducted in seismically active regions of central and eastern North America, including
the New Madrid seismic zone in the central United States (US) (e.g., References [4–8]), the Charleston
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seismic zone in the southeastern US (e.g., References [9–12]), and the Charlevoix seismic zone in
southeastern Canada [13], where large historical earthquakes are known to have induced liquefaction
(Figure 1). They have been carried out in the Wabash Valley (e.g., References [14,15]) and the Eastern
Tennessee [16] seismic zones, where only small to moderate earthquakes occurred during the historical
period. In addition, paleoliquefaction studies were conducted in interplate settings like the Dominican
Republic and Puerto Rico in the northeastern Caribbean and the Pacific Northwest in the US, where
subduction zones and crustal faults pose a significant seismic hazard (e.g., References [3,17–20]).
Paleoliquefaction studies have been conducted in a lacustrine setting in eastern Turkey [21] and a
volcanic setting in southern Italy [22]. Studies focusing on soft-sediment deformation structures in
lacustrine deposits were reported for southern Italy [23], Mexico [24], and Argentina [25]. Recently,
several paleoliquefaction studies were carried out in the Canterbury region of New Zealand, where a
system of crustal faults, some of which did not rupture the surface, produced the 2010–2011 sequence
of earthquakes and caused extensive and recurrent liquefaction (e.g., References [26–32]).

Paleoliquefaction data were used to develop seismic source models for the US national seismic
hazard maps [33,34] and for the central and eastern US (CEUS) seismic source characterization for nuclear
facilities [35]. Paleoliquefaction studies, along with other paleoseismic investigations such as fault studies,
supplement modern seismicity studies and provide critical information on the long-term behavior and
earthquake potential of seismic sources, which is essential for probabilistic seismic hazard assessments.
This review paper presents background information on earthquake-induced liquefaction and resulting
soft-sediment deformation features that may be preserved in the geologic record, best practices used in
paleoliquefaction studies, and application of paleoliquefaction data in earthquake source characterization.

 

Figure 1. Photograph of large sand blow that formed as the result of liquefaction during the 1811–1812
New Madrid earthquake sequence [36].

2. Earthquake-Induced Liquefaction

The 1964 Alaska (US), 1964 Niigata (Japan), and 1967 Caracas (Venezuela), earthquakes caused
catastrophic liquefaction-related failures (e.g., Reference [37]). More recent earthquakes, including
the 1995 Hyogo-ken Nanbu (Japan) and 2010–2019 Canterbury (New Zealand) earthquakes also
caused large economic losses due to liquefaction-related damages to the built environment (e.g.,
References [38,39]). These and other events spurred research in earthquake-induced liquefaction and
earthquake soil dynamics in the geological and geotechnical engineering communities. Progress was
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made in better understanding the process of liquefaction, the conditions contributing to liquefaction, and
ground motions that initiate liquefaction; however, many uncertainties remain regarding liquefaction
triggering assessment, including the influence of fines and gravel content of soils, age effects on
liquefaction susceptibility, the degree of saturation below the water table, and methods for predicting
liquefaction triggering [40]. Readers are referred to the National Academies of Sciences [40] for a
thorough review of the art and practice in the assessment of earthquake-induced liquefaction and its
consequences. Aspects of earthquake-induced liquefaction especially pertinent to paleoliquefaction
studies are summarized below.

2.1. Process of Liquefaction

There are two primary types of liquefaction: (a) flow liquefaction, associated with static monotonic
loading; and (b) cyclic liquefaction, caused by repeated (earthquake) loading (Figure 2 [41,42]). In cases
of both cyclic and flow liquefaction, a significant loss of soil strength occurs. Cyclic liquefaction results
from the accumulation of excess porewater pressure in granular soils (sands and gravels) as repeated
load cycles are applied by earthquake ground motions. Flow liquefaction occurs during first-time
(monotonic static) loading of unstable soils, including sands, silts, and clays.

Figure 2. Flow chart showing different types of soil liquefaction: flow liquefaction, cyclic liquefaction,
cyclic mobility, and cyclic softening (modified from References [41,42]).

At most documented liquefaction sites, the more common mechanism is cyclic liquefaction. Cyclic
liquefaction occurs when the structure of water-saturated, loose, granular sediment breaks down due
to rapidly applied and repetitive loading caused by earthquakes [37,41–43]. During cyclic loading, the
loosely packed particles attempt to move into a denser configuration (termed contraction). During
an earthquake, however, there is not enough time for the water in the pores of the sediment to be
squeezed out. Instead, the water is trapped and prevents the particles from moving closer together.
This is accompanied by an increase in porewater pressure that reduces the contact forces between the
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individual particles, thereby softening and weakening the sediment. In loose contractive sand, the
development of positive porewater pressure reduces the effective stress state and, when the effective
strength envelope is reached, the onset of cyclic liquefaction occurs (e.g., Reference [41]). During large
earthquakes, the increase in porewater pressure can lead to upward flow of water and entrainment
of sediment through the process of fluidization [43–45]. The upward flow of water and entrained
sand can lead to the formation of liquefaction features, including sand dikes, diapirs, sills, and blows
(Figure 3). These and other soft-sediment deformation structures are discussed further in Section 2.4
below. For additional information on the process of liquefaction, see References [40,41,46–50].

 

Figure 3. Block diagram showing relationship between the liquefied layer and overlying liquefaction
features, including intrusive sand dikes and sills and an extrusive sand blow [51].

2.2. Conditions That Influence the Formation of Liquefaction Features

Earthquake-induced liquefaction features commonly form in alluvial, coastal, deltaic, and
lacustrine deposits of the Holocene age (0.01 Ma to present), where sand is interbedded with silt and
clay and shallow groundwater conditions prevail (e.g., References [28–32,52–61]). Sedimentological
and hydrological conditions in these environments are conducive to the formation of liquefaction
features. Liquefaction features also formed in similar deposits of the Late Pleistocene age (0.126 to
0.01 Ma) (e.g., References [13,14,52]) and as old as 200,000–240,000 years before present (BP) [61].

The physical properties of sediment that influence liquefaction susceptibility, or their tendency
to liquefy during earthquakes include the size, shape, and packing arrangement of the sediment
grains [37,40,49,62]. Well-rounded, well-sorted, loose to moderately loose, fine sand with a high
void ratio or low relative density would be especially susceptibility to liquefaction, so long as it is
saturated. Liquefaction susceptibility decreases with increasing fines content, especially fines with a
high plasticity index [40,63–65]. Layering in sediment plays an important role in liquefaction and the
formation of liquefaction features. Layers of clay or silt form impermeable barriers that prevent or
retard the upward flow of water, thereby promoting the buildup of porewater pressure in underlying
sandy layers (e.g., References [66–68]). In addition, layers of clay or silt above sandy layers can lead to
the formation of a water layer, foundering of the overlying layer, and formation of sand diapirs and
dikes (e.g., References [67,69]).
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Aging can have a significant effect on the strength of soil and, thus, may influence its liquefaction
susceptibility (e.g., References [70,71]). Due largely to aging effects, Pleistocene (2.58 to 0.01 Ma) [72]
deposits tend to be less susceptible to liquefaction than Holocene (0.01 Ma to present) [72] deposits,
and pre-Pleistocene (before 2.58 Ma) deposits tend to have a very low liquefaction susceptibility [54,73].
Over time, sediment consolidates, especially if buried by subsequent deposits, becoming more densely
packed and less susceptible to liquefaction. In addition, cementation of sand grains by clay, calcium
carbonate, and iron and manganese oxides will strengthen the sediment and reduce its liquefaction
susceptibility [74]. A fluctuating water table can promote the precipitation and concentration of
clays, carbonates, and oxides. On the other hand, considerable groundwater flow can flush potential
cementing agents out of sandy deposits [75]. Research in the Charleston seismic zone of the southeastern
US suggests that repeated liquefaction by large earthquakes every few hundred years can counter the
effects of aging or “reset the clock” (e.g., References [40,76]).

2.3. Ground Motions That Cause Liquefaction

The key index parameters of ground motion include ground acceleration, ground velocity, ground
displacement, and duration of ground shaking [37,77,78]. These factors, combined with the frequency
characteristics of ground motion, account for the intensity of ground shaking. Characteristics of
earthquake ground motions at a particular site, which may or may not suffer liquefaction, will depend
on several seismological and geological factors. These factors include magnitude of the earthquake,
the source mechanism of the earthquake, distance to the site from the earthquake source, directivity of
seismic energy related to the direction and speed of fault rupture, characteristics of the rocks along the
wave path from source to site, and local soil conditions at the site [37].

Earthquake-induced liquefaction is caused by the buildup of excess porewater pressure due to
cyclic shear stresses imparted by ground motions. In particular, the amplitude of the cyclic shear
stresses and the number of cycles of shearing contribute to liquefaction [37]. Maximum shear stress
is related to maximum ground acceleration. The number of cycles depends on the duration of the
earthquake and also, implicitly, its frequency content. Both maximum ground acceleration and duration
of ground shaking generally increase with earthquake magnitude and may also increase as a result of
seismotectonic setting, site conditions, and bedrock topography (i.e., basin effects) (e.g., Reference [37]).

During the 1976 M 7.5 Guatemala, 1976 M 7.6 Tangshan (China), 1978 M 6.5 Miyagiken-Oki
(Japan), 1983 M 6.8 and 7.7, Nihonkai-Chuba (Japan), 1989 M 6.9 Loma Prieta (California), 2016 M

5.8 Pawnee (Oklahoma), and M 7.1 Darfield and M 6.2 Christchurch (New Zealand) earthquakes,
liquefaction was triggered by peak ground accelerations (PGAs) of ≤0.1 g [26,79–81]. The US National
Research Council judged that a typical peak ground acceleration (PGA) threshold value of liquefaction
is 0.1 g and that smaller accelerations associated with long-duration earthquakes also can induce
liquefaction in very susceptible soils [82]. More recently, de Magistris et al. [83] estimated a threshold
value of 0.09 g based on a statistical analysis of case histories of earthquake-induced liquefaction,
primarily from Japan and the US, including earthquakes ranging from M 5.9 to M 8+. The peak
acceleration for triggering liquefaction ranged from 0.08 to 0.84 g, with the most cases of liquefaction
between 0.16 and 0.32 g.

Liquefaction triggering is assessed by using simplified empirical models based on in situ testing
(e.g., standard penetration test or SPT, cone penetration test or CPT, shear-wave velocity) to correlate
penetration resistance to relative soil density [37,41,42,49,84–86]. From in situ measurements at sites
of liquefaction and non-liquefaction, relations are developed for predicting resistance to liquefaction
triggering, or the cyclic resistance ratio (CRR). The simplified empirical models evaluate the seismic
loading that initiates the liquefaction process. The seismic loading is characterized as the magnitude-
and stress-corrected cyclic stress ratio (CSRM,σ′v), which is expressed as follows [87]:

CSRM,σ′v = 0.65·
(

amax

g

)
·
(
σv

σ′v

)
·rd·

1
MSF

, (1)
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where amax is the peak (horizontal) ground acceleration (or PGA), g is the gravitational acceleration
constant (g = 9.8 m/s2 = 32 ft/s2), σv and σ′v are the total and effective vertical stresses, respectively, rd is a
stress reduction coefficient that accounts for the flexibility of the model soil column (rd ≤ 1.0), and MSF
is a magnitude scaling factor, which is a function of M and is a proxy for the duration of loading [88]).
Liquefaction triggering potential is often expressed as a factor of safety against liquefaction (FSL)

as follows:
FSL =

resistance
loading

=
CRR

CSRM,σ′v
. (2)

The characterization of seismic loading in terms of amax and M is a critical part of empirical
liquefaction triggering assessment [89].

2.4. Earthquake-Induced Liquefaction Features

There is a large body of literature on earthquake-induced liquefaction features, including
articles about laboratory experiments (e.g., References [90,91]), post-earthquake surveys and studies
(e.g., References [6,26–32,52,53,58,92–96]), and paleoliquefaction studies (e.g., References [6,8,9,14,
15,21–25,97–99]). In addition, there are reviews on earthquake-induced liquefaction features and
criteria for distinguishing them from non-seismic features (e.g., References [2,23,44,51,91,97–100]).
Earthquake-induced liquefaction features are also important in the assessment of intensity fields and
epicentral intensity of modern and historical earthquakes [101–104]. In the environmental seismic
intensity scale (ESI) based on effects of ground shaking in the natural environment, liquefaction features
along with other environmental effects are used to define earthquake intensity levels IV–XII [105–107].
This overview is not intended as a comprehensive discussion of all the relevant literature, but rather
as an introduction for new investigators to the topic, drawing on several classic studies, our own
experience, and several recent studies that advanced the field of study.

As described above in Section 2.1, strong ground shaking can induce liquefaction and fluidization of
water-saturated, loose, sandy sediment, and it can lead to the formation of liquefaction features. From a
geological perspective, deformation of unconsolidated sand is related to a trigger (groundwater
movements, wave action, and seismic shaking), a deformation mechanism (liquefaction and
fluidization), and a driving force (gravitational body force, unevenly distributed loads, unstable
density gradients, and shear forces) [44]. Seismic shaking is the likely trigger for regionally extensive
liquefaction and can result in the formation of sand dikes and sand blows if fluidization is involved.
In addition, dish structures, load casts, pseudonodules, and ball-and-pillow structures can form in
muddy and sandy sediments in response to seismic shaking; however, these features may also form as
the result of other triggers. Many of the liquefaction features that are observed following earthquakes
were reproduced during laboratory experiments, including sand blows with a central crater and a thin
surface coating of finer sand, and loss of stratification in the feeder area or source zone [91].

Earthquake-induced liquefaction features can be divided into two categories: (1) features related
to deformation extending beyond the layer that liquefies; and (2) features related to deformation
within the sedimentary layer that liquefies. Features that extend beyond the liquefied layer include
intrusive dikes, sills, and diapirs, and extrusive sand blows or volcanoes (e.g., References [6,21–24,26,
28–31,92,100,108,109]). Features that form within the liquefied layer include disturbed bedding, dish
structures, ball-and-pillow structures, load casts and related folds, pseudonodules, convolute bedding
and lamination, and folds related to slumping (e.g., References [21–25,32,44,54,91,97–100,110,111]).

2.4.1. Blows, Dikes, Sills, and Diapirs

Sand blows result from venting of water and entrained sediment onto the ground surface
at the time of the earthquake, or soon thereafter in cases of delayed effects (Figures 3–5; e.g.,
References [51,92,99,100]). Sand blows are also called sand volcanoes because they resemble small
volcanic cones, some with small craters at the surface, aligned along ground fissures. The opening
at the ground surface through which the slurry of water and sediment flows is referred to as the
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vent. As vented water flows across the ground surface, the entrained sediment is deposited to
form constructional cones or to fill topographically low or subsided areas (see photographs of sand
blows that formed during the 2010–2011 Canterbury (New Zealand) earthquake sequence in the
Supplementary Materials of Reference [30] and during the 2012 Emilia (Italy) earthquake sequence in
Reference [112]. In plan view, the shape of a sand blow is related to the shape of the conduit through
which the slurry of water and sand vented. Linear to elliptical blows result from venting through
fissures [26,28,30,69,92,95]. Circular blows result from venting through tubular-shaped conduits such
as root casts (e.g., Reference [113]).

Figure 4. A compound sand blow that formed during September 2010 Darfield and February 2011
Christchurch mainshocks and two aftershocks as exposed in a trench at the Hardwick site south of
Christchurch, New Zealand [30]. Photographs by M. Tuttle. (A) Closeup of sand blow shows vent area
above sand dike, four depositional units of the compound sand blow, and portion of a sand-filled crater.
Depositional unit 1 contains soil clasts eroded from the dike wall by venting water and deposited with
entrained sand on the ground surface. Depositional units 1, 2, and 3 are composed of sand overlain by
silt drapes that stand out in relief. Upper contacts of units 2, 3, and 4 dip toward the sand-blow crater.
Upper contacts of units 1 and 4 are irregular, consistent with bioturbation during periods of subaerial
exposure. (B) Sand blow and related feeder dike; area of closeup in (A) indicated by black rectangle.

Generally, sand blows are thicker and coarser-grained above the vent area and thin and fine away
from the vent [6,8]. Several investigators noted that some sand blows also fine upward and are capped
by silt or clay (e.g., Reference [22]), including depositional units of compound sand blows resulting
from multiple earthquakes in a sequence (e.g., References [6–8,26,30,92]. For example, compound
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sand blows that formed during the 2010–2011 Canterbury (New Zealand) earthquake sequence were
composed of multiple fining-upward units capped by silt drapes (Figure 4 [26,30]). Each of these
fining-upward units formed during a different earthquake in the sequence. In the New Madrid seismic
zone of the central US, compound sand blows that formed during the 1811–1812 earthquake sequence,
as well as paleo-sand blows in the region, are composed of several depositional units that generally
fine upward and are capped by silt or clay layers (Figure 5 [6–8]). The silt and clay layers capping the
sandy units are thought to be related to low flow velocity during the waning stage of venting and,
in some locations, to settling of fines out of standing water following an event.

Sand blows that formed during a single event, involving ground oscillation and pulsing of vented
water and sediment, should not be confused with compound sand blows (e.g., References [58,114]).
These single-event sand blows are composed of multiple sand layers that are not capped by silt or clay.

Craters form in the surface of the sand blow above the most recently active vents. Following
an event, the craters are often coated with silt or clay (see examples of craters in sand blows that
formed during the 2010–2011 Canterbury earthquake sequence in the Supplementary Materials of
Reference [30]) and are eventually filled with wind- and water-borne sediment [92]. It was also noted
that sand blows may contain clasts of the underlying deposits through which the slurry of water and
sand flowed [6,8,92]. The clasts tend to be larger and more abundant in close proximity to the vent.
In cases of compound sand blows that formed as a result of recurrent liquefaction, clasts are often
more abundant in the lowest and earliest unit to be deposited (Figures 4 and 5). The sedimentological
characteristics of sand blows vary from site to site and region to region and likely depend on a number
of factors such as grain-size distribution of the source bed, the flow rate and duration of venting water
and entrained sediment, and variations in the flow rate related to ground oscillation and pulsing (e.g.,
References [5,77,92]). In cases where a large volume of subsurface sediment vented to the surface or
where lateral spreading or faulting occurred, the soil horizon buried beneath the blow may dip toward
the vent or be displaced downward across the vent (Figure 5 [22,69]).

Sand-blow craters that formed in the ground surface were studied in the Charleston seismic
zone of the southeastern US [10,109]. Vented sediment, including clasts of soil, was deposited around
the crater rims and in the base of the craters. Over time, the craters filled with reworked sand-blow
deposits, slack-water deposits, and organic material [10,109]. Sand-blow craters were studied during
the post-earthquake survey of the M 7.7 Bhuj (India) earthquake [58]. In at least one location,
a sand-blow crater was formed by explosive deformation. Crater formation with forceful ejection of
soil clasts post-date the vented sand and silt surrounding the crater, suggesting that explosive ground
deformation resulted from delayed effects of soil liquefaction [115].

Sand dikes are sheet-like or tabular-shaped intrusive bodies that crosscut bedding in the host
deposits (Figures 5a and 6 [51,92,99,100]). Dikes usually have well-defined margins and can be
differentiated from the host deposit by differences in grain size and weathering characteristics. Dikes
typically originate in a layer of sandy sediment (i.e., the source layer) and are composed of sediment
derived from the source layer (Figure 6). The dikes may contain clasts of the intruded host deposits and
exhibit flow structure or lineations. They often become narrower and more fine-grained up section, and
sometimes branch upward. Dikes may pinch out or terminate within the stratigraphic section or extend
through the entire section to the ground surface. Tree root casts, animal burrows, desiccation cracks,
and other voids or weak spots near the ground surface can be utilized as pathways to the surface (e.g.,
References [5,20,113]). Sand diapirs are similar to dikes but are relatively small intrusions of sediment
extending from the layer that liquefied into the base of the overlying layer (e.g., Reference [13]).
In contrast to dikes and diapirs, sills are intruded parallel to bedding of host deposits and usually take
the form of lenses intruded below low-permeability layers (Figures 3 and 6). The source layer of dikes,
diapirs, and sills may contain foundered clasts of the overlying layer and exhibit deformation structures
related to liquefaction and fluidization, such as disturbed bedding, dish structures, ball-and-pillow
structures, load casts and related folds, and flow structure or lineations (e.g., References [5,13,22,97]).
Alternatively, the source layer may be massive if bedding is completely destroyed.
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(a) 

 
(b) 

Figure 5. A compound sand blow that formed during the 1811–1812 New Madrid earthquake sequence
as exposed in a paleoseismic trench near Blytheville, Arkansas [116]. Photographs by M. Tuttle. (a) Vent
area of sand blow and related dikes. Brown soil horizon is crosscut by two sand dikes, displaced
downward ~1 m, and buried by the sand blow. Clasts of the soil horizon occur within dikes and
the overlying sand blow. Each colored interval on shovel handle represents 10 cm. (b) Sand blow
is composed of three sandy depositional units with the lower two units capped by clay–silt drapes.
The top of the upper unit was subjected to soil-forming processes, whereas the lower two units were
protected and preserved by the upper unit.
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Figure 6. Annotated photograph of liquefaction features exposed in a river cutbank in northwestern
Mississippi southeast of the New Madrid seismic zone in the central United States (US) [117]. Source
layers that liquefied occur at the base of the cutbank, sand dikes crosscut overlying interbedded silt
and sand layers and mottled silt, and sills intrude along the basal contacts of silt layers. The black and
white intervals on the meter stick represent 10 cm. Photograph by M. Tuttle.

2.4.2. Soft-Sediment Deformation Structures within the Layer That Liquefied

Deformation structures within the layers that liquefied include disturbed bedding, dish structures,
ball-and-pillow structures, load casts and related folds, pseudonodules, convolute bedding and
lamination, and folds related to slumping (e.g., References [5,13,22,24,25,32,44,54,91,97–99,111,117]).
In a review of the physical conditions under which soft-sediment deformation occurs, Owen [44]
concluded that dish structures, load casts, pseudonodules, and ball-and-pillow structures can form in
muddy and sandy sediments in response to seismic shaking, but that these features may also form as the
result of other triggers. Sims [97], who pioneered the use of these types of features in paleoliquefaction
studies, developed recognition criteria by studying earthquake-induced structures that formed in
different environments during modern and historical earthquakes. It was noted that these liquefaction
features typically form in interbedded fine- and coarse-grained deposits close to the sediment-water
interface as a result of bearing strength failure due to liquefaction of the coarse-grained layers. In a
more recent review, Sims [98] provided a detailed discussion of the characteristics of liquefaction
features and the conditions under which these features form. In the case of load casts, fine-grained
layers sag into the liquefied coarse-grained layer but without completely detaching (Figure 7). If the
sagging layers detach, convolute laminations and ball-and-pillow structures form as they sink into
the liquefied coarse-grained layer. Pseudonodules form when the coarse-grained layer separates
into domains or irregular masses. Disturbed bedding, dish structures, and foundered clasts were
also described in source layers of sand dikes and sand blows that formed during earthquakes (e.g.,
References [5,13,117]). In his early research, Sims [53] found that load casts form at lower modified
Mercalli intensities of about VI, whereas convolute laminations and pseudonodules form at higher
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intensities of VIII–IX. Therefore, the occurrence of the different types of strata-bound liquefaction
features may help constrain the locations and magnitudes of paleoearthquakes.

 

Figure 7. Load cast that formed in interbedded and laminated sediment of Van Norman Lake during
the 1952 M 7.5 Kern County (California) earthquake [97].

Given that strata-bound soft-sediment deformation can form as a result of a variety of triggers, it
may be best to use these structures in combination with sand dikes and sand blows [13,110]. A recent
study by Uner [21] was a good example of this approach. In this study, fluid-escape structures,
including sand volcanoes, flame structures, and dish and pillar structures, were found in combination
with disturbed layers, ball-and-pillow structures, convolutions, and slump structures in Quaternary
lacustrine deposits of Lake Van in eastern Turkey. The lacustrine deposits are composed of sand,
silt, and clay and contain the soft-sediment deformation structures at various stratigraphic levels.
The most recent deformation was likely caused by the 2011 M 7.2 Van-Tabanlı earthquake, and the
earlier episodes of deformation are attributed to earlier earthquakes of magnitude 5 or greater [21].
Moretti and Ronchi [25] made a compelling case that a 1.5-m-thick and 500-m-long deformed layer
in Pleistocene fluvio-lacustrine deposits of the Neuquén Basin in northern Patagonia (Argentina) is
the product of earthquake-induced liquefaction. They performed facies analysis of the Pleistocene
deposits and morphological analysis of the soft-sediment deformation structures, primarily large
load structures, and excluded non-seismic triggers, such as overloading and wave action, for the
deformation of the layer.

2.4.3. Diagnostic Criteria for Earthquake-Induced Liquefaction Features

Criteria used to identify and utilize paleoliquefaction features in paleoseismology studies were
developed over the past forty years. Focusing primarily on intrusive and extrusive features extending
beyond the layer that liquefies, the following general criteria were recommended for identifying
earthquake-induced liquefaction features [2,99]:

(1) Sedimentary characteristics consistent with case histories of earthquake-induced liquefaction;
(2) Sedimentary characteristics indicative of a sudden, strong, upwardly directed hydraulic force of

short duration;
(3) Occurrence of more than one type of liquefaction feature and of similar features at multiple

nearby locations;
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(4) Occurrence in geomorphic settings where hydraulic conditions described in (2) would not develop
under non-seismic conditions;

(5) Age data to support both contemporaneous and episodic formation of features over a large area.

Criteria (1)–(3) are required and (4) and (5) are preferred to attribute a soft-sediment deformation
structure to earthquake-induced liquefaction. The more criteria that are satisfied, the greater the
confidence is in the interpretation. Lunina and Gladkov [108] proposed criteria for recognizing
earthquake-induced soft-sediment deformation structures, specifically dikes, in regions of past and
present permafrost where cryogenic processes commonly deform sediment. Sims [97] suggested criteria
for distinguishing seismically from non-seismically induced strata-bound soft-sediment deformation
structures as follows:

(1) Liquefiable sediment is present or potentially present;
(2) Deformational structures observed are similar to those formed experimentally or are shown to

have formed during seismic events;
(3) Structures are restricted to or originate from a single stratigraphic interval;
(4) Zones of structures are correlated over large areas;
(5) Absence of detectable influence by slopes, slope failures, or other sedimentological, biological, or

deformational processes.

Wheeler [110] later expanded the criteria and further evaluated limitations related to determining
the origin of these deformation structures (Table 1).

Table 1. Summary of tests for determining seismic origin of soft-sediment structures (from
References [100,110]).

Test Name Observation Limitation

Sudden formation
Structure formed more suddenly, and

perhaps more violently, than any
non-seismic alternative

May be unable to rule out some
nonseismic origins without additional

evidence

Synchronous
formation

Nearby structures of same type formed at
times indistinguishable from each other

May be unable to rule out some
nonseismic origins; dating and correlation
lack resolution to distinguish synchronous

from near-synchronous formation

Zoned distribution Size of structure decreases away from a
central area Cannot rule out earthquake origin

Size Structure not larger than similar structures
formed by historical earthquakes

Maximum size may be unknown; cannot
rule out an earthquake origin for small

structures

Tectonic setting
structure

Seismic shaking strong enough to form
the structure occurs more frequently than
nonseismic alternatives in modern analog

settings

Threshold magnitudes and accelerations
for formation are only generally known

Depositional setting Seismic shaking by itself forms the
structure in similar modern deposits

Difficulty in recognizing some newly
formed structures in the field

Having performed detailed analysis of deformation structures, including deformed laminations,
load structures, large water-escape structures, slumps, and Neptunian dykes, in a Pleistocene lacustrine
succession of the Sant’Arcangelo Basin of southern Italy, Moretti and Sabato [23] proposed criteria to
distinguish seismic from non-seismic soft-sediment deformation structures. They differentiated various
deformation structures by driving force system and trigger mechanism and found that all the studied
deformation structures may have been triggered by earthquakes, except for small-scale load structures
and Neptunian dikes, which they attributed to overloading and extensional tectonics, respectively.
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2.4.4. Preservation of Liquefaction Features

Whether or not liquefaction features are preserved in the geologic record depends on their position
on the landscape or in the stratigraphic section, the size of the features, and the geologic processes
that affect the features over time. Within weeks to months of their formation, sand blows can show
signs of erosion and bioturbation. For example, following the 2010–2011 Canterbury earthquake
sequence [26,28,30], sand blows were incised by water that continued to flow from the vents following
the earthquakes. In addition, sand blows were somewhat eroded by rainfall and bioturbated by plant
roots within several months. Over time, erosion can completely remove liquefaction features, and
bioturbation can totally rework sand blows and near-surface portions of dikes. If the features are
small, they are likely to be destroyed by erosion and bioturbation within decades or centuries, leaving
truncated and weathered sand dikes below [51,60]. Liquefaction features can also be destroyed by
other geologic processes such as river channel migration and mass movements. In addition, human
modification of the landscape can destroy liquefaction features, especially if the features are small and
the landscape modification is severe. If sand blows are large (1–2+m thick), they may persist on the
ground surface for thousands of years as in the New Madrid seismic zone and nearby Marianna area
in the central US despite decades of plowing [6,8,118]. Sand blows exposed to subaerial weathering
develop soil characteristics indicative of their age (Figure 8; e.g., References [5,118,119]). Alternatively,
sand blows may be buried and preserved by subsequent deposits (e.g., References [22,120]. For
example, a paleo-sand blow and related dikes that formed between anno Domini (AD) 890 and 1400
were found in a trench of sand blows that formed during the 2010–2011 Canterbury earthquake
sequence [29,30]. The paleoliquefaction features, weathered and partially eroded, were buried and
preserved by a crevasse splay deposit. Even burial by sand blows that form during aftershocks, later
earthquakes in a sequence, or earthquakes hundreds of years later can help preserve earlier sand
blows (Figure 4, Figure 5, and Figure 8; e.g., References [26,116,118]). Lacustrine basins may be a
near-ideal setting for the formation and preservation of earthquake-related soft-sediment deformation
structures [120], as demonstrated by several recent studies [21,23,25].

 

Figure 8. Two generations of sand blows and related feeder dikes exposed in a drainage ditch in the
northern portion of the New Madrid seismic zone [119]. The large lower sand blow was subjected to
soil-forming processes for about 900 years resulting in the formation of a ~37-cm-thick soil A-horizon.

27



Geosciences 2019, 9, 311

The sand blow was later buried by a sand blow that formed during anno Domini (AD) 1811–1812 New
Madrid earthquakes. Photograph by M. Tuttle.

3. Paleoliquefaction Studies

Paleoliquefaction studies are interdisciplinary and employ methods used in paleoseismology,
Quaternary geology, and the affiliated fields of sedimentology, structural geology, geochronology,
geomorphology, geophysics, geotechnical engineering, soil science, and sometimes archeology (e.g.,
References [2–32,97–100,108–111,116–158]). This section discusses various aspects of paleoliquefaction
studies, including searching for and documenting liquefaction features and interpreting liquefaction
data in terms of past earthquakes.

3.1. Selection of Study Area

Study areas should be selected where sedimentological and hydrological conditions are conducive
to the formation and preservation of liquefaction features (e.g., References [2,97,100]). For liquefaction
features to form, loose to moderately dense sandy sediment must be present within about 15 m of
the ground surface and the sandy sediment must be saturated. A relatively impermeable capping
layer will promote the increase of porewater pressure in and liquefaction of saturated sandy sediment
during ground shaking (e.g., References [67–69]). Liquefaction features are most likely to be preserved
in geologic settings that are relatively free from erosion or are experiencing sediment accumulation.
Sand blows may endure for millennia on surfaces of abandoned floodplains or high terraces, or they
may be buried and preserved by subsequent deposits in coastal, fluvial, and lacustrine environments.

In selecting a study area, it is helpful to review a variety of information. This information might
include eyewitness accounts of ground failure indicative of liquefaction during modern and historical
earthquakes, aerial photographs and satellite imagery on which sand blows and related ground failures
can be identified, Quaternary geology and geomorphology, geotechnical properties of soil or sediment,
depth of the water table, and natural and human-made exposures of Quaternary deposits. As was
noted during studies of modern liquefaction features in Ferland (Quebec) [56] and in the Canterbury
region of New Zealand [24], sites of liquefaction during modern or historical earthquakes provide
good targets for paleoliquefaction studies since liquefaction can occur time and time again at the same
site (e.g., References [54,151]). It was recognized for decades that alluvial, deltaic, and coastal sediment,
especially fluvial channel and point bar, dune, estuarine, and lagoonal deposits, are susceptible to
earthquake-induced liquefaction (e.g., References [5,11,54,57,59,73,95]). Thus, surficial geology maps
showing the occurrence of these types of deposits are used for identifying areas where liquefaction
features may have formed during past earthquakes. Many geologic maps are now available in digital
and georeferenced formats and can be downloaded over the internet. Georeferenced maps can be
imported into a geographical information system to be displayed and analyzed in combination with
other datasets such as satellite imagery, soils maps, and topography for the purpose of selecting
study areas.

With the advent of light detection and ranging (LiDAR) and the growing availability of
high-resolution elevation data, LiDAR-derived digital elevation models (DEMs) coupled with
geomorphic mapping are being used to study the environments in which liquefaction features formed
during recent earthquakes, thus identifying areas where earthquake-induced liquefaction features may
have formed during past earthquakes. Using LiDAR-derived DEMs, geomorphic mapping, and other
techniques (i.e., geophysical surveys, trenching, and coring) in the Canterbury region, strong spatial
correlations were found between liquefaction induced by the 2010–2011 Canterbury earthquakes and
river channel and point-bar deposits in the alluvial setting (Figure 9) [29,31] and interdune deposits in
the coastal setting [32]. Following the 2012 Emilia earthquake sequence that induced liquefaction in the
Po River alluvial plain of northern Italy, LiDAR-derived DEMs and geomorphic mapping found that
many of the liquefaction features correlated with and were aligned with abandoned riverbeds, alluvial
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ridges, levees, crevasse splays, and out-flow channel and fans [95,159]. In the Canterbury and Po River
regions, LiDAR-derived DEMs improved the resolution of mapping and helped identify geologic
deposits and geomorphic elements prone to liquefaction that can be targeted during paleoliquefaction
studies [29,31,95,159].

 

Figure 9. (a) Geomorphic map of the Halswell River study area and (b) digital elevation model (DEM)
from light detection and ranging (LiDAR) with the locations of the 2010–2011 liquefaction sand blows
(black polygons) [29]. The aerial photograph shown in Figure 10 is of the Hardwick site outlined by a
black rectangle.

Aerial photographs and satellite imagery can provide a bird’s eye view of surficial sand-blow
deposits. As long as the deposits are not obscured by forest canopy and other vegetation,
sand blows appear as circular, elliptical, and linear, light-colored patches on the ground surface
(Figure 10) [5,9,29–31,95,112]. Historical aerial photographs that predate modern development may
be especially useful in identifying and mapping paleo-sand blows. Sand blows that form on river
floodplains or old lake beds may be more apparent since the coarse-grained sand blows have a
lower moisture-holding capacity than the surrounding soils developed in fine-grained overbank and
lacustrine deposits [5]. The lower moisture-holding capacity of sand blows also may be reflected in
vegetation type and in crop growth.

3.2. Field Studies

Paleoliquefaction studies are commonly designed to characterize the ages, sizes, and spatial
distribution of paleoliquefaction features across a region. Paleoliquefaction studies at several sites can
provide valuable information about paleoearthquakes; however, confidence grows in the interpretation
of the occurrence of such an event and in the estimates of its timing, location, and magnitude by
studying numerous liquefaction sites across a broad region. As mentioned above, it is important to
conduct field work in areas where liquefaction features are likely to form, to be preserved, and to be
exposed. Fieldwork is conducted at times of the year, and even at times of the day in coastal areas when
exposure is optimal, in order to minimize the chance that liquefaction features are missed due to high
water or vegetative cover. In areas where liquefaction features are small and sparse, including areas far
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from the epicenters of causative earthquakes, more extensive reconnaissance is often required. For the
purpose of estimating the locations and magnitudes of paleoearthquakes, it is important to document
where paleoliquefaction features did not form, as well as where they did form. Paleoliquefaction field
studies often include three phases: initial reconnaissance, site investigations, and river surveys.

 

Figure 10. Aerial photograph showing gray-colored sand blows that formed at the Hardwick site on
the floodplain of the Halswell River south of Christchurch during the 4 September 2010, M 7.1, Darfield
earthquake (modified from Reference [160]).

3.2.1. Initial Reconnaissance

A reconnaissance plan is developed based on background information described in Section 3.1
above. Locations are selected for reconnaissance to assess whether or not conditions are favorable for
formation and preservation of liquefaction features, and whether the exposure is adequate to warrant
searches for liquefaction features. Reconnaissance often involves inspection of sites where possible
sand blows were identified on aerial photographs and/or satellite imagery. After permissions are
arranged with property owners, sites are walked, and possible sand blows are identified on the ground
surface. If the possible sand blow appears sandier on the surface than the surrounding soils, test pits
are dug by hand to observe the sedimentary characteristics of the deposit. Typically, sand blows are
sandier than, deposited on top of, and contain clasts of the surrounding soil, and are characterized
by irregular bedding or flow structure. Possible sand blows found in this manner are evaluated, and
those deemed the most likely to provide crucial information about paleoearthquakes are selected for
further investigation (see Section 3.2.2 below). Reconnaissance also includes inspection of borrow pits
and river cutbanks. Those portions of borrow pits and rivers with the most suitable conditions and
best exposure are selected for systematic searches for liquefaction features (see Section 3.2.3 below).

3.2.2. Site Investigations

Detailed investigations are conducted at sites where sand blows are identified and that hold
promise for providing information about the timing, locations, and magnitudes of paleoearthquakes.
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Sand blows that occur in association with cultural horizons and features (e.g., pits, post molds, wall
trenches) are often selected for site investigations because cultural artifacts and abundant organic
material found in these horizons and features can be used to estimate the ages of the liquefaction
features. For example, many of the better-constrained age estimates of sand blows in the New Madrid
seismic zone in the central US came from investigations at archeological sites (e.g., References [5,7,161]).
If investigations are to be conducted at archeological sites, it is imperative to involve professional
archeologists in the endeavor, to take steps to minimize impacts to the site, and to comply with any
national, provincial, or local rules and regulations pertaining to the documentation and preservation of
cultural sites.

Site investigations often include geophysical surveys followed by trenching. As explained below
in more detail, geophysical techniques are used to map the extent of the sand blow, to locate the main
feeder dikes of the sand blow, and to identify cultural features that may occur in association with the
sand blow. The results of geophysical surveys help to position trenches to reveal critical relationships
between the liquefaction features and cultural horizons and features, while minimizing the impact to
sites. Excavation of trenches is necessary to document and study characteristics of liquefaction features
and their relationships with host sediment and cultural horizons and features, as well as to collect
samples for dating the liquefaction features and estimating the timing of their formation.

Geophysical Techniques

The ability of geophysical techniques to detect vertical and lateral changes in sediment properties
makes them an effective mapping tool in paleoliquefaction studies. These techniques offer a
non-invasive tool for mapping the three-dimensional (3D) morphology of sand blows and locating
sand dikes and sand blows in the subsurface. Although sand-blow deposits typically are identified by
careful examination of surface deposits and natural exposures, geophysical techniques can provide a
better understanding of subsurface relationships and can help guide trench excavations necessary to
collect samples for dating sand blows and their causative earthquakes. The effectiveness of geophysical
techniques is largely dependent on the physical properties of surficial deposits and their 3D geometries.

Electrical resistivity, ground-penetrating radar, seismic methods, magnetic methods, and ground
conductivity surveys are all used in paleoliquefaction investigations. All methods are useful for
locating subsurface features or structures, although each has its advantages and its limitations.
These relative assets and disadvantages must be carefully considered when choosing the technique
or combination of techniques to be employed at a given site. All methods derive their success
from their sensitivity to variations in the physical properties of the sediment, and all are best used
following surface reconnaissance to determine and narrow the general survey area. The most
commonly used of these geophysical methods for paleoliquefaction surveys are electrical resistivity
and ground-penetrating radar.

Although electrical methods were in use for resource exploration since Schlumberger’s early work
in the last century [162], the method was first applied to studies of earthquake-induced liquefaction
in the mid-1990s [124,125]. The time required to perform surveys and their imaging capability has
since improved with the use of multichannel equipment with automated switching capability and 3D
inversion algorithms for estimating the true subsurface distribution of resistivities [121]. For alluvial
sediments, resistivity (or conductivity) varies largely as a function of porosity, the degree of saturation,
the type of fluid in the pore space, and clay content. Saturated sediment or sediment containing salt
or clay, because of its ionic content, increases the ability for current to flow and thus decreases the
resistivity of the material.

The factors affecting the measured values are the input current, the type of electrode array used,
and the sediment properties. If 3D data acquisition is not employed, profile lines should be oriented
perpendicular to the strike of elongated sand blows or sand fissures, if they are observed at the surface.
In map view, sand dikes and related sand blows often form en echelon patterns and parallel profile
lines help to determine their orientation. Important to all geophysical surveys are the depth and
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scale of the imaging desired. For electrical resistivity (ER) surveys, the depth of imaging is greatly
affected by the conductive properties of the near-surface layers and the arrangement or spacing of the
electrodes. Tighter spacing will resolve smaller features, but there will be a trade-off in the maximum
depth imaged.

When done correctly in suitable environs, the imaging capability and resolution of the ER method
is excellent. Figure 11 shows an example of an electrical resistivity profile that was correlated with a log
of a wall of an excavated trench. The location for the excavation was chosen based on the results of the
site reconnaissance (e.g., archeological surveys, soil test pits, etc.) and the geophysical survey. Warm
colors in the geophysical cross-section denote more resistive material (e.g., fine to coarse sand and
higher porosity associated with sand-blow deposits and dikes). Cooler colors reflect sediments with
higher percentages of fines, such as silts and clays. Important in the interpretation of the geophysical
data is the recognition of patterns and geometries commonly associated with liquefaction deposits,
because interbedded fine- and coarse-grained sediment is common in fluvial environments.

 

Figure 11. (A) Example of a resistivity profile at a liquefaction site in the New Madrid seismic zone in
northeastern Arkansas [116]. Dotted line outlines approximate contact between sand-blow deposit
and host sediments. Warm colors reflect sediment associated with sand blow and sand-filled dikes,
which typically have higher resistivities than surrounding fine-grained sediment. Blue colors reflect
material with higher percentages of clay and moisture, which are more conductive. The resistivity
profile is correlated with a trench log (B) that is oriented at an angle to the resistivity profile. The trench
log corresponds with the small portion of the resistivity section outlined by the black rectangle in (A).
Dark-brown colors on the log correlate with green to blue colors in the resistivity profile, while yellow to
red colors correlate to sand-blow deposits and the top of the feeder dike. (C) Inset map shows location
of the trench (heavy black line) and trench log (open rectangle) in relation to the north–south-oriented
geophysical profiles and northwest-oriented sand blow (shaded gray).
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In addition to the factors mentioned above, success in imaging is determined by the contrast in
physical properties between the liquefaction deposit or feature, and the surrounding host material.
The contrast in grain sizes between the more coarse-grained, sandy liquefaction features and
more fine-grained host deposits provides a good indication of the potential success of the survey.
Wolf et al. [121] compared the grain-size distribution of sediment sampled from liquefaction deposits
with that of the surrounding host sediment at seven sites in the New Madrid seismic zone. Results
showed that, when the contrast in grain size is large, imaging by resistivity surveys is excellent.
However, at sites where the contrast is low (<0.4 mm), results are relatively poor and success is
achieved only through decreasing the electrode spacing, which can increase the time needed to perform
the survey.

Ground-penetrating radar (GPR) methods involve the transmission and reflection of
electromagnetic energy. Like seismic methods, transmitted waves (in this case electromagnetic
fields) are scattered, reflected, and partitioned at interfaces in the subsurface due to contrasts in
impedance such that some energy is returned to the surface. This partitioning is determined by the
contrast in physical properties at stratigraphic and structural boundaries. GPR systems operate over a
range of frequencies, and the ability for waves to propagate is a function of the dielectric permittivity
of the medium, the operating frequency of the system (antenna choice), and the propagation dispersion
(radar response to small-scale heterogeneities in the subsurface). GPR is best used in areas of dry, sandy
soils, as the signal penetration through clayey soils and saturated soils can be poor. An important
decision to be made before beginning GPR surveys is the target depth and size of the features being
imaged and the appropriate antenna to achieve this depth and resolution. An excellent source for a
thorough discussion of GPR theory and the relations affecting GPR practice can be found in Annan [126].
With the proper choice of antenna frequency and suitable soils, GPR methods offer a fast, efficient tool
for mapping sand blows and locating subsurface feeder dikes at depths less than 5 m.

The use of GPR methods for earthquake-related liquefaction studies was pioneered by Liu and
Li [127] and later further developed by Al-Shukri et al. [122]. Liu and Li [127] used both a 400- and
100-MHz antenna to study three sites in the New Madrid seismic zone. As with ER methods, there is
a trade-off between depth of signal penetration and feature resolution; lower frequencies penetrate
deeper, but lose their resolving capability. Similarly, the success of the method is dependent on the
physical properties of the near-surface sediment. Like electrical methods, GPR works best when there
is a contrast in grain size between the sandy liquefaction features and the surrounding host sediment.
However, a key limitation of GPR surveys is the loss of signal penetration associated with conductive
overburden. Clays and clayey soils are very good conductors and effectively prevent electromagnetic
energy from penetrating to strata below. Penetration depths in such conditions can be less than one
meter. Because true 3D data acquisition is not common in most GPR surveys, parallel profile lines
are oriented perpendicular to elongated sand blows. The profiles can later be combined to form a
pseudo-3D dataset.

Al-Shukri et al. [122] had good success using a 400-MHz antenna in their work on paleoliquefaction
deposits in east-central Arkansas south of the New Madrid seismic zone. They noted that, because the
sand blow thickness was less than 4 m, this antenna frequency provided the necessary penetration
depth, as well as the spatial resolution needed to image sand dikes crosscutting silty host deposits,
contacts between buried soils and overlying sand blows, and displacements of those contacts due to
liquefaction-related ground failure. Resolution was also improved by post-processing the data (e.g.,
filtering for noise reduction, removal of direct wave arrival) following acquisition. Results showed
clear reflectors similar to what one might achieve with seismic reflection surveys (Figure 12 [122]).
Nobes et al. [128], in a post-earthquake liquefaction study, combined GPR imaging (200-MHz antenna)
with electrical imaging and demonstrated good agreement between the two methods. A key
advantage to GPR surveys is the speed with which surveys can be accomplished relative to seismic
surveys. In addition, GPR surveys require only minimal personnel (e.g., References [122,127,129]) and
preliminary data processing can be accomplished in the field.
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Figure 12. (a) Pseudo-three-dimensional (3D) ground-penetrating radar (GPR) image correlated with (b)
log of paleoseimic trench showing large sand blow and related sand dike near Marianna, Arkansas [122].
Area of trench log is outlined on (a) with a dashed rectangle.

Paleoseismic Trenches

Trenches are excavated in surface sand blows to gather information about the ages and sizes of
earthquake-induced liquefaction features used to estimate the timing, locations, and magnitudes of
past earthquakes. Working in trenches, especially in loose sand prone to collapse or cave-ins, can be
very dangerous. Many countries developed excavation standards in order to prevent or greatly reduce
risks of collapse and other excavation-related incidents (e.g., References [163–165]. It is recommended
that investigators follow safe excavation standards to prevent injury and deaths. For example, the
Occupational Safety and Health Administration in the US (OSHA) [163] recommends that trenches in
sandy soils have sloped walls at a horizontal to vertical ratio of 1.5:1, or that they be shored if walls are
vertical. Stable trenches deeper than 2 m are not feasible at sites where the water table depth is close
(<2 m) to the ground surface.

Trenches are typically 1.5 to 2 m deep, depending on the thickness of the sand blow, and usually
excavated roughly perpendicular to the trend of the liquefaction features, which is determined
from aerial photography and/or satellite imagery, geophysical surveys, and field observations. It is
recommended that the trenches be dug with a backhoe or excavator with a smooth-blade bucket,
sometimes referred to as a sand bucket or mop-out bucket. A smooth-blade bucket creates a clean
cut, making it easier to examine the vertical and horizontal surfaces of the excavation and recognize
features of interest, such as sand dikes and cultural features. If there is a plow zone at the site, it is
removed with the backhoe in thin, 2–5-cm-thick cuts until the base of the plow zone is reached. The
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contact with the underlying sand blow is carefully cleaned and examined for intruding root casts or
cultural features such as post molds, pits, and wall trenches (Figure 13). Any intruding features are
documented, photographed, and sampled. The excavation continues through the sand blow, with
frequent cleaning and examination of the walls and floor, and documentation of biological, cultural,
and geological features encountered. This procedure is followed until the soil or sediment layer buried
beneath the sand blow is reached. The contact of the buried soil or sediment layer is examined for, and
samples collected of, buried leaves, tree debris, tree trunks, and other organic materials. If cultural
artifacts are found in the buried soil, backhoe excavation ceases and an archeological excavation,
referred to as a test unit, is planned and carried out. If no cultural artifacts are found in the buried
soil, backhoe excavation continues as needed to reveal the feeder dikes of the sand blow. In projects
funded by the US government, there is an obligation to follow the Section 106 process of the National
Historic Preservation Act, to consult with state and tribal historic preservation officers, and to involve
an archaeologist in the excavation, collection, and analysis of cultural artifacts [116,166].

 

Figure 13. Paleoseismic investigation at an archeological site in the New Madrid seismic zone [130].
The contact between the plow zone and the underlying sand blow is examined for features, such
as cultural pits and tree-root casts, that may help to constrain the minimum age of the sand blow.
Photograph by M. Tuttle.

After trench excavation is completed, trench walls are cleaned and logged at an appropriate scale
(e.g., 1 inch = 25 cm or 50 cm) depending on the complexity of the features and their relationships
(Figure 14). Logging, a fundamental technique used in paleoseismic studies, requires careful
observations and recording of crucial relationships. Logs are created of the trench walls, and sometimes
the trench floor, by gridding the surfaces and measuring points of interest relative to the grid, by
surveying points of interest using a total station, or by photographing the exposures and digitally
assembling the images into mosaics with photographic software, using the grid to orthorectify the
images. During logging, liquefaction features and their sedimentological, stratigraphical, and structural
relationships are studied. Liquefaction features are photographed and described in terms of size (i.e.,
width of dikes, and lateral extent and thickness of sand blows and sills), orientation, sedimentary
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structures, crosscutting relationships, soil development, and stratigraphic context. Liquefaction-related
ground failure and the amount of vertical and horizontal displacements are measured and described.
The characteristics of the host sediment are also documented, including sediment type, bedding,
thickness, lateral continuity, and soil development.

 
(a) 

 
(b) 

Figure 14. (a) Photograph of excavations and (b) log of trench wall at archeological site 3MS306 in
northeastern Arkansas, showing relationships between the sand-blow crater, sand blow, sand dikes,
and Native American hearth and pit above the sand-blow crater, and occupation horizon below the
sand blow [130]. Also shown are two-sigma calibrated radiocarbon dates of organic samples collected
from cultural features and horizon. On the basis of the artifact assemblage and radiocarbon dates,
earthquake-induced liquefaction features are estimated to have formed in AD 900 ± 100 years.
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Organic samples are collected for radiocarbon dating (e.g., References [5–18,27–32,61,109,116–119,
123,125,130–138]) and sediment samples are collected for optically stimulated luminescence (OSL)
dating (e.g., References [28,118,139,140]). Organic samples are sought in close association with
liquefaction features, such as in soils buried by or developed in sand blows. OSL samples are collected
of the contacts between the sand blows and the underlying soils or sediment in order to date the time
of burial. The locations of the samples are noted on the trench log. Samples collected in the field
are later reviewed in the office, and selected samples are submitted to reputable radiocarbon and
luminescence laboratories for dating. Artifacts collected by an archeologist are bagged and tagged
according to provenance. Cultural features that intrude or are intruded by liquefaction features are
excavated and feature fill collected for analysis. Later in the archeological laboratory, feature fill is
processed by flotation to recover organic materials for radiocarbon dating and small artifacts. Artifacts
are described in terms of sherd sizes and types, lithic types and sources, and tool types.

Results of radiocarbon and OSL dating and information about the artifact assemblage of a site
are used to estimate the ages of liquefaction features. It is advisable to date multiple samples at
each site in order to have confidence in the results and to narrowly constrain the age estimates of
the liquefaction features. This will facilitate correlation of similar-age liquefaction features across the
region and interpretation of the source areas and magnitudes of the causative earthquakes.

3.2.3. Surveys of Rivers and Other Exposures

Eroding river cutbanks, active borrow pits, and recently excavated drainage ditches can provide
exposures of Holocene and Late Pleistocene deposits in which liquefaction features may be preserved.
Surveys of selected rivers, borrow pits, and ditches should be conducted when water levels are low
and exposure is optimum. During the surveys, exposures are examined for the presence or absence
of liquefaction features and other deformation related to earthquakes. This often involves scraping
subvertical features, such as cracks and soil discontinuities that might be sand dikes and sandy lenses
that might be sand blows. If sand dikes are found, they are traced upsection to determine if they
terminate within the host deposit or if they connect with sand blows above (Figures 6 and 15). Sandy
lenses are examined to see if they exhibit characteristics of sand blows, such as flow structure and
clasts, and if they are connected to a sand dike.

As with trench studies, liquefaction features are photographed and described and organic and
sediment samples collected for radiocarbon and OSL dating, respectively. The locations of liquefaction
sites are measured with a global positioning system and marked on topographic maps. In addition,
it is important to document the amount of exposure and sedimentary conditions where liquefaction
features are found and not found. This information helps assess and define the limit of liquefaction for
particular events, which in turn helps estimate the location and magnitude of past earthquakes.

3.3. Dating Liquefaction Features

Estimating the ages of liquefaction features is a critical part of any paleoliquefaction investigation
because this information is used to estimate the timing of the earthquakes that were responsible
for their formation. It is important to constrain the ages of liquefaction features as narrowly as
possible to correlate similar-age features across a region and to differentiate closely timed earthquakes.
Paleoliquefaction studies use a variety of dating methods, and the decision regarding which techniques
to use is often based on the types of dateable material available at a site, the time period of interest,
and limitations that may be imposed by project budget and schedule. The subsections below provide
strategies for dating liquefaction features and overviews of methods commonly used to date liquefaction
features, which include but are not limited to radiocarbon dating, OSL dating, soil development,
stratigraphic context, archeological context, and dendrochronology. These overviews are not intended
as comprehensive discussions of the dating methods, but rather as high-level summaries that point out
some of the advantages and disadvantages of the methods. Where possible, it is recommended that
paleoliquefaction studies employ more than one of these dating methods to corroborate the results.
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Figure 15. Annotated photograph of liquefaction features exposed in a river cutbank in the vicinity
of the New Madrid seismic zone in the central US [117]. Two 23-cm-wide sand dikes with multiple
splays crosscut silty clay and connect with the base of a large compound sand blow, composed of four
depositional units, that formed during four earthquakes in a sequence. Dashed lines represent clear
contacts; dotted lines represent inferred contacts; solid lines represent clear contacts of sand blow units;
blue represents silt layers at top of sand blow units. The black and white intervals on the meter sticks
represent 10 cm. Photograph by M. Tuttle.

3.3.1. Dating Strategies

Sand blows typically provide the best opportunity for estimating the ages of paleoearthquakes
with relatively small uncertainties, because it is often possible to determine both maximum and
minimum age constraints for sand blows and, thus, bracket their age of formation (Figure 16) [2].
Close maximum age constraints can be determined by radiocarbon dating of plant material, such as
twigs and leaves, and OSL dating of sediment that was at or near the ground surface and buried by
the sand blows at the time of the earthquake. Similarly, plant material derived from surface soils
and incorporated in the vented deposits of sand blows and sand-blow craters also provides close
maximum age constraints. Close minimum age constraints can be achieved by dating plant material
and sediment that accumulated in craterlets in the upper surface of sand blows soon after they formed.
More commonly, minimum age constraints are derived by dating plant material in soils that developed
in the sand blows over time and from tree roots and cultural pits that extend down into sand blows
from above. Similarly, well-dated tephra beds in volcanically active areas can provide maximum and
minimum age constraints for sand blows [22].

Estimating the ages of sand dikes and sand sills usually involves greater uncertainty than estimating
the ages of sand blows and sand-blow craters, because dikes and sills may terminate several meters
below the ground surface at the time of the paleoearthquake (Figure 16) [2]. Maximum age constraints
can be determined by dating the uppermost stratigraphic units that the dikes crosscut or the sills
overlie, but these ages may be hundreds to thousands of years older than the liquefaction feature [125].
Minimum age constraints of dikes and sills can be determined by dating roots, animal burrows, and
cultural pits that clearly intrude and postdate the liquefaction features or by dating deposits that
overlie unconformities truncating the liquefaction features. However, it is fairly uncommon to find
circumstances such as these that help constrain the minimum ages of dikes and sills [2]. Therefore, age
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estimates of sand dikes and sills often have large uncertainties. Some investigators make educated
guesses as to the ages of these types of liquefaction features based on weathering characteristics of
the features themselves or the approximate age of the deposits in which they occur. These estimates,
however, can have large uncertainties on the order of thousands of years.

Pseudonodules, load casts, and related folds typically form close to the sediment–water interface at
the time of sediment deposition [97]. Age estimates and related uncertainties for causative earthquakes
can be derived by dating the deformed sediment itself or by dating plant material above and below the
deformed sediment. There often are much larger uncertainties in estimating the ages of sand diapirs
and foundered clasts because these soft-sediment deformation structures may have formed anytime
following deposition of the stratigraphic units involved. Maximum age constraints can be established
by dating the deformed deposits, but the deformation may be hundreds or thousands of years younger
than the deposits.

 

Figure 16. Diagram illustrating sampling strategies and age estimation of liquefaction features (modified
after References [35,116]).

3.3.2. Radiocarbon Dating

Radiocarbon (14C) dating is commonly used in paleoliquefaction studies. Although reliable for only
the past 50,000 years, radiocarbon dating is useful for the time period of interest for most paleoseismic
studies. In addition, dateable organic material is common in many environments, and the method is
relatively inexpensive. The type and location of samples collected for radiocarbon dating affect the
uncertainty of the age estimate of the liquefaction features. Plant remains that occur in close stratigraphic
position to a sand blow will fairly closely reflect its age. For example, leaves or seeds that occur at
the contact of a buried soil horizon and an overlying sand blow would provide a close maximum
age constraint for the sand blow. Similar materials incorporated into the top of a sand blow would
provide a close minimum age constraint (Figure 16). Samples collected for radiocarbon analysis should
be inspected in the field to ensure that their origin is understood. For example, a piece of detrital
charcoal in the sediment underlying a sand blow would provide a maximum age constraint, but could
be hundreds or even thousands of years older than the sand blow, depending on its transport time.
Likewise, plant roots can return radiocarbon ages that are much younger than the sediment from which
they are collected. Bulk samples of soils buried by or developed in sand blows also can be dated.
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However, radiocarbon dates of soils reflect the mean residence time of carbon in those samples [167,168].
Also, contamination by young (e.g., modern humic acids) and old (e.g., lignite and calcium carbonate)
carbon can be a significant problem in dating soils. Therefore, radiocarbon dating of bulk soil samples
is usually a last resort and requires a sampling strategy to help minimize the uncertainties [5].

3.3.3. Luminescence Dating

Luminescence dating methods are also commonly used in paleoliquefaction studies. These
numerical methods are used to determine the amount of time that passed since sediment was last
exposed to light. Luminescence dating can be used to estimate the ages of sand blows and, thus,
their causative earthquakes, by dating sediment that pre- and post-dates sand blows [120,139,140].
Luminescence dating can be employed in a variety of terrestrial stratigraphic settings, can date sediment
on the order of several years to several hundreds of thousands of years old [169], and is particularly
useful for dating sediments that receive brief exposure to sunlight prior to deposition [169–171].
A particular advantage of luminescence dating methods is that they rely on abundant minerals such as
quartz and feldspars. Quartz is commonly used in optically stimulated luminescence (OSL) dating,
but saturation effects of the quartz luminescence signal with increasing dose generally restrict the
method to dating sediments younger than about 1500,000 to 200,000 years old [172,173]. However,
where environmental dose rates are low, OSL dating of quartz may be extended to approximately
400,000 years [173]. Feldspars can be dated by OSL and infrared stimulated luminescence (IRSL)
methods. Because the IRSL signal from feldspar typically saturates at higher dose levels relative to
quartz OSL, the dateable range for IRSL on feldspar is on the order of 500,000 years [174], and this
range may be extended further using relatively recent and ongoing developments in post-IR IRSL
(pIR-IRSL) dating of potassium feldspars [172,173].

There are multiple sources of uncertainty that can limit the accuracy of luminescence dating. The
most common problem is that the sediment did not receive enough sunlight exposure prior to burial
in order to rid the sample of previously acquired luminescence [175]. In addition, silt and sand grains
that are coated with clay during their erosional travel path may be shielded from the bleaching effects of
sunlight. Because cosmic radiation often fluctuates and attenuates quickly with depth, uncertainties in
the depositional elevation of the sediment sample also may contribute to the uncertainty in the resulting
age estimates. In addition, the accuracy of luminescence dating may be limited by estimates of past water
content in the deposit because of the radiation-absorbing characteristic of water. To minimize the impact
of the sources of uncertainties described above, selection and sampling of sediment are crucial, as well as
early guidance on sampling techniques and sample handling from the luminescence dating facility.

3.3.4. Soil Development and Weathering Characteristics

In many paleoliquefaction studies, soil development is used as a relative dating technique to
distinguish young, unweathered features from significantly older, weathered features. In the New
Madrid seismic zone, for example, the thickness of soil A-horizons developed in sand blows was used
to distinguish paleoliquefaction features from those that formed during the 1811–1812 earthquake
sequence and to estimate the age of prehistoric sand blows (Figure 8) [141]. The age estimates are
based on a rate of A-horizon development derived from measurements of A-horizon thickness of sand
blows whose ages were determined by radiocarbon dating. Age estimates derived in this manner
typically have uncertainties on the order of 100–200 years, similar to the uncertainties of radiocarbon
dating on which the rate of A-horizon development is based. In a few regions where sand dikes
terminated within the stratigraphic section, and where organic material and cultural artifacts were
not available for constraining the ages of the features, soil characteristics such as iron staining and
accumulation of fine-grained sediment are used to correlate features over large distances. This practice
is not recommended unless the soil characteristics are regionally calibrated and the uncertainties
associated with their rates of development quantified. Otherwise, the spatial correlation of features
and the interpretations related to the spatial distribution of those features may be erroneous [2].
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3.3.5. Stratigraphic Context

Stratigraphic context and relationships can be used as a means to estimate the relative ages of
buried sand blows and sand dikes, and to correlate paleoliquefaction features between exposures. The
age of the hosting sediments provides a maximum age for the liquefaction features that intrude therein.
For example, stratigraphic context and relationships can be used to place maximum ages on sand dikes
that terminate upward at a stratigraphic level that may be lower than the paleo-ground surface at
the time of the causative earthquake (Figure 16). Sand dikes that terminate below the event horizon,
or below a horizon that represents the ground surface at the time of the earthquake, are commonly
encountered outside of active seismic zones and at greater distances from the seismic source than sand
blows. By numerical or relative dating of the host deposits, it is possible to place at least a maximum
age constraint on the timing of dike formation (Figure 16).

In addition, the law of superposition, crosscutting relationships, and identification of paleosurface
indicators preserved in the stratigraphic record can be used to help determine the relative ages of
paleoliquefaction features. In an area with laterally continuous stratigraphy or prominent marker
beds, age equivalence can be established between different exposures or sites. If the ages of some
or all of these continuous strata are determined by numerical or other means at one exposure, these
ages can be extrapolated to other nearby exposures. Vitale at al. [22] reported evidence of faults, as
well as seismically induced sand blows, clastic dikes, and other soft sediment deformation structures
preserved in the stratigraphic record, in the area of the active Campi Flegrei caldera in southern Italy.
The volcanic sedimentary sequence in which these features are preserved is well dated and, thus,
provides the means to constrain the ages of liquefaction-inducing, moderate-magnitude earthquakes
between 4.55 and 4.28 ka BP [22].

3.3.6. Archeological Context

Cultural artifacts found at liquefaction sites can help estimate the ages of the liquefaction
features [4,14,142–144,161]. Due to the common abundance of organic-rich material, archeological
sites often provide good opportunities for finding samples suitable for radiocarbon dating as well.
Where possible, it is desirable to conduct both archeological analyses and radiocarbon dating to
provide a means of independently verifying, and adding confidence in, age estimates of liquefaction
features. Some artifact types are narrowly tied to specific cultural periods while others are not. Because
cultural periods are based on radiocarbon dating of archaeological contexts of artifacts, age estimates
of liquefaction features based on their archeological context will have uncertainties at least as great as
those based solely on radiocarbon dating [2].

The archaeological context of a sand blow or sand dike is defined by the presence of artifacts
and/or cultural features that may occur stratigraphically above, below, or within the geologic feature.
The stratigraphic relationships between liquefaction features and cultural features and horizons, as
well as the assemblage of artifacts (especially if diagnostic artifact types are present) can help constrain
the ages of the liquefaction features (e.g., References [7,144,161]). For example, the assemblage of
artifacts within a soil A-horizon buried by a sand blow can provide an estimate of the maximum age of
the liquefaction feature [8,125]. The assemblage of artifacts within an occupation horizon developed in
a sand blow or cultural features, such as a storage pit or wall trench dug into a sand blow, can provide
an estimate of the minimum age of the sand blow. It is important to study assemblages of artifacts
at a site since there are still many uncertainties regarding the temporal and geographical ranges of
artifact types.

3.3.7. Dendrochronology

Dendrochronology is the dating of past events through the study of the tree ring records. As trees
grow, they add annual growth bands, or rings, to their circumference. Tree ring width varies from
species to species and from year to year depending on the amount of annual rainfall and other
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environmental factors. Therefore, tree-ring chronologies are both species- and region-specific. Master
chronologies are constructed by starting with tree-ring sequences for modern trees and adding
antecedent and overlapping sequences back through time [176–178]. Dating a sample of an ancient
tree is accomplished by matching the sequence of rings with the master chronology. It is desirable
to have a sequence of 100 rings for dating purposes. Accurate dating of the death of a tree requires
having the exterior ring of the specimen.

Dendrochronology has the potential to date paleoearthquakes to the year and even the
season [178,179]. For example, trees killed by co-seismic subsidence along the coast of Washington
State helped provide exact dates of megathrust earthquakes along the Cascadia subduction zone [145].
In the New Madrid seismic zone, bald cypress in Reelfoot Lake in westernmost Tennessee showed a
dramatic increase in ring width following the 1811–1812 earthquakes due to increased water depth
resulting from co-seismic subsidence, whereas bald cypress in the St. Francis sunkland in northeastern
Arkansas showed decreased ring widths for about 45 years following the earthquakes due to tissue
damage inflicted by earthquake shaking [180].

To date, dendrochronology was used very little in paleoliquefaction studies but it has the potential
to better constrain age estimates of paleoearthquakes, especially in regions where liquefaction-related
ground failures were severe. Abrupt changes in soil-moisture conditions due to liquefaction-related
subsidence of the ground surface and/or burial by thick sand blows, as well as disruption of tree
root systems by lateral spreading, may affect tree ring growth and even lead to tree death [5]. Trees
buried and preserved below sand blows may provide accurate dates of paleoearthquakes. Before
dendrochronology can be used to date paleoliquefaction features, however, regional chronologies that
extend beyond the historic period must be developed for long-lived tree species.

3.4. Interpreting Liquefaction Features

During field studies and dating of field samples, information is gained about the locations,
sizes, sedimentary and structural characteristics, archeological and stratigraphic context, and ages of
liquefaction features. This information is interpreted in terms of the number, timing, source areas, and
magnitudes of paleoearthquakes, as well as the recurrence times of large earthquakes and long-term
behavior of earthquake sources. There are numerous factors that contribute to uncertainties in the
earthquake parameters interpreted from liquefaction features (Table 2 [51]). These uncertainties can
be reduced by conducting a broad and balanced field program, by making detailed and thorough
field observations, by collecting samples that will narrowly constrain the age estimates of liquefaction
features, and by wisely employing analysis tools in the interpretation of liquefaction data.

3.4.1. Correlation of Features

Correlation of liquefaction features is an important and necessary step in the interpretation of the
timing, location, and magnitude of paleoearthquakes. Correlation of liquefaction features is based on
available information, including one or more of the following (from Reference [51]):

• Chronological control: Paleoearthquakes are identified based on grouping of paleoliquefaction
features that have overlapping age estimates (e.g., References [5–8,12,29,109,117,118]. As described
above in Section 3.3.1, sand blows usually provide the best chronological control because the
event horizons (e.g., soil horizons buried by sand blows) are more easily identified and their age
estimates are usually better constrained, whereas the event horizon and age estimates associated
with sand dikes are often poorly constrained.

• Size distribution: In general, the size of liquefaction features diminishes as ground shaking
decreases (e.g., References [2,6,8,10,30,58,59,100,181,182]). Therefore, the size distribution of
liquefaction features relates to magnitude and distance from the causative earthquake. The size
distribution of features is also important for interpreting whether similar-age features formed
during a single large earthquake or multiple smaller earthquakes.
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• Stratigraphic control: Paleoearthquakes are distinguished based on grouping of paleoliquefaction
features found in deposits of similar age (see caveats described in Sections 3.3.2 and 3.3.3).

• Pedologic or weathering characteristics: Paleoearthquakes are distinguished based on grouping
of paleoliquefaction features with similar soil or weathering characteristics (see caveats described
in Section 3.3.4).

If the different types of information described above provide conflicting correlations for a specific
field study, the investigator must assess the relative quality of the information and provide a preferred
interpretation. Additional field reconnaissance may be necessary to identify areas for targeted studies
that might be necessary to resolve these conflicts.

Table 2. Uncertainties related to interpretation of liquefaction features [51].

Earthquake
Parameter

Range in
Uncertainty

Factors that Contribute to
Uncertainty

Observations and Analyses that
Reduce Uncertainty

Timing 10s–1000s
of years

(1) Dating of liquefaction features
(2) Use of sand dikes in absence of

sand blows

(1) Well-constrained age estimates of
liquefaction features

(2) Space–time diagrams
(3) Statistical analysis of uncertainty

range of age estimates of multiple
liquefaction features

Location Few–100s of
km

(1) Same as above
(2) Correlation of features

across region
(3) Size and spatial distribution of

contemporaneous features

a. Style of faulting
b. Earthquake

source characteristics
c. Directivity of

seismic energy
d. Attenuation &

amplification of
ground motion

e. Relative density
of sediment

f. Distribution of
liquefiable sediment

g. Water table depth

(4) Field sampling and exposure

(1) through (3) above

(4) Size distribution of features
(5) Information regarding uncertainty

factors (3a) through (3g).
(6) Field studies conducted where

sedimentary and hydrologic
conditions suitable for formation
and preservation of liquefaction
features, and when adequate
exposure available to find
features, if present

(7) Comparative study with
calibration event in same region

(8) Relationship to active fault

Magnitude 0.25–1+ unit

(1) through (4) above

(5) Epicentral distance to farthest
sand blow unlikely to be known

(6) Changes in source sediment due
to liquefaction or to
postliquefaction effects such as
cementation and compaction

(1) through (8) above

(9) Empirical relations based on
global database of earthquakes
that induced liquefaction

(10) Evaluation of scenario
earthquakes using liquefaction
potential analysis

Recurrence
time

10s–1000s
of years

(1) Uncertainty in timing
of paleoearthquakes

(2) Completeness of
paleoearthquake record in space
and time

(1) Well-constrained age estimates
of paleoearthquakes

(2) Space–time diagrams
(3) Consideration of history of

sedimentation and erosion, as
well as of changes in water table
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3.4.2. Timing of Paleoearthquakes

Given the uncertainties related to dating as discussed in Section 3.3 above, it is prudent to interpret
the timing of paleoearthquakes from the age estimates of at least several individual liquefaction
features and possibly other paleoseismic deformation structures (Table 2). The more well-constrained
age estimates of liquefaction features are used in the interpretation of event timing, the higher the
confidence level in the result is. If ages of liquefaction features cannot be constrained within a few
hundred years, it may not be possible to resolve the timing of paleoearthquakes with confidence or to
correlate features chronologically across a region.

Clustering of age estimates of liquefaction features that can be reasonably correlated across a
region is thought to reflect the timing of paleoearthquakes (Figures 17 and 18). For a particular cluster,
the union of well-constrained age estimates of liquefaction features represents the time period during
which the paleoearthquake is likely to have occurred. It is not uncommon for this time period to have a
range of 100s to 1000s of years (e.g., References [6,12,51]. The intersection of overlapping age estimates
of sand blows may provide an event time with a range of 10s to 100s of years, as long as there is a
high degree of confidence in the accuracy of the age estimates. Statistical analysis of data clusters
that includes several well-constrained age estimates can lead to a more narrowly defined range of
several to tens of years and, thus, smaller uncertainties in the estimated timing of the paleoearthquakes
(Figure 18).

Due to the effects of soil development, weathering, and bioturbation, it is more difficult to
recognize older liquefaction features and to narrowly constrain their ages. Liquefaction features that
are more than 50,000 years old are beyond the reach of radiocarbon dating. For these paleoliquefaction
features, age estimates may be provided by stratigraphic context and OSL dating of the host deposit, but
the uncertainties may be on the order of 1000s of years. Ancient liquefaction features were identified in
rocks 100s of Ma in age (e.g., Reference [146]) but are rarely relevant to the current tectonic setting and
seismic hazard.

3.4.3. Location and Magnitudes of Paleoearthquakes

As demonstrated by numerous case studies of modern earthquakes that induced liquefaction, the
distributions of liquefaction features or liquefaction fields are roughly centered on their earthquake
epicenters or reflect the earthquake source area. Sand blows generally decrease in size and frequency
with increasing distance from the epicenter (e.g., References [59,181,183]). In addition, the size of
sand blows near the epicenter, as well as the maximum distance at which sand blows form, generally
increase with earthquake magnitude. Therefore, the size and spatial distribution of sand blows can
help to estimate the locations and magnitudes of paleoearthquakes (e.g., References [2,100]). However,
there are examples of modern earthquakes that produced liquefaction fields not fitting these general
patterns. For example, the 2010 M 7.1 Darfield (New Zealand) earthquake, produced a liquefaction
field skewed toward the coast due to regional differences in liquefaction susceptibility of sediment and
water table depth [30,184–190]. The 2002 M 7.9 Denali fault (Alaska) earthquake produced an extensive
liquefaction field (at least 100 km from the epicenter) [94] that increased in severity from west to east, or
from the main shock to the third subevent [93,94]. Harp et al. [94] attributed this unusual distribution
of liquefaction to differences in fault length, duration of shaking, and lower frequency content of the
third subevent. Therefore, factors that can influence the size and distribution of liquefaction features,
such as regional tectonics and earthquake characteristics (e.g., style of faulting, directivity of seismic
energy, and attenuation and amplification of ground motion), as well as local site conditions (e.g.,
grain-size distribution and relative density of sediment, distribution of liquefiable sediment, and
water table depth), should be considered when making interpretations about paleoearthquakes from
paleoliquefaction features (e.g., References [30,51,56,75,95,100,147]). In the case of seismically triggered
soft-sediment deformation structures in lacustrine deposits, the spatial distribution of the features and
the intensity of deformation are used to construct isoclines of deformation and to identify the probable
paleoearthquake source area [24].
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Figure 17. Shaded relief map of New Madrid seismic zone (NMSZ) and surrounding region showing
ages and measured sizes of earthquake-induced liquefaction features, previously recognized liquefaction
field, inferred locations of historical earthquakes, and instrumental located earthquakes [148].
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Figure 18. Earthquake chronology of the New Madrid seismic zone for the past 2000 years based on
paleoliquefaction studies (e.g., References [6,7,51]). Vertical bars represent age estimates of individual
sand blows, and horizontal bars represent inferred event times based on intersection of overlapping
age estimates: 138 years before present (BP) (AD 1811–1812); 500 years BP (AD 1450) ± 150 years;
1050 years BP (AD 900) ± 100 years. Statistical analysis resolved event times with narrower uncertainty
ranges of 503 years BP ± 8 years and 1110 years BP ± 40 years as indicated by darker portions of the
horizontal bars [35].

When sand dikes are apparently the only earthquake-induced liquefaction features that formed in
a region, special care must be taken in interpreting them. Sand dikes indicate that ground motions were
strong enough to induce liquefaction in subsurface sediment. Therefore, distributions of similar-age
sand dikes can be used to define liquefaction fields and to make interpretations about the locations
and magnitudes of paleoearthquakes. However, dike width appears to be strongly influenced by
proximity to river cutbanks or other abrupt changes in topography (e.g., References [28,52,55,100,111]
and, therefore, the sizes of dikes may be misleading. Other earthquake-induced liquefaction features
such as sand diapirs and foundered clasts may be indicative of the threshold of liquefaction, or
lowest levels of ground shaking at which liquefaction occurs. These features can help delineate
the outer limits of liquefaction fields, which is useful information for interpreting locations and
magnitudes of paleoearthquakes, as long as they can be correlated with sand blows and sand dikes in
the region. Several approaches to interpreting paleoliquefaction in terms of locations and magnitudes
of paleoearthquakes are summarized below.

Comparison with Modern or Historical Analogues

Modern and historical earthquakes that induced liquefaction can be used as calibration events
for interpreting paleoliquefaction features. If the size and spatial distribution of liquefaction features
generated by a paleoearthquake are similar to those for a modern or historical earthquake in the same
region, the paleoearthquake can be inferred to have a similar source area and magnitude to that of
the modern or historical earthquake. For example, the source area of the 1886 Charleston (South
Carolina) earthquake is thought to have produced several large paleoearthquakes during the past
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5500 years on the basis of similar spatial distributions of historical and prehistoric sand-blow craters
(e.g., Reference [12]). Similarly, the New Madrid seismic zone is thought to be the source of M 7 to
8 earthquakes about AD 1450 (500 years BP) and AD 900 (1050 years BP) on the basis of similar size and
spatial distributions of historical and prehistoric sand blows (Figure 19 [6,7]). If a paleoearthquake can
be directly related to movement on a particular fault, such as with the Reelfoot fault in the New Madrid
seismic zone, the location of the event can be further constrained (Table 2; e.g., References [149,191]).

Figure 19. Maps of the New Madrid seismic zone showing comparison of sizes and spatial distributions
of sand blows and dikes that formed during the 138 years BP (AD 1811–1812) event with those attributed
to the events 500 years BP (AD 1450) and 1050 years BP (AD 900) (modified from Reference [6]).

Empirical Relations

Empirical relations used in paleoliquefaction studies include (1) the trend between earthquake
magnitude and maximum distance of surface manifestations of liquefaction, or sand blows; and (2) the
relations between the liquefaction severity index (LSI) and distance of liquefaction from the seismic
energy source. Relations were also developed between earthquake intensity and epicentral distance of
liquefaction features (e.g., References [97,192]. The magnitude–distance and intensity–distance relations
are based on modern and historical cases of earthquake-induced liquefaction for which the locations
and magnitudes of the earthquakes are fairly well known (Figure 20; e.g., References [181,183,192–195]).
Recent studies found that style of faulting, directivity of seismic energy, and other factors influence the
size and distance of liquefaction features, but that the maximum distance of surface manifestations of
liquefaction is still a useful indicator of earthquake magnitude [95,101,181]. The ESI, with its specifics
regarding the abundance and size of sand blows, as well as the severity of related ground failures
and other environmental effects, has the potential to be useful in estimating the intensity field and
epicentral intensity of paleoearthquakes (e.g., References [102,103,105–107,192,196]). Efforts to develop
catalogs and databases of liquefaction features and other environmental effects, such as through
the International Union for Quaternary Research and the US Nuclear Regulatory Commission (e.g.,
References [51,107,112]), are ongoing and will enhance comparisons between modern and historical
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earthquakes and improve empirical relations between various earthquake parameters and liquefaction
(e.g., References [101,104]).

To use magnitude–distance relations in paleoliquefaction studies, also known as the
magnitude-bound method, the source area of a paleoearthquake is first interpreted from the size and
spatial distribution of contemporaneous liquefaction features; then, the magnitude of the causative
earthquake is estimated from the maximum distance of sand blows from the inferred epicenter. There
are several obvious factors that contribute to uncertainties in magnitude estimates for paleoearthquakes
based on the magnitude-bound method. The epicentral location may be poorly defined and the farthest
sand blow is unlikely to be known. In addition, the magnitude–distance relations themselves have
some inherent uncertainties since the epicentral distance to the farthest sand blow may not be known
even for recent instrumentally recorded earthquakes. Due to the sparse data for infrequent very
large earthquakes, the relations are poorly constrained for earthquakes greater than magnitude 7.5
(Figure 20). Attempts were made to reduce uncertainties in the magnitude estimates of paleoearthquakes
by performing regional calibration of the magnitude–distance relations [123,150,151,192]. Calibration of
the relations may be most fruitful for regions, such as the Canterbury region of New Zealand and the Po
Plain in northern Italy, which recently experienced earthquakes that were instrumentally recorded and
for which a post-earthquake survey of liquefaction features was conducted (e.g., References [26,95,151]).
Given the uncertainties in the locations and magnitudes of historical earthquakes, calibrations that
rely heavily on historical earthquakes may not significantly improve the magnitude–distance relations
developed from the worldwide database of instrumentally recorded earthquakes [35].

(a) 

Figure 20. Cont.
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(b) 

Figure 20. Empirical relations between moment magnitude, M, and distance to farthest surface
expression of liquefaction. (a) Relation between magnitude and fault distance, as well as epicentral
distance of liquefaction (after Reference [195]). (b) Relation between magnitude and epicentral distance
to farthest known sand blows that formed during earthquakes produced by strike slip, reverse, and
normal faulting (after Reference [181]).

LSI is a measure of ground failure displacement related to lateral spreading on gently sloping late
Holocene fluvial deposits [73]. LSI represents the maximum observed severity of ground failure at a
given locality, with displacements greater than 2.5 m receiving the limiting value of 100. Values of
LSI were determined for several earthquakes, ranging in magnitude from M 5.2 to 9.2 in the western
US, and plotted against horizontal distance from fault rupture [73]. Relations were developed for one
modern and two historical earthquakes in the eastern US and Canada that show liquefaction at greater
distances in this region compared to similar-size earthquakes in the west [197]. For example, the 1988
M 5.9 Saguenay (Quebec) earthquake induced liquefaction 25–30 km from its epicenter, a much greater
distance than reported for liquefaction triggered by similar-magnitude earthquakes in the western
US [52,73]. Liquefaction at greater distances is probably due in part to lower attenuation of ground
motion in the crystalline rocks of eastern North America. Although they are employed only rarely in
paleoliquefaction studies, LSI–distance relations allow for the use of liquefaction features, including
sand blows, in a meizoseismal area and do not rely on distal liquefaction features that may be difficult
to find and to date.

Geotechnical Approach

The geotechnical approach for evaluating paleoearthquakes involves performing liquefaction
potential analysis for scenario earthquakes of various locations and magnitudes (e.g.,
References [75,152]). Liquefaction potential analysis is usually performed both for sites that did
and did not liquefy across a region. Predicted liquefaction is then compared with observed liquefaction
in order to identify the locations and magnitudes of earthquakes most likely to have produced the
observed paleoliquefaction field [116]. The cyclic-stress method, also known as the simplified procedure
(e.g., References [37,49,84–86,198]), is usually applied in paleoearthquake studies, although the seismic
energy method (e.g., Reference [153]) was also used. Peak ground accelerations used in the analysis are
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estimated for the scenario earthquakes, employing regionally appropriate ground motion prediction
equations (e.g., Reference [199]).

A variation of this approach involves determining combinations of peak ground acceleration and
earthquake magnitude required to induce liquefaction for an individual site (Figure 21 [75]). Once
the boundary line (i.e., FSL = 1 line) is determined which separates combinations of amax − M that
can and cannot induce liquefaction (dashed orange line in Figure 21a), regional attenuation relations
are used to define credible amax − M combinations for the site (dotted blue line in Figure 21b). The
intersection of the boundary line and the attenuation relation is the lower bound amax − M combination
for liquefaction at the site. A regional assessment of amax − M combinations for all liquefaction sites
is then performed in order to identify the location of the energy center and to estimate the probable
magnitude of the paleoearthquake [75].

The geotechnical approach may suggest more than one source area and a range of magnitudes
for a given paleoearthquake. For example, paleoliquefaction features that formed about 6500 years
BP in southeastern Missouri and southwestern Illinois, north of the New Madrid seismic zone, in the
central US, can be explained by one very large (M > 7) regional earthquake or two smaller earthquakes
located in close proximity to the clusters of features (Figure 22 [131]). This is largely due to the
prevalence of sand dikes and soft-sediment deformation structures in this region whose ages were not
well constrained.

There are numerous sources of uncertainty associated with evaluating the locations and magnitudes
of paleoearthquakes from geotechnical data including the following: (1) identification of the sediment
layer that liquefied during a particular event; (2) measurements of the geotechnical properties of the
layer that liquefied; (3) changes in geotechnical properties of the layer due to liquefaction and to
post-liquefaction effects related to aging and groundwater conditions; (4) seismic parameters (e.g.,
amplitude, duration, frequency, and directivity), regional ground motion attenuation, and local site
effects; and (5) interpretation of site-specific results in a regional context [2,51,75,116,150]. Improving
the understanding of these sources of uncertainty and quantifying their influence on location and
magnitude estimates of paleoearthquakes is an area of ongoing research.

Figure 21. (a) amax—M combination required to induce liquefaction at a hypothetical site; (b) lower
bound amax—M combination determined for the same hypothetical site (modified from Reference [75]).

Geotechnical studies significantly advanced through the utilization of electronic CPT, compared
with more conventional rotary drilling, sampling, and SPT. Whereas the older SPT collects a small
disturbed sample and penetration resistance every 1.5 m, the newer CPT collects at least three continuous
readings with depth: (a) cone tip resistance; (b) sleeve friction; and (c) porewater pressure. In addition,
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the inclusion of a biaxial or triaxial geophone sensor allows the direct procurement of downhole
shear wave velocity measurements with depth. Readings taken every 1 cm with depth permit much
more detailed profiling of soil strata, liquefiable layers, and layer boundaries. Considerable research
showed that much more reliable results are obtained with CPT soundings than the traditional SPT
when evaluating liquefaction triggering for a specific site [42,190,200]. A new approach to liquefaction
triggering that uses yield stress evaluations of soil from CPT and critical state soil mechanics may
help better constrict the PGA and M of paleoearthquakes when combined with the more traditional
approaches that utilize cyclic stress ratio (CSR), cyclic resistance ratio (CRR), and normalized cone
resistance, as discussed by Mayne and Styler [200].

3.4.4. Recurrence of Paleoearthquakes

A primary contribution of paleoliquefaction studies is a longer view of the behavior of seismic
source areas and fault zones than is afforded by the historical period. However, the paleoearthquake
record may be incomplete for a particular region or for a certain time period for a variety of reasons,
including spatial variability in sedimentological and hydrological conditions, changes in liquefaction
susceptibility of sediment over time, and availability of exposures or inadequate sampling [51]; thus,
these factors must be evaluated cautiously. The degree of completeness of the paleoearthquake record
contributes to uncertainty in the locations, magnitudes, and recurrence times of paleoearthquakes. For
cases in which the paleoearthquake record may be incomplete, due to a lack of exposure of certain
ages of sediment or to periods of low water table, for example, paleoliquefaction features can still
be used to determine the minimum number of earthquakes of a particular magnitude range for a
given period of time. In this way, a minimum recurrence rate can be estimated. For cases in which
the paleoearthquake record appears to be reasonably complete based on the sedimentological and
hydrological conditions in a study region, thoroughness and quality of paleoliquefaction studies, and
observed versus predicted seismicity rates, recurrence times for liquefaction-inducing earthquakes can
be more reliably estimated.

 
(a) 

Figure 22. Cont.
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(b) 

Figure 22. Alternative earthquake scenarios that can explain the distribution of paleoliquefaction
features in the greater St. Louis region (modified from [131]); dashed red lines represent possible
liquefaction fields: (a) M > 7 earthquake centered near Germantown (Illinois) in vicinity of largest
liquefaction features on Shoal Creek; (b) M > 6 earthquake centered near Germantown, M > 5.2 near
St. Louis, and M > 7.5 centered near New Madrid (Missouri). Solid black lines indicate location and
strike of dikes, where length of lines represents relative size of dike width. Blue filled squares indicate
soft-sediment deformation structures. Red- and green-filled squares represent sand blows and sand
sills, respectively.

In paleoliquefaction studies, space–time diagrams and time series of paleoliquefaction data
aid in the correlation of similar-age features across a region, reducing the uncertainty associated
with the timing of a paleoearthquake, the identification of paleoearthquake source areas, and the
calculation of recurrence times for each source (Figures 18 and 23) [1,8,35]. The precision with
which recurrence times can be calculated depends on the precision of the estimated timing of
the paleoearthquakes. Well-constrained age estimates of liquefaction features and paleoearthquakes
contribute to well-constrained estimates of recurrence times (Table 2), provided that multiple earthquake
cycles are recognized.
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Figure 23. Time series of maps showing the distribution of earthquake-induced liquefaction features in
the vicinity of Charleston (South Carolina) and the approximate location of the AD 1886 earthquake.
Each panel represents a different earthquake: (top row) AD 1886 and Event A (~546 years BP); (middle
row) Events B (~1021 years BP) and C’ (~1683 years BP); (bottom row) Events E (~3548 years BP)
and F (~5038 years BP) (modified from References [11,12]). A recurrence time of 500–600 years was
estimated from the timing of the past three events (AD 1886 and Events A and B), in which there was
more confidence than the earlier three events [12]. Red dashed lines show approximate northern and
southern limits of 1886 liquefaction features [100].
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4. Earthquake Source Characterization

Information about paleoearthquakes resulting from paleoliquefaction studies is useful in the
development of seismic source models, seismic hazard maps, and in site-specific seismic hazard
assessments (e.g., References [13,33–35]. More specifically, paleoliquefaction studies provide
information about source areas, magnitudes, and recurrence times of paleoearthquakes. In regions with
fairly long and complete paleoearthquake records, paleoliquefaction data also may provide insights
regarding clustered versus non-clustered behavior of earthquake sources and migration of seismicity
within and between fault systems.

4.1. Development of Seismic Source Models

In the US, two recent national-level seismic hazard assessments used paleoliquefaction data in
the development of seismic source models. These assessments include the US National Probabilistic
Seismic Hazard Maps by the US Geological Survey and the Central and Eastern US Seismic Source
Characterization for Nuclear Facilities (CEUS SSC) Project sponsored by the US Nuclear Regulatory
Commission, the US Department of Energy, and the Electric Power Research Institute. The US National
Probabilistic Seismic Hazard Maps display the ground-motion hazard component of the seismic
provisions of national building codes and are used as input to design maps. Paleoliquefaction and
other paleoseismic data were used in the regional fault models of the seismic hazard model [33,34].
Paleoliquefaction data figured largely in characterizing seismic source parameters for the Charleston,
Charlevoix, New Madrid, and Wabash Valley source models.

The CEUS SSC Project made unprecedented use of paleoliquefaction data in regional seismic
source models developed for use in probabilistic hazard analyses for nuclear facilities [35]. Using
a master logic-tree framework, the seismic source models provide a hierarchical approach to the
identification and characterization of seismic sources. Sources of repeated large-magnitude earthquakes
(RLMEs) with moment magnitudes greater than 6.5, in this case, are included as a branch of the
master logic tree and help define the maximum magnitude (Mmax) zones for assessing the spatial and
temporal characteristics of future earthquakes. Paleoliquefaction data, collected over the past 30 years,
were used to evaluate whether the RLME sources were in or out of an earthquake cluster and to define
the range and weights of magnitudes and recurrence times of RLMEs.

4.2. Charleston Seismic Zone, Southeastern United States

On 31 August 1886 (local time), the largest historical earthquake ever recorded in the eastern US
struck near Charleston (South Carolina) (Figure 24). Magnitude estimates vary, but typically are in
the high-6 to mid-7 range, with more recent estimates generally near the lower end of this range (e.g.,
References [201–205]). This earthquake produced modified Mercalli intensity (MMI) X shaking in the
epicentral area near Charleston and was felt as far away as Chicago [202]. Strong ground shaking during
the 1886 Charleston earthquake resulted in extensive liquefaction, which was expressed primarily as
sand-blow craters at the ground surface [206]. Liquefaction features attributed to the 1886 earthquake
extend along coastal South Carolina from Bluffton on the southwest to approximately Georgetown on
the northeast (Figure 24), a distance of approximately 200 km. Concern about the possible repeat of an
1886-type earthquake motivated paleoliquefaction studies in the Charleston region.

4.2.1. Summary of Paleoliquefaction Studies

Systematic searches for paleoliquefaction features in the Charleston region began in the early
1980s [132,133]. Since that time, several studies documented liquefaction features from the 1886
earthquake that are preserved in geologic deposits in the South Carolina coastal region (e.g.,
References [9–12,61,109,134,135]. Additionally, documentation of sand-blow craters and other
paleoliquefaction features throughout coastal South Carolina provides evidence for prior strong
ground motions during prehistoric large earthquakes (e.g., References [10–12,61,134,136,154].
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Talwani and Schaeffer [12] combined data from previous studies with data from their own work
to estimate the ages of sand blows in the Charleston region, primarily on the basis of radiocarbon
dating, supported by stratigraphic context, soil development, and weathering characteristics. Their
database included 121 radiocarbon dates from 54 sand blows at 14 sites. By correlating the ages of
sand blows across the region, and comparing the areal extents of paleoliquefaction with the extent
of 1886 liquefaction, they interpreted between three and four large-magnitude earthquakes in the
past approximately 2000 years, and between five and seven large-magnitude earthquakes in the past
approximately 5800 years [12].

Dike widths and other dimensional data for paleoliquefaction features are generally lacking for
the Charleston region; thus, magnitude estimates for prehistoric Charleston earthquakes are based
on in situ soil properties and the spatial distribution of paleoliquefaction features. Geotechnical
estimates for the magnitudes of prehistoric earthquakes in the Charleston seismic zone vary widely
from approximately the high-5 to mid-7 range [70,155–157].

Reconnaissance-level searches for paleoliquefaction features did not find paleoliquefaction features
much beyond the Charleston region. This suggests a stationary source of repeated, large-magnitude
earthquakes located near Charleston.

4.2.2. Use of Paleoliquefaction Data in Seismic Source Model of the Charleston Seismic Zone

Paleoliquefaction studies from the Charleston region were used to help constrain source parameters
describing the geometry, magnitude, and recurrence for the Charleston seismic zone. In the 2012 CEUS
SSC Project [35], Talwani and Schaeffer’s [12] paleoliquefaction compilation was updated with data
from other studies (e.g., References [154,158]) (Figure 24). Also, the conventional radiocarbon ages
were recalibrated and reported with two-sigma error bands for use in the CEUS SSC Project. These data
indicate a total of four liquefaction-inducing, large-magnitude earthquakes in the past approximately
2000 years BP (events 1886, A, B, and C in Figure 25). In the older portion of the record that extends
to approximately 5500 years BP, there is evidence for two additional earthquakes (events D and E in
Figure 25). Neither the 1886 nor the prehistoric earthquakes in the Charleston area can be definitively
attributed to any specific fault or fault zone at the present time. As such, the alternative geometries for
the Charleston seismic source in the CEUS SSC Project are influenced by the spatial distribution of
observed liquefaction features.

 
Figure 24. Map of the Charleston seismic zone showing distribution of paleoliquefaction features in
the Central and Eastern US Seismic Source Characterization for Nuclear Facilities (CEUS SSC) Project
database (from Reference [35]) and modified Mercalli intensity (MMI) isoseismals from the AD 1886
earthquake [207].

In the CEUS SSC Project, the modeled maximum magnitude distribution for future large
earthquakes in the Charleston seismic zone is based on estimates of the magnitude 1886 earthquake,
geotechnical evaluations of historical and paleoliquefaction features, and interpretations of the extents of
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paleoliquefaction fields relative to that produced by the 1886 earthquake. Given the large uncertainties
in the magnitude estimates for the 1886 and prehistoric earthquakes, the modeled Mmax distribution
spans a wide range from M 6.7 to M 7.5, with a weighted mean of M 7.1 (Figure 26).

Figure 25. Earthquake chronology of the Charleston seismic zone for the past ~5500 years based on
paleoliquefaction studies [35]. Text across top of figure indicates paleoliquefaction site name from
Bluffton, South Carolina (BLUF) on the southwest to South Port, North Carolina (SPT) on the northeast
(not to scale) [12]. Vertical bars represent radiocarbon age estimates of individual sand blows, and
horizontal bars represent inferred event times based on intersection of overlapping age estimates:
64 years BP (AD 1886); 536–655 years BP (Event A); 982–1046 years BP (Event B); 1524–1867 years BP
(Event C); 3415–3680 years BP (Event D); and 4864–5281 years BP (Event E).

For estimating the recurrence of large Charleston seismic zone earthquakes in the CEUS SSC
Project, greater weight was placed on recurrence estimated from the younger portion of the record
because, although it is based on fewer events, it was judged to be more complete. Moreover, there is
some uncertainty regarding whether older events D and E were large earthquakes similar in magnitude
to the 1886 earthquake, or whether they could have been more moderate-magnitude events [35].
This is reflected in the logic tree (Figure 26), in which greater weight (0.8) is placed on recurrence
estimates from the paleoliquefaction record for the past ~2000 years and lesser weight (0.2) is placed
on recurrence estimates from the past ~5500 years.

The logic tree from the CEUS SSC Project for the Charleston seismic source also includes a node
describing whether the source is “in” or “out” of a cluster of activity (Figure 26). This node addresses
the possibility that recurrence behavior of large earthquakes in the Charleston seismic zone may
be highly variable through time, such that periods of activity alternate with periods of quiescence.
Geomorphic observations suggest that the relatively high rate of recurrence of large earthquakes in the
Charleston seismic zone inferred from mid-Holocene to recent liquefaction and from modern seismicity
may not be indicative of the longer-term behavior of the zone. Evidence for such clustered behavior
is based largely on the observed lack of obvious geomorphic expression of faulting. A protracted
period of large earthquakes recurring on the order of hundreds to a few thousand years apart would
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produce tectonic landforms with clear geomorphic expression, such as those present in regions of
the world with comparably high rates of moderate to large earthquakes. Based largely on the lack of
such geomorphic expression, the high rate of mid-Holocene to modern seismicity in the Charleston
seismic zone is not interpreted to be a long-lived phenomenon. However, because no data definitively
demonstrate whether the Charleston seismic zone is currently in or out of a temporal cluster, the
Charleston seismic source is modeled as “in” a temporal cluster with a weight of 0.9 and “out” of a
temporal cluster with a weight of 0.1 in the 2012 CEUS SSC Project (Figure 26 [35]).

Figure 26. Charleston seismic zone logic tree of seismic source model in CEUS SSC Project (modified
from Reference [35]). Paleoliquefaction data are reflected in clustered behavior and in recurrence data
used in seismic source model.

The characterization of the Charleston seismic source from the 2012 CEUS SSC Project [35] was
adapted with minor changes for use in the 2014 US National Probabilistic Seismic Hazard Maps [34].
One difference is that the CEUS SSC Project allows time-dependent earthquake behavior with a low
weight, whereas the National Seismic Hazard Maps use only time-independent behavior for the
Charleston seismic zone [34]. Both the 2012 CEUS SSC Project and the 2014 US National Probabilistic
Seismic Hazard Maps demonstrate that the Charleston seismic zone contributes significantly to hazard
in the southeastern US, although there are several outstanding questions. As such, continued research
on Charleston liquefaction is warranted to refine our understanding of the geometry, magnitude, and
recurrence for this seismic zone.

4.3. New Madrid Seismic Zone, Central United States

In 1811–1812, a major earthquake sequence including three mainshocks with moment magnitudes
M 7 to 8 were centered in the New Madrid seismic zone (NMSZ) in the central US (Figure 27; e.g.,
References [202,203,208]). The earthquakes induced severe liquefaction and related ground failures over
a ~10,000 km2 area in the New Madrid region [36,100,209]. They also induced liquefaction at distant
locations more than 240 km from their inferred epicenters [210,211], supporting the interpretation
that the 1811–1812 mainshocks were very-large-magnitude earthquakes [6,181,211]. Concern about a
possible recurrence of an earthquake sequence like the 1811–1812 event motivated paleoliquefaction
studies in the NMSZ.

4.3.1. Summary of Paleoliquefaction Studies

Over the past 30 years, various investigators conducted paleoliquefaction studies in the NMSZ
and surrounding region (e.g., References [4–8,125,137,144]). Earthquake-induced liquefaction features
in Holocene and Pleistocene fluvial deposits of the Mississippi River and its tributaries were identified
on floodplains and in cutbanks of rivers and drainage ditches. As of 2019, more than 850 liquefaction
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features, of which 166 are sand blows, were studied at 218 sites (Figures 28 and 29) [51,117]. At the
sites, liquefaction features were documented, described, and measured, and samples, where available,
were collected for dating the liquefaction features. Primarily on the basis of radiocarbon dating
and supported by archaeological context, stratigraphic context, soil development, and weathering
characteristics, the age estimates of sand blows and related sand dikes are well constrained at more
than 100 sites (Figures 27 and 28; e.g., References [6–8]).

Figure 27. Map of NMSZ (defined by small red crosses), historical earthquakes epicenters [110,212], and
surrounding region showing ages and measured sizes of studied liquefaction features (from Reference [8],
after Reference [51]), mapped surface area of sand blows [209,213], and geologic structures including
Reelfoot fault (RF) and Eastern and Western Reelfoot Rift margins (ERM and WRM).
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Figure 28. Example of a compound sand blow composed of three depositional units (L1, L2, and L3)
and related feeder dikes that formed during three earthquakes in a sequence [8]. Radiocarbon dating of
the buried soil immediately below the sand blow provides close maximum calibrated date of before
Christ (BC) 1010. Note the soil lamellae in the sand blow which takes hundreds to thousands of years
to form. Dashed lines represent contacts. Black and white intervals on meter stick are 10 cm long.

On the basis of the age estimates of the paleoliquefaction features, large paleoearthquakes are
estimated to have occurred in the NMSZ in AD 1450 ± 150 years, AD 900 ± 100 years, AD 0 ± 200 years,
before Christ (BC) 1050 ± 250 years, and 2350 BC ± 200 years (Figure 29) [6–8]. The AD 1450 and AD
900 events are supported by studies of the Reelfoot fault [149,214], and the BC 1050 and BC 2350 events
are corroborated by a channel morphology study of the Mississippi River upstream from the Reelfoot
fault [191]. Recently, the AD 0 event was interpreted from liquefaction features at two archeological
sites in northeastern Arkansas [8].

The size, spatial distribution, and compound nature of sand blows that formed during the
AD 1450 and AD 900 events are strikingly similar to those that formed during the 1811–1812 New
Madrid sequence (Figure 27, Figure 28, and Figure 30) [5,6,8]. In addition, there is a close spatial
correlation of both historical and prehistoric sand blows with the NMSZ, interpreted as the likely
source of the earthquakes responsible for the liquefaction features. The similarity of the historical and
prehistoric sand blows also suggests that the AD 1450 and AD 900 events had similar magnitudes
to the mainshocks of the 1811–1812 sequence. Using magnitude–distance relations developed from
case studies of liquefaction (e.g., References [181,183]), a lower-bound moment magnitude of 7.6 was
estimated for the 1811–1812 event given a maximum distance of 240 km for surface manifestation of
liquefaction. Lower-bound moment magnitudes of 6.7 and 6.9 were estimated for the AD 1450 and AD
900 events, respectively, based on the distance of observed sand blows. These magnitude estimates
represent minimum values since the limits of the liquefaction fields, or the greatest epicentral distances
of liquefaction, are yet to be defined for these events. Several studies used the geotechnical approach to
estimate the magnitude of New Madrid events with similar results. Using electronic cone penetration
soundings collected at liquefaction sites in the NMSZ, these studies estimated moment magnitudes
for the 11 December 1811 earthquake that ranged from M 7.4 to M 8.0 [215–217]. In a more recent
study that used geotechnical data collected near distal sites of liquefaction, a combination of scenario
earthquakes with locations of the 16 December 1811, 23 January 1812, and 23 January 1812 mainshocks
and with moment magnitudes of M 7.6, M 7.5, and M 7.8, respectively, best predicted the observed
liquefaction [117]. Although their associated uncertainties are large (0.25–0.5), these magnitudes for
the three 1811–1812 mainshocks agree with estimates based on modeling of felt reports [203].
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Figure 29. Diagram illustrating earthquake chronology of New Madrid seismic zone for past 5500 years
based on dating and correlation of liquefaction features at sites (listed at top) across region from
northeast to southwest. Vertical bars represent age estimates of individual sand blows, and horizontal
bars represent event times of AD 1811–1812 (138 years BP); AD 1450 ± 150 years (500 years BP);
AD 900 ± 100 years (1050 years BP); AD 0 ± 200 years (1950 years BP), BC 1050 ± 250 years (3000 years
BP), and BC 2350 ± 200 years (4300 years BP) (modified from References [8,51]).

 

Figure 30. Liquefaction fields for the past three New Madrid earthquake sequences as interpreted
from spatial distribution and stratigraphy of sand blows (modified from Reference [6]). The colored
circles represent sand blows that formed during the AD 1811–1812 (red), AD 1450 (orange), and AD
900 (green) sequences. Black circles indicate sand blows composed of four depositional units. Sand
blows are shown relative to the preferred fault rupture scenario for the AD 1811–1812 earthquake
sequence (from Reference [211]). Earthquake magnitudes shown within 1811–1812 ellipses are from
Reference [203]. Other magnitude estimates are from References [208,218,219].
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To date, the paleoliquefaction findings suggest that the NMSZ generated earthquakes sequences,
including M 7 to 8 earthquakes, every ~500 years on average during the past 1200 years and every
~1100 years on average during the previous 3300 years (Figure 31 [6,8]). This apparent variability in
recurrence times may be due to temporal clustering of seismicity with active and inactive periods [191]
or to an incomplete paleoearthquake record prior to AD 900 [8].

 

Figure 31. Estimated ages of New Madrid paleoearthquakes and resulting recurrence times [8]
(modified from Reference [6]): (a) timeline showing timing of New Madrid events during past 4500
years; (b) uncertainties in timing of New Madrid events lead to variability in estimates of recurrence
times. Average recurrence time for two most recent earthquake cycles is ~500 years and ~1100 years for
three earlier earthquake cycles.

4.3.2. Use of Paleoliquefaction Data in Seismic Source Model of the NMSZ

Paleoliquefaction studies made great strides in deciphering the prehistorical earthquake record
of the NMSZ and improving understanding of the hazard it poses. As of 2012, it was clear from
paleoliquefaction studies that the NMSZ (1) is a source of RLMEs; (2) produced three earthquake
sequences during the past 1200 years and a fourth earthquake sequence about 3100 years earlier; and
(3) is likely to be within an active period, or cluster, with events occurring on average every 500 years.
There was and still is uncertainty in magnitude estimates of the New Madrid paleoearthquakes, as well
as the 1811–1812 mainshocks; however, most magnitude estimates fall within the 6.9–7.9 range.

Results of the New Madrid paleoliquefaction studies, including insights on timing, source area,
temporal clustering, and recurrence times of large-magnitude earthquakes, were incorporated into
seismic source models developed for seismic hazard assessments. In the logic tree of the 2012 CEUS SSC
project, a heavier weight (0.9) is placed on clustered earthquakes than on non-clustered earthquakes
(0.1), and the dates of the last three New Madrid events (1811–1812, AD 1450 and AD 900) are included
in the recurrence data (Figure 32 [35]). In the logic tree of the 2014 US National Probabilistic Seismic
Hazard Maps, weightings on earthquake sequences and on a recurrence time of 500 years are increased
over the values used for the 2008 maps (Figure 33 [34]). In addition, the 2014 logic tree includes the
2012 CEUS SSC project fault model as an alternative branch.

The NMSZ is recognized as having the highest hazard in the CEUS, but large uncertainties
in the seismic hazard model spurred considerable debate and controversy. Sensitivity analysis of
sources associated with the NMSZ suggests that the earthquake rate has the greatest effect on hazard
estimates [35]. Therefore, additional paleoliquefaction information regarding timing and recurrence of
New Madrid paleoearthquakes is needed to further reduce uncertainties in the hazard model.
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Figure 32. NMSZ logic tree of seismic source model in CEUS SSC Project (modified from Reference [35]).
Paleoliquefaction data are reflected in weighting of clustered behavior and in recurrence data used in
seismic source model.

Figure 33. Logic tree of NMSZ seismic source model in US National Probabilistic Seismic Hazard
Maps (modified from Reference [34]). Paleoliquefaction data are reflected in increased weighting of
earthquake sequence and 500-year recurrence time compared with the earlier model.
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5. Conclusions and Recommendations for Future Research

Paleoliquefaction studies, a relatively new and interdisciplinary field of inquiry, provides a
unique perspective on past earthquakes that advances knowledge of the earthquake potential of both
intraplate and interplate regions. Case studies of modern and historical earthquakes that induced
liquefaction inform our understanding of this phenomenon and contribute to the use of liquefaction
features in paleoseismology. In paleoliquefaction studies, earthquake-induced liquefaction features,
especially sand blows and sand dikes, that result from strong ground shaking are interpreted in terms
of the timing, location, magnitude, and recurrence of large earthquakes. Results from these studies
supplement information about historical and instrumental seismicity and extend the earthquake
record back in time. This valuable insight about past earthquakes is being used in the development
of seismic source models for earthquake hazard assessments and is reducing uncertainties regarding
clustered seismicity and recurrence intervals. In addition, paleoliquefaction has the potential to address
questions regarding the long-term behavior of fault zones.

Despite the important contributions that paleoliquefaction studies are making to earthquake
hazard assessments, there remain large uncertainties associated with the derived seismic geoparameters,
and there are many regions around the world where paleoliquefaction studies have yet to be conducted.
With additional research on earthquake-induced liquefaction, it may be possible to reduce uncertainties
associated with estimates of earthquake hazard and to advance the usefulness and application of this
field of study. Below are recommendations for future research.

Case Studies: As was done for the 2010–2011 Canterbury earthquake sequence in New Zealand
and the 2012 Emilia earthquake sequence in Italy, documentation of liquefaction induced by modern
earthquakes, with well-constrained locations, magnitudes, and other earthquake parameters (e.g.,
source mechanism, directivity, acceleration, frequency content, and intensity), is recommended and
would help to advance paleoliquefaction studies in several ways. Detailed information about the
sedimentary characteristics of sand blows, dikes, and sills, as well as the size and spatial distributions
of liquefaction features, would be useful for direct comparisons between paleo and modern liquefaction
features for interpretations of paleoearthquakes. The information would further enhance empirical
relations of earthquake and liquefaction parameters, especially for great (M > 8) earthquakes for
which there are fewer data. Also, ESI could be applied to a paleoliquefaction dataset to define the
intensity field and epicentral intensity of a paleoearthquake and the results compared with those of
other approaches for estimating the locations and sizes of past events. It is strongly encouraged that
liquefaction information gathered during cases studies be made available through online catalogs and
databases for research and seismic hazard assessment.

To gain a better understanding of both the processes of liquefaction and the effects on the
source layers that liquefied, instrumentation of liquefaction-prone sites in seismically active regions is
encouraged, as is pre- and post-event geological sampling and measurement of geotechnical properties.
This information may help determine whether strata-bound soft-sediment deformation structures
can provide reliable magnitude estimates and help reduce uncertainties related to back-calculating
magnitudes of paleoearthquakes using post-event geotechnical measurements. Also, it would be
beneficial to better understand differences between characteristics, such as frequency content and
attenuation of ground motion, of both intraplate and interplate earthquakes as they relate to liquefaction,
so that results of field experiments could be applied to both settings.

Mapping Using Remotely Sensed Data: Modern technology provides new data and tools that make
it possible to identify and map geologic and geomorphic features over large areas. Satellite imagery,
LiDAR data, unmanned aerial vehicles or drones, image-processing software, and geographical
information systems provide the opportunity to combine datasets within a geographical framework
and classify and map sand blows over areas large and small. It behooves us to develop methodologies
that utilize these data and tools for mapping earthquake-induced liquefaction features and related
ground failures, especially given the increasing human disturbance of the landscape and its impact on
the geologic record of past earthquakes.
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Dating Techniques: Dating paleoliquefaction features is a critical aspect of any paleoliquefaction
study. If the ages of paleoliquefaction features are not well constrained, it is difficult to estimate
the timing of paleoearthquakes, to correlate similar-age features across a region, and to interpret the
locations and magnitudes of paleoearthquakes with confidence. Therefore, research to improve dating
of paleoliquefaction features is a high priority. Radiocarbon and OSL are commonly used dating
techniques in these studies. Because they are often collected stratigraphically above and below sand
blows, samples for radiocarbon and OSL dating provide minimum and maximum constraining dates
for liquefaction features and, thus, for the earthquakes that caused them. Although the individual
dates may have precisions of ±20–80 years, the age estimates of liquefaction features based on the
combination of the minimum and maximum constraining dates will have uncertainties of about
100 years in the best of circumstances. Dating techniques and sampling strategies that provide more
precise and accurate results would help improve the usefulness of liquefaction features in earthquake
source characterization.

Geophysical Techniques: Geophysical surveys proved a useful tool for locating sand dikes, mapping
sand blows, and selecting locations for paleoseismic trenches. However, distinguishing between
earthquake-induced liquefaction features and non-seismic sedimentary features and deposits in
remotely sensed data can be difficult, particularly where sand blows are buried and have no surface
expression. A better understanding of the morphological and spatial differences between features and
sedimentary deposits could increase the usefulness of geophysical methods as a reconnaissance tool
and as a means for tracing features beyond the reach of trench excavations. Although geophysical
methods yield results sensitive to the physical properties of sediment, better knowledge of empirical
relations between these properties and the geophysical observations would increase confidence in
data interpretations. This information could be used to understand better the soil and sediment
characteristics that contributed to the occurrence of liquefaction in a particular environment. Specifically,
the influence of stratigraphic and sedimentological properties in the development of porewater pressure
at liquefaction sites could lead to a better understanding of the process of liquefaction and the conditions
that contribute to liquefaction susceptibility. Further work on calibrating geophysical surveys with
sedimentological and geotechnical analyses in a variety of environments is needed to extend the utility
of site-specific geotechnical measurements and improve the ability to relate laboratory studies of
liquefaction to actual field studies.

Geotechnical Techniques: Additional research is needed to further evaluate and reduce the
sources of uncertainties associated with the geotechnical approach for estimating the magnitudes of
paleoearthquakes. The development and application of new techniques, devices, and procedures for in
situ testing of soil properties in paleoliquefaction studies could help reduce some of these uncertainties.
The traditional sampling interval of soil borings may be too gross (~1.5 m) to accurately reflect
the properties of the layers that liquefied and adjacent layers that govern the buildup of porewater
pressure. The conventional seismic cone test and seismic dilatometer test improve significantly on this
as penetrometer data are collected on 1- to 2-cm intervals and dilatometer data are procured every
20 cm. Downhole shear wave velocity data by traditional approaches are collected at 1-m intervals.
Newer techniques using either a seismic piezocone or seismic dilatometer allow for more detailed
profiling of shear-wave velocities and small-strain stiffness at 0.2-m intervals that may help reduce
uncertainties. The continuous-interval seismic piezocone test is now available and permits profiling
at 0.1-m intervals, although the data are noisier and less robust. Also, it may be possible to use a
mini-cone to construct higher-resolution stratigraphic profiles of soil layering, including lenses. This
could facilitate and complement trench investigations and permit rapid characterization of sand blows
at many sites across a region. Development of this technique, which will require field testing, has the
potential to deliver a more accurate and detailed characterization of sand blows that have limited layer
thickness, or that are composed of multiple depositional units related to recurrent liquefaction during
an earthquake sequence. In addition, the technique may make it possible to identify sand blows buried
below the reach of trenches.
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Paleoearthquake Chronologies: In regions where paleoearthquake records exist but may not be fully
developed, paleoseismic studies could be designed that would improve the completeness and extend
the length of the paleoearthquake chronologies in order to improve recurrence estimates of large
earthquakes and understanding of earthquake sources. It is also recommended that paleoliquefaction
studies be conducted in regions of historically low seismicity that share geologic and tectonic
characteristics with known seismogenic zones to better understand the earthquake potential of those
regions and to test the hypothesis that inherited geologic structures (e.g., faults that were active during
the Mesozoic) control seismicity.
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Abstract: This paper summarizes the content and scope of the “Catalogue of Earthquake Geological
Effects in Spain”. The catalogue has been published by the Geological Survey of Spain (IGME)
and constitutes the first official publication (in Spain) on seismic hazard containing geological
information. The catalogue gathers the 51 stronger earthquakes that have occurred in Spain since
the Neolithic period to the present and classifies earthquakes with geological or archaeological
seismic records in paleoseismic, ancient, historical and instrumental earthquakes. The catalogue offers
a variety of parametric information, quality indexes (Qe, Qi, Qg), and Environmental Seismic Intensity
Scale (ESI-07) based description of environmental damage structured in individual “event files”.
Sixteen of the 51 catalogued events present full information files (full event files), with individualized
analyses of the geological and geoarchaeological data as well as graphic information with hybrid
ESI-EMS intensity maps, ShakeMaps (seismic scenarios) and complementary kmz files (Google Earth)
for each of the sixteen selected earthquakes; among which is the well-known AD 1755 Lisbon
earthquake-tsunami. These selected earthquakes present individual environmental earthquake effects
(EEE) or earthquake archaeoseismological effects (EAE) files for each catalogued effect containing
specific site geo-information and graphic data (photos, graphs, maps, etc.). The second edition of the
catalogue record 1027 EEEs and 187 EAEs, of which 322 effects have individual files.

Keywords: ESI-07 scale; earthquake environmental effects (EEEs); earthquake archaeological effects
(EAEs); intensity maps; seismic scenarios; earthquake catalogues; seismic hazard; Spain

1. Introduction to the Environmental Seismic Intensity Scale ESI-07

Recent evaluations of the geological and environmental effects of earthquakes
(environmental earthquake effects (EEEs)) indicate that such effects can be certainly parameterized and
used for relative intensity assessments [1,2]. The introduction of the geological analysis of earthquake
effects is primarily based on the application of the Environmental Seismic Intensity Scale (ESI-07)
developed by the INQUA Paleoseismology International Focus Group in 2007 [3]. The ESI-07 scale
itself constitutes the quantification and parameterization of the environmental effects considered
in qualitative terms by the traditional macroseismic scales, such as the Mercalli–Cancani–Sieberg
(MCS), the Medvéded–Sponheuer–Karnik (MSK) or the Mercalli Modified Scale (MMS). Unfortunately,
recent macroseismic practices in the European Union (European Macroseismic Sacale EMS-98) do not
consider earthquake environmental or ground effects for intensity assessments [4]. In this byzantine
situation the ESI-07 scale provides tools for intensity assessments independent from building damage
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and help to understand the contribution of EEEs to the global damage recorded in localities within
epicentral areas [1,5].

As with the traditional scales, the ESI-07 scale is a 12-degree intensity scale (Figure 1) only
based on analysis and dimensions of EEEs, whose documentation has seen a considerable growth in
the past decades, considering secondary (i.e., landslides, liquefaction, tsunamis, etc.) and primary
(surface faulting, tectonic uplift) EEEs [3]. However, EEEs in the ESI-07 scale start to be observable,
but marginal, from intensities up to IV–V; evident and noticeable from intensities VI–VII; but evident
and characteristic triggering permanent changes in the geological and geomorphological record for
intensities ≥IX [5] (Figure 1). In this last group EEEs become dominant, characteristic and diagnostic for
intensities IX–X, when commonly building damage is nearly saturated in the traditional macroseismic
scales. From intensities up to X building damage is saturated in most of the cases and EEEs are the
unique tool for an adequate intensity assessment [1]. The ESI-07 scale aims to catalogue EEEs with
a multiple purpose [5]:

• To complete historical records of earthquakes for a more fine-tuning of intensity assessments.
• To link historical EEE records with paleoseismological data in the zone/fault of interest.
• To include paleoseismological and geological earthquake records in seismic hazard assessments

(SHA).
• To assess intensities in modern earthquakes both in urban and no-urban areas where EEEs

occurred and participated in the recorded damage. This point is critical for the future refinement
of the scale.

 

Figure 1. Synoptic chart of the Environmental Seismic Intensity Scale (ESI-07) scale illustrating the
earthquake environmental effects modified and updated from Silva et al. [5].

In summary, analyses of EEEs try to enlarge the temporal period of macroseismic observations
and data some thousand years ago to the more recent geological past, commonly to the last
10,000–12,000 years BP (i.e., Holocene epoch) [1,5,6]. This fact is essential to perform the scientific
analysis of a particular geological process (Seismic Cycle) which normally exceeds the temporal scales
commonly considered in the conventional seismic catalogues [5]. In the case of Spain, the official
catalogue of historical earthquakes extends to the year 800 BCE [7]. However, as noticed in recent
macroseismic reviews, the historical data are scarce and doubtful before the year 1000 CE, and nearly
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accurate for strong events from the 14th–15th centuries [8–10]. This implies about 500–600 years of
useful macroseismic record for Spain, which in turn are the approximate return periods used in SHA
for seismic codes [11,12].

2. The Content of the Catalogue

The catalogue includes data for the 51 strongest earthquakes felt in the Iberian Peninsula from
the Neolithic period to the present (Figure 2). The reviewed earthquake list also incorporates the
well-known AD 1755 Lisbon earthquake-tsunami with 753 catalogued EEEs including the far-field
natural anomalies recorded in the British Islands, Central-Northern Europe, Africa and The Caribbean
Sea. The catalogue also considers geological information for ancient earthquakes only documented
in archaeological sites, differentiating several types of earthquake archeological effects (EAEs) of
the classification [13]. Among the most ancient events included in the catalogue are those of the
Cueva del Toro in Antequera (Málaga) of Neolithic age (c. 3700 BCE) [14] and the Bronze Age
event of La Tira del Lienzo in Totana, Murcia (c. 1550 BCE) [15]. A surface rupture affecting dry
masonry walls along the well-known Lorca-Alhama de Murcia left-lateral fault in the Eastern Betic
Cordillera documents this Bronze Age earthquake. This fault is also responsible for the last damaging
earthquake that occurred in Spain, the 2011 CE Lorca event (5.1 Mw) which produced about 250 EEEs
(mainly slope movements) with a maximum intensity of VIII ESI-07 [16] of which the more relevant 49
EEEs have been catalogued [10]. The macroseismic area of this instrumental earthquake was located
few kilometers north of Lorca in a nearly depopulated area without EMS assessments, but in which
important collapses of the subvertical slopes of dry creeks massively occurred coinciding with the
area where the earthquake epicenter was located [10]. This fact illustrates the value of the ESI-07 scale
even for instrumental events, since this area of massive slope collapses identified an ESI intensity
VIII, whilst the EMS assessments only quoted a maximum intensity of VII EMS in the locality of
Lorca [16]. Figure 2 illustrates the distribution of the 51 catalogued events around the Iberian Peninsula
identifying the Betic Cordillera (southeast) and the Pyrenees (north) as the two main zones where
the convergence between the two large tectonic plates of Eurasia and Africa trigger the ongoing
seismotectonic activity. A third important zone is the Gulf of Cádiz and the southern Portugal offshore
area, “locus” of nucleation of strong historical earthquake-tsunami events in response to the suspected
lithospheric delamination of the Atlantic oceanic floor beneath the Iberian Peninsula (Figure 2) [17,18].

The newly edited catalogue is an official publication of the Geological Survey of Spain (IGME)
and does not aim to substitute the running seismological catalogues based on historical data written in
EMS language [7]. Furthermore, the published ESI-07 Catalogue [10] incorporates all the available
EMS macroseismic data to produce hybrid ESI-EMS Intensity maps as suggested in the guidelines of
the ESI-07 scale [3]. Therefore, the variety of geological, geoarchaeological, archaeological and historic
information summarized in the catalogue aims to complement the existing EMS seismic catalogues
to improve (or refine) seismic scenarios for historical and instrumental earthquakes for their further
application to SHA studies [19] and to earthquake drills [20]. The compilation of the information
started in the year 2008 [12] leading to the first edition of the catalogue in 2014 [20] and this second
edition (revised and expanded) in the present year [9], resulting in the most complete edition of
a catalogue on geological effects of the earthquakes at national scale [10]. The next sections explain the
content, structure and the variety of graphical information included in the Spanish EEEs catalogue.
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Figure 2. Geological Sketch of the Iberian Peninsula displaying the location of the 56 earthquakes listed
in Tables 1 and 2 (51 of them catalogued). For earthquake identification, please see numbered lists of
Tables 1 and 2.

3. Type of Catalogued Earthquakes

Conventional seismic catalogues include information for historical and instrumental earthquakes,
the last commonly available from the first quarter of the 20th century for most of the European countries.
In contrast, the Spanish catalogue differentiates five types (or periods) of seismic events for which
the seismic information comes from different sources, with a variety of geological, archaeological
or geoarchaeological data. Figure 3 illustrates the provenance and use of the different typology of
macroseismic information used for the elaboration of the ESI-07 catalogue [10]. The different types of
events are the following:

(a) Instrumental Earthquakes (Code: INS) occurred since AD 1963 to the present and recorded by the
National Seismic Network of the “Instituto Geográfico Nacional” (IGN). These types of events
have the more precise instrumental records, mainly from 1988 CE [21], complemented with quality
macroseismic information. In some cases, there are specific field reports produced by official
institutions (i.e., IGN, IGME and IAG) or Civil Protection for those that occurred from 1995 CE.
Five events of this type have been catalogued, one of them with complete information (Table 1)
which corresponds to the Lorca 2011 CE earthquake—the only one with a specific geological field
report produced by the Geological Survey of Spain [22].

(b) Pre-Instrumental Earthquakes (Code: PRE) occurred between the years AD 1900 and 1962. This is
a special period in Spain between the installation of the first mechanical seismographs and the
implementation of the National Seismic Network (“Red Sísmica Nacional”) [21]. These types
of events have macroseismic information of different quality from old seismic records and field
reports. In general, most of this type of events are the worst documented ones from the point of
view of the geological effects. The catalogue includes seven (7) events of this type, two of them
with complete macroseismic information (Table 1).
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(c) Historical Earthquakes (Code: HST) are documented by written historical sources from the year 800
BCE to 1900 CE. For this type of events the information is of macroseismic character but strongly
supported by the analysis of the geological effects (EEEs) reported in historic documents and newly
studied archaeoseismological data (EAEs), especially for those occurred after the 1755 CE Lisbon
Earthquake-Tsunami for which field earthquake reports are common. Forty-one events of this type
have been catalogued, nine of them with complete macroseismic information (Table 2).

(d) Ancient Earthquakes (Code: ARQ). Mainly documented by archaeological and geoarchaeological
data (EAEs) and supported by a variety of geological data (EEEs), but still not included in the
conventional EMS catalogues [7] or in the updated on-line databases of the National Seismic
Network [23]. As aforementioned, within this category the more ancient ones are the Neolithic
event documented in “La Cueva del Toro” in Antequera (Málaga) and the Bronze Age event
of “La Tira del Lienzo” (Murcia) located just above the trace of the Lorca-Alhama de Murcia
fault. However, the more significant events included in this category are those that occurred
during the Roman Period in Spain documented in the archaeological sites of “Baelo Claudia” [24]
in Tarifa (Cádiz) and “Complutum” [25] in Alcalá de Henares, 25 km south of the city of Madrid.
There are five (5) events catalogued for this category, three of them with complete macroseismic
information (Table 2).

(e) Paleoearthquakes or paleoseismic events (Code: GEO) with only geological record, albeit in some
cases supported by limited geoarchaeological data. This type of event covers from the most ancient
historical periods in Spain (c. 10th century CE) to the onset of the Holocene epoch (c. 11.2 ka
BP) and they are not included in the conventional seismic catalogues as commonly occurs with
the ancient earthquakes. These events are documented in scientific papers published during the
21st century, and they correspond to fault-trenching analyses (primary surface ruptures) or EEEs
analysis (primary and secondary effects). Those related to fault-trenching studies correspond to
surface-faulting events (≥7.0 Mw) that occurred during the late Holocene. However, there are
fault-trenching data for some ancient earthquakes such as the Tobarra (Albacete) that occurred
around the 500 CE [26] or Historical events such as the Arenas del Rey (Granada) that occurred in
1884 CE [27]. Another case of paleoearthquake largely documented by secondary EEEs is the 218
BCE Lacus Ligustinus event recorded in the present “Doñana Marshlands” (an ancient lake by
that time) at the Guadalquivir river outlet in the Gulf of Cádiz (Atlantic Ocean) [28]. These authors
identify an earthquake-tsunami event similar to the 1755 CE Lisbon event flooding the ancient
roman embayment and breaking the existing littoral spit-bars. Other authors document this event
in turbidite layers obtained in deep sea cores in the Atlantic ocean near the Gorringe Bank [29] or
in other marshlands of the Gulf of Cádiz, such as the Odiel and Tinto river mouths at Huelva
or the Guadalete river mouth near Cádiz [30,31]. It is to note that the Lacus Ligustinus event is
the unique geological event with historical written records describing the destruction of Cádiz
just before the march of Hannibal to Rome across the Alps in the beginning of the Second Punic
War in 218 BCE [32]. All these paleoseismic events are supported by a significant number of
geochronologic data (14C, OSL and TL data), as is also the case for most of the ancient earthquakes
further documented by archaeological data.
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Figure 3. Type of information and temporal extent of the different types of earthquakes (paleo, ancient,
historical, pre-instrumental and instrumental) in relation to the time-record for the different prehistoric
and historic periods in the Iberian Peninsula. The temporal scale highlights representative historic
cut-off dates for the type of information of the catalogued events.

4. Type of Information for the Catalogued Earthquakes.

The written documentary information is unequal for the different historical periods of Spain [8].
The conventional seismic catalogues only include eighteen (18) earthquakes previous to the sixth
century CE, most of them suspected strong events that occurred in the Gulf of Cádiz, the Atlantic
Portuguese coast or the Pyrenees [7]. The oldest ones (years 800 to 500 BCE) correspond to suspected
events that occurred near the first settlements of the Phoenicians in the Pyrenees (Emporiom, Gerona)
or in the Gibraltar Strait (Gadir, Cádiz). However, most of these old historic earthquakes correspond
to those that occurred during the Roman period (third century BCE to fifth century CE) in the
southern zone of the Iberian Peninsula. More consistent historical data appear from 800 CE by Muslim
historians [5], but is not until the Reconquest of the Iberian Peninsula by the Catholic Kings in the
1492 CE, when earthquake data start to be really of quality and representative. Fifty-eight earthquakes
are catalogued before this date, half of them (29) for the period between the 11th and 16th centuries
CE [10]. The number of historical events catalogued between 1500 and 1800 CE is around 500 which
contrast with the about 1200 ones catalogued for the 19th century alone [19]. These numbers help to
illustrate the unequal written historical information for seismic events in Spain, even though a majority
of the strong earthquakes (≥VIII EMS) occurred after the 10th century can be considered catalogued.
This situation is not the same for those historic events that occurred before the 10th century, when the
near absence of written seismic information is noticeable including the roman and visigothic periods
(218 BCE–711 CE). The low quality of historical data for these period implied that most of these
historical earthquakes were removed from the official seismic database of the IGN [23]. After the
critical review of Udías [5], only 32 earthquakes remain catalogued before 1500 CE, all them within the
present Common Era (CE), and 23 of them occurred in the period 1000–1500 CE (Figure 4). This seismic
account contrasts with the about 480 events catalogued for the period 1500–1800 CE and the near
1200 earthquakes catalogued for the 19th century (excluding foreshocks and aftershocks events) still
remaining in the official seismic databases (Figure 4) [23].
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Figure 4. Number of catalogued earthquakes in the different seismic catalogues of Spain for different
temporal periods. Stars and yellow bars identify the strong earthquakes included in ESI-07 Catalogue
for the Iberian Peninsula [10] reviewed in this paper.

Figure 4 displays the evolution on the number of earthquake events catalogued for the different
historic periods of interest discussed here. It is evident than independently of the nature of seismic
information (written sources, archaeological or geological), there is a clear incompleteness of the record
of seismic events before the year 1500 CE, and especially for those that occurred prior to 1000 CE.
This is a typical artifact present in nearly all the seismic catalogs for the Mediterranean region [33].

These modern seismic practices largely contrast with the increasing number of ancient events
recovered from paleoseismological and archaeoseismological studies for the visigothic, roman,
phoenician periods and earlier ones (i.e., Bronze Age, Neolithic) [10] in Spain. It is for these ancient
periods that geological and archaeological information is critical to recuperate old “lost events” no
documented by written sources, leading to expand the seismic catalogues to the most recent geological
record [34]. As evidence of these trends, since the end of the compilation of information for the
published catalogue, three more ancient earthquakes were recovered. This is the case of the roman
events of Idanha (Portugal) and Mulva-Munigua (Sevilla) that occurred during the 4th–5th centuries
CE [35,36], as well as the suspected seismic event of Phoenician age (7th century BCE) documented in
the Lower Segura Basin at Alicante [37].

Nevertheless, the geological and archaeological research of historical earthquakes has also been
largely incorporated in the published catalogue, especially that related to damage to the historic
heritage. This ESI-based investigation complements the EMS data allowing upgrading and completing
macroseismic information especially in the county-side and depopulated areas, as does the geological
investigation of instrumental earthquakes. This last will help to improve and refine data to update the
ESI-07 scale in the future, but also to understand the assemblages and patterns of oriented building
damage in relation to well-constrained seismic sources by instrumental data, as was the case of the
2011 Lorca earthquake in Spain [22,38].

85



Geosciences 2019, 9, 334

The different nature of the information incorporated in the catalogue made necessary the use
and combination of different types of macroseismic scales or classifications, such as the earthquake
environmental effects (EEEs) of the ESI-07 scale, the destructive effects, or the tsunami environmental
effects (TEEs) recently classified in the TEE-16 Scale [39]. These last are a complement and refinement
to the ESI-07 scale on paleo-tsunami records. In the same way, the archaeological record of earthquake
archaeological effects (EAEs) scaled in the works of Rodríguez-Pascua et al. [13,40] have been considered.
Regarding EEEs in the ESI-07 scale, the Spanish catalogue [10] differentiates between tsunami effects
(TSU) and anomalous waves (AW) in inland water bodies, such lakes, dams, rivers, etc. (Figure 1). In the
same way, ESI-07 hydrologic effects have been split in two different categories: (1) hydrological effects
(HA) such as changes in level or flow rates in water wells, springs and fountains; and (2) hydrogeological
effects (HD) related to changes in physico-chemical properties, temperature, turbidity, etc. The rest of
secondary EEEs, such as ground cracks (GK), slope movements (SM), liquefaction (LIQ) and other
effects (OT), maintain their status and meaning as originally defined in the ESI-07 scale (Figure 1) [3].

5. Quality of the Seismic and Geological Information for the Catalogued Earthquakes

For all the catalogued earthquakes, source location parameters (date, origin time and geographical
coordinates) correspond to those published in the catalogue of historical earthquakes of the IGN [7],
except for those events not catalogued by this institution. Likewise, we consider convenient to introduce
the indicative quality parameters on the “epicentral source location” (Qe) and “maximum epicentral
intensity” (Qi) implemented for the abovementioned IGN catalogue, as well as the evaluation of
the related theoretical “Moment Magnitude” (Mw) estimated by means of empirical relationships of
magnitude–intensity specifically developed for that catalogue [7]. In spite of the publication of more
recent source location and size parametric data on the historical and pre-instrumental seismicity for
Spain [41], we preferred to keep the original source parameters listed in the official catalogue and
databases of the IGN [7,23] since the new published data are not official data.

5.1. Quality of Source Location Determinations (Qe)

Regarding the source location data, the geographical coordinates of the macroseismic epicenters
are given as sexagesimal degrees and full minutes, equivalent to a precision of about ± 1.5 km
sufficient for the entire historical catalogued period [7]. However, for the most recent earthquakes that
have occurred since the year 1900 more detailed source location data were extracted from the IGN
databases [23].

The quality parameter for the source location (Qe) presents five different classes with the following
quality indexes:

• Quality A (location error <10 km): macroseismic epicenter surrounded by several macroseismic
data-points, whose density allows estimating the source location with an uncertainty ± 5 km.
This category, of course includes those earthquakes instrumentally recorded after the year 1963 CE
(labelled as Quality I).

• Quality B (location error <20 km): macroseismic epicenter defined by a small number of
macroseismic data-points, which density allows estimating the source location with an uncertainty
± 10 km. The epicentral determinations for some of the earthquakes recorded between 1900 and
1963 CE (Spanish pre-instrumental period) are very imprecise and most of the events occurred in
that period hold B quality (some even C).

• Quality C (location error 20–50 km): macroseismic epicenter located in a continental area defined
by a single macroseismic data-point or by a few ones very distant each other. These can present
an uncertainty above ± 25 km, normally within a radius of 50 km.

• Quality D (location error >50 km): macroseismic epicenter located in a coastal locality as the
unique macroseismic data-point, or those that occurred offshore which can be poorly defined
assuming location uncertainties above ± 25 km. This quality-class also includes very ancient
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historical earthquakes recorded by vague and generic written descriptions refereed to very broad
regions, such as Gulf of Cádiz, Atlantic Ocean, Mediterranean coast and the Pyrenees. This is the
general case for most of the catalogued historical earthquakes before the 10th century BCE around
the Iberian Peninsula.

• Quality Q (location error <20 km): Events not recorded by written sources with an only point,
or very few points with archaeoseismic and/or paleoseismic information. This quality-class
includes those earthquakes with limited archaeoseismic information indicating ground shaking
(building fabric EAEs) or occasional paleoseismic information related to secondary earthquake
environmental effects (EEEs), avoiding the identification of any reliable epicenter. In these
cases, the provided geographical coordinates correspond to the more relevant archaeoseismic
or paleoseismic data-points related to the catalogued event. In most cases, these correspond to
near-field effects occurring to epicentral distances down to 20 km, and by the acquired experience,
the uncertainty would be even down to ±5 km considered for the “Quality A” events.

• Quality G (location error <10 km): The available information is only of geologic nature, providing
the geographical coordinates to the investigated points with paleoseismic information regarding
primary EEEs of the ESI-07 scale, such as surface ruptures, fault scarps or fault-trenching analysis
defining the seismic source. Consequently, this quality-class may hold more accurate locations
than the “Quality A” events. In the case of the record of an important number of secondary EEEs
the provided geographical coordinates are those corresponding to the zones where EEEs display
largest dimensions, frequency or number (consequently intensity). These zones generally define
areas no larger than a few squared kilometers wide, where the true macroseismic epicenters
are located. This is not valid for strong offshore events or zones with an important proved
susceptibility to ground shaking amplification.

These two last quality-classes (Q and G) were introduced in the Catalogue of geological effects
of earthquakes by Silva et al. [10,12], whilst the previous classes (A, B, C, and D) are those already
developed for the Catalogue of historical earthquakes in Spain [7]. Classes Q and G also include
the generic date of the earthquake as provided by the battery of isotopic dates (14C, Th/U, OSL, TL,
ESR, etc.) available for the archaeoseismic or paleoseismic data-points, as well as morphometric or
archaeological relative dates for particular cases.

5.2. Quality of Earthquake Intensity Assessments (Qi)

The new published Spanish ESI-07 catalogue introduces the maximum intensity value assessed
from the ESI-07 scale, but earthquake intensities estimated from other macroseismic scales are also listed
and considered. This is the case for the intensity values corresponding to the European Macroseismic
Scale (EMS-98) [7] and the Mevdéved–Sponheuer–Karnik Scale (MSK-81) applied in previous Spanish
catalogues [42]. As is known, the MSK and EMS scales are nearly equivalent, with the exception that
EMS mainly considers building damage, with the exclusion of environmental damage and geological
effects of earthquakes for intensity assessments, which is one of the causes for the development of the
ESI-07 scale [2].

It is also convenient to indicate that the EMS-98 scale does not consider damage on buildings
of historical heritage (Castles, Fortress, Cathedrals, Old Churches, etc.) for intensity assessments [4].
This is a serious inconvenience for evaluating the intensity of historical earthquakes for which the most
complete information comes from the description of the damage that occurred in this type of building.
This fact has an important impact for earthquakes that occurred before AD 1500, for which written
documentation is sparse, and only the analyses of EAEs preserved in these patrimonial buildings
or archaeological sites allow estimating the earthquake size [38]. Accordingly, intensity assessments
developed for the catalogue display better similarity to those of the ancient catalogues with the MSK
scale than the most recent ones based on the EMS scale. In general, an old maximum intensity IX MSK
is nowadays converted in a maximum intensity VIII–IX or VIII EMS in the most recent catalogues and
databases of the IGN [7,23]. This generally occurs for most of the historical earthquakes between VIII
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and X intensity in the previous MSK catalogues. This means that the application of the EMS-98 scale in
Spain resulted in the reduction of one to half degree with respect to those corresponding to the MSK-81
or ESI-07 scales, which has special negative incidence in the more recent SHA studies in Spain [11].
These evaluate horizontal ground accelerations from the conversion of EMS intensities from historical
events (last 450 years) by means of complex combinations of empirical relationships developed for other
traditional (i.e, MM or MCS) macroseismic scales, inducing very probable underestimations for the
ground movement [19]. As stated in the published catalogue [10], the EMS-98 scale is a nice technical
guide for the quantification of building damage produced by recent earthquakes, but of limited
application for historical events. Data on old historical events in Spain mainly provide information on
environmental damage and significant buildings, now catalogued in the national cultural heritage lists,
and the EMS scale does not consider damage on historical buildings and environmental effects for
intensity assessments [4]. It is necessary to note that the intensity degrees ≥IX EMS-98 mainly base the
intensity assessments on the effects on metallic structure buildings or quake-resistant ones, since the
rest of buildings are destroyed at this stage. However, these types of buildings are virtually absent for
all the historical periods of Spain, where the first modern seismic code was introduced at the end of
the 20th century in the year 1994 (NCS-94). Consequently, the EMS-98 scale has a poor application for
historical earthquakes not only in Spain, but also for most of the European territory.

The published catalogue attempts to document and graphically illustrate (photos, diagrams,
sketches, drawings, maps, etc.) in the most exhaustive mode possible the large variety of EEEs recorded
during the 51 stronger events that occurred in Spain. These have normally intensities ≥VIII for the
pre-instrumental period, but some well-documented events of intensity VII that occurred after the year
1900 produced significant EEEs (Table 1). Nevertheless, the catalogue also lists the other important
earthquake size parameter: the magnitude. In this case, all the events before the year 1900 have
estimated magnitude (Mw) values coming from empirical relationships published in previous Spanish
catalogues or recent scientific papers. In many cases the estimated Mw values may appear as bracketed
values (i.e., 6.2–6.6) since published data provide different, but similar, magnitude values. This is
relevant for those earthquakes only catalogued from paleoseismological data after fault-trenching
analyses, where Mw evaluations came specifically from empirical relationships based on the work
of Wells and Coppersmith [43]. Instead, events that occurred after the year 1900 are instrumentally
recorded and magnitude values are well constrained.

In this way, the catalogue differentiates several quality classes in relation to the maximum known
or geologically recorded intensity using the ESI-07 scale. In addition to the intensity points assessed by
means of EEEs or EAEs, quality class also considers all macroseismic data-points with EMS information.
The quality classes (Qi) are the following:

• Quality A: Density of points with macroseismic information is sufficient to undertake reliable
intensity assessment. Normally, this class includes those earthquakes with more than
30 data-points, which generally refers to events that occurred after the 17th century CE.

• Quality C: The available points with macroseismic information are insufficient to undertake reliable
intensity assessments. In some cases, there is a single data-point. These earthquakes include old
events historically documented, but with little to no geological information, normally occurring
before the year 1000 CE.

• Quality B: The accuracy of the intensity assessments is between the two previously mentioned
quality classes. This is normally the case of those events that occurred between the 10th and
17th centuries CE. However, for some of them, macroseismic data-points are up to 15–20,
including a variety of geological information on secondary EEEs.

• Quality D: EEEs ambiguously or roughly described in historical documents in reference to a region
instead to particular localities, which lack modern geological studies. This is normally the case of
all the catalogued events for the first millennia of the present era, but also most of the earthquakes
that occurred before the present common era, with poor to no geological evidence. Descriptions
such as “mountains and plains opened; the earth guzzled and engorged villages and hills; the sea
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shrank away, islands and islets disappeared; many villages in the southern and western coasts of
Spain were totally ruined”, characterize this type of events. This corresponds to the translation of
original Arabic text for the 881CE earthquake affecting the old Al-Andalus in South Spain.

• Quality G: EEEs related to historical or prehistoric events, normally not included in the conventional
seismic catalogues. They are only documented by geological information coming from recent scientific
paleoseismic and archaeoseismic published papers. In general, this quality class includes earthquakes
that occurred during the first millennia of the present common era, particularly those that occurred
during the Roman and Visigoth period in Spain, but also those only geologically documented.

• Quality I: EEEs linked to recent earthquakes that occurred during the 20th century and the onset
of the 21st century. These events are instrumentally recorded and geological effects have been
documented “in situ” after the earthquake by scientific commissions or groups of earthquake
geologists interested in the event. This quality class normally has the best Qe, Qi and Qg quality
indexes. However, as aforementioned some of the pre-instrumental period events (1900–1962 CE)
have a poor Qg index with poorly defined descriptions of geological effects, similar to those of
Quality B.

5.3. Quality of the Geological Information (Qg)

The published Spanish catalogue introduces a third quality index related to the value of available
information on geological and environments effects of the earthquakes (EEEs) listed in the ESI-07
Scale. This quality index was specifically developed for this catalogue and considers the following
quality classes:

• Quality A: EEEs widely documented by technical or field reports, scientific papers and journals of
the earthquake epoch that have undergone modern geological research published in scientific
papers, allowing the quantification of primary and or secondary effects. Generally, this class
includes those events that occurred after 1800 CE (19th century), although some 18th century
events were also well documented in this time (i.e., 1755 CE Lisbon Earthquake).

• Quality B: EEEs vaguely described in historical documents, but subject of modern published
geological research. These events mainly correspond to those that occurred between the 15th and
19th centuries and most of those that occurred during the so-called “pre-instrumental period”
in Spain (1900–1962 CE). These normally have good Qe and Qi indexes, but poor geological
information, since the progressive implementation of seismographs in Spain during the first half
of the 20th century resulted in increasingly worse field-reports.

• Quality C: EEEs ambiguously or roughly described in historical documents in reference to a region
instead to particular localities, which lack modern geological studies. This is normally the case of
all the catalogued events for the first millennia of the present Common Era, but also most of the
earthquakes that occurred before the present Common Era, with poor to no geological evidence,
with historical descriptions similar to that transcribed for the Quality C events of the Qi index.

• Quality G: EEEs related to historical or prehistoric events, normally not included in the conventional
seismic catalogues. They are only documented by geological information coming from recent
scientific paleoseismic and archaeoseismic published papers. In general, this quality class includes
earthquakes that occurred during the first millennia of the present common era, particularly those
that occurred during the Roman and Visigoth period in Spain, such as those recorded in Baelo
Claudia [44], but also those only geologically documented.

• Quality I: EEEs linked to earthquakes that occurred during the 20th century and the onset of
the 21st century. These events are instrumentally recorded and geological effects have been
documented “in situ” after the earthquake by scientific commissions or groups of earthquake
geologists interested in the event. This quality class commonly holds the best Qe, Qi and Qg
quality indexes. However, as aforementioned some of the events of the pre-instrumental period

89



Geosciences 2019, 9, 334

(1900–1962 CE) have a poor Qg index with poorly defined descriptions of geological effects,
similar to those of Quality B events.

5.4. Overall Quality for Earthquake Information

Taking into account these three different quality indexes (Qe, Qi, Qg) we have different quality-type
events for which macroseismic information allows labelling the earthquakes as credited or poorly
credited. In this way, “triple A” (AAA) and “triple I” (III) events can be considered as fully credited
events with the most accurate assessments for source location, date and intensity. However, GGG and
GQG events are credited with a similar quality than the AAA ones, these are also well-constrained
events, but source locations in the near field are still doubtful (Tables 1 and 2). On the contrary,
CCC or DCC events are the poorly constrained events. In fact, most of this type of events included
in the ESI-07 catalogue [10] have been recently removed from the official macroseismic databases of
the IGN [23]. In that exercise, some of the well constrained geologically documented GGG, BGG or
QGG earthquakes included in the new published catalogue [10] were also removed from the official
macroseismic databases, since these still do not consider geological information [8]. This is the case
of the 218 BCE Lacus Ligustinus event, which aside from being historically documented, has been
identified by tsunamite deposits in all the littoral spit-bars and marshlands of the Gulf of Cádiz, as well
as in offshore turbidite deposits near the suspected earthquake source area [28–32]. Whatever the case,
all the double AA, double BB, AB or AI–BI events certainly occurred, but source parameters present
some uncertainty. Only those labelled as CCC or some DCC are doubtful events (Table 2). These mainly
correspond to those that occurred before the present common era (BCE) which are vaguely documented
by historical written reports in relation to the first Phoenician and Greek settlements on the Spanish
coast, around or fairly before the 500 BCE in the Pyrenees (Emporium) and the Gibraltar Strait (Gadir).

6. Event Files: Summarized Information for the 51 Catalogued Earthquakes

The information for each catalogued event has been summarized in a two-page file format
(Event files) with one-page versions in Spanish and English (Figure 5). These files are available for
the 51 catalogued events. They display a numerical summary of the abovementioned source and
size parametric data and quality indexes. In the case of instrumental events (INS Code), data on
source depth, location errors, recorded magnitude and occurrence of foreshocks and aftershocks is
also included in the parametric summary. The maximum intensity in the different scales applied
in Spain (MSK-80, EMS-98 and ESI-07) are displayed for all the events, as well as summarized data
on the number and size of catalogued EEEs and significant EAEs where pertinent. Event files also
include a numerical list of the historical documentation referring to the catalogued earthquake listed in
the official catalogue of the IGN [7], as well as five to six key bibliographic references documenting
earthquake environmental and building damage.

All the events have a Spanish “resumen” and an English “abstract” summarizing the type
and number of the ESI-07 catalogued EEEs, as well as a brief description of the extension/nature
of environmental damage (ESI-based) and general information on affected localities and building
damage (EMS-based). The info also includes the location of the earthquake within the different
“seismotectonic zones” (GM12 Zones) defined for the new “Upgraded Seismic Hazard Maps for Spain”
elaborated after the 5.1 Mw 2011 Lorca earthquake to update the present Spanish Seismic Code [11].
Additionally, the “Event files” include a simplified geological map of the Iberian Peninsula displaying
the location of the earthquake epicenter within the different structural units of Spain depicted in
Figure 2: Alpine Cordilleras (Betics, Pyrenees, Iberian range, Catalan ranges); Palaoezoic-Variscan
massif (west Iberia); and Cenozoic sedimentary basins (Tagus, Duero, Guadalquivir, Ebro basins).
In the endnote of each “Event file” are displayed the name(s) and affiliation(s) of the author(s) in charge
of the compilation and structuring of the macroseismic information.
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Figure 5. Example of an Event file (English version) produced for the 51 catalogued events. This corresponds
to the 218 AC Lacus Ligustinus earthquake [28] with historical, geological and archaeological records.
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The 51 catalogued events appear listed and ordered temporally (by date). Each “Event file”
displays a code identifying the type of catalogued event (GEO, ARQ, HST, PRE or INS) followed by
the corresponding date in numerical format YYYYMMDD (year/month/day); as an example, the most
recent event catalogued, the 2011 Lorca earthquake has the code INS 20110511 (Table 1). The code for
paleoseismic (GEO), archaeoseismic (ARQ) or historical (HST) events that occurred before the present
Common Era (BCE or BC), for which there is only information of the year, the code identifies the
millennia and the year (Table 2).

In the case of paleoseismic events with bracketed ages resulting from the uncertainty errors of the
applied dating method documenting the earthquake always use the more recent date (year). As an
example, the date of the most ancient catalogued earthquake (La Cueva del Toro, Antequera, Málaga)
is bracketed by 14C dating in the fourth millennia BC (4200–3700 BCE) and has the code ARQ 04
3700BC (Table 2). Figure 5 displays the structure and format of the English version of the “Event files”
included in the published catalogue.

7. Full Event and EEE Files: Full Information for Selected Catalogued Earthquakes

The second edition of the catalogue offers full information for 16 selected events representative of
each earthquake type or period (GEO, ARQ, HST, PRE, INS). For these events, a complete analysis of the
catalogued environmental (EEEs) or archaeoseismological (EAEs) effects is available. A total amount
of 1027 effects has been identified of which 840 are EEEs and 187 EAEs. From this large amount of
catalogued effects, about 680 are briefly analyzed in “Event files” and 322 in detailed individual “EEE
files” (Figure 6). These last cover all the typologies of EEEs observed in the ESI-07 scale [3], including 84
tsunami effects analyzed by means of the upgraded TEE scale [39]. Some of the earthquakes with a large
amount of information over the 75 effects, such as the 2011 Lorca (79 EEEs), 1829 Torrevieja (78 EEEs) and
1755 Lisbon (674 EEEs) have been simplified to a representative number of about 45–50 “EEE files”.

Aside from the information summarized in the “event file”, earthquakes with complete
information have a section in which the original descriptions of the early seismic catalogues for
Spain (e.g., Galbis Catalogues) are literally transcribed including the prime references used by
Galbis [45]. The “full event files” also include descriptive and interpretative sections in which the
source location and maximum intensity of the earthquakes are evaluated in relation to the catalogued
EEEs, EAEs, and data from other recent scientific publications. In those cases in which published
geological data, ESI-07 parametric evaluations (EEEs) or archaeoseismic oriented damage (EAEs),
point to different source locations than those listed in the IGN catalogue [7] the parametric data of the
earthquake is disused in the interpretative section. For those recent earthquakes not included in the
Galbis catalogues [45], previous to AD 1940, the section of the original descriptions by Galbis have
been substituted by a section of “general information” summarized from available seismic reports or
field reports developed by different institutions (IGN; IGME; IAG or Civil Protection). For ancient or
paleoseismic events not catalogued by Galbis [45], the general information section includes data on the
archaeological site or fault-trench site documenting the respective earthquakes. The descriptive and
interpretative sections for these full-information events are structured in the style of four–five-page
short papers and include a complete reference list of historical sources and recent scientific publications
analyzing the corresponding earthquake.
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Figure 6. Example of an “environmental earthquake effects (EEE) file” produced for 16 selected earthquakes
included in the Spanish Catalogue of geological effects of earthquakes [10]. The example corresponds to the
surface rupture (primary effect) triggered by the AD 1884 Arenas del Rey earthquake (Intensity X). The file
has been translated and updated for the present paper by P.G. Silva. Original EEE files are in Spanish.

7.1. EEE Files: Detailed Information for Each Catalogued Event

The detailed information of each catalogued EEEs or EAEs is implemented in individual “EEE files”,
which offer parametric macroseismic information on geographical coordinates, epicentral distances,
epicentral orientation, affected area by the EEE (km2 or m2) and the assessed local intensities (EMS/MSK)
by building damage coming from previous catalogues. These “EEE files” also include normalized data
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on the local geomorphology (landscape context and terrain slope), geology (age and nature of affected
material and substratum, if the case), but also geotechnical data. This latter information considers
the different soil classes observed by the present Spanish Seismic Code [46], as well as normalized
PGA values (%g) considered by this seismic code for the affected zone. This geotechnical section also
offers normalized descriptions for the construction-types, building-types, amount and damage level
that occurred in the locality affected by the particular catalogued EEE in each individual “EEE file”.
In a last section the “EEE file” displays geological information on the category (primary/secondary),
type (liquefaction, slope Movement, etc.) and ESI-07 intensity of the catalogued EEE, as well as
individual abridged information on the description, interpretation, quantification (intensity assessment)
and the particular Quality index (Qg) of the catalogued effect. This ESI-07 section of the file also includes
graphical information of the catalogued EEE, such as photos, drawings, sketches, maps, GoogleEarth
imagery, etc., depending on the period of the corresponding earthquake. Finally, the “EEE files” offer
four to five key bibliographic references that specifically document, describe or analyze the catalogued
EEE. Figure 6 illustrates the above-described structure of the EEE/EAE files.

7.2. Graphic Information Included in the “Full Event Files”

The full event files content a variety of info-graphic data. The primary info is a parametric
list of effects (EEEs and EAEs) identified for a specific symbol developed for the scale (see symbol
effects in Figure 1) and ordered alphabetically by locality and locality-site when precise (Figure 7).
Selected Google Earth images of the kmz files developed for each earthquake (Figure 8) illustrate these
parametric lists. The kmz files (and selected views) identify each catalogued EEE or EAE type-effect by
its corresponding symbols (Figures 7 and 8). In the future, these kmz event files will be uploaded in a
public geo-information database of the Geological Survey of Spain (IGM) for the interactive on-line
search of the entire catalogue. Additionally, the “full event files” include two basic graphic databases
in form of intensity maps and seismic scenarios (ShakeMaps). When sufficient data hybrid ESI-EMS
intensity maps were produced following the guidelines of the ESI-07 scale [3].

Figure 7. Example of classified parametric list of the catalogued EEEs and earthquake archaeoseismological
effects (EAEs) for the 16 selected earthquakes in the “full event files”. The example, translated for this paper,
contains macroseismic information for the first five sites of the AD 1863 Huércal-Overa earthquake (Intensity
VIII). The full original list has 22 EEEs, 7 EAEs files and 13 complementary EMS data [10].
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Figure 8. Example of Google Earth image extracted from the kmz file produced for each of the 16
selected earthquakes with “full event files”. The example displays information for the macroseismic
area of the AD 1863 Huércal-Overa earthquake [10].

The intensity maps, implemented in shaded-relief models of the affected areas, illustrate the
intensity distribution in relation to the Quaternary active faults of the zone and the set of catalogued
EEEs for each event (Figure 9). The style of the intensity maps tries to resemble the color-scales used
in the instrumental seismicity maps of the USGS Earthquake hazard program (https://earthquake.
usgs.gov/) [47]. As mentioned, the hybrid intensity maps incorporate all the EMS information
(when available) coming from previous catalogues [7]. The EMS information is also provided at the
end of the parametric list illustrated in Figure 7.

In the intensity maps EEEs localities are identified with circles of the same color of the corresponding
intensity level (Figure 9). In many cases, the localities have “satellite data-points” represented by
smaller colored circles representing other EEEs or EAEs around the stronger (or more important) one
that occurred in that locality. The use of “satellite data-points” is based on the recommendations of the
International Atomic Energy Agency (IAEA) on the guidelines of paleoseismic analyses to seismic
hazard assessments in site evaluation for nuclear installations [48]. The identification and delineation
of the geometry of intensity zones was done taking into account the location of the more important
Quaternary faults of the region (black lines), but also the geology and geomorphology of the affected
areas. In particular, the distribution of poorly consolidated Quaternary deposits and the different
topographic contexts on which the documented EEEs occurred was key for the production of intensity
maps. As illustrated in Figure 9, colored triangles identify complementary EMS data for different
intensity levels. EMS data are especially important for a more accurate definition of the geometry for
intensity zones VI to IV in the lower limit of sensitivity of the ESI-07 scale [5]. The intensity maps are not
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available for ancient or paleoseismic events only documented in one archaeological site of fault-trench
excavation. In these cases the intensity maps are substituted by another type of graphic information
from geoarchaeological or pure geological sources, such as a maps and sketches of oriented damage
(ancient events) or the log of the fault-trench documenting the earthquake (paleoseismic events).

Figure 9. Example of hybrid ESI-EMS intensity map produced for the 16 selected earthquakes with “full
event files” of the Spanish ESI-07 catalogue [10]. The example corresponds to the AD 1829 Torrevieja
earthquake in Alicante (Intensity X).

For the best-documented cases the production of seismic scenarios (ShakeMaps) has been
possible in terms of the peak ground acceleration (PGA: %g) deduced from the intensity maps.
These ShakeMaps have been produced following a similar methodology to that used by the USGS
ShakeMap Programm [47], but specifically adapted to the Iberian Peninsula by Silva et al. [19].
The elaborated seismic scenarios are based on the implementation of “Ground Motion Prediction
Equations” (GMPE) on detailed digital terrain models (5m/pixel DTMs) pixel by pixel. The selected
pixel size (5m) is clearly sufficient to identify individual EEEs and to upload detailed slope and
geological data into the resulting shake models. This pixel size upgrades the 900 m/pixel DTMs used
in the USGS earthquake hazard program [47] and allows one to define the contribution of topography
(slope) and geology (loose soils) to the triggered environmental damage [19]. The selected GMPE for
the production of seismic scenarios in the Spanish catalogue corresponds to those used in the first
versions of the USGS Earthquake Hazard Program [49]. These equations are first generation GMPE,
specifically designed for geodynamic contexts dominated by strike-slip faults in the SW EEUU [49],
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which in turn are similar to the geodynamic framework of southern Spain (Betic Cordillera; Figure 1),
where the main strong earthquakes of the catalogue are placed [19].

These GMPE offer broad seismic scenarios in the range of the expected uncertainties for the
hypothetical seismic source characterization of the historic, ancient and paleoseismic events analyzed in
the catalogue. On the other hand, these basic first generation GMPE allow to implement simple source
parameters (i.e. source location, fault type, fault dimensions/geometry and earthquake magnitude) in
relation to epicentral distance (Joyner–Boore radius) [49], deduced Vs30 values from proxy data [50]
and topographic and geologic correction factors specifically produced for Spain [19]. The modelling
of seismic scenarios (shakemaps) for Spain is based on the large set of instrumental, macroseismic
and geological data resulting from the last important earthquake that occurred in Spain (2011 Lorca
Earthquake; 5.1 Mw; VIII ESI-07), which was used as a check-model in a ArcGis environment [19].
The Figure 10 illustrates the updated shakemap developed for the AD 1755 Lisbon earthquake-tsunami
included in the catalogue.

 
Figure 10. Example of seismic scenario (Shakemap) developed for the AD 1755 Lisbon earthquake
and tsunami (XI ESI-07)—one of the 16 selected earthquakes with "full event files" of the Spanish
ESI-07 catalogue [10]. The example corresponds to the AD 1755 Lisbon earthquake-tsunami (XI ESI-07).
Note the dimensions of the seismogenic source as proposed by Silva et al. [17].
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7.3. Summary on the Structure and Content of the “Full Event Files”

The information contained in the “full event files” is summarized in the following items:

• Event file (51 earthquakes): These files contain parametric data, earthquake type, quality indexes,
summarized information on building (EMS-based) and environmental damage (ESI-based), a list
of identified EEEs for the different categories of ESI-07 effects, and archaeoseismic damage (EAEs).
Additionally, these files display summarized information on the geological data supporting
the earthquake, a geological sketch of the Iberian Peninsula for location (Figure 2), five to six
key references documenting the earthquake and a list of the authors compiling the information.
Fifty one-page files in Spanish and English (Figure 5).

• Earthquake description in the Galbis Catalogue (16 selected Earthquakes): Transcription of original
descriptions and references in these initial seismic catalogues. For those events not listed in the
Galbis catalogue this section is substituted by a “general information” section including data
from field, technical, scientific reports and scientific publications available for those earthquakes.
Sixteen one-page sections.

• Earthquake environmental effects (16 selected earthquakes): Analysis and discussion of the
catalogued EEEs in the format of a two-page short paper.

• Earthquake archaeological effects (16 selected earthquakes): Analysis and discussion of the
catalogued EAEs in the format of a two-page short paper. In modern earthquakes, the analysis of
EAEs is focused on its impact on the cultural heritage of the affected area. As in the previous case,
this section has also a two-page format.

• Parametric list of the particular EEEs and EAEs (16 selected earthquakes), identified for each
earthquake. For those cases with a great number of effects (above 50) the number of published
EEEs/EAEs files was normalized to about 50 representative files (Figure 7).

• Parametric list of EMS data available for each earthquake (16 selected earthquakes) coming from
the existing official databases of the IGN [7,23].

• EEE and EAE files (totaling 322) for the 16 selected earthquakes, with detailed information
in the geological and geomorphological context, ground conditions, as well as descriptions,
interpretation and quantification of the particular EEE or EAE catalogued effect.

• Google Earth image (16 selected earthquakes) representative of the distribution of EEEs and EAEs
coming from the kmz files produced for the catalogue which will be implemented in the near
future in an online public database of the Geological Survey of Spain (Figure 8).

• ESI-07/EMS-98 hybrid intensity maps (16 selected earthquakes) on shaded relief models, specifically
designed for the published catalogue. In the case of earthquakes with few intensity data, like ancient
or paleoseismic events, the intensity map is substituted by damage maps/sketches or by the log of
the fault-trench documenting the event (Figure 9).

• Seismic Scenarios or ShakeMaps (16 selected earthquakes) in terms of PGA values, based on those
developed by the USGS ShakeMap Program but specifically adapted for the Iberian Peninsula
(Figure 10).

• Reference list (16 selected earthquakes): Complete bibliographic list with the old historic documents
and modern research papers documenting or analyzing the catalogued earthquake.

7.4. Special “Full Event File” for the AD 1755 Lisbon Earthquake-Tsunami Event

Due to the special features and size and large area affected for this earthquake its full event file
contains additional information. This file has different independent sections on the analysis of tsunami
effects, geological effects extracted from the examination of the about 1300 individual locality-reports
for this earthquake kept in the Spanish Historical National Archives (Archivo Histórico Nacional;
AHN) [51], from which 673 localities reported natural effects [17]. This file also has a section on the large
set of far-field hydrological and hydrogeological anomalous effects reported for the northern area of the
Iberian Peninsula, British islands, Europe, Africa, the Caribbean Sea and the oceanic islands of Canary,
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Madeira and Azores. Though most of the far-field effects are related to the tsunami propagation,
some of them occurred in inland water bodies at Reading, Sussex, Plymouth, London (England);
Lake district (Cumbria); Lakes Lomod and Ness (Scotland); Lake Binnenalster of Hamburg (Germany);
Lakes Léman, Neuchatel and Zürichsee (Switzerland); Telpice Baths (Prague) and the Dal River in
Sweden (Baltic Sea). Some of these last effects occurred more than 2000–3000 km away from the
epicenter. This event has a total of 753 catalogued EEEs, 673 of them occurring in Spain [10].

All the above mentioned far-field natural effects were compiled in the volume 69 of the
"Philosophical transactions of the Royal Society of London" published in December 1755 and reprinted
in 1809 [52]. This volume contains an special section entitled: “An Extraordinary and Surprising
Agitation of the Waters though without any perceptible Motion of the Earth having been observed in
various parts of this Island, both Maritime and Inland, on the same Day and chiefly about the Time
that the more Violent Commotion of both Earth and Waters so extensively affected many very distant
Parts of the Globe” (pages 646 to 656). This special section collects 17 letters describing tsunami effects
in littoral zones of the Atlantic Ocean, but also other 12 letters on the anomalous effects observed in
inland water bodies at different parts of Europe. These very far-field effects represent an anomaly
in relation to recent strong earthquake-tsunami events of similar size (i.e., 2004 Sumatra, 2010 Chile,
2011 Japan), which did not cause that variety of far-field anomalous effects [17,30].

The Lisbon event also has a particular section regarding other effects not truly considered by the
ESI-07 scale [52], but of interest for this particular earthquake [10,51]. Long period waves on standing
waters were recorded at 29 localities several hundreds of kilometers away in the whole of Spain, mostly
in Central Castilla, but also in Cataluña (1200 km away) where the earthquake was not felt. Perception
of an underground noise occurred almost simultaneously to ground shacking in 285 locations covering
the whole of mainland Spain, except the north and northeast zones. Perception of ground waving
and anomalous tree shaking was observed in many localities throughout the Guadalquivir valley.
Finally, luminous effects observed in the sky (51 records) 5–4 hours before the earthquake along the
western sector of the Iberian Peninsula throughout a SW–NE band 600 km long (Huelva to Palencia)
which have been also catalogued. These effects are interpreted as the occurrence of a comet or meteor
crossing the sky [51], eventually exploding over the north of the Duero river basin (north Spain) with
a great luminosity and a strong noise [10]. All the far-field EEEs, tree shaking and luminous effects
were catalogued totaling 753 effects, but only 49 of them have individual “EEE files” in the recently
published catalogue [10]. Taking into account the abovementioned other effects not considered in the
ESI-07 (long period waves, underground noise, ground waving, etc.) the total number of effects would
amount to over 1000 EEEs for the AD 1755 Lisbon event, which would deserve a separate analysis
and catalogue.

8. Brief Numerical Analysis of the Catalogued EEEs

This section introduces a short analysis of the catalogued events for the 51 analyzed earthquakes
for the maximum intensity of the events (Figure 11) and for the different intensity levels (Figure 12).
As observed in the bar-diagram of Figure 11, the AD 1755 Lisbon event produced a large variety of effects
in the entire range of intensity levels, even where the earthquake was not felt. The most conspicuous
reported effects were those related to hydrological (HA), hydrogeological (HD) or anomalous waves
in inland water bodies (WA), which were more frequent and widely observed for intensities IV to
VII (Figure 11). Noticeable ground effects were also liquefaction (LQ), ground cracks (GK) and slope
movements (SM) for intensities VI to IX and strong tsunami damage from intensity VIII (Figure 11).
Due to the offshore nature of the event, primary effects were few and mostly related to cases of
subsidence of the coastal area around the Gulf of Cádiz.
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Figure 11. Statistical analysis of EEEs that occurred in the 51 catalogued events considering the
maximum intensity (Imax) of the triggering event: (a) Distribution of EEEs for different intensity
earthquakes considering the complete analyzed earthquake list; (b) distribution of EEEs for different
intensity earthquakes removing the data for the AD 1755 Lisbon event.

The Figure 11 illustrates the distribution of triggered EEEs listed in the “event files” for the
whole number of catalogued earthquakes by their maximum intensity. The analyzed data total 976
EEEs including those of the AD 1755 (Figure 11a) but are only 489 without the mentioned event
(Figure 11b). The different distribution of EEEs is also noticeable when considering or not the Lisbon
Event, which displaces the statistical mode to intensity XI due to the large number of hydrological
effects (HA, HD and WA) reported for this earthquake (Figure 11a). On the contrary, removing the
Lisbon EEEs, the statistical mode is clearly located in intensity VIII, where the most frequent effects are
slope movements (SM), ground cracks (GK) and ground liquefaction (LQ) with an amount of 204 EEEs
(Figure 11b), which practically doubles the number of EEEs for intensities IX and X (around 100 each).
This is a statistical bias because intensity VIII events are the most numerous among the catalogued
Spanish events (Tables 1 and 2). In any case, it seems clear that the minimum Imax value to produce
secondary earthquake effects with a relative long-lasting geological record is intensity VII.
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Figure 12. Statistical analysis of EEEs occurred in the 16 selected earthquakes with full event files
considering the local intensity for the sixteen analyzed events. (a) Distribution of EEEs for different
intensity zones considering the sixteen analyzed earthquakes; (b) distribution of EEEs for different
intensity zones removing the data for the AD 1755 Lisbon event.

Figure 12 displays the catalogued EEEs by their intensity level, but only for the 16 selected
earthquakes with “full event files”, which sum up to a total of 811 records. Again, the comparison of the
diagrams with and without the AD 1755 Lisbon event offers a very different distribution of the number
and type of catalogued EEEs. Once the large amount of hydrological and tsunami effects produced by
the Lisbon event are removed, again intensities VII and VIII collect the largest number of ground effects
(SM, GK and LIQ) (Figure 12b). In many cases, the catalogued ground cracks are related to lateral
spreading linked to ground liquefaction or to slope movements. This last category of ESI-07 effects is the
more abundant one in the analyzed earthquakes, but the SM peak for intensity VII in Figure 12 is again
a statistical bias due to the large amount of slope movements catalogued for the 2011 Lorca earthquake
(Figure 12b). It is also noticeable that primary effects start to be observable for intensity VIII, but the
few cases of surface ruptures occur for events of intensity ≥IX (Figure 12b). This is the general case for
inland Spain, where surface faulting events are very rare, but the occurrence of extensive secondary
earthquake effects is common. These mainly include hazardous slope movements, ground liquefaction
and ground cracking processes in inland events, but also damaging tsunamis in the Gulf of Cádiz
(Atlantic Ocean) and Alborán Sea (Mediterranean Sea) around the Gibraltar strait (Figure 2). In fact,
the strongest earthquakes occurred within the Iberian Peninsula have moderate magnitudes around
6.0–7.0 Mw [7,19,23] but they triggered strong intensity levels up to IX–X as a consequence of the
participation of geological effects in environmental and building damage. This is of special interest for
the dangerous earthquake-tsunami events around the Gibraltar strait zone. In this sense, Figures 11
and 12 display the number of catalogued EEEs with and without the data corresponding to the 1755
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Lisbon earthquake-tsunami. In both cases, the noise introduced by this special “Atlantic Event” is
clear in relation to the EEEs commonly triggered by the strongest earthquakes that occurred within the
Iberian Peninsula.

9. Achievements and Future Perspectives

In spite of the existence of databases with information on earthquake environmental effects—like
that developed by the Italian Geological Survey (ISPRA), which includes data on about 200 globally
distributed earthquakes (http://193.206.192.211/wfd/eee_catalog/viewer.php) [53], or databases with
paleoseismic and active faults information [2]—none of them proceed to a proper ESI-07-based
classification and interpretation. In this way, as noted by Serva [2] after the devastating 2011 Japan
earthquake-tsunami (Tohoku) the IAEA recommended to the members states to carefully consider
secondary earthquake ground effects in order to envisage a more accurate definition of the seismic
hazard (in terms of intensity) in zones with nuclear installations [47] and the ESI-07 scale was largely
considered in the published recommendations [54]. Some very recent catalogues and on-line databases,
like that developed by the “Italian National Geophysics and Volcanologic Survey (INGV)” [55],
consider ground effects, but they are treated in a descriptive-informative way and are not used for true
intensity assessments following the ESI-07 guidelines. As a consequence, currently there is no similar
catalogue like that recently published in Spain [10] considering geological and archaeoseismological
data extending the earthquake records to the recent geological past. However, the growing data on
earthquake environmental effects, and complementary archaeoseismological analyses, will improve
our knowledge on the seismic history of a region in the future, by the recovering of lost earthquakes
from the geological record. The future of SHA studies needs in a mandatory way the incorporation of
geological and archaeoseismological data to offer to the modern societies more comprehensive data
within the temporal range (recurrence periods) of the seismic cycle. In this sense, the Spanish catalogue
incorporates seismic scenarios for historical events (i.e., Figure 10) which will help to develop a better
definition of the seismic hazard for forthcoming SHA studies but also for the preparation of future
earthquake drills [20].
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Abstract: We digitize surface rupture maps and compile observational data from 67 publications
on ten of eleven historical, surface-rupturing earthquakes in Australia in order to analyze the
prevailing characteristics of surface ruptures and other environmental effects in this crystalline
basement-dominated intraplate environment. The studied earthquakes occurred between 1968 and
2018, and range in moment magnitude (Mw) from 4.7 to 6.6. All earthquakes involved co-seismic
reverse faulting (with varying amounts of strike-slip) on single or multiple (1–6) discrete faults of
≥ 1 km length that are distinguished by orientation and kinematic criteria. Nine of ten earthquakes
have surface-rupturing fault orientations that align with prevailing linear anomalies in geophysical
(gravity and magnetic) data and bedrock structure (foliations and/or quartz veins and/or intrusive
boundaries and/or pre-existing faults), indicating strong control of inherited crustal structure on
contemporary faulting. Rupture kinematics are consistent with horizontal shortening driven by
regional trajectories of horizontal compressive stress. The lack of precision in seismological data
prohibits the assessment of whether surface ruptures project to hypocentral locations via contiguous,
planar principal slip zones or whether rupture segmentation occurs between seismogenic depths
and the surface. Rupture centroids of 1–4 km in depth indicate predominantly shallow seismic
moment release. No studied earthquakes have unambiguous geological evidence for preceding
surface-rupturing earthquakes on the same faults and five earthquakes contain evidence of absence
of preceding ruptures since the late Pleistocene, collectively highlighting the challenge of using
mapped active faults to predict future seismic hazards. Estimated maximum fault slip rates are
0.2–9.1 m Myr−1 with at least one order of uncertainty. New estimates for rupture length, fault dip,
and coseismic net slip can be used to improve future iterations of earthquake magnitude—source
size—displacement scaling equations. Observed environmental effects include primary surface
rupture, secondary fracture/cracks, fissures, rock falls, ground-water anomalies, vegetation damage,
sand-blows/liquefaction, displaced rock fragments, and holes from collapsible soil failure, at maximum
estimated epicentral distances ranging from 0 to ~250 km. ESI-07 intensity-scale estimates range by ±
3 classes in each earthquake, depending on the effect considered. Comparing Mw-ESI relationships
across geologically diverse environments is a fruitful avenue for future research.

Keywords: Intraplate earthquake; surface rupture; Australian earthquakes; earthquake environmental
effects; reverse earthquake; ESI 2007 scale; historical and recent earthquakes

1. Introduction

In the 50 years between 1968 and 2018 Australia experienced eleven known surface rupturing
earthquakes (Table 1, Figure 1). Studies of Australian surface rupturing earthquakes have contributed
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to improvements in our collective understanding of intraplate earthquake behavior, including rupture
recurrence, in stable continental regions (SCR) [1–5] and empirically-derived scaling relationships
for reverse earthquakes [6–9]. This paper reviews available published literature on historic surface
ruptures (Tables 1 and 2) and collates geological data (Tables 3 and 4, Figures 1 and 2), seismological
data and analyses (Table 5), surface rupture measurements (Table 6), environmental damage (Table 7),
and paleoseismic data (Table 8) (Figures 3–10). We re-evaluate and reconsider rupture and fault
characteristics in light of new data (e.g., geophysical and geological) using modern analysis techniques
(e.g., environmental seismic intensity scale (ESI-07) [10]) and new or updated concepts in earthquake
science since the time of publication (e.g., paleoseismology, SCR earthquake recurrence).

Table 1. Summary of known historic Australian surface rupturing earthquakes and relevant references.

Name Fig. 1
Magnitude
(Mw) [11]

Date

This Paper: Published
Relevant

ReferencesLength
(km)

Dip
Avg.

Net-Slip (m)
Length

(km)
Max. Vert.
Disp. (m)

Meckering, WA 1 6.59 14/10/1968 40 ± 5 35◦ ± 10 1.78 37 2.5 [12–37]

Calingiri, WA 8 5.03 10/03/1970 3.3 ± 0.2 20◦ ± 10 0.46 3.3 0.4 [23–25,38,39]

Cadoux, WA 4 6.1 02/06/1979 20 ± 5 60◦ ± 30 0.54 14 1.4 [28,40–45]

Marryat Creek, SA 5 5.7 30/03/1986 13 ± 1 40◦ ± 10 0.31 13 0.9 [1,28,46–49]

Tennant Creek 1
(Kunayungku) NT 7 6.27 22/01/1988 9 ± 1 40◦ ± 5 0.55 10.2 10.9 [1,49–69]

Tennant Creek 2
(Lake Surprise

west)
6 6.44 22/01/1988 9 ± 2 60◦ ± 10 0.84 6.7 1.1 [1,49–69]

Tennant Creek 3
(Lake Surprise

east)
3 6.58 22/01/1988 16 ± 0.5 35 ◦ ± 5 1.23 16 1.8 [1,49–69]

Katanning, WA 10 4.7 10/10/2007 0.5 ± 0.5 40◦ ± 5 0.2 1.26 0.1 [70,71]

Pukatja, SA 9 5.18 23/03/2012 1.3 ± 0.3 30◦ ± 10 0.25 1.6 0.5 [9,72]

Petermann, NT 2 6.1 20/05/2016 21 ± 0.5 30◦ ± 5 0.42 20 1.0 [73–78]

Lake Muir, WA 5.3 08/11/2018 3 0.5 [79]

Other literature with relevant analysis or data regarding historic ruptures: [80–98].

Figure 1. Map of Australia showing locations of historic surface rupturing events, continental scale
crustal divisions [99], onshore historic seismology >4.0 (1840–2017) [11], simplified crustal stress
trajectory map [100], GA neotectonic features database [95], recognized seismic zones [101,102] and
specific crustal provinces relevant for surface rupture events (Table 3) [103]. Small maps show individual
surface ruptures at the same scale and ordered by rupture length (excluding 2018 Lake Muir).
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Australia is regarded as a stable continental region [104] surrounded by passive margins with an
intraplate stress field controlled by plate boundary forces [100,105] (Figure 1). This stress field has been
extant throughout much of Australia since the late Miocene, broadly concurrent with a rearrangement
of tectonic boundaries in India, New Zealand, New Guinea, and Timor [101]. More than 360 potentially
neotectonic features (those showing displacements associated with, or since initiation of, the current
stress-field conditions) [5,95] have been recognized in the landscape through field mapping, subsurface
geophysical imaging, digital elevation modelling, and palaeoseismic investigation [2,3,5,34,95,106–113]
(Figure 1).

Southeast Australia and the Flinders Ranges (Figure 1) have the highest rates of seismicity [101,102]
and estimated neotectonic fault slip rates [3,109,111] yet all of the largest onshore historic Australian
earthquakes have occurred in Archean to Proterozoic cratonic crust across the central and western parts
of the country (Figure 1) [11]. Of four defined zones of high seismicity (Figure 1) [101,102], the South
West Seismic Zone (SWSZ) is the only to coincide with historic surface ruptures (Meckering, Calingiri,
Cadoux, Katanning, Lake Muir). Other ruptures (Marryat Creek, Tennant Creek, Pukatja, Petermann)
have occurred in historically aseismic regions of the cratonic crust (Figure 1, Table 5, Section 3.2).

Table 2. Summary of data sources used in reviewing Australian historic surface ruptures.

Seismological Catalogues

Primary literature [9,12,15,18,24,25,38,40,41,43,46,47,57,60,61,63,70,73–75,88]
Geoscience Australia (GA) online catalogue https://earthquakes.ga.gov.au/

National Seismic Hazard Assessment 2018 (NSHA18) http://pid.geoscience.gov.au/dataset/ga/123139; [11]

Focal Mechanisms

Primary literature [9,23,26,28,41,43,46,55,57,60,70,73,74]
GA compilation [90]

Global centroid moment tensor catalogue https://www.globalcmt.org/CMTsearch.html

Surface Rupture Trace

Primary literature [9,25,41,48,63,70,73,78]
GA Neotectonic Features Database [95]; http://pid.geoscience.gov.au/dataset/ga/74056

Google satellite imagery https://www.google.com/earth/
Bing satellite imagery https://www.bing.com/maps/aerial
National SRTM DEM SRTM 1-Sec DEM: http://pid.geoscience.gov.au/dataset/ga/72759

Geological Maps

Primary literature [9,16,25,41,65,114–117]
Geological Survey of Western Australia http://www.dmp.wa.gov.au/Geological-Survey/Geological-Survey-262.aspx
Northern Territory Geological Survey https://geoscience.nt.gov.au/
Geological Survey of South Australia http://www.energymining.sa.gov.au/minerals/geoscience/geological_survey

Geoscience Australia https://ecat.ga.gov.au/geonetwork/srv/eng/catalog.search

Borehole Data

Northern Territory Government http://nrmaps.nt.gov.au/nrmaps.html
South Australia Government https://www.waterconnect.sa.gov.au/Systems/GD/Pages/Default.aspx

Geophysical Maps

Primary literature [33,50,51]
Bouguer gravity anomaly http://pid.geoscience.gov.au/dataset/ga/101104
Total magnetic intensity http://pid.geoscience.gov.au/dataset/ga/89596

Rupture Offset Data

Primary literature [9,25,41,48,62,63,70,73,77]

Historic Photos of Ruptures

Primary literature [1,9,12,14,15,25,35,37,40,41,47,48,59,63,64,72,73,87,118]

Websites https://aees.org.au/;
http://fortennantcreekers.com/events/earthquake-friday-22-january-1988/

News articles https://trove.nla.gov.au/; https://www.abc.net.au/news/

2. Review Data, Methods and Terminology

Publications reviewed for ten of the eleven historic ruptures are provided in Table 1. At the time of
writing, no publications are available for the most recent (eleventh) earthquake (8 November 2018 Mw
5.3 Lake Muir earthquake), although one is currently in review [79] and some imagery and data are
available online (https://riskfrontiers.com/the-2018-lake-muir-earthquakes/, https://www.abc.net.au/
news/2018-11-09/earthquake-hits-lake-muir-western-australia/10480694 (accessed on 21 June 2019)).
Available details for this event are included in Tables 1, 3 and 7 but it is otherwise not investigated in
this paper. The Tennant Creek event comprises three mainshocks in a 12-hr period on the 22 January
1988, with three separate scarps recognized at the surface. Analysis of available seismological and
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surface data supports a direct association between each mainshock and an individual rupture (TC1:
Kunayungku; TC2: Lake Surprise west; TC3: Lake Surprise east) [57,59,62,69] and they are treated as
separate events in this paper.

Relevant papers were identified by reading through either (a) reference lists of recent (2010–2018)
publications or (b) the citation history of older publications using Google Scholar. In total N = 67
articles were identified as containing relevant primary data and interpretations for individual or
multiple surface rupturing events (Table 1). A further 16 publications were identified containing
relevant information on Australian seismicity (drawing on data from the primary publications) or
compilations of previously published material (Table 1). Other sources of data used to complement
analysis of primary published data are summarized in Table 2.

Epicenter locations and focal mechanisms were collated from primary literature and online
databases (Table 2). Geoscience Australia (GA) maintain an online earthquake catalogue that is
continuously updated and recently published a national earthquake catalogue (NSHA18) from 1840 to
2017 [11]. The NSHA18 catalogue contains revised magnitude values (Mw) for all surface rupturing
events based on a comprehensive reanalysis [11,119], which are used in this study. Epicenters for
surface rupturing events are generally located closer to the surface ruptures in the online database
than the NSHA18 catalogue.

Published surface rupture maps were previously digitized into GA’s publicly available Neotectonic
Features Database [95]. In this paper, we sourced the original maps, georeferenced them, and digitized
secondary fracturing that was left out of the GA database (Figures 3–10). Some ruptures were relocated
up to 200 m from the locations in the Neotectonic Features Database based on infrastructure and visible
surface rupture matched on high resolution satellite imagery (Table 2) and primary maps, to correct for
datum transformation errors.

For the purposes of this paper we use the terms “surface rupture” and “scarp” to describe the
primary zone along which hanging-wall and foot-wall offset is visible at the surface. Fracturing relates
to secondary surface features which do not host significant displacement, associated with the primary
rupture (e.g., cracking). “Fissures” describe significant extensional cracks often with non-seismic edge
collapse extending their width. “Fault” is used to describe the seismologically defined plane of rupture,
of which the surface rupture is the observable expression.

3. Results

Detailed summaries of the geology, seismology, surface rupture and palaeoseismology for the
eleven considered historical surface ruptures from 1968 to 2016 are available as seven EarthArXiv
reports ([120–126]). Figures and data in these reports include available geological maps, geophysical
maps, borehole data, surface rupture maps, displacement data, and available palaeoseismic trench
logs. In the process of reviewing available literature, a number of inconsistencies in data usage or
reproduction were identified. These are summarized in Section 4.1 of this paper, with more detail
available in the EarthArXiv reports. Below is a concise summary of the seven reports (the three
Tennant Creek ruptures are contained within a single report) with key data presented in Tables 3–9
and Figures 3–10.

3.1. Geology
The Meckering, Calingiri, Cadoux, and Katanning events occurred in the Archean Yilgarn Craton

within ~25 km of significant terrane boundaries (Figure 1). The Lake Muir event occurred in the
Albany-Fraser Orogen, <15 km south of the south dipping terrane boundary with the Yilgarn Craton
(Figure 1). The Marryat Creek, Pukatja and Petermann events occurred within the Mesoproterozoic
Musgrave Block (Figure 1) within 0–10 km of major terrane boundaries. The Tennant Creek ruptures
extend across the boundary of the Proterozoic Warramunga Province and Neoproterozoic–Cambrian
Wiso Basin (Figure 1) (summary of all regional geology in Table 3, comprehensive details in EarthArXiv
reports [120–126]).
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Granitic gneiss, migmatite, mylonite, granulite, and/or amphibolite basement rock is observed
in trenches or outcrop at <1 m depth at multiple locations along the Petermann (Figure 2), Pukatja,
Marryat Creek (Figure 2), Cadoux and Meckering ruptures. Proterozoic basement in the vicinity
of the Tennant Creek ruptures is variably overlain by 10 s to 100 s of meters of Phanerozoic basin
bedrock. Structural measurements (foliations, intrusive boundaries) for bedrock outcrops within 5 km
of surface ruptures are qualitatively well-aligned to surface ruptures in eight of ten events, though dip
measurements are only qualitatively well aligned in three cases. This may relate to dip measurement
difficulties for heavily weathered bedrock. (Summary of basement/bedrock in Table 4, comprehensive
details in EarthArXiv reports [120–126]).

Nine of ten ruptures align with linear magnetic anomalies (Figure 2) and six align with linear
gravity anomalies/gradients. The Katanning rupture does not align with either gravity or magnetics at
the scale of available geophysical data (Figure 2, Table 2), and the Lake Muir rupture was not studied
in this paper (paper in review: [79]). In cases where surface rupture traces are highly curved, arcuate,
and/or segmented (Meckering, Marryat Creek, Tennant Creek, Pukatja), the distinctly-oriented rupture
traces all align with distinct orientations of linear geophysical anomalies interpreted as faults, dikes,
and lithological contacts (e.g., [33]).

 
Figure 2. Examples of the relationship between geophysical data and surface outcrop to historic
ruptures (a) national total magnetic intensity map with ruptures overlaid, and dashed lines indicating
linear anomalies (b) interpreted basement geology around the three Tennant Creek scarps (no basement
outcrops at the surface) demonstrating strong correlation between intrusive/lithological boundaries,
basement faults, and historic surface rupture (legend heavily simplified to show lithologies around
the ruptures, more details in EarthArXiv report [126] legend and original map. Map used under
creative commons NT Gov) (c) examples of surface outcrop structures visible in basement around the
Marryat Creek rupture including three sets of dike/foliation/fault orientations coincident with the three
major orientations of the historic rupture, uninterpreted satellite imagery insets (i) and (ii) available in
Marryat Creek EarthArXiv report [123] (d) example of mylonite foliation orientation along a section of
the Petermann rupture where outcrop occurs within the primary rupture zone.
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3.2. Seismology

The sparse nature of the Australian National Seismograph Network (https://www.fdsn.org/
networks/detail/AU/) results in large (i.e., ≥5–10 km) uncertainties in earthquake epicenter and
hypocenter location estimates that are difficult to quantify, including those for the earthquakes
studied here [102]. Epicentral determinations (Figures 3–10) are typically not sufficiently accurate to
unambiguously associate with surface ruptures. Six of ten ruptures have favored epicenter locations
that are located on the rupture hanging-wall, within approximated positional uncertainty bounds.

Many publications do not state statistical uncertainties for their epicenter locations. Uncertainties
listed in Table 5 include published uncertainties or an assigned value of ± 10 km where no uncertainties
are available [102]. Epicenters with lower uncertainties are derived using a variety of relocation methods
including extra analysis (e.g., InSAR slip distributions, joint hypocenter determination) or extra data
(e.g., surface rupture location, aftershocks from temporary seismometer arrays) (comprehensive details
in EarthArXiv reports [120–126]). The epistemic uncertainty relating to the quality of velocity models
used to locate epicenters is unconstrainted but appears to be one of the major sources of inaccurate
locations where instrumentation is particularly sparse. For instance, epicenters for Pukatja and Marryat
Creek are located up to 17 and 30 km from the identified surface rupture respectively, showing large
uncertainties still affecting remote earthquake locations between 1986–2012.

Hypocenters derived from mainshock instrumental data do not project onto rupture planes as
defined by surface rupture for any of the studied events. Hypocentral depth estimates based on
aftershock data and relocated epicenter locations suggest depths of <5 km (for Tennant Creek [59],
Petermann [73] and Meckering [37]). Centroid moment tensor depths are <6 km depth, with the
authors’ preferred best-fits all <4 km depth (Meckering [26–28]; Cadoux [28]; Marryat Creek [28];
Tennant Creek [55]; Katanning [70]; Petermann [74]).

Epicentral location uncertainties limit the study of rupture propagation directions(s) for most
events. Model scenarios for the Meckering earthquake support a bilateral rupture [37]. Unilateral
upwards propagation has been proposed for the first Tennant Creek mainshock, complex propagation
in the second mainshock, and unilateral upwards propagation to the Southeast in the third mainshock
(all on separate faults) [57].

Seven of ten events show foreshock activity within six months and 50 km of the mainshock
epicenter and six of ten show instrumentally recorded prior seismicity (more than five events within
10 years and 50 km). Precise locations are difficult to obtain due to epistemic and statistical uncertainties,
particularly for assessing seismicity prior to 1980 due to sparse instrumentation [102]. Aftershock
data are inherently incomplete for most events due to sparse instrumentation. However, temporary
seismometers were deployed following most events and magnitude completeness from the national
network is >3.0 Mw for all events [102] (though, the locations of these events are generally highly
uncertain compared to the temporary arrays, as discussed above). The Musgrave block events (Marryat
Creek, Pukatja, Petermann, Figure 1, Table 3) show less aftershock activity in comparison to the
Tennant Creek and Western Australia earthquakes (Meckering, Calingiri, Cadoux) which had extended
aftershock sequences [5,34].
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3.3. Surface Ruptures

Methods for the original mapping of individual ruptures are summarized in Table 6 and give some
indication of data quality (explored in more detail in EarthArXiv reports [120–126]). Some readjustment
of terminology and classification is required when considering the earlier ruptures (e.g., ‘fault’ may
refer to both primary rupture and secondary fractures) and considerable detail of rupture morphology
was lost between fine-scale (i.e., 1:500) and whole rupture (1:25,000–1:50,000) for pre-digital maps
(Meckering to Tennant Creek). Six of ten ruptures are concave relative to the hanging-wall, three are
straight and one is slightly convex (Petermann) (Table 6). All ruptures are reverse, and only two events
have surface measurements consistent with secondary lateral movement (Meckering: dextral; Calingiri:
sinistral; Table 6, explored in individual EarthArXiv reports [120–126]).

Nine of ten ruptures studied (Katanning was excluded due to lack of field mapping) show a
relationship between surface sediments/bedrock depth to rupture morphology. Discrete rupture and
duplexing rupture are more common where bedrock is close to the surface or surface sediments are
predominately calcrete/ferricrete/silcrete. Where sands dominate in the surface sediments, rupture
tends to present as warping and folding, or correspond with breaks in visible surface rupture (e.g.,
Petermann: morphology explored in individual EarthArXiv report [125])).

Figures 3–10 show digitized versions of published primary ruptures, secondary fracturing, and
dip values measured at the surface. Primary sources inconsistently derive published length values
to describe their mapped rupture (Tables 1 and 6; explored in detail in EarthArXiv reports [120–126])
which are then used in secondary sources including scaling relationships. This includes simplifying
scarps to straight lengths (Calingiri, Cadoux, Marryat Creek), capturing along-rupture complexity to
varying degrees (Pukatja, Tennant Creek), excluding segments that have length, offset and morphology
characteristics of primary rupture (Meckering, Tennant Creek, Cadoux), and reporting InSAR derived
lengths rather than visible rupture (Katanning). (Explored in more detail in individual EarthArXiv
reports [120–126]).

Measurements of rupture length in the past have been inconsistent in their approach. Here, we
re-classify mapped primary ruptures from original primary sources in order to generate a consistent
rupture length dataset (Table 6). We simplify ruptures to straight lines and define new faults where
mapped primary rupture has gaps/steps > 1 km and/or where strike changes by > 20◦ for distances >
1km [135]. The Splinter and Burges scarps (Meckering), Lake Surprise west foot-wall scarp (Tennant
Creek), and individual Cadoux scarps were not included in original published lengths. These features
show offsets, lengths, and locations consistent with primary slip along basement structures proximal
to the main scarps, and therefore we include them in our length values.

Where InSAR is available (Katanning and Petermann) we present fault lengths described by both
visible rupture and InSAR (Table 6). Visible rupture in the Petermann event was highly segmented due
to ineffective rupture propagation through sand dunes up to six metres high [73]. Due to this we apply
a slightly altered set of criteria to this event, faults are defined where strike of visible rupture and
InSAR changes by > 20◦ and/or where steps in InSAR and visible rupture are > 1 km (Figure 10) [75,78].

Under these criteria seven of ten ruptures have more than one source fault defined (i.e., a
multi-fault rupture). The total length of faulting is the same as published values for two events,
increases by 2%–51% for four events relative to published length, and decreases by 4%–60% for three
events (Tables 1 and 6). These lengths describe primary surface ruptures in a consistent way, accounting
for all segments of rupture which show evidence of slip along basement structures. Our preferred
length for each rupture, including uncertainties, is presented in Tables 1 and 6.
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Figure 3. 1968 Mw 6.6 Meckering earthquake (a) rupture and fracture map of Meckering and Splinter
scarps [25] with faults labelled as per displacement graphs, trench location from [37] (b) published
epicenter locations, open stars show approximate locations of epicenters without published coordinates
(c) selected dip measurements of scarp and displacement of resurveyed road bench marks [25] (d)
graphs of along-rupture vertical and lateral displacement measurements and net slip calculations [25]
and net slip calculated from available data averaged over 0.5 km increments (this study) (e) focal
mechanisms (red line shows preferred plane from original publication) from (i) Fitch et al., 1973, (ii)
Fitch et al., 1993 & Leonard et al., 2002, (iii) Fredrich et al., 1988, and (iv) Vogfjord and Langston 1987.
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Figure 4. 1970 Mw 5.0 Calingiri earthquake (a) rupture and fracture map of Calingiri [25] showing
published epicenter locations and dip measurements of scarp [25], focal mechanism (red line shows
preferred plane from original publication) from Fitch et al., 1973 (b) graph of along-rupture vertical
and lateral displacement measurements [25] and net slip calculated from available data averaged over
0.1 km increments (this study).
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Figure 5. 1979 Mw 6.1 Cadoux earthquake (a) rupture scarps and fracturing involved in the Cadoux
rupture with named faults [41], focal mechanisms from (i) Denham et al., 1987 (ii) Fredrich et
al., 1988 (iii) Everingham and Smith (unpublished, Lewis et al., 1981) (iv) CMT (b) available dip
measurements, black where directly measured and grey were calculated based on available displacement
measurements [41] (c) published epicenter locations (d) graph along-rupture of vertical and lateral
displacement measurements and calculated net slip [41] and net slip calculated from available data
averaged over 0.5 km increments (this study).
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Figure 6. 1986 Mw 5.7 Marryat Creek earthquake (a) rupture and fracture map of Marryat Creek
scarp and available dip measurements [48,118] with faults labelled as per displacement graphs, focal
mechanisms (red line shows preferred plane from original publication) from (i) Fredrich et al., 1968,
(ii) Barlow et al., 1986, (iii) CMT, trench location from [118], (b) published epicenter locations, and (c)
graph of along-rupture vertical and lateral displacement measurements [48] and net slip calculated
from available data averaged over 0.5 km increments (this study).
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Figure 7. 1988 Mw 6.3 (TC1), 6.4 (TC2) and 6.6 (TC3) Tennant Creek earthquakes (a) rupture and
cracking map of Kunayungku and Lake Surprise scarps with available dip measurements also the
locations of trenches from [63] with faults labelled as per displacement graphs, focal mechanisms (red
line shows preferred plane from original publication) from (i) McCaffrey 1989, (ii) Choy and Bowman
1990, (iii) Jones et al., 1991, (iv) CMT, (b) published epicenter locations of all three mainshocks (c)
resurveyed benchmark offsets [63] uncertainties as discussed in text, and (d) graphs of along-rupture
vertical and lateral displacement measurements [63] and net slip calculated from available data averaged
over 0.5 km increments (this study).

 
Figure 8. 2008 Mw 4.7 Katanning earthquake (a) approximate visible rupture and InSAR trace (digitized
from [70]), published epicenter locations and focal mechanism [70] (b) graph of along-rupture vertical
and displacement taken from InSAR data [70] and net slip calculated from InSAR data (this study).
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Figure 9. 2012 Mw 5.2 Pukatja/Ernabella earthquake (a) rupture and fracture map of Pukatja scarp and
available dip measurements also the location of hand-dug trench [9], focal mechanisms as described
in [9] from (i) Clark et al., 2014, (ii) GCMT, (iii) St Louis University; (b) graph of along-rupture vertical
displacement measurements [9] and net slip calculated from available data averaged over 0.1 km
increments (this study).

 
Figure 10. 2016 Mw 6.1 Petermann earthquake (a) rupture and fracture map of Petermann scarp [73]
showing published epicenter locations and dip measurements of rupture (also the location of hand-dug
trenches), focal mechanisms (i–iii) as described in [73], (i) USGS, (ii) GCMT, (iii) Geofon, and (iv) from
Hejrani and Tkalcic 2018; (b) graph of along-rupture vertical displacement measurements and net slip
calculated from available data averaged over 0.5 km increments.
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Vertical and lateral offsets for all ruptures were digitized from primary literature (see EarthArXiv
reports [120–126] for methods and uncertainties). New net-slip values were calculated for all ruptures
from measured offsets, with dips assigned to each field offset measurement based on measured surface
dips and/or focal mechanisms (dip measurements from primary literature shown on Figures 3–10 and
in Table 6—preferred dip from this paper in Tables 1 and 6). Offset and net-slip data are presented
in Figures 3–10 along with length weighted averages to reduce bias towards sections of scarp where
high number of measurements were taken (generally where offset is higher). Average offset is
between 42%–77% lower than the maximum offset for each rupture (Table 6). Displacement data are
visually assigned a displacement profile shape [7] with six of ten ruptures best described by triangle
profiles (2= symmetrical, 4= asymmetrical), two assigned an asymmetrical sine profile, and three best
represented by a straight average profile (Table 6).

Offset data from resurveyed benchmarks (Tennant Creek [62]) and relevelling along infrastructure
(Meckering [25]) were digitized from original publications to visualize distributed deformation across
the rupture zone (Figures 1 and 7). No uncertainties are reported for the Meckering data [25],
though they are likely in the order of Tennant Creek where original authors report uncertainties of
±9.3–25 cm [62,136]. Despite large uncertainties, the authors of both datasets believe offsets constrain
fault geometries and show distributed hanging-wall uplifts (and to a lesser extent, foot-wall depression).

3.4. Environmental Damage

Environmental damage as described in primary literature or visible in published photos for each
event were classified under the ESI-07 Scale [10] and summarized in Table 7 (comprehensive details
in EarthArXiv reports [120–126]). Seven of eleven historic ruptures (excluding Katanning) can be
described as an ESI IX – X despite having a wide range of lengths, magnitudes, and displacements.

Fracturing/cracking is reported for all historic surface ruptures, but generally only in the immediate
vicinity of the surface rupture, captured by the rupture ESI value. This may relate to a lack of far-field
mapping but is considered to be fairly representative of the true spatial distribution based on described
mapping campaigns. The Meckering and Petermann events have the most aerially extensive fracturing,
with areas of 580 and 210 km2 respectively. Of the total area covered by Meckering and Petermann
fracturing, approximately 70% and 77% respectively is on the hanging-wall.

Where events occurred close to population centers (Meckering, Cadoux, Calingiri) ground water
bores showed evidence of seismic fluctuation (no anomalies were identified in Tennant Creek bore
data). The only observed liquefaction for any historic rupture comes from Meckering, where multiple
sand blows were observed on the hanging-wall along the Mortlock River. Rockfalls are reported for
three ruptures. Concentric or polygonal cracking was reported in the Meckering, Calingiri, Cadoux
and Petermann events [25,41,73], and holes (possibly related to collapsible soils e.g., [137]) were
reported along the rupture on the hanging-wall for Calingiri and Petermann [41,73]. It is possible
that tree damage, hydrological effects, rock falls, polygonal cracking, or holes occurred for other
ruptures than those listed but were not observed or described. Until the 2012 Pukatja event, field
investigations immediately following the event were conducted by hard-rock geologists or seismologists
not necessarily familiar with earthquake mapping techniques.

3.5. Paleoseismology and Slip Rate

In total, 14 trenches are described across the Meckering, Calingiri, Cadoux, Marryat Creek, Tennant
Creek, Pukatja and Petermann ruptures (Table 8). Tennant Creek, Marryat Creek and Meckering
are the only ruptures where detailed palaeoseismic work is published, including multiple trenches,
luminescence dating, and soil descriptions and chemistry [37,63].
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Of seven ruptures with detailed trench data (Table 8), five show evidence of no rupture since the
lake Pleistocene (Meckering, Marryat Creek, Kunayungku, Lake Surprise east, Petermann). The only
evidence of a pre-existing bedrock scarp exposed in any trench occurs in the second Lake Surprise
west trench, and no clear evidence was found to support a seismic-offset origin for this topography
(see EarthArXiv report [126] for more detail). Penultimate ruptures since 100 ka are possible for two of
seven of these earthquake events, where sediments are estimated to be <100 ka in age, and where either
no ferricrete/bedrock is exposed (Pukatja), or a bedrock scarp exists prior to overlying sedimentation
(Lake Surprise west) (Table 8).

Maximum slip rates are calculated by applying minimum and maximum erosion rates for
bedrock to determine the amount of slip (from average observed historic slip (Table 6)) that could
have accumulated and been removed in the past million years. Minimum (0.3 m Myr−1) and
maximum (5.7 m Myr−1) cosmogenic nuclide erosion rates from crystalline bedrock inselbergs across
the Precambrian crust of central Australia (Figure 1) [138] are applied for ruptures where crystalline
basement is exposed in trenches or observed at the surface within two meters of rupture (implying
shallow bedrock). Where trenching exposed ferricrete or quartzite, cosmogenic nuclide erosion rates
for quartzite exposed on flat bedrock summits in the Flinders Ranges are applied (5–10 m Myr−1) [109].

Applying erosion rates from inselbergs and quartzite bedrock summits to surface bedrock across
the different cratonic and erosional environments in which ruptures occurred (e.g., Figure 1) introduces
uncertainties that are unavoidable due to a lack of more appropriate erosion data. Based on a lack of
evidence of any preceding ruptures for any of the historic events, including topographic or geomorphic,
we prefer the minimum erosional estimates, giving maximum slip rates of 0.2–9.1 m Myr−1.

Table 9. Maximum slip rates based on minimum and maximum bedrock erosion rates [109,138] and
length-weighted average net-slip values (Table 6).

Name
Rate

Applied * Mw
Pref. Length

(km)
Avg. Net-Slip

(m)

Maximum Slip Rate
(m/Myr)

Min. Max. Mean

Meckering CB 6.59 40 ± 5 1.78 0.2 3.2 1.7

Calingiri CB 5.03 3.3 ± 0.2 0.46 0.7 12.4 6.6

Cadoux CB 6.1 20 ± 5 0.54 0.6 10.6 5.6

Marryat Creek CB 5.7 13 ± 1 0.31 1 18.4 9.7

Kunayungku Q 6.27 9 ± 1 0.55 9.1 18.2 13.7

Lake Surprise west Q 6.44 9 ± 2 0.84 6 11.9 8.9

Lake Surprise east * Q 6.58 16 ± 0.5 1.23 4.1 8.1 6.1

Katanning (InSAR) CB 4.7 0.5 ± 0.5 0.2 1.5 28.5 15

Pukatja CB 5.18 1.3 ± 0.3 0.25 1.2 22.8 12

Petermann CB 6.1 21 ± 0.5 0.42 0.7 13.6 7.2

* Erosion rate for crystalline basement (CB) [138]; erosion rate for quartzite (Q) [109].

4. Discussion-Lessons from the Last 50 Years of Australian Surface Ruptures

4.1. Inconsistancies in Data Use

A number of inconsistent uses of data were found while reviewing papers that reference primary
sources, as summarized below:

• Some of the original Marryat Creek vertical offset measurements are reproduced incorrectly in
subsequent publications [7,118]. We recommend referring to the original source [48] or the data
tables from this paper.

• Limbs of the Marryat Creek rupture show sinistral (west limb) and dextral (south limb) components
due to SW over NE directed uplift along an arcuate rupture (best described as three faults, Figures 2
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and 6). Data tables used in subsequent scaling relationships [6] describe the event as left-lateral
based on one of three published focal mechanisms. We recommend a dominantly reverse
mechanism for this event based on all available data.

• We recommend referring to the original source of the Calingiri focal mechanism [23] when
describing kinematics and preferred rupture plane geometry, as subsequent authors [25] appear
to misread the mechanism [121].

• The Tennant Creek rupture has been treated by multiple authors as a single rupture length for
fault scaling relationships [7,8,104,139,140] and hazard mapping [119,141,142] as opposed to three
separate earthquakes and associated ruptures [6,143–145], a decision which significantly changes the
length to magnitude ratio and slip distribution relative to an averaged epicentre location and magnitude.

• An instance of the above decision is seen where a 6 km step over between Tennant Creek scarps is
identified as an outlier for reverse fault data [7]. The rupture length and complexity for this event
is not anomalous if treated as three separate events.

• Some scaling relationships (e.g., [7]) define only a portion of the Cadoux scarp (the 10km long
Robb Scarp), due to “insufficient mapping” of the northern ~6 km. The full rupture includes one
step-over that fits the publication analysis criteria (>1 km) but is not represented in the original
paper’s database [7] and subsequent work [8,139,146]. Mapping of the Cadoux rupture was
thorough, but uncertainty regarding which of the mapped scarps (if any) represent the Cadoux
mainshock fault complicates the use of this event in scaling relationships.

• A slip rate of 0.005 mm/yr is used to describe the Marryat Creek scarp [147]. This value is likely
derived from ~0.5 m measured historic slip in a trench with no evidence of prior rupture between
deposition of Quaternary sediments (estimated age from primary source < 130 ka [63]) and
formation of the structure along which the modern event ruptured (Proterozoic) [118]. While
evidence of prior Quaternary–Tertiary rupture may have been removed by erosion, a slip rate of
0.5 m per 100,000 years is unsupported by available evidence.

• The recently published NSHA18 applies slip rates of 4–8 m/Myr for the historic ruptures discussed
in this paper [119,141]. No historic surface ruptures provide convincing evidence of rupture
between deposition of Quaternary sediments (50 ka to late Pleistocene) and formation of the host
structure (Archean–Cambrian). At least for cratonic areas of Australia (Figure 1), questions arise as
to whether historically seismogenic faults are recurrent at all, or if long-term seismic release may be
hosted across unique basement structures (e.g., [4]), as well as on recurrent structures (e.g., Lort River,
Hyden, Dumbleyung [2,34,108]). We recommend caution in applying these rates in future work.

4.2. Surface rupture Bedrock Controls, Updated Datasets and Environmental Intensity
Analysis of geology and reanalysis of mapped ruptures presented in this paper suggest that in four

of the ten events studied (Meckering, Marryat Creek, Cadoux and Peterman) rupture propagated across
2–6 bedrock-controlled faults (e.g., pre-existing fractures and/or foliation planes and/or lithological
boundaries and/or intrusive boundaries), and nine of ten events show strong basement controls on
rupture location and orientation. Simplistic projection of surface defined faults using our preferred
dips results in faults intersecting at depths that are consistent with published centroid depths (e.g.,
<4 km) in three of the four events with more than one fault defined (Petermann excluded). In all four
cases, fault intersections project up-dip to the area of maximum vertical offset (in the case of Petermann,
maximum dip occurs where the two faults overlap). It is uncertain with available seismic data
whether hypocenters align with these projected fault intersections, and more data would be required
to show that surface defined faults can be extended to depth along planar slip zones. However, linear
geophysical anomalies in many cases show ruptures associated with basement conjugate fracture/dike
orientations underlying rupture, suggesting strong control of the crustal architecture on intraplate
earthquake nucleation and/or propagation.

New length, dip, and net-slip data presented for historic ruptures are derived by applying
consistent framework and methodology. Past scaling relationships have included and excluded
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Australian surface rupturing events inconsistently, generally without clear explanation. They have
also relied on vertical offset measurements as most of the original publications do not calculate net-slip.
Length-weighted averages of net-slip values calculated in this paper are 32%–67% larger than those
for vertical offset data, and maximum net-slip is 68%–89% higher than maximum vertical offset. This
suggests that Australian events may be systematically misrepresented in past scaling relationships. Our
new data, compiled by thorough analysis of available seismological and field data, and coupled with
the recent revision of magnitude values [11], will facilitate more consistent integration of Australian
events into earthquake catalogues and displacement-length scaling relationships.

In Table 10 we compare the calculated Mw, area and average displacement from SCR dip-slip scaling
relationships of [148] using the surface rupture length used in developing the scaling relationships with
the length from this paper. Table 10 then compares the difference between calculated average displacement
and magnitude as derived using length of this paper and SCR dip-slip scaling relationship [148] with the
average net slip derived from this paper, and update Mw values [11]. Results show differences of over
600% between scaling relationship average displacement and calculated average net slip values of this
paper, and up to 18.7% difference in calculated Mw and updated values [11]. This highlights the need to
investigate length, magnitude, and net-slip inputs of previous scaling relationships.

Most vertical displacement data for historic surface ruptures are collected as spot-height
measurements of foot-wall elevation relative to hanging-wall elevation proximal to the surface
trace. Less frequently, scarp perpendicular profiles are captured 5–50 m either side of the rupture.
Satellite-based imaging of recent scarps (Petermann [75,77,78], Katanning [70], Lake Muir ([79])) shows
permanent distributed displacement of the hanging-wall, and to a lesser degree of the foot-wall that is
not captured by these spot-heights and short traverses. Specifically, InSAR imaging shows distributed
deformation extending hundreds of metres to kilometres perpendicular to surface scarps [78], and
extending along-strike for kilometres beyond the surface rupture detectable in the field [70,78,79].
This is particularly the case for smaller earthquakes (Katanning [70] (Figure 8) and Lake Muir (in
review [79])), where the rupture ellipse only partially intersects the surface. Without these satellite
derived deformation imaging techniques, the degree to which field observations and spot-height
measurements along the visible surface rupture underestimate the length, height and width of surface
deformation along a fault cannot be quantified.

Digitized offset data from resurveyed benchmarks across the Tennant Creek (Figure 7), Meckering
(Figure 3) and Cadoux (EarthArXiv report [122]) ruptures provide evidence of distributed hanging-wall
offset, though published uncertainties are on the order of measured offsets and data should be
interpreted with caution. This data cannot be improved upon within the resolution of pre-deformation
height data but suggests that the deformation envelope extends beyond the discrete surface rupture,
and offset measurements as presented in Figures 3–10 may underestimate the true total vertical
displacement values for each event. The ratio of distributed deformation to discrete deformation at a
rupture tip might be expected to be larger for surface rupture segments that are more modest in vertical
displacement, or cut through relatively more weathered regolith or thicker sedimentary deposits, as
much of the initial deformation will be taken up as folding prior to the emergence of the fault tip [149].

This paper reviews primary literature to identify environmental earthquake effects (EEEs) for
the purposes of applying the ESI-07 Scale [10,150] to Australian surface rupturing earthquakes. We
find that the majority of environmental damage is observed in the immediate rupture zone, with
the exception of rare rockfalls in prone-areas (e.g., road cuttings) at distances of ~200 km, and rare
ground-water fluctuations up to 250 km away for some but not all events where ground water data
was investigated. While this dataset likely does not capture the full range of potential ESI values and
affected area due to sparse reporting of EEEs in the literature, it does provide a basis for comparing
the maximum ESI and magnitude of reverse earthquakes in intraplate, low-topography, near-surface
crystalline bedrock (in most cases), and generally arid settings against events in tectonically and
geomorphically diverse regions (e.g., [151–159]).
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4.3. Recurrence of Historic Surface Ruptures and Implications for Hazard Modelling

In the fifty years between 1968 and 2018, eleven moderate magnitude reverse earthquakes caused
surface ruptures in cratonic Australian. Nine of the ten events analyzed show evidence of rupture
along pre-existing structures with little to no evidence of prior Neotectonic movement. While this does
not preclude the possibility that evidence of prior rupture was removed prior to the late Pleistocene,
the lack of topographic or geomorphic evidence supporting repeated rupture suggests historic surface
ruptures may have occurred on faults that could be considered previously inactive in the Neotectonic
period (e.g., [4]).

It is unclear whether the historic surface rupturing faults have entered a period of activity and will
host future Neotectonic earthquakes, have occurred as isolated events, or have such long recurrence
intervals as to obscure all evidence of prior rupture. Paleoseismic work across the Precambrian SCR
crust (Figure 1) has shown that faults in similar settings as the historic ruptures have hosted multiple
Neotectonic earthquakes [2,34,108], with available dating indicating long recurrence (>30–70 ka [2]),
and low topography indicating erosion may outpace seismic slip-rate. In contrast, paleoseismic
investigations in the Phanerozoic non-extended crust of eastern Australia identify multiple faults with
recurrence frequent enough to maintain topography [3,5,34,101,107,109], despite no historic surface
rupturing or large earthquakes in this part of the continent.

Historic surface rupture kinematics are all consistent with SHmax (as measured from bore-hole
breakouts, drilling induce fractures, and focal mechanisms [100]) either directly (e.g., a straight fault
perpendicular to SHmax) or indirectly (e.g., rupture occurred along multiple faults, some of which
are aligned oblique to SHmax, but uplift of the hanging-wall block is perpendicular to SHmax). The
past fifty years of historic surface rupturing events show that in the Precambrian non-extended crust,
basement with at least one set of linear structures aligned with SHmax, or multiple conjugate basement
structures, could host a shallow moderate magnitude surface rupturing earthquake along one or
multiple (in these cases, previously unrecognized and typically unrecognizable) faults. Eight of
eleven surface rupturing earthquakes have occurred in areas of (or proximal to) preceding seismicity,
while three (Petermann, Pukatja and Marryat Creek) occurred in areas with low historic seismicity,
though instrument density limits the magnitude of completeness and location accuracy and precision
of the historic earthquake catalogue in these locations. This suggests that spatially smoothed
(distributed) seismicity models may provide the best utility for seismic hazard analyses in the central
and western parts of Australia (e.g., [161]). This is also relevant for assessments of earthquake hazard in
Precambrian intraplate crust elsewhere (e.g., Canada [162–164]). Further work is required to understand
tentative correlations between seismogenic potential and large geophysical anomalies and/or Moho
discontinuities (e.g., [165,166]), and whether transient local stress perturbations increase the potential
for shallow seismicity (e.g., changes in pore-fluid pressure [76] or surface load variations [4]).

The historic earthquake catalogue for Australia is complete for ML > 5.5 since 1910, and ML > 5.0
since 1960 [102]. The magnitude values of historic earthquakes were recently revised [11]. This
new catalogue contains seven MW > 5.5 on-shore earthquakes within the Precambrian non-extended
crust that are not related to the historic surface rupturing events, and only one onshore event in the
eastern Phanerozoic crust (Figure 1). The Precambrian crustal events include: four events (1941 Mw

5.6, 5.9, 6.5, and 1972 Mw 5.6) in the Simpson Desert NT [80,83,167], one event (1970 Mw 5.9) within
the Lake Mackay WA sequence (20 events Mw 4.5–5.5 between 1970–1992) [23,81,83,167], one event
200 km south of Warburton WA (1975 Mw 5.6), and the 1941 Mw 6.8 Meeberrie WA event—Australia’s
largest recorded onshore earthquake (Figure 1). No surface ruptures have been identified for these
events. While depths are poorly constrained due to poor instrumental density, estimates range from
7–33 km [11,83], deeper than the best estimates of depth for surface rupturing events (1–4 km for
centroids, <6 km for hypocentral/base of fault depth). This suggests that moderate magnitude and
potentially damaging earthquakes (e.g., Mw > 5.5) can be generated at depths of up to 33 km within
the Precambrian non-extended crust, providing another source of hazard that cannot be effectively
captured by active-fault catalogues in seismic hazard analysis.
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5. Conclusions

We provide new length, dip, and net-slip data derived using a consistent framework and
methodology in order to facilitate more consistent integration of Australian events into earthquake
catalogues and displacement-length scaling relationships. Our reanalysis of primary data from
67 publications on ten of eleven historical surface rupturing earthquakes in Australia shows:

• Surface rupture fault orientations aligned with basement structures identified in proximal surface
outcrops (foliations ± quartz veins ± intrusive boundaries ± pre-existing faults) and linear
geophysical anomalies;

• Rupture involve 1–6 discrete faults based on reanalysis of surface rupture lengths using consistent
criteria, with evidence that intersecting basement structures may control rupture initiation
and/or propagation;

• Large aleatoric and epistemic uncertainties in seismological data, related to a sparse seismic
network, limit determination of hypocenter and fault interaction, rupture propagation, and
assessment of whether surface ruptures project to seismogenic depths along planar principle slip
zones or whether rupture propagates to multiple basement structures in the near-surface;

• Available analyses of rupture centroids (seven of ten events) show depths of 1–4 km indicating
predominately shallow seismic moment release;

• None of the historic surfacing rupturing events have unambiguous geological or geomorphic
evidence for preceding earthquakes on the same faults, with five events showing an absence of
rupture since at least the late Pleistocene;

• Within the constraints of available basement erosion rates, preferred maximum slip rates are
0.2–9.1 m Myr−1 with an estimated minimum epistemic uncertainty of at least one order of
magnitude lower. These are considered applicable only within the non-extended Precambrian
crust in which all historic surface ruptures have occurred;

• ESI-07 estimates range by ±3 classes in each earthquake and provide new maximum ESI vs.
magnitude data for comparison between different tectonic and geomorphic settings;
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Abstract: A growing interest appears among public authorities and society in accurate and nearly
real time aftershock forecasting to manage and mitigate post-seismic risk. Existing methods for
aftershock forecasting are strongly affected by the incompleteness of the instrumental datasets
available soon after the main shock occurrence. The deficit of observed events, in the first part of
aftershock sequences, can be naturally attributed to various mechanisms such as the inefficiency of
the seismic network and the overlap of earthquake signals in seismic records. In this review, we show
that short-term aftershock incompleteness can be explained only in terms of the second mechanism,
whereas it is only weakly affected by the quality of the instrumental coverage. We then illustrate how
standard models for earthquake forecasting can be modified to take into account this incompleteness.
In particular, we focus on forecasting methods based on the data available in real time, in which
many events are missing and the uncertainty in hypocenter location is considerable. We present
retrospective tests that demonstrate the usefulness of these novel methods compared with traditional
ones, which implement average values of parameters obtained from previous sequences.

Keywords: catalog incompleteness; seismic hazard

1. Introduction

Even if a still unanswered question is whether or not the accurate, reliable prediction of individual
earthquakes is a realistic scientific goal, the possibility of forecasting future earthquakes exists. The two
major examples concern the estimation of the occurrence probability of large shocks over a very long
temporal interval (decades up to centuries) and the estimation of the aftershock occurrence rate after a
large earthquake. Neither of the two cases is relevant in predicting the occurrence of an impending
large earthquake but both examples provide very useful information on mitigating the impact of
earthquakes that are likely to occur. As a matter of fact, the first example, usually defined as long-term
(LT) seismic forecasting, is probably the most relevant from an engineering point of view, such as
urban planning and building constructions: It allows one to address questions such as the maximum
magnitude expected in a given area for the next years. Concerning the second example, usually defined
as post-seismic Short-Term Aftershock (STA) forecasting, many events (the aftershocks) are always
observed soon after the occurrence of a strong shock (the main shock). Aftershocks can attain sizes
comparable to their triggering mainshock and can be very dangerous since they impact buildings
already damaged by the previous shocks.

Geosciences 2019, 9, 355; doi:10.3390/geosciences9080355 www.mdpi.com/journal/geosciences141
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This review is focused on STA forecasting that can be potentially very efficient. Indeed the
organization in time, space and energy of aftershocks follows well established empirical laws such as
the Gutenberg–Richter (GR) and the Omori–Utsu (OU) law [1,2], which can be implemented in
forecasting models. The GR law states that the magnitude distribution of earthquakes is an exponential
function P(m) ∼ exp(−βm), and the OU law characterizes the power law decay of the aftershock rate
as function of the time t since the main shock.

Even if the LT and STA forecasting act on two very different time scales, the two problems
are intimately related. In the most simple description, seismic occurrence can be viewed as the
superposition of two different stochastic processes: background seismicity responsible for mainshocks,
which are the target of the LT forecasting, and aftershock occurrence, which is the target of STA. Hence,
to achieve an accurate LT forecasting method a so-called declustering procedure is necessary, which
allows one to isolate the two processes by means of a detailed knowledge of aftershock features.
A clear example is the Epidemic Type Aftershock Sequence (ETAS) model introduced by Ogata [3]
and probably representing nowadays the most popular model for STA as well as among the most
efficient tools for LT forecasting. Studies of STA forecasting models, such as the ETAS model or more
simple models implementing the OU law, have shown [4–14] that the incompleteness of datasets
strongly affects the estimation of model parameters. This effect is more relevant in the first part of
aftershock sequences when many earthquakes, in particular small ones, are not recorded and therefore
not reported in seismic catalogs. This is mainly caused by the overlap of the signal of individual
earthquakes in the seismic records. At the same time, incompleteness is also produced by the overload
of processing facilities, due to a very large number of events in a narrow temporal window, and the
damage caused by the mainshock to the seismic stations. Because of these difficulties, in many cases,
operational probability forecasts only start more than 24 h after the mainshock [15].

In this review, we explore the problem of incompleteness of instrumental datasets focusing in
particular on the so-called Short Term Aftershock Incompleteness (STAI). This is the main subject
of Section 2. In Section 3, we review recent results on the influence of STAI on the estimation of
parameters of STA forecasting models. Section 4 is then devoted to show that STAI is an intrinsic
property of seismic catalogs which is not related to the efficiency of the seismic network. We conversely
show that the main mechanism responsible for STAI is the overlap of aftershock coda waves with
the waveforms of other events which obscure small aftershocks that occur close in time after larger
ones. In Section 5, we show some approaches recently proposed to take explicitly into account
this “obscuration” effect within the ETAS model. These approaches, however, are not simple to be
implemented in real-time automatic procedures for aftershock forecasting. This is the topic of Section 6,
which presents two different procedures developed to provide accurate STA forecasting, several
minutes after the occurrence of a mainshock: the Omi et al. method [7,9,10] and the Lippiello et al.
method [16,17]. The test of these two methods in retrospective studies is presented in Section 6 and
final conclusions are drawn in the last section.

2. Catalog Incompleteness

Catalog completeness is usually quantified in terms of a magnitude threshold (or lower cut-off) mc

defined as the magnitude above which all events are identified and included in the catalog. An accurate
estimate of mc is fundamental in seismic forecasting. A too high value, discarding usable data, leads to
loss information by under-sampling. Conversely, a too low value leads to an unreliable estimation
of parameter values and thus to a biased analysis because of the incomplete dataset. A standard
way of estimating mc is to find the minimum magnitude above which the best fit with the GR law is
obtained. The value of mc clearly depends on the ability to filter noise and on the distance between the
earthquake epicenter and the seismic stations necessary to trigger an event declaration in a catalog.
Instrumental data from Taiwan seismicity, for example, give [18] at a given location�r, mc(�r)
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mc(�r) = 4.83d0.09 − 4.36. (1)

where d = |�r −�r3| is the distance in kilometers between the epienter and the position�r3 of the third
nearest seismic station. In Figure 1, we present the mc map for the Southern California obtained in [19]
via the method of Amorése [20]. In particular, we observe a region in the central part of Southern
California with a higher density of seismic stations, characterized by mc ≤ 1.4. This region, defined as
Region 1, contains the 36% of m > 2.5 events recorded in the entire catalog. The remaining Southern
California region (defined as Region 2) has a completeness magnitude starting from mc = 1.5 and
becoming as large as mc � 3 near the borders. A similar behavior is found if mc is evaluated according
to the method of Schorlemmer and Woessner [21].

Figure 1. Magnitude completeness in Southern California. The value of mc can be obtained by the
color bar and triangles identify the location of seismic stations. Green dashed lines define Region 1.
Region 2 is the complement to Region 1 with respect to the entire Southern California (From [19]).

We stress that mc estimated from Equation (1) is a static quantity, controlled by the number
of seismic stations, and we define it as “the static completeness magnitude”. On the other hand,
instrumental data show that the mc value, inside a given region, changes with time reaching much
larger values in the first part of the aftershock sequence. As already anticipated in the Introduction,
the dependence of the completeness magnitude mc(t) on the time t since the main shock occurrence is
usually termed Short Term Aftershock Incompleteness (STAI). Results in [22–24] give a completeness
magnitude mc(t) which depends logarithmically on the time t since the main shock

mc(t, mM) = mM − 1
d

(
log10

(
t

C0

))
, (2)

where mM is the main shock magnitude and d and C0 are fitting parameters. We refer to Equation (2)
as the Kagan–Helmstetter formula with the best fitting parameters d � 1 and C0 ∼ 10−4 days, when
time is measured in days. In Figure 2, we plot the experimental aftershock magnitude distribution
evaluated for different temporal intervals after the m = 7.3 Landers earthquake, in Southern California.
Experimental results show a magnitude distribution with an about flat for values m < mc(t), whereas
curves appear parallel on a semi-logarithmic scale for m > mc(t) consistently with a GR law with
b � 1. The crossover magnitude mc(t) is in agreement with Equation (2).
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Figure 2. The number of aftershocks with magnitude larger than mth for the mM = 7.3 Landers
earthquake in Southern California, evaluated in different temporal windows δt from the main shock.
The green dashed line is the exponential behavior expected according to the GR law with b = 1.

In a different approach [5,7,9], STAI is taken into account by considering a magnitude distribution

Pβ,σ(m) ∝ e−βmΦ (m|μ(t), σ) (3)

given by the GR law multiplied by the detection rate function Φ, which is represented by an
error function

Φ(m|μ(t), σ) =
1√

2πσ2

∫ m

−∞
e−

(x−μ(t))2

2σ2 dx. (4)

In the above equation, the function μ(t) represents the 50% detection magnitude and σ represents
the range of the magnitude of partially detected earthquakes, i.e., at time t, only 50% of the events
with m = μ(t) are expected to be detected whereas more the 98% of events are expected to be
detected if m > μ(t) + 2σ. A reasonable definition therefore corresponds to assume mc(t) = μ(t) + 2σ.
In particular, Ogata and Katsura [5] proposed that μ(t) obeys the law

μ(t) = ν0 + ν1 exp
(
−ν2

(
3 + log10(t)

)ν4
)

(5)

where the νi are fitting parameters. On the other hand, in a series of papers, Omi et al [7–10,15]
developed an elegant method to obtain a non parametric fit of the function μ(t) and an estimate of σ

from the occurrence times and magnitudes of all recorded events in a giving learning period.
In Figure 3, we plot the results by Omi et al. [9] for μ(t) and μ(t) + 2σ for three aftershock

sequences in Japan. These results are compared with the Ogata–Hirata formula (Equation (5)) and
the Kagan–Helmstetter formula (Equation (2)). Figure 3 shows that the Omi and the Ogata–Hirata
models give similar behavior for μ(t) and are able to capture the time variation of the detection rate.
In contrast with these two models, since the parameters of the Kagan–Helmstetter formula are fixed
for all sequences, it cannot reproduce the diverse recovering dynamics of the completeness magnitude
that considerably depends on each aftershock sequence. The comparison of the forecasting skill of
these three methods, for 38 Japan aftershock sequences, shows that the Omi method performs slightly
better than the Ogata–Hirata methods and much better than a Kagan–Helmstetter formula [9].
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Figure 3. Examples of the estimated time-varying 50% detection rate μ(t) (solid curve) of magnitudes
and estimated various time-varying completeness magnitudes (dotted curve) as indicated in the inset,
superimposed on the magnitude-time plot of the observed aftershocks during the first day of the main
shock. From [9].

3. The Influence of STAI on Model Parameters

For a complete dataset, one expects that the rate of aftershocks ρ(t, mM, mth) with magnitude
larger than a threshold value mth occurring after a time t following a mainshock of magnitude mM can
be obtained by combining the GR law and the OU law

ρ(t, mM, mth) =
K

(t + c)p e−βmth . (6)

According to the productivity law [25], K depends on the main shock magnitude and Equation (6)
can be written as

ρ(t, mM, mth) =
K0eαmM−βmth

(t + c)p . (7)

As already observed in [2], missing small events in the early stage of the aftershock sequence
causes the instability of the estimate of the parameters K0, α, β, c, p in Equation (6). A problem
which becomes particularly relevant at the beginning of aftershock sequences when the completeness
magnitude after large earthquakes can temporarily increase by several units [4,22,26,27]. For this
reason, long and short term forecasts usually present some corrections which take into account
STAI [6,28,29].

Incompleteness, in particular, can make the c-value measured from instrumental catalogs cmeas

much larger the “true” c-value in the OU law (Equation (6)). Indeed, restricting to aftershocks with
magnitudes larger than a reference value mth, if events with magnitudes m < mc(t) are not recorded,
the measured c-value can be obtained from Equation (2) after setting mc(cmeas) = mth, which leads to

cmeas = C010d(mM−mth). (8)

It is evident that this quantity depends on the parameters of Equation (2) but is not related to
the c-value of the OU law. Alternatively, an estimate of cmeas can be obtained from Equation (5) after
setting μ(cmeas) = mth − 2σ. As a consequence, the incompleteness at short times hides the true value
of c that in turn introduces a strong bias in the evaluation of the parameters K0 and α in Equation (6),
strongly affecting routines for short term aftershock forecasting at time t < cmeas.

3.1. The Influence of STAI on the ETAS Parameters

As anticipated in the Introduction, the ETAS model is probably, nowadays, the most popular
one for STA forecasting. The assumptions of the ETAS model include: (1) yhe background seismicity
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is a stationary Poisson process that depends on the position �x, μ(�x); (2) every event, whether it is a
background or a triggered one by a previous event, triggers its own off-spring independently; (3) the
expected number of direct off-springs is an exponential function of the magnitude of the mother event
(productivity law); and (4) the time lags between triggered events and the mother event follow the OU
law. According to these assumptions, the occurrence rate of events with magnitudes m ≥ m0 at the
position �x at time t is given by

ΛETAS(m,�x, t) =

[
N

∑
i=1

Q (|�xi −�x|, t − ti, mi) + μ(�x)

]
βe−β(m−m0) (9)

where the sum extends over all events with magnitude mi, epicentral coordinate �xi and occurrence
time ti < t and

Q(Δri, t − ti, mi) =
K0(p − 1)

c
eα(mi−m0)

(
1 +

t − ti
c

)−p
G(Δri, mi) (10)

with Δri = |�xi −�x|, which is the epicentral distance. The function G(Δri, mi) is a spatial kernel that
explicitly depends on the triggering magnitude mi and μ(�x) is the time independent contribution due
to background seismicity.

The influence of STAI on the estimates of the ETAS parameter was addressed by Zhuang et al. [13]
in the case of the 15 April 2016, Kumamoto earthquake sequence in Japan. Under the assumption that
earthquake magnitudes are independent of their occurrence times, Zhuang et al. [13] replenished the
short-term missing data of small earthquakes by using a bi-scale transformation. They then compared
the maximum likelihood estimate of the ETAS parameters of the recorded dataset in the JMA catalog
with the replenished one, considering only events above a lower magnitude threshold mth = mc.
Results plotted in Figure 4, as function of mc, show that, when the magnitude threshold mc ≥ 3,
which is approximately the static completeness magnitude of the JMA catalog, the estimated ETAS
parameters are about the same for both datasets. Conversely, important differences are found for
values of mc < 3. For the replenished dataset, the estimated background rate μ(x) decreases roughly
exponentially when the cut-off magnitude is increased, consistently to what is expected according to
the GR law ( Figure 4a). The original dataset, conversely, exhibits a flatter behavior, indicating the
absence of small magnitude events. Concerning the other parameters, the most striking feature is that
in the replenished dataset all parameters only weakly depend on mc, as expected, whereas we observe
a non-trivial dependence on mc in the JMA catalog.

The results of Zhuang et al. [13] indicate that the estimate of ETAS parameters from the original
dataset, when one considers a lower magnitude threshold mc < 3, leads to non-correct results. A similar
conclusion was reached by Seif et al. [14] who studied how the ETAS parameters, obtained by the
iterative approach of Zhuang et al. [30], depends on the lower magnitude threshold mth. In particular,
Seif et al. [14] investigated two simulated ETAS catalogs: a complete one which implements the ETAS
parameters estimated from the Southern California catalog and an incomplete one where aftershocks
of mainshocks with mM > 5 were removed if their magnitude was smaller than mc(t) given in
Equation (2). Results plotted in Figure 5 show that for sufficiently larger values of mth, the parameter
inversion procedure does not give the true values of K0 and p used to generate synthetic catalogs.
Seif et al. [14] attributed the observed discrepancy to the fact that aftershocks triggered by events
with m < mth are erroneously identified as direct aftershocks of some previous larger earthquake.
This widens the distribution of direct aftershocks leading to a smaller p-value. At the same time,
because of the anticorrelation between K0 and p, K0 is overestimated. Figure 5, in particular, shows
a striking difference between the estimated parameters in the complete and the incomplete catalogs.
However, this difference tends to disappear for increasing mth indicating that the influence of aftershock
incompleteness is not significant for mth � 3.5.
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Figure 4. Different panels correspond to the ETAS parameters μ, K, A = K
∫ ∞

0 (t + c)−pdt, c, α, p
(see axis labels) estimated from the Kumamoto aftershock sequence with different magnitude thresholds.
The red and black dots are the estimates based on the original and the replenished datasets, respectively.
Unit of measures are day−1, dayp−1, day for μ, K, c respectively and the other quantities are adimensional
except A = K

∫ ∞
0 (t + c)−pdt which represents the productivity from an event of magnitude mc.

From [13].

Results of Figures 4 and 5 indicate that using a lower magnitude threshold mth below the
completeness level, especially for some parameters, can lead to incorrect prediction. Unfortunately,
it is not simple to establish a strict correspondence between the degree of incompleteness of the catalog
and the error expected in the estimate of parameters.

mth mth
Figure 5. The ETAS parameters are plotted against mth for synthetic catalogs simulated with parameters
from Southern California (gray) and compared with the parameter for the incomplete synthetic catalog
(orange). The “true” parameter values are plotted with black dashed lines the grey shadowed region
represents the 95% quantiles of 30 synthetic ETAS catalogs. The orange shadowed region represents
the 95% quantiles of 30 synthetic ETAS incomplete catalogs. From [13].
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3.2. Is STAI Related to the Static mc?

As explained in Section 2 the static mc is a local quantity which depends on the local density
of the seismic network ρS, as illustrated by Equation (1) and Figure 1. The influence of the density
ρS on the STAI was addressed by de Arcangelis et al. [31] by investigating the cmeas-value in the
two sub-regions of Southern California illustrated in Figure 1. As already explained in Section 2,
the inner region (Region 1) comprises a high value of ρS and a static mc ≤ 1.4. Conversely, a small
ρS is present in the external region (Region 2) and the static mc > 1.5, with values of mc � 3 close to
the borders. To obtain an estimate of cmeas in each sub-region, de Arcangelis et al. [31] measured the
aftershock daily rate ρ(t, mM, mth) defined as the number of aftershocks with magnitude larger than mth
occurring at a temporal distance t after their triggering main shock with magnitude m ∈ [mM, mM + 1),
divided by the number of mainshocks with magnitude m ∈ [mM, mM + 1). Three different values of
mM = (3, 4, 5) and mth = (1.5, 2.5, 3.5) were considered. In this study, mainshock–aftershock couples
were identified according to the Baiesi–Paczusky (BP) declustering criterion [32–34] using the same
parameters adopted by Moradpour et al. [35] and Hainzl [12]. In particular, only aftershocks identified
as direct descendants of the mainshock were included in the analysis.

The results (Figure 6) show that the aftershock rate clearly depends on the magnitude difference
mM − mth in both Region 1 and Region 2. In particular, de Arcangelis et al. [31] divided time by
τ = 10d(mM−mth) obtaining that data for different values of mM and mth, inside each sub-region, exhibits
the scaling collapse ρ(t, mM, mth) = F(t/τ) (Figure 7a). It is evident from Figure 7a that the Omori
decay ρ ∼ t−p sets in when t/τ becomes larger than a given value x0, different between the two regions.
Since the cmeas can be obtained from the time such that the Omori decay ρ ∼ t−p sets in, Figure 7a
gives cmeas = x0τ and one recovers Equation (8) after the identification x0 = C0. In particular the best
fit gives log10(C0) = −3.53 ± 0.05 and d = 1 ± 0.03 inside Region 1 and log10(C0) = −3.70 ± 0.05 and
d = 0.95 ± 0.03 inside Region 2. This leads to a counterintuitive behavior with a cmeas-value being
larger inside Region 1 even if the static mc is significantly smaller inside Region 1 than in Region 2.
Conversely a smaller cmeas-value is found in Region 2 when the static mc is larger. This result clearly
indicates that cmeas is not related to ρS and that STAI cannot be reduced by increasing the density of
the seismic station thus suggesting that STAI originates from a different mechanism (see next section).
The same conclusion can be also obtained from the measurement of the correlation between magnitude
according to the method proposed in [19,36–38]. This analysis [19,31] has shown significantly larger
magnitude correlations in Region 1 than in Region 2.
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Figure 6. The number of events identified as aftershocks by the BP declustering procedure
with magnitude larger than mth, which occurred at a temporal distance t from events identified
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mainshocks and plotted versus t. Different panels correspond to different values of the mainshock
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Figure 7. (Color online) (a) The same data in Figure 6 are plotted as function of t/τ, with τ = 10d(mM−mth)

proportional to cmeas (Equation (8)) with d = 1, for different values of mM and mth. Filled (empty) colored
symbols are used for data of Region 1 (Region 2). The magenta continuous line is the scaling function
F(x) = A log

(
1 + Bx−p) with A = 0.35, B = 70 and p = 1.1, whereas the dashed green line is the

scaling function F(x) = A(x/B + 1)−p with A = 300, B = 7 and p = 1.1. (b) The aftershock density
ρ(t, mM, mth) in the ETASI1 catalog, with a blind time Δt = 1 min, is plotted as a function of t/τ.
Different values of mM and mth are plotted with different symbols: stars for mM − mth = 2.5, crosses for
mM − mth = 1.5 and plus for mM − mth = 0.5. Different colors correspond to different values of K0

and of the average background rate rB: K0 = 0.035 and rB = 4.38 days−1 (black), K0 = 0.035 and
rB = 8.3 days−1 (green) and K0 = 0.068 and rB = 4.38 days−1 (red). Magenta continuous and green
dashed lines are the same scaling functions F(x) plotted in (a). (Inset) The value of Δm (Equation (8)) as
function of log10(Ko) for the ETASI model with a blind time Δt = 1 min (black crosses). The cyan line is
the theoretical prediction (Equation (18)). From [31].

4. The Origin of STAI and the Envelope Function

Results of the previous Section (Section 3.2) suggest that STAI is an intrinsic property of seismic
catalogues not related to density of the seismic stations. This conclusion is strongly supported by the
study of the envelope function μe(t) after several mainshocks that occurred in Greece and Italy in the
last ten years [16]. More precisely, the envelope function μe(t) is obtained from the ground velocity
recorded during the first days after the mainshock. The signal of each component is filtered by means
of a two-pass Butterworth filter in the range [1, 10] Hz, the envelope of each signal is computed and
the signals of the three components are superimposed. μe(t) is finally defined as the logarithm of the
resulting signal. This quantity was introduced by Peng et al. [26] to identify aftershocks not reported
in the JMA catalog during the first minutes after the main shock. The idea is that the occurrence of an
aftershock must produce a double peak in μe(t) corresponding to the coupled pair of P and S arrivals.
The local magnitude of the event is given by m � μmax + const, where μmax is the maximum in μe

and the constant depends on the epicentral distance from the recording station, related to the S-P
time difference.

Considering the evolution of μe(t) after a mainshock, occurred at the time t0, Lippiello et al. [16]
found that the envelope function never goes below a given value μmin(t) which is a logarithmic
decreasing function of time (Figure 8)

μmin(t) = μM − φ log(t − t0)− Δμmin. (11)
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As a consequence, even very accurate analyses of post seismic waveforms, even those which
employ sophisticated matched filter detection algorithms [39,40], do not allow one to identify small
events which produce peaks smaller than μmin(t). This reflects a completeness magnitude mc(t) that
depends on the time after the mainshock with a functional dependence similar to μmin(t) and, therefore,
small events cannot found and catalogs are intrinsically incomplete.

To understand the mechanism responsible for the existence of μmin(t), a closer inspection of the
envelope function μ(t) after all mainshocks reveals the existence of two characteristic times: τ and tM.
The first time τ is of the order of some seconds, whereas tM is of order of some minutes, and three
distinct regimes are observed:

• For t − t0 < τ, μe(t) increases to a maximum value μM.
• For τ < t − t0 < tM, μe(t) follows a logarithmic decay as

μe(t) � μM − q log(t − t0). (12)

• For t − t0 > tM, the average value of the envelope 〈μe(t)〉 is still logarithmic but with
different coefficients:

〈μe(t)〉 = μM − φ log(t − t0)− Δμ, (13)

with φ < q.

The same three regimes have been found for other mainshocks in Southern California and in
Italy [16]. The first two regimes can be easily associated to the mainshock waveform, which can be
modeled as μe(t − t0) = μM + log[g(t − t0)], where g(t − t0) is the mainshock envelope waveform.
Experimental results suggest an initial linear increase of g(t) [41] followed by a fast decay consistent
with an exponential function g(t) ∼ exp(−Q−1t) [42]. Figure 8 indicates that in the intermediate
regime τ < t− t0 < tM, with tM of the order of few minutes, the envelope waveform is more consistent
with a power law decay as proposed by Lee et al. [43]. Under these assumptions, the behavior of g(t)
up to the time t − t0 < tM can be modeled as g(t) ∼ t(t/τ + 1)−1−q with the time τ representing the
typical duration of the mainshock signal, leading to

μe(t) = μM + log(t − t0)− (q + 1) log ((t − t0)/τ + 1) . (14)

The existence of the third regime, previously enlightened by Sawazaki and Enescu [44], can be
interpreted taking into account that not only the main shock but each aftershock of magnitude mi,
occurred at time ti, produces a signal following the relation μe(t) = μi + log[g(t− ti)] and one therefore
expects a theoretical envelope of the form

μth(t) = log
{

max
ti<t

[10μi g(t − ti)]

}
, (15)

where the maximum must be evaluated for all aftershocks with occurrence times ti < t.

Numerical Generation of the Envelope Function

To verify that Equation (15) reproduces the experimental findings, Lippiello et al. [16] started from
a mainshock with magnitude mM occurring at time t0 and assumed that the aftershock rate follows
the OU law (Equation (6)). Since p-values usually have small fluctuations among different aftershock
sequences [45], Lippiello et al. [16] assumed a fixed value of p (p = 1.1) and after choosing different
values of K and c, they generated an aftershock sequence according to Equation (6) for a temporal
window of three days. To each aftershock is then associated a magnitude randomly extracted from the
GR law. After fitting the value of τ from the experimental μe(t), the key assumption is that a magnitude
mi aftershock, occurring at time ti, generates a seismic signal with envelope A(t) = 10mi g(t − ti) with
g(t) = t(t/τ + 1)−1−q and q = 2.5. The synthetic μth(t) is then obtained from Equation (15) and a
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vertical shift is finally applied in order to have the mainshock peak in μth(t) equal to the experimental
μM. The numerical parameters K, c, implemented in the OU law (Equation (6)) are then tuned in order
to reach a good agreement between μth(t) and the experimental μe(t), according to the procedure
described in Section 6.2. Results of μth(t) plotted as orange lines in Figure 8 show that it is possible to
generate a synthetic envelope reproducing the experimental one in all the three regimes. The above
results indicate that since each aftershock produces its own coda waves which decay as a power law
with exponent q, the overlap of coda waves generated by subsequent aftershocks causes the existence of
a lower signal μmin(t) which decays as a power law with an exponent φ < q (Equation (13)). The same
agreement between μe(t) and μth(t) is recovered for other mainshocks mM > 6 recorded in Greece,
Italy and Southern California [16].

We wish to stress that the mainshock peak μM, as well as aftershock peaks μi in Equation (15),
strongly depends on the distance of the recording station from the mainshock epicenter and on site
effects. In addition, the functional form of g(t) can be different at different stations. As a consequence
both μe(t) and μth(t) are different at different stations but, under the hypothesis that aftershocks
occur not too far from the mainshock hypocenter, the values of K and c providing the best agreement
between μe(t) and μth(t) should be the same for all stations.
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Figure 8. The quantity μe(t) (green circles) after the the Hector Mine earthquake in California recorded
at the station CIGSC located at a distance of 92 km from the main shock epicenter. The magenta crosses
indicate the (logarithmically binned with bin value 0.1) average value of μ(t), the red continuous
lines represent the results of the logarithmic fit (Equation (13)) for t − t0 > tM. The dashed blue
lines represent the quantity μmin(t) and orange lines are used for results of numerical simulations for
the theoretical envelope μth(t), defined in Equation (15). The values of the best-fitting parameters in
Equation (6) are K = 0.95, c = 0.18 days and τ = 8 s.

5. The ETASI Model

In the previous section, we have shown that STAI is mostly due to the overlap among aftershock
coda waves. This ingredient can be incorporated in the ETAS model by multiplying the ETAS
occurrence rate ΛETAS in Equation (9) by a detection function

ΛETASI (�x, t, m|�xi, ti, mi) = ΛETAS (�x, t, m|�xi, ti, mi)× Φ(m, t, μ(t)|mi, ti). (16)

The detection rate can be still described by an error function as in Equation (4) and we define the
model described by Equation (16) as the ETAS Incomplete (ETASI) model. The main difference with
Equation (3) is that in this approach the detection function Φ(m, t, μ(t)|mi, ti) depends on the history
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of all previous earthquakes {mi, ti}N
i=1, with ti < t. More precisely, in Equation (3), the 50% detection

function μ(t) depends only on the time and magnitude of the main shock whereas in Equation (16) each
event can obscure the recording of subsequent earthquakes.

We observe that the ETASI model differs form the procedure adopted by Seif et al. [14] who
generated incomplete ETAS catalogs by removing only aftershocks of mainshock with m > 5.
In the ETASI model, conversely, any event can obscure subsequent earthquakes independently of
its magnitude.

The simplest choice for the detection function Φ(m, t|mi, ti) was proposed by Hainzl [12] and
corresponds to an error function with σ → 0 and μ(t) = mi if t − ti ≤ Δt, whereas μ(t) = 0 for
t − ti > Δt, where Δt is a constant blind time. This corresponds to the hypothesis that each earthquake
hides all subsequent smaller events occurring at temporal distances smaller than Δt. Notwithstanding
the simplicity of this functional form of μ(t), as already proposed by Hainzl [12], this model, defined as
ETASI1 in the following, leads to non-trivial temporal patterns of the aftershock occurrence.

The hypothesis of a constant blind time allows one to achieve an analytical evaluation of cmeas [12].
Indeed, the blind time Δt also represents the minimum temporal distance between two subsequent
earthquakes reported in a catalog and this leads to a maximum detectable rate ρmax � 1/Δt. As a
consequence, since the “true” aftershock rate is a decreasing function of the time t after the mainshock
occurrence (Equation (6)), the measured ρ(t, mM, mth) corresponds to the “true” aftershock rate only
if ρ(t, mM, mth) < ρmax, a condition which is always fulfilled at large times. Conversely, at small
times, when the “true” aftershock rate is larger than ρmax, the measured ρ exhibits a constant
behavior ρ(t, mM, mth) � ρmax. Accordingly, the cmeas-value can be identified as the time such as
ρ(cmeas, mM, mth) = ρmax, and assuming α � b Equation (7) gives

ρ(cmeas, mM, mth) =
K0eb(mM−mth)

(cmeas + c)p = ρmax, (17)

giving cmeas = c + (K0/ρmax)
1/p exp (b/p)(mM − mth), which for c � cmeas coincides with Equation (8):

C0 = Δm =

(
K0

ρmax

)1/p
, (18)

and d = b/p.
The ETASI1 model can be implemented numerically via a two step process. At the first

step, standard ETAS catalogs are simulated and, at the second step, all events that occurred at a
temporal distance smaller than Δt after a larger event are removed from the catalog. de Arcangelis
et al. [31] implemented different values of K0 and analyzed the ETASI1 catalog by the same BP
declustering procedure applied to the instrumental catalog. As in Figure 6, the aftershock daily rate
ρ(t, mM, mth) for the ETASI1 catalog has been evaluated for different mainshock magnitudes mM,
different thresholds mth and different K0 values. This study has shown that the cmeas-value follows
Equation (8) with d = b/p as illustrated in Figure 7b where ρ(t, mM, mth) is plotted as a function of
t/τ with τ = 10d(mM−mth) and d = b/p. Data for different mM and mth and the same K0 collapse onto
the same master curve F(t/τ), as for the instrumental catalog (Figure 7a). Concerning the value of
C0, de Arcangelis et al. [31] observed that the larger the value of K0 implemented in ETAS simulations
the larger was the value of C0 fitted from the decay of ρ(t, mM, mth). Results plotted in the inset of
Figure 7b show that −Δm = log10 C0, becomes more positive for increasing K0 confirming the strong
correlation between C0 and K0. In particular, we observe that the dependence of C0 on K0 is consistent
with Equation (18) only for small values of K0. Deviations from Equation (18) can be attributed to the
cascading process implemented in the ETAS model. Indeed, aftershocks of higher order generation are
also followed by a blind time which eventually hides aftershocks of previous generations. This causes
a larger total blind time compared to the situation when higher order generation aftershocks are not
considered, as in Equation (18).
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The comparison between the data collapse observed for the ETASI1 catalog (Figure 7b) with the
one observed for the instrumental Southern California catalog (Figure 7a) suggests that the larger
value cmeas inside Region 1 must be attributed to a larger productivity (larger K0) of that region. This is
in agreement with the behavior of ρ (Figure 6) for times t > cmeas when the “true” OU decay ρ ∼ K/tp

is expected. Indeed, it is evident that, when t > cmeas, ρ in Region 1 is systematically larger than in
Region 2.

We further observe that the scaling function F(x) presents clear deviations from the OU prediction
F(x) ∝ (x + 1)−p in the intermediate temporal regime. We attribute these deviations to the cascading
process which can produce a more gradual decrease of the aftershock number from the initial plateau
compared to the situation when higher order generation aftershocks are not taken into account [12].
A better fit for F(x) in numerical and instrumental catalogs is provided by F(x) = A log (1 + Bx−p)

obtained by Lippiello et al. [46] under a dynamical scaling assumption [38,45,47–51].

5.1. ETASI2

A more refined expression for μ(t) within the ETASI model (Equation (16)) is proposed in [31]
and corresponds to the so called ETASI2 model. The idea is that the 50% detection function follows
the same decay of the envelope function of a single earthquake and according to Equation (12) this
corresponds to the assumption that

μ(t) = max
i:ti<t

(mi − q log(t − ti)− δ0) , (19)

where the maximum is evaluated over all events with magnitude mi occurred at time ti < t. The model
is numerically implemented in [31] taking for the detection rate function Φ an error function as in
Equation (4) with σ → 0. This corresponds to the two-step procedure illustrated in the previous section
with the removal from the original ETAS catalog of all events with magnitude m and occurrence time t
such that m < μ(t). A finite value of σ is considered in [52].

In de Arcangelis et al. [31], the coefficient q in Equation (19) is taken as a model parameter and its
value has been tuned in order to achieve the best agreement between the organization of aftershocks
in ETASI2 and instrumental catalogs. This study showed that the ETASI2 model provides a more
accurate description of aftershock occurrence, with respect to the ETASI1 model, and in particular it
better captures the correlation between subsequent magnitudes observed in instrumental catalogs.
In particular the agreement between instrumental and ETASI2 catalogs is obtained by setting a K0

value, in the ETASI2 simulations, significantly larger inside Region 1 of Southern California (Figure 1)
than Region 2. As a consequence, de Arcangelis et al. [31] proposed that the value of K0 which provides
the best overlap between ETASI2 and instrumental catalogs can be interpreted as the best estimate for
the true productivity coefficient K0 in each region.

5.2. Dynamical Scaling ETAS Model

A model alternative to the ETASI has been proposed on the basis of a dynamical scaling
relation between time and energy [19,36,38,46,47]. Within this hypothesis, different from the general
assumption of the ETAS model [3,53,54], time and magnitude are not independent quantities but the
magnitude difference fixes a characteristic time scale for aftershock rate relaxation. Deviations from
the GR law are a natural consequence of this assumption with a completeness magnitude depending
on time in agreement with what is observed in experimental data (Equation (2)). The study of the
maximum likelihood [51] has shown that this method provides a more accurate description of the
aftershock rate decay than the ETAS model.

6. Automatic Procedures for Short-Term Aftershock Forecasting

In this section, we present two methods which have been developed in order to provide real-time
aftershock forecasting: The Omi method [7,9,10] and the Lippiello method [16,17]. The idea of
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both methods is to extrapolate the parameters of the OU law, or more generally of the ETAS
model, by means of an automatic procedure which uses the information available up to a time
T2 after the mainshock. The ETASI model, presented in the previous section, is not suitable for this
purpose because it is not possible to apply a maximum likelihood estimation procedure to invert
parameters. For the likelihood evaluation, indeed, one should have access to “obscured” events,
an information by definition unavailable. In this section, we review the retrospective tests performed
with the Omi and the Lippiello methods. Both tests consider the forecasting according to the OU
law (Equation (6)) implementing the parameters K and c estimated for each individual mainshock
sequences, according to the information available in real time. This forecasting is compared to a generic
model where the parameters K and c are taken as average values over many sequences. The results
show that the novel methods outperform the generic model.

6.1. The Omi Method

The Omi method, briefly illustrated in Section 2, has been implemented in a real-time system
for automatic aftershock forecasting in Japan. A systematic test of the efficiency of the Omi method,
using real-time seismic data, was performed by Omi et al. [10] on aftershock sequences of seven inland
mainshocks with magnitudes m ≥ 7 that occurred after the establishment of the Hi-net observation
system. The Omi method is based on the evaluation of the parameters K, p, c in Equation (6) using
the information from an incomplete dataset, including only the recorded aftershocks. More precisely,
Omi et al. [10] considered data in the learning period from two instrumental catalogs: the Hi-net and
JMA catalogs. The results of this method are compared to a standard forecasting approach which uses
fixed parameter values (the generic model) determined based on many aftershock sequences in Japan.
The forecast from the generic model depends only on the main shock magnitude. The performance
is compared by means of the log-likelihood ratio score, which is referred to as information gain I.
The standard error SI of the information gain is also numerically evaluated and, under a Gaussian
approximation, one forecast performs better than the other one, with a probability larger than the 95%,
if I > 1.64SI . More precisely, Omi et al. [10] considered four learning periods corresponding to the
first 3, 6, 12, and 24 h periods of aftershock data to prepare forecasts for the following 3, 6, 12, and 24 h
testing periods, respectively. The results of the test, for the seven Japan aftershock sequences, are
visually represented in Figure 9 that shows the information gain per aftershock, considering separately
data from the Hi-net and JMA catalog, against the generic aftershock model. The error bars correspond
to 1.64SI and, therefore, if their lower bound is greater than zero, the Omi model performs better
than the generic model. Omi et al. [10] separately considered two target magnitudes, the smallest
one Mt = Mc (Figure 9a) and Mt = 3.95 (Figure 9b). Results show that, for the entire forecast period
of 3–48 h, both the Hi-net and JMA forecasts significantly outperform the generic model and that
the same result is valid in all individual forecast periods for the case of the lowest target magnitude
Mt = Mc. Conversely, for Mt = 3.95, because of the small number of m > Mt aftershocks, the scores
tend to have large error bars and, even if the Omi method generally outperforms the generic model,
this is not statistically significant for most cases (Figure 9b).

Another interesting item in Figure 9 is the comparison of the performance of the Omi method
implementing the JMA catalog against the one implementing the Hi-net automatic catalogs. In general,
the results show that the JMA forecast significantly outperforms the Hi-net forecast in the case of
the small target magnitude Mt = Mc, probably because of the better accuracy of the JMA catalog.
On the other hand, the two performances are comparable for Mt = 3.95 indicating that, even if the
automatic Hi-net catalog is less accurate than the JMA catalog, it provides reasonable results for target
magnitudes Mt ≥ 3.95. This is an important result since it is the only catalog available in real time.
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(a)

(b)

Figure 9. Information gain per aftershock of the forecasts based on the Hi-net and JMA catalogs,
respectively, relative to the generic model for the cases with: (a) Mt = Mc; and (b) Mt = 3.95. If the
lower bound of the error bar is greater than 0, the forecast is significantly better than the generic model
with a probability larger than the 95%. From Omi et al. [10].

6.2. The Lippiello Method

Lippiello et al. [16] proposed a method based on the results presented in Section 4, which show
that the instrumental envelope μe(t) can be reproduced by the theoretical envelope μth(t) given in
Equation (15). In particular, μth(t) can be tuned to recover Equation (13) with the same parameters
φ and Δμ of the instrumental μe(t). The central observation is that the value of the coefficients φ

and Δμ which describe the logarithmic decay of μth(t) (Equation (13)) depend on the parameters
K and c of the OU law (Equation (6)), implemented in the numerical simulation. This idea has
been applied in a procedure which associates the best-fitting parameters (φ, Δμ) in Equation (13),
obtained from the experimental signal, to the pair (K, c) used in numerical simulations of the OU law.
The procedure is schematically illustrated in Figure 10. Firstly one evaluates the value of τ which is
the best approximation for μe(t) in Equation (14) during the first 60 s. Fixing p = 1.1, the estimated
value of τ is used to generate many numerical signals μth(t) for different choices of K and c according
to Equation (15). Then, one compares, in the learning period t − t0 ∈ [T1, T2], the average value of the
numerical signal μth(t) with the experimental one μe(t). The slope φ of μth(t) depends fundamentally
on the c-value, whereas K controls its vertical shift Δμ. As a consequence, after choosing a given
K-value, one varies the c-value until the slopes of μth(t) become similar to the experimental μe(t)
(Figure 10a). The c-value producing this effect is then defined as c and one generates different numerical
catalogs with c = c and different values of K (Figure 10b). The value of K minimizing the difference
between μe(t) and μth(t) in the interval [T1, T2] is defined as K. The pair of values (K, c) is considered
the best representation of experimental data and is used to forecast aftershock occurrence at times
t − t0 > T2, according to Equation (6).
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Figure 10. (Left) Black dotted-lines represent the envelope function μe(t) of the Lixouri earthquake in
Greece recorded at the station LKD2 located at 70 km from the mainshock epicenter. Colored dot-dashed
lines are used for μth(t) with τ = 11 s, K = 1.15 and different values of c ranging in the interval
[0.01, 4.5] days. Black circles represent the logarithmic fit (Equation (15)) in the interval [10, 160] min of
the experimental envelope function, whereas continuous lines are used for the best fit of the numerical
μth(t), with c increasing from 0.01 to 4.5 days from top to bottom. (Right) The same as in the left panel
but plotting numerical data μth(t) with τ = 11 s, c = 1.15 days and different values of K ∈ [0.75, 2.95].
Continuous lines are the the logarithmic fits of numerical data, in [10, 160] min, with K increasing from
bottom to top. From Reference [16].

Test of the Procedure

To test their method, Lippiello et al. [16] considered as target aftershocks all the events producing
in the envelope function μe(t) a peak with amplitude larger than μ0 = μM − 3 and define as N3(t) their
cumulative number in the temporal interval [T2, t − t0], after the mainshock. Similarly, the number
N2(t) is the cumulative number of events producing peaks larger than μ0 = μM − 2.

The quantity N2(t) and N3(t) are plotted in Figure 11 for three mainshocks from three different
geographic regions, for times t > 160 min. Lippiello et al. [16] compared the instrumental number
of N3(t) and N2(t) with those expected according to the OU law (Equation (6)) after implementing
the best values of K and c (K and c) obtained according to the Lippiello procedure. More precisely,
Lippiello et al. [16] considered a learning period [T1, T2] min with T1 = 10 min and different values of
T2. They found that for values of T2 � 160 min the estimate of K and c became quite stable. Therefore
they consider T2 = 160 min and found that at all times t > T2 the Lippiello method predicts with
reasonable accuracy the number of occurred aftershocks. Differences between predicted and observed
aftershock number are typically smaller than 20% and always within the error bars. For comparison,
in the same Figure 11, Lippiello et al. [16] also plotted the expected number N3(t) and N2(t) according
to a generic model which implements in the OU law Equation (7) the value of K0, c and α obtained
as average over all sequences with mM > 5, recorded in Southern California [55]. We observe that
the number of the predicted strong aftershocks according to this generic model is much smaller
(approximately ten times) than the observed one. We wish to stress that the estimate of K and c,
for each specific sequence, on the basis of the earthquakes recorded in the official catalogs up to
the time T2 leads to unreliable results. As an example, in the case of the Lixouri earthquake only
three earthquakes are reported in the Greek catalog in the first thirty minutes after the mainshock.
The situation is a little better after the L’Aquila and Hector mine earthquake when 20 events are
reported in regional catalogs in the first thirty minutes. These numbers are too small to produce a
reasonable estimate of K and c, which, in all cases, would be very biased because of the incompleteness
of datasets as confirmed by the absence of earthquakes with magnitude smaller than m = 3, in official
catalogs in the first thirty minutes.
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Summarizing, results of Figure 11 clearly show that the Lippiello method performs much better
than the generic model providing a reasonable aftershock forecasting. Very recently, Lippiello et al. [17]
proposed a more efficient procedure, still based on the agreement between μth(t) and μe(t), which
produces even more accurate STA forecasting.
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Figure 11. The quantities N3(t) (top) and N2(t) (bottom) are plotted for t − t0 > T2 = 160 min as
green circles for the three main-aftershock sequences of Figure 1: the 26 January 2014 m = 6.1 Lixouri
earthquake (left), the 16 October 1999 m = 7.1 Hector Mine earthquake (middle) and the 6 April 2009
m = 5.9 L’Aquila earthquake (right). Red squares are the expected values according to Equation (6)
using the average values obtained in Reference [55]. The orange curves are the expected values using
in Equation (6) the best parameters K and c inverted from the experimental fit of τ, φ and Δμ. The error
bars in each plot incorporate both the uncertainty in the estimate of (Δμ, φ) and fluctuations in the
aftershock number for given values of K and c. From Reference [16].

6.3. Comparison between the Omi and the Lippiello Methods

The Omi method needs as an earlier stage an automatic routine for real-time automatic detection.
The only assumption is that the GR law holds up to the lower considered magnitude mc, that is a
widely accepted idea within the seismological community. Conversely, the key assumption of the
Lippiello method is that the theoretical envelope (Equation (15)) reproduces the instrumental one
μe(t). This hypothesis is less consolidated but allows one to evaluate seismic hazard directly from the
envelope function μe(t) without any information on occurrence times, magnitude and locations of
earthquakes producing the observed signal. Overcoming all problems related to event identification
and location, the Lippiello method presents some advantages:

(i) It is faster. Indeed, aftershock localization is a non-trivial routine involving the elaboration of at
least the seismic signal from three different seismic stations.

(ii) It works when only few events are identified by the automatic detection routine whereas the Omi
et al method needs that at least ∼30 aftershocks must be identified [15].

(iii) It provides the in-situ occurrence probability by simply installing a seismic station in the site of
interest. This could be particularly useful in areas with a very low dense seismic network and
where automatic detection routines are not efficient.

(iv) It provides directly in output the probability of peaks of the local ground velocity and therefore
it overcomes the large amount of uncertainty [56], which is present in the attenuation relations
necessary to convert aftershock occurrence probability to the local ground motion intensity.

Summarizing, the two methods appear as two complementary approaches to the same problem
and can be simultaneously adopted.
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We finally remark that in the OMI method the spatial dependence of the aftershock occurrence
probability can be easily included by multiplying the OU law (Equation (6)) for a decreasing function
of the distance from the mainshock epicenter. However, the parameters controlling this decay are very
difficult to be inverted from the on-going specific sequence and average quantities must be considered.
On the other hand, in the Lippiello method the spatially dependence is, at least in part, implicitly
considered. Indeed, the method does not give in output the probability to have a given magnitude
aftershock but the occurrence probability of events which produce peaks in the envelope μe(t), in the
position where the station is located, larger than a reference value μ0. This probability, therefore, clearly
depends on the distance of the station from the mainshock epicenter.

7. Conclusions

In this review article, we show that, in the first part of aftershock sequence, incompleteness
is an intrinsic property of seismic data. Indeed, the overlap of seismic signals makes the envelope
function always greater than μmin(t). This lower threshold μmin(t) can be related to the minimum
aftershock magnitude mmin(t) identifiable at time t since the main shock and indicates that it is feasible
to obtain more accurate catalogs but it is impossible to reach completeness levels below mmin(t).
This result also provides an explanation for the dependence of mc(t) on the time elapsed from the main
shock occurrence. We illustrate how the incompleteness affects the estimate of the parameters of STA
forecasting models and we present some models which take it explicitly into account. In particular, we
present an interpretation of the mechanisms responsible for the existence of μmin(t) in terms of the
overlap of coda-waves generated by each individual aftershock: The combination of the decay of the
aftershock rate (OU law) with the power law relaxation of coda waves produces an envelope function
μe(t), which, on average, depends logarithmically on the time since the main shock. We illustrate the
bias induced in the estimate of model parameters because of the incompleteness of the instrumental
catalog. A deeper investigation is necessary to establish a quantitative relationship between the
expected error in the estimate of model parameters and the degree of incompleteness of the catalog.

We also show that the parameters of the logarithmic dependence of μe(t) appear strictly related
to the parameters of the OU. We then describe a procedure based on this observation and developed
in [16] to extract the OU law parameters from a fitting procedure applied to the experimental μe(t).
This approach overcomes all problems related to event identification and location since seismic hazard
is evaluated directly from the envelope function μe(t) without any information on occurrence times,
magnitudes and locations of earthquakes producing the observed signal.

We also illustrate the Omi method [7,9,10,15] proposed to overcome the problems of STA
forecasting caused by the incompleteness of instrumental data. We show that the method, based on
the detection rate function, provides reliable aftershock forecasting on the basis of incomplete
instrumental catalogs.

Summarizing, we review very recent proposals to develop real-time systems for automatic
aftershock forecasting. The above procedures have been up to now tested retrospectively but appear
already suitable to be implemented in prospective tests. These methods apply the OU law or the
ETAS model without taking into account the spatial variability of seismicity. Future developments
should correspond to space-time models providing a space dependent forecasting, particularly useful
in aftershock sequences with a complex spatial distribution.
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Abstract: We provide a dataset of the landslides induced by the 2016 Pedernales megathrust
earthquake, Ecuador (Mw 7.8, focal depth of 20 km) and compare their spatial distribution with
mapped bedrock lithology, horizontal peak ground acceleration (PGA-h) and the macroseismic
intensity based on earthquake-induced environmental effects (ESI-07). We studied 192 coseismic
landslides (classified as coherent, disrupted and lateral spreads) located in the epicentral area, defined
by the VII to IXESI-07 isoseismals. Based on our findings, lahar deposits, tuffs and volcanoclastic
units are the most susceptible to landslides occurrence. Alluvial plains with fluvial loose fine
sand are the most susceptible setting for lateral spreading, with a maximum intensity of IXESI-07.
The coherent landslides are frequently found in altered shale and siltstone geological units with
moderate slopes (8◦–16◦), with typical intensity ranging between VII and VIIIESI-07. Our analysis draws
a typical framework for slope movements triggered by subduction earthquakes in Ecuador. The most
dangerous setting is the coastal region, a relatively highly urbanized area located near the epicenter
and where liquefaction can trigger massive lateral spreading events. Coherent and disrupted
landslides, dominating the more internal hilly region, can be triggered also in moderate slope
settings (i.e., less than 10◦). Indeed, the regression analysis between seismic intensity, PGA-h
and landslide occurrence shows that most of the events occurred at PGA-h values between 0.4 g
and 1.2 g, at a distance of 30 to 50 km from the rupture plane. Our database suggests that
lithology and hillslope geometry are the main geological/geomorphological factors controlling
coseismic landslides occurrence; while the distance from the rupture plane plays a significant role
on determining the landslide size. Finally, we underline that coseismically-triggered landslides are
among the most common environmental effects occurring during large subduction events that can
be effectively used to properly evaluate the earthquake macroseismic field. The landslide inventory
we compiled is suitable for assessing the vulnerability of physical environment from subduction
earthquakes in Ecuador, and offers a primary data source for future worldwide analysis.

Keywords: coseismic landslides; macroseismic intensity; ESI-07 scale; Pedernales earthquake; Ecuador

Geosciences 2019, 9, 371; doi:10.3390/geosciences9090371 www.mdpi.com/journal/geosciences163



Geosciences 2019, 9, 371

1. Introduction

Among all earthquake-induced environmental effects (sensu [1,2]), landslides are the most
widespread and surveyed along coastal areas, in intermontane basins and in hilly areas [1,3–9].
Landslide susceptibility is related to lithologic and geomorphic characteristics including highly
weathered loose soils, topographic conditions, local hydrogeological and geological setting (e.g., [3,10]).
The geological and geotechnical variables play a key role as predisposing factors to earthquake-induced
landslides in active tectonic settings such as the Ecuadorian coast region. Large intraslab and megathrust
earthquakes due to the convergence between the Nazca, South American and the Caribbean plates
(Figure 1) occur in this area. However, there is a lack of information about earthquake-triggered
landslides connected to subduction earthquakes in Ecuador (e.g., [11–13]). Some earthquake-triggered
landslides due to upper-plate events (in the order of Mw 6–7), in the northern Ecuadorian Andes, have
been described in detail, whilst less is known about the distribution of earthquake-triggered landslides
due to large subduction events [14–19].

We present a co-seismic landslide inventory for the 2016 Pedernales earthquake sequence.
The earthquake sequence started with a foreshock (ML 5.7, at 18:47), some 10 minutes prior the Mw 7.8
mainshock, that occurred at 18:59 on the April 16, 2016 [20], see Data and Resources; Figure 2a).
The extent of physical and environmental damage encompassed an area of thousands of square
kilometers [21,22]. Locally, building damage and geological ground effects were enhanced by site
amplification due to class E and F water saturated soils [23].

Figure 1. Geodynamic setting of Ecuador, the Galapagos Islands and the Carnegie Ridge; modified
after [25].

The epicentral area includes the city of Pedernales and surrounding communities (i.e., Coaque,
Jama and Canoa), reaching a maximum intensity of IXESI-07, assessed from field observation of
coastal uplift, soil liquefaction, sinkholes, landslides of natural and stabilized slopes, cracks in natural
soils, minor fractures, failure along both the major and minor axis in pavement, particularly asphalt
and concrete roads [22]. Coseismic geological effects were observed also across communities near
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Cojimíes (north of the epicenter, Figure 2b) and near Portoviejo (south of the epicenter, Figure 2b),
resulting in a VIIIESI-07 assessment. The area encompassed by isoseismals VII-IX ESI07 corresponds to
the deformed areas recognized from radar interferometry analysis (e.g., [24]).

Lithology, slope angle, ESI-07 intensity, and PGA-h (horizontal Peak Ground Acceleration, based on
information available by the IGEPN; see Data and Resources) are the seismological and geological
factors considered in this study to evaluate the hazard of earthquake-triggered landslides. These factors
have been analyzed and spatially correlated with the distribution of the coherent, disrupted and lateral
spreading landslides in a GIS environment.

We present the outcome of this study together with landslide hazard maps, describing
the characteristics of the surveyed landslides and providing new insights into the controlling factors of
coseismic landslides during large subduction earthquakes.

Figure 2. Location maps and seismotectonic setting: a) regional view of central tectonic segment of
Ecuador coastal region (yellow dashed box): the epicenters of large subduction events occurred offshore
the Manabí province (red stars) and the spatial distribution of aftershocks from the 16th April 2016 to
30th May 2019 are reported; b) earthquake-triggered landslides accompanying the 2016 Pedernales
earthquake, dots mark the types of coseismic landslides and blue lines mark the ESI-07 isoseismals
as defined by [22]; the location of the photographic documentation in Figures 3 and 4 is also reported.

2. Description of the Study Area

The epicentral area of the 2016 Pedernales earthquake sequence is located on the central coast of
mainland Ecuador. The mapped area covers about 18,000 km2 of narrow valleys in a hilly landscape,
uplifted marine terraces and alluvial plains.

Due to its geomorphological setting, many of the hydrographic basins of the province of Manabí
are characterized by alternating periods of erosion and enhanced sedimentation and are typically
covered by Quaternary loose sediments. In the eastern sector of the study area, large alluvial fans are
the main sedimentary source.

The epicentral area is dominated by altitudes lower than 800 m a.s.l. Based on the Koppen climate
classification [26], the study region is characterized by different sub-climates ranging from tropical
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Monsoon to dry and tropical Savanna [27]. Annual rainfall for the dry climate zone in southernmost
Manabí region is less than 500 mm, measured between January and April, while the summer is very
dry and hot. Annual rainfall ranges from 500 to 1000 mm for the tropical Savanna sub-climate where
low rainfall occurs between June and November. The tropical Monsoon sub-climate in northernmost
Manabí, is as hot as dry, but includes also a dry season from June to November with an annual
total rainfall ranging between 1000 and 2000 mm. The predominant vegetation is a dry to very dry
tropical forest, followed by mountains with tropical thorn shrub and premontane thorn shrub [26,28,29].
The most populated urban areas (i.e., the cities of Manta, Portoviejo, Chone, Bahía de Caráquez,
Jama and Pedernales) have been settled on floodplains, alluvial terraces and colluvium-alluvium,
where low-resistance soft soils prevail as well as soft rocks of claystone and siltstones, and sandstones
in a lesser proportion.

Figure 3. Example of mapped lateral spread landslides: a) deformation in alluvial plain at Jama site,
the road is completely displaced for tens of meters, severe damage affected the local kindergarten
(IXESI-07); b) deformations in river bank due to lateral spreading: soil cracks 20 cm wide at Bahía de
Caráquez city (VIIESI-07); c) total collapse of Mejía bridge at Briceño: lateral spreading, river diversion
and changes of fluvial dynamics, damage on house sited on the river side (IXESI-07); d) lateral spreading
in river bank at Calceta city: soil cracks in natural soil 20 to 25 cm wide, wavy deformations of cobbles,
(VIIESI-07); locations on Figure 2.

3. Seismotectonic Setting and the 2016 Pedernales Earthquake Sequence

The Ecuadorian coastal region is within an active plate margin where the oceanic Nazca plate
subducts the South American continent (e.g., [30–34]). The Nazca plate carries the Carnegie Ridge,
which is a mountain range of seamounts resulting from the Galápagos hotspot volcanism (Figure 1; [35]).
The subduction of this submarine ridge, which has an average elevation rise up to 2.5 km, has influenced
the geodynamics of the coastal zone of Ecuador [36,37], as well as in its coastal geomorphology [38,39]
and seismogenic characteristics [36,40–47].

Historically, the 1942 Jama (Mw 7.9) and the 2016 Pedernales (Mw 7.8) earthquakes are
the largest subduction earthquakes recorded in the central segment of the subduction interface
zone (Figure 2a; [48,49]). This tectonic segment registered several megathrust earthquakes, including:
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i) the May 3, 1896, Mw 7.1; ii) the 1 June 1907, Mw 7.4; iii) the 16 January 1956, Mw 7.4 and iv) the Mw 7.1
on August 4, 1998 earthquakes (Figure 2, [22,50]).

The spatial distribution of the April 16, 2016 Pedernales earthquake sequence indicates a rupture
zone ca. 100 to 120 km long [22,24]. The mainshock was located onshore, being less than 10 km
northeast from the city of Pedernales, with a hypocentral depth of 21 km (source USGS, see Data
and Resources). The focal mechanism obtained by IGEPN indicates a low-angle reverse-fault dipping
N119/15. Peak ground acceleration up to 1.4 g was recorded in Pedernales, 0.52 g in Manta, 0.38 g
in Portoviejo, 0.23 g in Chone, and 0.19 g in the Esmeraldas (IGEPN, see Data and Resources).
The sequence included more than 3500 aftershocks, the most severe ones occurred on May 18, 2016
with Mw 6.7 to 6.9 [22,51] and some 14 months later with a ML 6.3 (IGEPN, see Data and Resources).

Figure 4. Example of coherent landslides: a) and b) pre- and post-earthquake satellite imagery at San
Vicente, provided by the Web-GIS of the Military Geographical Institute of Ecuador (IGM) (VIIIESI-07);
c) rotational landslide at Briceño site, volume less than 3200 m3, tree cover fall, active slope (VIIIESI-07);
d) rotational landslide at San Isidro, soil cracks 10 to 20 meters wide in soil, rotational landslides ca.
60 m long (IXESI-07); e) and f) stabilized slope also reported damage in the epicentral area, northern
of Canoa site, where part of the hillslope was displaced by landslide of ca. 400 m3 (drone imagery
courtesy of by Global Medic and Servicio Nacional de Gestión de Riesgo y Emergencias de Ecuador),
(VIIIESI-07); locations on Figure 2.

This sector of the subduction zone, including the entire province of Manabí, has a short seismic
record covering the last 120 years that suggests a recurrence interval of approximately 20 years for
Mw>7.0 events, and between 70 and 80 years for Mw>7.5 [22,52]. Such subduction-related earthquakes
have a recurrence relatively short in comparison with the subduction zones north and south of it [22].
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Figure 5. Example of disrupted landslide at Briceño: rock fall and debris displacement, fractured
slopes, completely destroyed road, house damaged by landslide, volume ca 10.000 m3 (VIIIESI-07);
courtesy of drone imagery by Global Medic and Servicio Nacional de Gestión de Riesgo y Emergencias
de Ecuador; locations on Figure 2.

4. Methods and Materials

Shortly after the mainshock, we mapped in the field all the observable earthquake-induced
environmental effects (sensu, [1]), accessible through the main access roads and towns near Pedernales,
which is the location of the instrumental epicenter where the peak ground acceleration of 1.4 g was
recorded (IGEPN Accelerograph Ecuadorian Network; see Data and Resources). Government institutions
such as MTOP (i.e., Ministerio de Transporte y Obras Pública) and MIDUVI (i.e., Ministerio de Desarrollo
Urbano y Vivienda) provided logistics and transportation management due to partial destruction
of the main access roads to towns, bridges and buildings by creating fieldwork camp sites for
geotechnical engineers and geologists reaching out to the entire Manabí province and the southern part
of Esmeraldas province.

Preliminary field mapping evaluated the macroseismic intensities of the primary coseismic
geological effects (i.e., coastline uplifting along beaches and cliffs; e.g., [22,53] and secondary effects
(i.e., soil liquefaction causing lateral spreading, subsidence, sinkhole and sand boils, as well as cracks
in the soil, pavement failure in asphalt roads as well as landslides in stable and unstable slopes),
using the ESI-07 intensity scale, with values ranging from VII to IXESI-07 in a coseismic affected area of
about 18,000 km2 [21,22]. Along with this database, an inventory of 192 seismically induced landslides
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(in attached pertinent E electronic supplement to this article) by the 2016 Mw 7.8 event is herein
provided (Figure 2), grouping them as follows:

(a) lateral spreads, landslides which moved in a translational mode in areas of liquefied gravel,
sand, or silt, or rarely in sensitive clay transformed into fluid by disturbance [3,54], out of which 58
coseismic landslides were surveyed (Figure 3);

(b) coherent landslides, generally deep-seated, consisting of one or multiple blocks sliding on
planar or smoothly curved basal shear surfaces, out of which 78 landslides in the epicentral area were
surveyed (Figure 4);

(c) disrupted landslides associated with rock falls, rock slides, soil falls and disrupted soil slide,
adding up to 56 surveyed coseismic effects, between earthquake-induced landslides and reactivated
older landslides (Figure 5).

In this study, we also manually digitized some landslides on satellite imagery (SPOT-CNES
imagery, courtesy of Google Earth) to i) check the extent of landslides at some of the surveyed events,
ii) assure that no pre-earthquake landslides were present and iii) check field-observed mapping,
in the closeness of some surveyed sites, especially in remote areas where only limited access was
possible (Figure 4). Moreover, we checked the coseismic landslide inventory provided by the British
Geological Survey BGS and GEER- ATC (see Data and Resources), referred only to the areas of
Portoviejo, Bahía de Caráquez, Chone, Muisne and Crucita. This resulted in a statistically significant
database of earthquake-induced landslides, though not comprehensive over the entire area interested
by coseismic slope movements.

We compared the landslide occurrence with a set of selected variables that can possibly be
considered as triggering or predisposing factors: lithology type, horizontal peak ground acceleration
(PGA-h), topographic slope (derived from the 1 arc second SRTM digital elevation model) and distance
from both the epicenter and the subduction rupture plane.

We derived the statistical correlation of landslide occurrence for each class of variables
(i.e., PGA-h and lithology) using a statistical approach, modified after the Information Value Method
(InfoVAL). The method allows the quantified prediction of susceptibility by means of a score (Wi),
calculated according to landslide occurrence on each class, weighed according to the class distribution
over the entire study area:

Wi = ln
Densclassi
Densmapi

where Wi is the score for the ith class, Densclass is the landslide occurrence for the ith class and Desnmap
is the ith class occurrence on the whole area. This formula normalizes the event occurrences over
the spatial distribution of each considered class: positive values indicate positive statistical correlation,
negative values a negative one, while values close to zero indicate a random distribution of the data.

Since we did not map the areal extent of landslides and considering that the survey coverage was
limited by site accessibility, we adopted simple univariate statistics for the description of topographic
slope intervals typically associated with each landslide category.

We calculated the distance of each event from both the mainshock location (i.e., epicentral distance)
and from the seismogenetic rupture plane. The latter has been calculated considering a rupture plane
orientation on N119/15, as derived from seismological data and the distance have been calculated
as the closest distance to the plane (i.e., Rrup distance).

5. Results and Discussion

Most landslides have shallow shear planes, between 2 and 4 m depth. On the contrary,
few landslides have deep rupture planes (up to 15–30 m below ground level), as documented
in the Briceño and San Isidro sites. A large number of landslides fall in the range of 200 to 3200 m3

(VIIIESI-07), while only few of them fall in the range of 5000 to 8000 m3 (marked as intensity IXESI-07).
Isolated rotational landslides and rockfalls smaller than 200 m3 are regarded as intensity VIIESI-07

(southern part of Esmeraldas province). Landslides located in plains and alluvial terraces are

169



Geosciences 2019, 9, 371

constrained to low resistance cohesive soils and are mainly lateral propagations caused by liquefaction.
The earthquake-induced landslides extend as far as to the southern Manabí province, 134 km away
from the instrumental epicenter, where lateral-spreading displacements was recorded near the city of
Portoviejo in a site within the VIIIESI-07 and where 0.35 g of PGA-h was recorded.

According to the geological map at a scale of 1:500,000 of the coasts of Ecuador [55], we divided
the study area into 5 lithological units (Figure 6): loose fluvial deposits and/or fine to coarse grained
coastal units (AL); mainly sandstones and conglomerates (SS); shales, siltstones and mudstones (SS);
tuffs and volcanoclastic deposits (VV); mainly basalts, hyaloclastite and associated greywackes (BB).

Figure 6. Simplified geologic map (modified from [55]) of the area comprised between isoseismals VII
and IXESI07.
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Our analysis shows that tuffs and volcanoclastic units recorded the largest number of coseismic
landslides. Shales and siltstones host most coherent landslides while sandstones are mostly associated
with disrupted landslides. Fluvial loose deposits and alluvial plains constitute the most susceptible
setting for lateral spreading (Figure 7).

 
Figure 7. Statistical correlation between landslide occurrence and lithology type; correlation is
expressed as an InfoVAL weight (Wi), where positive values indicate a statistically significant correlation
(see methods for further details); lithology codes are the same as in Figure 6.

Lateral-spreading landslides are located in plains and alluvial terraces as well as few inclined
slopes (Figure 3). Coherent landslides are located on moderate slopes with inclination between 8◦
and 16◦ and are mostly developed in Pliocene and Pleistocene geological units, which are composed of
volcanic units and highly weathered clastic rocks. Disrupted landslides are developed on escarpments
with inclination ranging from 16◦ to 55◦, many of which are formed in high relief within the epicentral
area as highlighted in Figure 5, where Miocene sandstone and greywacke lithological units (SS)
predominate. These results coincide well with those obtained for the coseismic landslides caused
by the 2011 Tohoku (Mw 9.0) and the Maule (Mw 8.8) thrust earthquakes, where most landslides,
in the epicentral area, occurred in Neogene geological units [56–58].

The seismic intensity and the PGA-h characterize the degree of destruction and the seismic energy
of earthquakes [8]. The ESI-07 intensity map is spatially well-correlated with the PGA-h isolines of
the Pedernales earthquake (Figure 8) and shows a distribution of the intensity VII to IXESI07 contours
elongated along the with the rupture strike and encompassing the area affected by earthquake-triggered
landslides. The isoseismal zone of VIESI-07 has much fewer landslides, with volumes lower than ca.
103 m3, especially where the slope is unstable and particularly steep.

For the area encompassing the ruptured sector we can estimate a relationship between ESI-07
degree and the PGA-h: IXESI-07 ranges between 0.73 g and 1.35 g; VII ESI-07 from 0.55 g to 0.73 g
and VIIESI-07 from 0.30 g to 0.55 g.

The number of landslide events and their size can be scaled with the epicentral distance up to
VIIIESI-07 (Figures 9 and 10, Supplementary Materials). Several landslides ascribable to IXESI-07 have
been mapped in the coastal region but these are mainly lateral spreads and are more influenced by
the local geomorphological and geological setting (i.e., coverage lithology and thickness, depth of
the aquifer etc.) than by distance or other factors (Figure 11). Collectively, the coseismic landslides
caused by the Pedernales earthquake (Mw 7.8) are strongly dependent from the distance to the rupture
plane and PGA-h. Most of the landslides are triggered for values that are bounded between 0.4 g
and 1.2 g and within a Rrup distance of less than 50 km (Figure 9, Supplementary Materials).
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Figure 8. Simplified slope map and PGA-h isolines in the area of 2016 coseismic landslide inventory.
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Figure 9. Landslides occurrence per (a) distance from the rupture plane (Rrup), (b) slope values and c)
InfoVAL weights for PGA-h values.

 

Figure 10. Distribution of coseismic landslides types as a function of assessed ESI-07 macroseismic intensity.

Figure 11. Relationship between epicentral distance, landslide types and ESI-07 seismic intensity.

6. Conclusions

With this first database, we produced an inventory of 192 seismically-induced landslides related
to the 2016 Pedernales earthquake (Mw 7.8). Landslides were analyzed through a bivariate approach
against: slope, lithological setting, PGA-h and macroseismic intensity data.
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The spatial distribution of PGA-h, ranging between 0.4 g and 1.2 g, is consistent with the maximum
VII–IXESI-07, recorded over an area of about 18,000 km2. The disrupted landslide type is preferably
located on fractured greywacke/sandstone units and in high relief areas, with slopes ranging
between 16◦ and 55◦. Our database suggests that lithology and hillslope geometry are the main
geological/geomorphological factors controlling coseismic landslides occurrence; while the distance
from the rupture plane plays a significant role on determining the landslide size. Indeed, the regression
analysis between seismic intensity, PGA-h and landslide occurrence shows that most of the events
occurred at PGA-h values between 0.4 g and 1.2 g, at a distance of 30 to 50 km from the rupture plane.

Our analysis draws a typical framework for slope movements triggered by subduction earthquakes
in Ecuador. The most dangerous setting is the coastal region, a relatively highly urbanized area
located near the epicenter and where liquefaction can trigger massive lateral spreading events.
Coherent and disrupted landslides, dominating the more internal hilly region, can be triggered also in
moderate slope settings (i.e., less than 10◦).

We highlight that both the dimensions and frequency of landslides scale with distance in accordance
with PGA-h and earthquake intensity (ESI-07) and through macroseismic intensity scenarios or strong
motion modeling (e.g., USGS SHAKE maps) this information can be effectively used for the prediction
of landslides distribution following strong subduction events. Calculated regressions can be considered
valid for the South American subduction setting only, still the proposed approach can also be exported
in different seismotectonic settings worldwide.

We note that timely field mapping after the mainshock allows to calibrate with unprecedented
accuracy the geographic distribution of earthquake environmental effects, specifically landslides;
and to understand the factors which control their distribution. We remark that coseismically-triggered
landslides are among the most common environmental effects occurring during large subduction
events. This effectively augment the relevance of coseismic landslide investigations for properly
evaluating the earthquake macroseismic field, as initially suggested by the pioneers in the study of
seismic intensity (e.g., [59–62]. We argue that our results represent a clear illustration of this point.

Data and Resources: Seismicity and macroseismic data were collected from IGEPN
(http://www.igepn.edu.ec/servicios/eq20160416, last accessed June 2019);

USGS (http://earthquake.usgs.gov/earthquakes/eventpage/us20005j32#dyfi, last accessed May
2019) and the Geological Survey of Colombia (http://studylib.es/doc/6527439/informe-del-sismo-del-
16-de-abril-de-2016-en, last accessed June 2019).

The isoseismal map for EMS-98 intensity realized by IGEPN is available at http://www.igepn.edu.
ec/servicios/noticias/1324-informe-sismico-especial-n-18-2016 (last accessed May 2019).

Additional information on the Pedernales earthquake made available by BGS (British Geological
Survey) and GEER-ATC was obtained at https://www.bgs.ac.uk/research/earthHazards/epom/
ecuadorEarthquake.html (last accessed June 2019) and http://www.geerassociation.org/administrator/
components/com_geer_reports/geerfiles/ECUADOR_Report_GEER-049-v1b.pdf (last accessed May
2019), respectively.

The DTM used for analysis is the NASA SRTM 3.0 global model, 1 arc second
resolution: https://lpdaac.usgs.gov/news/nasa-shuttle-radar-topography-mission-srtm-version-30-
srtm-plus-product-release/ (last accessed 6 August, 2019).

Some of the figures were realized using Qgis and Arcmap® software.

Supplementary Materials: The following are available online at http://www.mdpi.com/2076-3263/9/9/371/s1,
Table S1: Coseismic landslide inventory for the 2016 Pedernales earthquake sequence.
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Abstract: A hazard assessment of the 1976 Guatemala earthquake (M = 7.5) was conducted to achieve
a better definition of the seismic hazard. The assessment was based on the environmental effects
that had effectively contributed to the high destructive impact of that event. An interdisciplinary
approach was adopted by integrating: (1) historical data; (2) co-seismic geological effects in terms of
Environmental Seismic Intensity (ESI) scale intensity values; and (3) ground shaking data estimated
by a probabilistic/deterministic approach. A detailed analysis of primary and secondary effects was
conducted for a set of 24 localities, to obtain a better evaluation of seismic intensity. The new intensity
values were compared with the Modified Mercalli Intensity (MMI) and Peak Ground Acceleration
(PGA) distribution estimated using a probabilistic/deterministic hazard analysis approach for the
target area. Our results are evidence that the probabilistic/deterministic hazard analysis procedures
may result in very different indications on the PGA distributions. Moreover, PGA values often
display significant discrepancy from the macroseismic intensity values calculated with the ESI scale.
Therefore, the incorporation of the environmental earth effects into the probabilistic/deterministic
hazard analysis appears to be mandatory in order to achieve a more accurate seismic estimation.

Keywords: georisk; probabilistic seismic hazard; ESI scale; ground-shaking map; Guatemala;
macroseismic intensity

1. Introduction

The last decade has witnessed the development of a novel generation of attenuation models
(ground motion prediction relations) [1], accompanied by a significant progress of computation
possibilities, implemented GIS software, and the introduction of a new Environmental Seismic Intensity
(ESI) scale [2,3]. Particularly, recent research focused on hazard characterization has emphasized
the importance of revaluating historical seismic events to improve our ability in developing reliable
mitigation strategies [3]. These multidisciplinary approaches have found an ideal application in the
case of the Guatemala region, one of the most active seismic zones of Central America. During the last
century, several strong earthquakes hit the country with dramatic consequences. These earthquakes
were mostly associated with devastating environmental phenomena that caused permanent changes in
the landscape [4–6].

This study analyzed the 1976 Guatemala earthquake, one of the most dramatic seismic events
to have occurred in the 20th century. Even as destruction was severe both in terms of numbers of
dead/injured and geographical extension, the maximum estimated intensity was IX Modified Mercalli
Intensity (MMI) in Gualan, the Mixco area and in the center of Guatemala City.
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A re-evaluation of the 1976 earthquake was conducted in order to achieve a better definition
of the seismic hazard, taking into account the environmental effects that effectively contributed to
the destructive impact, both in terms of human life loss and damage, and the effect on houses and
infrastructure. The consequences of the earthquake were felt on a large part of the territory and also
a few days after the main shock, with a higher concentration in the western part of the Motagua
fault. Several phenomena, including building collapses, surface faulting, ground deformation and
soil cracking, landslides, and liquefaction of sandy soils afflicted the population and modified the
landscape permanently. All effects induced by the earthquake were analyzed to overcome the intrinsic
limitations of the macroseismic scale. Ostensibly, the maximum value of IX MMI was not realistic for
the degree of destruction generated by the earthquake. In order to face this apparent contradiction,
we reviewed the earthquake environmental effects (EEE) recorded for a set of 24 localities [5,7–10].
These effects were analyzed in terms of the ESI scale, with the scope of assigning a new intensity
level to each locality. The obtained ESI intensity values were then compared with the MMI and the
distribution of Peak Ground Acceleration (PGA) estimates using the seismic hazard analysis approach
for the target areas. The aim of this study was achieved by integrating (1) previous earthquakes; (2)
ESI values distribution; and (3) hazard maps.

1.1. Geological Framework and Historical Seismicity of Guatemala

The tectonic setting of the Central American region (Figure 1) is characterized by the interaction
of three major lithospheric plates: The Cocos, the Caribbean, and the North American plates. In this
region the relative plate motion is in the order of 2–9 cm/yr and is accompanied by active volcanism
and shallow and intermediate seismicity. The Cocos plate moves towards north-northeast with respect
to the Caribbean and North America plates at a velocity of 70–80 mm/yr, and subducts beneath
Central America at the Middle America Trench [11]. Where the hypocenters of the largest earthquakes
occur [12,13]. Over the past 40 years, Guatemala and neighboring areas have experienced 50 events
with M ≥ 6, out of which two with M > 7 (USGS data). The last event occurred in the south of
Champerico, near the triple junction of the plates, on 7 November 2012 (M = 7.4). Two other strong
events occurred in December 1983 (M = 7.1), approximately in the same location of the 7 November
event, and in September 1993 (M = 7.2), about 100 km to the northwest, offshore Mexico [11].

Large earthquakes are also produced along the boundary between the North American and the
Caribbean plates, defined by a zone of large left lateral strike–slip faults (the Chixoy–Polochic fault, the
Motagua fault, etc.) that run through the Guatemala from the Swan Fracture Zone in the Caribbean
Sea. The earthquakes generated along these transcurrent faults have a great importance for seismic
hazard in Central America, compared to the subduction-related earthquakes, because of their shallow
hypocenters and the proximity of many cities and villages to these active structures.

The most destructive event in this region was the earthquake associated with the Motagua
fault, that occurred on 4 February 1976, causing 23,000 deaths and 77,200 injuries. The total number
of houses destroyed was 258,000 and 1.2 million people were left homeless [4,6–8]. Following the
main earthquake, at least 18 aftershock events (5.6 ≤M ≤ 7.9) were recorded, that induced ground
effects, mostly slope movements, followed by ground cracks, ground collapse, hydrological changes,
topographic changes, tsunami, and in some cases surface faults [14,15].

Strong earthquakes also occurred in 1902 (M = 7.5) and in 1942 (M = 7.9). The event of 19 April
1902 (epicenter in Quetzaltenango) caused landslides and ground fractures within the epicentral
area, in Sololà and along the slope of the Agua and Cerro Quemado volcanoes. Significant slope
movements dammed the Naranjo and Ixtacapa Rivers, whereas liquefaction and ground settlement
phenomena were observed in Cocos. The earthquake of 6 August 1942 (epicentral zone off the
southern coast of Guatemala) also induced several landslides and destruction along the west-central
highlands in the country. Slope movements affected the Pan-American Highway and secondary roads.
Ground settlements also occurred, especially along the western Pacific coast region, [6,16,17].
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The historical record of seismicity in the Guatemala region dates back to the 16th century.
Destructive historical earthquakes have been accurately described in a series of studies [4,13,16–21]
and reported in Figure 1. In some cases, these events were characterized by both high damage and
remarkable environmental effects.

 
Figure 1. Historical earthquakes in Guatemala included in the Global Historical Earthquake Catalogue
(GHEA) for the period 1000–1903 (red points) with Mw = 7 and over; the yellow stars represent the 4th
February 1976 Guatemala earthquake epicenter; the red line represents the Motagua fault.

1.2. The 4 February 1976 Earthquake

On 4 February 1976, at 04 09:01 UTC, an earthquake of M = 7.5 hit the Guatemala region with the
epicenter located near Los Amates, about 157 Km NE of Guatemala City [3]. The event was generated
by a fault segment with a length of ca. 230 km that was activated with a strike slip mechanism [8,15].
The main earthquake was followed by two large aftershocks occurred on 6 and 7 February near
Guatemala City, with magnitude equal to 5.8 and 5.7, respectively [14]. As a consequence, ca. 23,000
deaths and more than 77,000 injuries were reported in a vast part of the territory. Severe environmental
effects triggered by the ground motions were recorded over an area of about 18,000 km2, including
landslides, liquefaction phenomena, ground cracking, and deformation [4,7,8]. In some districts of the
cities of Gualan, Parramos, Patzicia, El Progreso, Rabinal, San Jose Poaquil, and San Martin Jilotepeque,
the percentage of houses that collapsed or were seriously damaged even reached 100%.

The main source mechanism was a strike–slip with a mean horizontal displacement of about 1
m and a maximum of 3.4 m [12]. Secondary effects, reported in the Mixo area and other localities,
were mainly represented by ground movements of different intensity and volume involved. Harp [5]
documented ca. 50,000 landslides, including falls, debris slides and flows, which involved rocks and/or
pumiceous pyroclastic deposits over an area of ca. 16,000 km2. The ground instability reported in the
Motagua Valley up to Quebradas and Patzaj cities also involved a thick cover of volcaniclastic deposit,
locally producing very large slope failures (V > 100,000 m3). In the Motagua valley, along Atlantic coast
of Guatemala and Honduras, as well as along the shores of Lakes Amatitlan, Atitlan, and Ilopango,
in El Salvador, lateral spreads and liquefaction phenomena were also recorded. The geographic
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distribution of ground effects, such as landslides and ground cracks, indicates a higher concentration
of these processes towards the southwestern edge of the Motagua fault. The EEE observation is in a
good agreement with the tele-seismic and local data recorded by portable seismic stations during the
aftershock sequences. The data confirmed that the highest seismic activity was mostly concentrated in
the southwestern edge of the Motagua fault between Guatemala City and Lake Atitlan [14,15].

The intensity level in terms of the ESI scale was evaluated on the basis of both primary effects
(e.g., surface faulting) and secondary effects (slope movements, liquefaction, and ground rupture
features). The higher ESI intensity level of XI [6] was attributed by taking into account the extent of the
area and ground volume involved in slope failures (e.g., landslides, rock-falls, avalanches) [6,22] and
was located along the fault zone, as expected. The areal distribution of damages and ground effects
reported from localities like Estancia de la Virgen, San Martin Jilotepeque and San Josè Poaquil was
helpful in defining the ESI X degree line. The IX level of ESI scale was assigned to some localities in
the southwestern part of the fault (Finca San Carlos, Guatemala City, Los Choloyos Mixco Area, Rio
Blanco, Rio Los Cubes, Rio Cotzibal) and in Puerto Barrios (eastern edge of the fault).

The total length of the fault zone, together with the extent of the area involved by ground effects
represent the criteria used for the definition of the new epicentral intensity (I0 = XI-ESI) calculated for
the Guatemala 1976 earthquake. The new intensity calculated with the ESI scale is a good agreement
with an event characterized by a max horizontal offset of 3.40 m and a total length of the surface
faulting of 230 km affecting an area of 18,000 km2. Even if the destruction level was dramatic for
both the number of dead/injured and geographical extension, the maximum estimated intensity was
IX-MMI in the areas of Gualan, Mixco, and the center of Guatemala City.

2. Methods

2.1. The ESI Scale

Traditional intensity scales are usually based on the evaluation of the damage occurred to buildings
and man-made infrastructures of inhabited areas (i.e., the EMS-98 [23]). In 2007, a new approach
was proposed [2] to evaluate the intensity of an earthquake, virtually applicable to all areas of the
world, even where uninhabited. In the proposed approach, the environmental effects induced by the
earthquake become key elements to measure seismic intensity. The new macroseismic scale, named
the ESI scale (the Environmental Seismic Intensity 2007 scale) was ratified in 2007 by the International
Union for Quaternary Research (INQUA). The ESI scale may be regarded as an extension or evolution
of traditional macroseismic scales. The 12-degree subdivision of the ESI scale reflects the need for
accuracy in the quantification of the earthquake strength and provides a more realistic measure of
the intensity. The assessment of geological, hydrological, geomorphological, and vegetation features,
once used only marginally to evaluate the seismic risk, plays a privileged and key rule in the ESI scale
approach. The ESI scale has also been applied to modern and paleo-earthquakes [24–30], providing
significant input for a better evaluation of seismic hazards in different socio-economic contexts [31–39].

2.2. Seismic Hazard Analysis (SHA)

A seismic hazard analysis (SHA) is carried out according with the most diffused methods
used to calculate the hazard maps, namely, the Probabilistic and Deterministic Seismic Hazard
Analysis (PSHA and DSHA, respectively). The PSHA methodology is an inclusive approach and
can incorporate: (1) Different source zones where the probability of event occurrence is uniformly
distributed; (2) continuous magnitude distribution; (3) different ground motion equations; and (4)
parameter uncertainties. The intrinsic nature of the probabilistic approach implies the possibility of
missing the individual contribution of each source or event.

On the other hand, the DSHA is characterized by a discrete approach. The seismic source is
fixed in space and described by a given magnitude value and a GMPE to estimate the ground motion
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at the site of interest. In this case, information regarding the frequency of magnitude, location, and
probability of the event is not taken into account.

Given the characteristics of the two approaches, they should be considered complementary and
used simultaneously. In this work, we decided in fact to use both approaches, because of the focus on
a specific earthquake.

2.2.1. Probabilistic Seismic Hazard Analysis (PSHA)

The PSHA is the most widely accepted procedure to evaluate and calculate the risk related to
possible earthquake events. This approach was defined by Cornel [40] and it is based on the solution
of the hazard integral:

N∑
i=1

Ei(A > A0) =
N∑

i=1

αi

{∫
M

∫
R

P[A > A0|m, r] f (m) f (r)dmdr
}

i
, (1)

where E represents the mean annual rate of exceeding of a given threshold value A0; f(M) and f(R)
are the Probability Density Functions (PDF) of magnitude end distance, respectively; The P function
represents the conditional probability to overcome the A0 value for a given magnitude (m) and distance
(r) couplet. The α term is an expression of the individual capability to generate an earthquake greater
than a fixed lower magnitude bound for each seismic source.

The form of PDFs depends on the specific earthquake recurrence model adopted (e.g., Gutenberg
and Richter [41] or McGuire and Arabasaz, [42]) and on the source geometry and Ground Motion
Prediction Equation (GMPE) adopted.

By resolving Equation (1) under the hypothesis of a poissonian process, it is possible to demonstrate
that the probability to exceed a threshold ground motion value (A0) in a fixed time interval (t) is

P(A ≥ A0, t) = 1− e−
∑N

i=1 Ei(A>A0)·t, (2)

and the return period (TR) of an event strong enough to generate a ground motion higher to the
threshold is

TR = − 1
ln(1− P(N ≥ 1, t))

, (3)

where P represents the poissonian probability to have at least one event (N ≥ 1) during the time
interval t.

The output, in terms of single target site approach of the PSHA, obtained from the solution of
Equation (1), is the hazard curve.

In this study we have adopted an ad-hoc Fortran code to resolve the hazard integral Equation (1)
and calculated the hazard curve and the hazard maps with the possibility of customizing and controlling
each step of the process.

The Fortran code was calibrated and tested using the same seismic zonation, parametrization,
and GMPE reported by Benito [43], obtaining compatible results.

In this case, the study area is smaller than the one considered in [32] and is located in Guatemala
and connected to the Motagua fault and the secondary effects of the 1976 earthquake.

A regular grid of 756 knots (with vertical and horizontal spacing, Δx and Δy, respectively, of 0.1◦),
plus 24 points corresponding to target sites, each characterized by an ESI scale value, was generated to
cover about 87,000 km2 (Figures 2 and 3, and Tables 1 and 2)
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Figure 2. Crustal seismic zones (black polygons); in-slab seismic zones (blue polygons); interplate
seismic zones (green polygons); grid points used for the probabilistic approach (green); the red line
represents the Motagua fault and the yellow star the 4 February 1976 Guatemala earthquake epicenter.
Yellows hexagons represent the target sites and black triangles represent sites of interest. The black
dashed box represents the area of interest with the target sites.

 
Figure 3. Area of interest with the target sites (yellow hexagons) and other sites of interest (black
triangles). In green the grid points used for the probabilistic approach; the red line represents the
Motagua fault and the yellow star the 4th February 1976 Guatemala earthquake epicenter.

Table 1. Input parameters of the probabilistic seismic hazard analysis (PSHA) Fortran code.

Grid Configuration Hazard Integration Parameters

Horizontal spacing (ΔX) 0.1◦ Distance increment (dr) [km] 1.0
Vertical spacing (ΔY) 0.1◦ Magnitude increment (dm) 0.5

N◦ of grid points 780 Integration distance range [km] 0÷300
Grid area (km2) ~87,000 Return periods [Yrs] 200; 264; 300

Lat. range 14.0, 16.0 Annual probability of exceedance 0.5; 0.4; 0.3; 0.2
Lon. range −88.0; −91.5 Acceleration threshold range (A0) [g] 1.0E−4 ÷ 2.4
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Table 2. Crustal seismic zones (SZ) parameters used in this study.

Id Name N(Mmin)◦ b+ Mmax
* Depth

(Km)||
Area (Km2)

1 D1_G8 0.75 0.78 6.7 10 139,028.293
2 D2_G7 0.93 0.78 7.8 10 76,659.182
3 D3_G6 1.32 0.82 7.8 10 56,656.057
4 D4_H2 0.73 1.21 6.3 10 43,918.544
5 D5_G5-S5-H1 0.97 0.88 6.8 10 38,233.842
6 D6_G3 0.18 0.67 6.7 10 4810.094
7 D7_G4 0.65 0.72 7.0 10 9675.350
8 D8_S3 1.18 0.87 7.0 10 11,967.291
9 D9_G2-S2 1.60 1.03 6.3 20 26,453.291
10 D10_G1 3.51 0.92 7.5 20 22,903.907
11 D11_S1 9.77 1.56 7.5 20 25,079.390
12 D12_H3-N11 0.36 1.09 6.3 10 80,889.087
14 D14_N12 0.44 1.21 6.2 10 61,147.947
15 D15_N9-N10 0.24 0.50 6.8 10 10,023.342
16 D16_S4-N5-H4 0.52 0.97 6.6 10 3005.915
17 D17_N6-N7 1.68 0.95 6.5 10 8024.593
20 D20_N3 1.35 0.88 6.8 20 7934.894
21 N1 13.73 1.18 8 10 26,047.566
◦ N(Mmin) is the number of events with magnitude M ≥Mmin; Mmin = 4.5. + b is the slop of the Gutenberg-Richter
relationship [41]. * Mmax is the maximum magnitude associated to the seismic zone. || Depth is the hypocentral
depth of the events.

The solution of Equation (1), for a single target site, allows the calculation of the hazard curves for
the site of interest (see the Analysis and Result Section for more details).

The hazard curve represents the annual frequency of exceedance (or exceedance probability,
calculated by Equation (2) of each ground motion threshold value (A0) used in Equation (1). The higher
the number of A0 tested values, the higher will be the hazard curve resolution. This will result in
a more accurate evaluation of the ground motion value related to a fixed frequency or probability.
In this way, for a set of TR Equation (3) or exceedance probability, the corresponding values of ground
motion parameters (acceleration, velocity, etc.) will be obtained.

By integrating this procedure over a large number of target points (e.g., a regular grid) it is
possible to calculate the geographic distribution of the selected ground motion parameters with the
same frequency of exceedance or probability of occurrence or TR (hazard maps).

A set of 200 log-spaced values from 1.0E−4 to 2.4 g (where g is the gravity acceleration = 9.81 m/s2),
has been set-up to better define the shape of the curves. Equation (1) was solved for increments of
1 km (in distance) and 0.5 (in magnitude) (Table 1). These steps were selected to match a reasonable
compromise between computation time and precision of results.

Another fundamental parameter in calculating the hazard map is the return period (TR).
This parameter represents the theorical time interval between two earthquakes with the same magnitude,
i.e., the earthquake frequency. The Gutenberg and Richter (G–R) relationship parameters [41] associated
with the SZ called “D3_G6” was used to calculate the more realistic TR for the Motagua fault. The fault
lies within the SZ reported in Figure 2 and the G–R parameters are also based on the earthquakes that
have occurred along this tectonic lineament.

Instead of determining a single TR value associated with a magnitude of 7.5, we used a range
of values (7.4 ≤M ≤ 7.7) to better analyze the hazard variably. The TR value was set to 200, 264, and
300 years and reported in Table 2, along with the corresponding annual probability of exceedance
calculated by Equation (3) (for sake of simplicity this paper reports the results for 300 years).

Mechanical properties of the ground subsurface are also an important factor when performing
a hazard analysis, therefore the GMPEs include a site characterization in terms of the geotechnical
properties of rocks. The GMPEs selected in this work follow this approach, by including a term
to correct the PGA estimation as a function of the share waves velocity at a depth of 30 m (Vs30).
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According to Vs30 values, we may distinguish “rock” (basement lithological units) for geological sites
with no amplification effects (Vs30 > 800 m/s) and “soil” (unconsolidated sediments and/or pedogenetic
horizons) for sites that amplify the seismic waves (Vs30 < 800 m/s). In this study, we calculated the
hazard maps for both “rock” and “soil” ground type. The choice was motivated by the importance of
highlighting the likely variability of PGA in association with possible site amplification effects, also in
the case of lack of information on Vs30 values at the grid points or target site location. A more realistic
PGA range estimation is also easier to compare with the earthquake effects.

2.2.2. Deterministic Seismic Hazard Analysis (DSHA)

The DSHA was performed by assuming the Motagua fault (Figure 1) as a linear seismic source of
230 km. The magnitude was fixed to M = 7.5. The PGA at the grid points and at sites of interest was
estimated as the linear combination of GMPEs [44,45]. In this case, the hypocentral distance used in
the GMPE corresponds to the minimum distance between the fault-segment and the site. The fault
depth was fixed at 5.0 km, as reported in literature [14]. Information on the strike–slip focal mechanism
of the earthquake was available but could not be included in the deterministic approach due to the
intrinsic limitation of the selected GMPEs.

3. Results and Discussion

3.1. ESI Scale

In spite of the destructive impact of the 1976 Guatemala earthquake, the officially estimated
intensity, surprisingly, was only IX-MMI for a limited number of localities [4]. To analyze this apparent
incongruence, the primary and secondary environmental effects of the mainshock in terms of the ESI
scale definition [2,3] were re-examined.

From the collection of all the published data, it was possible to extrapolate the ESI intensity at 24
target sites, allowing the comparison between the different evaluation methodologies (Table 3).
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Table 3. Primary and secondary effects triggered by the 1976 Guatemala earthquake.

NO. Locality ESI Type of Effect
◦

MMI Note

1 Cabanas XI SF, GC VIII Main strike slip fault; ground cracks
2 Chuarrancho XI SF, GC VIII Main strike slip fault; ground cracks
3 El Progreso XI SF, GC VIII Main strike slip fault; ground cracks
4 Gualan XI SF, GC IX Main strike slip fault; ground cracks

5 Quebradas XI SF, GC, L VIII Main strike slip fault; ground cracks; Liquefaction
phenomena

6 Subinal XI SF, GC VIII Main strike slip fault; ground cracks

7 Estancia De La Virgen X SM, GC, TL VIII Rotational slump/rock-fall avalanche (V < 106 m3),
Temp. Lake

8 San Martin Jilotepeque X SM, GC, L, TL VIII Complex rotational slump/eartflow (V = 106 m3),
lateral spreads; Temp. Lake

9 San Josè Poaquil X SM, GC VIII Complex block slide/rotational slump/rock-fall
avalanche (V = 3.5×106 m3); Temp. Lake

10 Puerto Barrios IX SF, GS, GC IX (VI) Ground compaction
11 Finca San Carlos IX SF, SM, GC Rotational slump/avalanche (V < 0.1×106 m3)
12 Guatemala City IX SF, SM, GC VII-VIII Secondary faults = 20 km long

13 Los Choloyos IX SM, L, GC VII-VIII Block slide/rock-fall avalanche - lateral spreads (0.75
× 106 < V < 106 m3)

14 Mixco Area IX SF, GC, SM VII-VIII Secondary faults = 20 km long
15 Rio Blanco IX SM, GC VII Complex rock-fall, avalanche (V < 0.2×106 m3)
16 Rio Cotzibal IX SM, GC VIII Rotational slump (V < 0.5×106 m3)
17 Rio Los Cubes IX SM, GC, TL VIII Rock-fall avalanche (V < 0.1×106 m3), Temp. Lake
18 Rio Naranjo IX SM, GC VIII Rotational slump (V < 0.3×106 m3)
19 Rio Polima IX SM, GC VIII Block slides (V < 0.2×106 m3); Temp. Lake
20 Rio Ruyalchè IX SM, GC VIII Rotational slump (V < 0.5×106 m3)

21 Rio Teocinte IV SM, GC VIII Rotational slump, rock-fall avalanche (0.3 × 106 < V
< 0.5×106 m3)

22 Lake Amatitlan (La
Playa, El Sauza) VIII SM, L, GC, GS V (VII) Lateral spreads < 1 km; subsidence 1 m; ground

cracks > 100 cm

23 Lake Atitlan
(Panajachel) VII SM, L, GC, GS V (VI) Lateral spreads, small subaqueous landslides,

subsidence 1 m
24 Los Amates XI Epicenter
◦ Type of effects: SF, Surface Faulting; SM, Slope Movements (V volume in m3); GC, Ground Cracks; L, Liquefaction
phenomena; GS, Ground Settlements; TL, temporary lake.

The data were analyzed and converted into an intensity degree of the ESI scale taking into
account the surface faulting, the total length of the fault segment, and the maximum displacement
observed, and others secondary co-seismic effects (e.g., landslides, ground deformation) (Figure 4).
The maximum intensity value of the ESI scale was attributed to Cabanas, Chuarrancho, El Progreso,
Gualan, Quebradas, and Subinal cities, where the damage and the ground effects were extremely intense
and could be appropriately described by XI-ESI degree. The secondary effects (mostly landslides)
were evaluated in terms of areal extent involved and total volume displaced by slope instability
processes [6,22].

Following this assumption, the towns of Estancia de la Virgen, San Martin Jilotepeque, and San
Josè Poaquil were characterized by the degree X-ESI, due to the large earthquake-induced landslide
that involved a total volume higher than 10E+6 m3. Other towns, located in the vicinity of the fault
(Guatemala City and Mixco, San Martin Jilotepeque, Finca San Carlos, Los Choloyos, Rio Blanco,
Rio Cotzibal, Rio Los Cubes, Rio Naranjio, Rio Polima, Rio Ruyalchè, and Rio Teocinte) reached
intensity IX-ESI.

A degree VIII-ESI was attributed to the La Playa and El Sauza villages, located approximately
185 km away from the epicenter and 40 km from the Motagua fault, where lateral spreads phenomena
affecting a series of houses and settlements were recorded. Outside Guatemala, in El Salvador,
liquefaction phenomena were observed in the Ilopango lake (about 158 km from the epicenter) and a
VII grade-ESI was considered.
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Figure 4. The 4 February 1976 Guatemala earthquake: Isoseismal lines based on the ESI scale [46].

3.2. PSHA and DSHA

A preliminary test for the setup of the Fortran code used in this study was performed by
considering all the seismic zones in the area of interest, namely, associated with crustal, interplate and
in-slab seismicity. The parameters and GMPEs combination used in this test was selected following
the approach of Benito [43]. Hazard curves were calculated using a set of 200 log-spaced acceleration
(A0) values from 1.0E−4 to 2.4 g, to better define the shape of the curves. The results are reported in
Figure 5 for the 24 target sites, together with the curves calculated using only the crustal SZ and using
only the SZ denoted as “D3_G6”.

It can be observed (Figure 5) that the hazard at the 24 sites is controlled by the crustal SZ given
the remarkable overlap between the curves obtained by crustal SZ (black lines, Figure 5) and the
curves obtained by the crustal, in-slab and intraplate SZs (red lines, Figure 5). The difference in the
annual frequency of exceedance for each acceleration value A0 yielded a maximum residual between
the curves of 1.9E−3. This result simplifies the code setup, allowing for the reduction of the input
parameters for the hazard computation, by selecting only the crustal SZ. Particularly, only the crustal
SZs within a radius of 300 km from each grid knot were considered, consistent with the applicability
limits associated with the selected GMPEs [44,45]. The selected crustal SZs is reported in Table 2 with
the associated parameters.

The removal of the interplate and in-slab SZ from the hazard computation and the consideration of
the GMPE only for the crustal seismicity area proposed by Benito [43–45] also resulted in a simplification
of the computation procedure.

In Figures 6 and 7, different maps obtained by PSHA and deterministic approaches at rock and soil
sites were reported, respectively. The probabilistic maps were obtained considering only the crustal SZ
or the “D3_G6” SZ and the combination of Climent [44] and Zhao [45] GMPEs evaluated at rock and
soil site conditions (Figures 6 and 7, respectively).
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(A) (B) 

 
(C) (D) 

Figure 5. Evaluation of SZ contribution to the hazard. (A) Hazard curves for the 24 target sites. Hazard
map for TR = 300 years at rock ground considering only the “D3_G6” SZ (B); considering all the SZ (C);
considering the crustal SZ (D). The stars represent the target sites and the red line the Motagua fault.

Figures 6A and 7A report the hazard map for TR = 300 years obtained for all the crustal seismic
zonation in a grid neighborhood of 300 km. In this case the range of PGA values for the 24 targets site
is 0.305–0.422 g for the soil and 0.229–0.317 g at rock. Moreover, as first approach, only the seismogenic
zone including the Motagua fault for TR = 300 years (Figures 6B and 7B) were considered, to better
compare the probabilistic and deterministic acceleration values with the intensity values. In this
case, the PGA range is 0.106–0.223 g for rock and 0.143–0.298 g for soil. Finally, the total fault length
(Motagua fault—red line in Figure 1, about 230 km), was used as an extended seismic source to compute
the acceleration map based on GMPE PGA estimation (Figures 6C and 7C). In the last case, PGA
values range from 0.125 to 0.619 g, which correspond to values higher than the ones obtained by the
probabilistic approach. Such a gap, however, is not uncommon as a first approximation. Every point of
the extended seismic source, for a length of 230 km, was considered as a point source of a M = 7.5 event.
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Figure 6. Hazard maps for rock ground and 300 years return period for different configurations: (A)
Using crustal SZ; (B) using only the SZ “D3_G6”; (C) deterministic PGA distribution calculated from
Motagua fault (red line) for M = 7.5. The black stars represent the target sites.

In Table 4, the intensity (ESI and MMI) and PGA values for 24 different locations in the area
for rock and soil site conditions are compared. For the site effects, we reported the PGA interval to
better highlight the possible variability of results. PGA values display a significant variability between
rock and soil solutions, indicating the complexity of the site effect characterization. For instance,
sites yielding values of XI in the ESI scale showed a Deterministic PGA higher than 0.6 g whereas the
Probabilistic values reach a maximum value of 0.422 g. However, other sites, such as Rio Blanco and Rio
Cotzipal sites, reached higher Deterministic values (around 0.6 g) for lower ESI scale values (IX). In the
case of the Puerto Barrios site, there is a general agreement between the ESI scale (IX) and MMI (IX) and
both Probabilistic and Deterministic PGA values (0.173–0.365 g and 0.224–0.295 g, respectively), whereas
at Lake Atitlan site (ESI scale and MMI VII and VII, respectively) the Probabilistic and Deterministic
PGA values are quite different (0.175–0.352 g and 0.125–0.166 g, respectively). The apparent discrepancy
between the macroseismic and seismic hazard approaches could be reconciled by considering more
realistic characterization site effects that may take into account additional factors, including topographic
effects, seismic waves amplification as a function of frequency domain, source directivity, and focal
mechanism [47].
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Figure 7. Hazard maps for soil ground and 300 years return period for different configurations: (A)
Using crustal SZ; (B) using only the SZ “D3_G6”; (C) deterministic PGA distribution calculated from
the Motagua fault (red line) for M=7.5. The black stars represent the target sites.
Table 4. Localities affected by EEE (target sites) with the macroseismic evaluation according to the ESI
scale, MMI scales, probabilistic PGA range at rock/soil site for crustal and “D3_G6” SZ and Deterministic
Acceleration for rock/soil site.

ID Town ESI MMI
Probabilistic

Rock/Soil
Crustal SZ [g]

Probabilistic
Rock/Soil

“D3_G6” SZ [g]

Deterministic
Rock-Soil [g]

1 Cabanas XI VIII 0.232–0.311 0.223–0.298 0.460–0.608
2 Chuarrancho XI VIII 0.308–0.411 0.131–0.176 0.464–0.614
3 El Progreso XI VIII 0.317–0.422 0.106–0.143 0.464–0.613
4 Gualan XI IX 0.289–0.386 0.131–0.176 0.463–0.612
5 Quebradas XI VIII 0.289–0.386 0.154–0.206 0.468–0.618
6 Subinal XI VIII 0.292–0.390 0.157–0.210 0.452–0.598
7 Estancia della Virgen X VIII 0.306–0.408 0.139–0.186 0.301–0.397
8 San Martin Jilotepeque X VIII 0.289–0.385 0.127–0.172 0.255–0.336
9 San Jose Poaquil X VIII 0.270–0.361 0.165–0.221 0.235–0.310

10 Puerto Barrios IX IX 0.273–0.365 0.173–0.232 0.224–0.295
11 Finca San Carlos IX VIII 0.300–0.400 0.134–0.180 0.174–0.230
12 Guatemala City IX VIII 0.311–0.415 0.126–0.169 0.198–0.262
13 Los Choloyos IX VIII 0.307–0.410 0.123–0.166 0.139–0.184
14 Mixco X VIII 0.262–0.350 0.123–0.166 0.241–0.318
15 Rio Blanco IX VII 0.229–0.306 0.223–0.298 0.456–0.604
16 Rio Cotzibal IX VIII 0.297–0.397 0.152–0.205 0.450–0.596
17 Rio Los Cubes IX VIII 0.301–0.402 0.146–0.196 0.210–0.277
18 Rio Naranjo IX VIII 0.297–0.396 0.146–0.196 0.248–0.327
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Table 4. Cont.

ID Town ESI MMI
Probabilistic

Rock/Soil
Crustal SZ [g]

Probabilistic
Rock/Soil

“D3_G6” SZ [g]

Deterministic
Rock-Soil [g]

19 Rio Polima IX VIII 0.243–0.325 0.178–0.238 0.272–0.358
20 Rio Ruyalche IX VIII 0.230–0.307 0.215–0.287 0.351–0.463
21 Rio Teocinte IX VIII 0.233–0.311 0.219–0.292 0.225–0.297
22 Lake Amatitlan VIII VII 0.239–0.320 0.187–0.251 0.143–0.189
23 Lake Atitlan VII VII 0.264–0.352 0.171–0.228 0.125–0.166
24 Los Amate XI IX 0.235–0.314 0.202–0.270 0.458–0.606

The analysis of the Guatemala 1976 event presented in this study indicates that different approaches
used to define and/or estimate an earthquake may lead to different results. For example, the ESI scale,
which takes in account the environments effects generated by an earthquake, often provides intensity
values in the order of two degrees higher than previous macroseimic intensity evaluation. On the other
hand, the probabilistic or deterministic approaches, which utilize mathematical/statistical models to
approximate the behavior of complex systems, sometimes yield unrealistic estimations.

4. Conclusions

In this study different methodologies have been used to evaluate the same seismic event by
comparing the earthquake environmental effects expressed in terms of ESI scale and the hazard maps
calculated with probabilistic and deterministic analyses. Advantages and drawbacks of each individual
approach were also highlighted. The 1976 Guatemala earthquake was used as a test case to compare
different strategies to define how strong an event could be (SHA approaches) or was (MMI and ESI).
A multidisciplinary approach based on the combination of geological, geophysics, seismological, and
statistical methods was tested to analyze and evaluate the seismic hazard.

All the available data were re-interpreted in the light of the environmental effects recorded in the
area struck by the earthquake. An ad-hoc Fortran code was used to resolve the hazard integral and
calculate the hazard curve and maps with the possibility of customizing and controlling each step of
the process.

The re-evaluation of the 1976 Guatemala event based on the ESI scale resulted in the definition of
a new macroseismic field. The general pattern obtained for the ESI scale isoseismal lines displays an
ENE-WSW orientation that is compatible with the fault mechanism and geographic distribution of
ground effects. A set of probabilistic hazard maps for rock and soil ground sites were calculated using
a selection of GMPEs, each producing a different geographic distribution. Particularly, a basic isotropic
geometry is the result from the DSHA and a more complex pattern is provided by the PSHA as a
function of the different SZs included in the analysis. The results of the above SHA are also reflected
by the PGA values that exhibit a high variability.

This research showed that different approaches may produce significantly diverging results. For
example, the ESI scale, which takes in account the ground effects generated by an earthquake, yielded
intensity values up to two degree higher than the previous macroseismic classification. On the other
hand, the probabilistic or deterministic approaches use mathematical/statistical models that may
oversimplify the behavior of complex systems, often underestimating the severity of a seismic event.

Our study confirms the importance of collecting primary and secondary EEE in order to define the
nature of an earthquake, and proposes a tool for a more reliable evaluation of the epicentral intensity.
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Abstract: On 15th November 2017, the Pohang earthquake (Mw 5.4) had strong ground shaking
that caused severe liquefaction and lateral spreading across the Heunghae Basin, around Pohang
city, South Korea. Such liquefaction is a rare phenomenon during small or moderate earthquakes
(MW < 5.5). There are only a few examples around the globe, but more so in the Korean Peninsula.
In this paper, we present the results of a systematic survey of the secondary ground effects—i.e., soil
liquefaction and ground cracks—developed during the earthquake. Most of the liquefaction sites
are clustered near the epicenter and close to the Heunghae fault. Based on the geology, tectonic
setting, distribution, and clustering of the sand boils along the southern part of the Heunghae Basin,
we propose a geological model, suggesting that the Heunghae fault may have acted as a barrier to
the propagation of seismic waves. Other factors like the mountain basin effect and/or amplification
of seismic waves by a blind thrust fault could play an important role. Liquefaction phenomenon
associated with the 2017 Pohang earthquake emphasizes that there is an urgent need of liquefaction
potential mapping for the Pohang city and other areas with a similar geological setting. In areas
underlain by extensive unconsolidated basin fill sediments—where the records of past earthquakes
are exiguous or indistinct and there is poor implementation of building codes—future earthquakes
of similar or larger magnitude as the Pohang earthquake are likely to occur again. Therefore,
this represents a hazard that may cause significant societal and economic threats in the future.

Keywords: Pohang earthquake; South Korea; ground effects; liquefaction; geological control; fault
barrier; seismic hazard

1. Introduction

Most of the damages that occurred during an earthquake across the sedimentary basins around
the world are mainly due to strong shaking and amplification of soft sediments, which are commonly
associated with earthquakes of magnitudes (M) more than 6 [1–9]. The more recent 2015 Nepal
earthquake or the 2018 Palu earthquake in Indonesia are good examples of such phenomenon.
Post-earthquake field survey and its documentation can help us understand the cause and mechanism
involved, as well as future hazard predictions [6]. In the past and in recent history, several studies [10–23]
have been conducted to understand the mechanism and factors controlling the liquefaction of related
hazards. Almost all of these studies are associated with large magnitude earthquakes. However,
the liquefaction and associated damages due to moderate to small magnitude earthquakes like the
2009 Olancha earthquake in the United States (Mw 5.2), 2011 Yunnan earthquake in China (Mw 5.4),
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2011 Mineral Virginia earthquake in Canada (Mw 5.8), 2012 Emilia earthquake in Italy (Mw 6.1),
2011 Sikkim earthquake in India (Mw 6.9), 2016 Manipur earthquake in India (Mw 6.7), and the recent
2017 Pohang earthquake in South Korea (Mw 5.5) indicate that moderate earthquakes need a similar
kind of attention as large magnitude earthquakes in terms of seismic hazard.

Actually, reporting on the phenomena and processes involved for the liquefactions associated
with earthquakes of M ≤ 5.5 is only four to five cases so far [24–27]. Thus, the ability and exposure
towards understanding of the causes of liquefaction during Mw ≤ 5.5 earthquake from a geological
perspective still remains poor, especially in the Korean Peninsula, where this is the first ever recorded
liquefaction phenomena in the history of instrumental seismicity in South Korea.

The Korean Peninsula has been considered to be seismically stable in comparison to neighboring
countries such as Japan and Taiwan [28]. Thus, the earthquake was a shock even to the Korean geologists
as well as to the public. During the Mw 5.4 Pohang earthquake on 15th November 2017, a widespread
liquefaction was observed in and around the Pohang area, especially around the Heunghae Basin
composed of recent alluvial sediments. The liquefaction caused ground failures such as sand boils and
cracks; it also damaged the engineering structures like school buildings and residential apartments.
The documentation of liquefaction features may be useful from both geological and geotechnical point
of view in terms of seismic hazards [6].

Internationally adopted empirical procedures for the prediction of liquefaction potential are
completely based on field observations from large magnitude earthquakes, except in one case of less
than Mw ≤ 6 [2,4,29,30]. This approach may overestimate or underestimate the hazards posed by
a potential liquefaction. Therefore, proper liquefaction analyses associated with moderate earthquakes
like the Pohang or Olancha earthquakes may help to properly estimate the potential liquefaction
hazard in areas with similar geological settings. Most of the liquefaction potential analyses that have
been conducted in Korea [31–33] are mainly based on these empirical relationships and considering
earthquake scenario of MW 6.5. Thus, it is necessary to check the reliability of the procedures used so
far and to propose a better liquefaction boundary curve for medium size earthquakes in Korea.

In this paper, we are presenting field evidences of secondary ground effects [34] i.e., mainly
liquefaction and its localized distribution within the Heunghae basin. Based on the analyzed data,
we propose a possible mechanism from the geological perspective and a conceptual model with
geological structures to explain the localized sand boil occurrences. In addition, we have discussed the
role of geological factors such as the fault barrier zone and mountain basin effect, which is helpful for
future liquefaction hazard mapping in the study area and similar geological settings around the world.

2. General Characteristics of the Pohang Earthquake on 15th November 2017

On 15th November 2017, a moderate earthquake (MW 5.4) occurred in Pohang (36.065◦ N, 129.269◦ E)
at 2:29 p.m. (Local time). The focal depth was about 4–6 km and associated with a NE-SW striking
reverse dominant oblique-slip fault (Figure 1). The main shock was followed by more than 65 aftershocks
of magnitude ranging from MW 2 to MW 4.6. The Peak Ground Acceleration (PGA) measured by
the nearby seismic station was about 0.58 g, which is very large and almost equivalent to Modified
Mercalli intensity (MMI) of VIII to IX (Korean Meteorological Administration (KMA) report [35]).
Due to Pohang City’s poor subsoil condition, the seismic wave was amplified while passing through
the alluvial soil, making the damage somewhat heavier than the previous Gyeongju earthquakes
(ML 5.8; 12th September 2016). There is also no permanent seismic station within the Heunghae basin.
Other seismic stations show the following PGA values: Pohang 0.29 g, 10 km from the epicenter;
Deokjeong-ri 0.035 g, 29.3 km from the epicenter; and Cheongsong 0.042 g, 49 km away from the
epicenter. Because there are no permanent stations close to the epicenter, we have analyzed the
temporary stations installed by KMA around the epicenter area after the Main shock to analyze the
Horizontal and Vertical Spectrum ratio (HVSR) and the subsoil characteristics. The lower shear wave
velocity (120 m/S to 275 m/S, [35]) and higher frequency indicates higher amplification within the
Heunghae basin (See Figure S1, Table S1; modified from [35]).
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Figure 1. (A) InSAR image showing the deformation (~3–4 cm uplift) in the epicenter area, previously
reported faults and the regional stress condition with focal mechanism (National Research Institute
for Earth Science and Disaster Resilience (NIED), United States Geological Survey (USGS), Korean
Meteorological Administration (KMA), and Korea Institute of Geoscience and Mineral Resources
(KIGAM). (B) General Modified Mercalli intensity (MMI) distribution of Pohang earthquake, according
to USGS. KMA suggested intensity of VIII to IX in the epicenter area.

Due to its epicenter within the basin, shallow depth (5 km) and the presence of thick alluvial soil,
the earthquake caused severe amplification of the seismic wave and caused extensive damages around
the epicenter area. According to the Ministry of the Interior and Safety of South Korea, the Pohang
earthquake is the most damaging earthquake in the Korean Peninsula since 1978, which caused injuries
to more than 90 people and estimated property damage was about USD 52 million [35]. The earthquake
caused damages to 2165 private houses, 227 school buildings, many roads, and 11 bridges.

Although no primary surface rupture was reported during the Pohang earthquake [36], numerous
liquefactions and related phenomena were witnessed by local people such as differential settlement
of buildings and lateral spreading [36]. Because the liquefaction phenomenon occurred during this
earthquake is the first reporting since 1978, it can provide useful information of liquefaction associated
with paleo-earthquakes and future earthquakes in the areas of similar geological settings around
the Korean Peninsula. It is also a good opportunity for the geological community and geotechnical
engineers to consider liquefaction in the seismic hazard assessment for such basins in the near
future. Since liquefaction is a rare phenomenon in the Korean Peninsula, understanding the factors
(like geological structures) controlling the distribution of liquefaction zone should be taken into
consideration for liquefaction zonation mapping.

3. Geological, Geomorphological, and Tectonic Setting of the Area

The Korean peninsula lies on the margin of the Eurasian Plate. During the opening of the East
Sea (Japan Sea) (30–15 million years ago), several back-arc basins including Pohang Basin were
developed in southeast Korea and adjacent offshore areas [28,37,38]. These basins are bounded by
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several NNE~NNW-striking strike-slip faults and NNE-NE-striking normal faults. Some of these
faults have been reactivated as strike-slip or thrust faults due to the ongoing compression of the Korean
mainland [28,37,38].

The Pohang basin is composed of middle Miocene non-marine to deep marine sedimentary
deposits of (~20 million years ago) up to ~200–400 m deep. The middle Miocene sedimentary deposits
is covered at surface by the recent alluvial deposits (<10 m). The basement of the Pohang basin is mainly
composed of Cretaceous to Eocene sedimentary and volcanic rocks ~1000 m thick (Figure 2) [39–41].
The previous studies [42–45] suggested that Pohang basin is bounded by several normal faults and
transfer faults (Figure 2) [38,39]. These normal faults divided the Pahang basin into several small sub
basins. The epicentral area which is known as Heunghae basin is a small sub-basin within the Pohang
Basin [42–45] and mainly composed of fluvial deposits.

Recent paleoseismic studies suggested Pohang basin is having seismic threats from the Yangsan
fault which one of the prominent dextral strike slip fault around the study area [36] (Figure 2).
A recent study reported Paleo-liquefaction features in epicenter area of the Pohang earthquake [40],
which indicates that the area has undergone repeated liquefactions. Therefore, it is necessary to explore
the role of regional structures in liquefaction phenomenon and distribution characteristics.
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Figure 2. Geological and tectonic map of the study area showing major geological structures and
lithological units (Modified from [37]).

4. Coseismic Damages Within the Meizoseismal Area

4.1. Mapping of Liquefaction and Related Features

Major striking features associated with the Pohang earthquake were the occurrence of severe
liquefaction, structural damages including residential and academic buildings, as well as lateral
spreading/ground cracks. Because this is the first earthquake related liquefaction in the modern
seismic history of Korea, the field survey and mechanism involved will help to guide us for the
future liquefaction hazard analysis and assessment [36]. For the detailed documentation of ground
deformation features (sand boils, cracks, damaged buildings, etc.), we have used Pleiades high
resolution satellite images with a spatial resolution of 0.5 m, which was taken one day after the
earthquake and provided by the International Charter [36]. The data collected from the Pleiades
satellite were complemented by a five-week field survey and Unmanned Air Vehicle (UAV) images
taken by Phantom 4 UAV images. The high-resolution UAV images taken from the Heunghae basin
were merged using Pix4D software, and high-resolution Digital Surface Model (DSM) of ~2.5 cm
resolution has been constructed using ArcGIS 10.0.
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During the field work, we performed a detailed field survey that catalogued sand boils, lateral
spreading, and damaged buildings. In addition, an interesting phenomenon i.e., waterlogging from
the rice fields around the epicenter area was observed immediately after the earthquake. To observe
the ground water level fluctuation associated with the earthquake, we have collected the hourly basis
ground water data for a span of 11 days (before and after the earthquake) from the ground water
monitoring wells installed by the Korea Rural Community Corporation, which monitors the quantity
and quality of ground water and provides the information to the general public. In the following
section, we have provided an overview of the coseismic ground deformations observed during the
Pohang earthquake.

4.2. Liquefaction Features, Building Damages, and Ground Cracks

Our field survey area covers a zone of 8 km length in E-W direction and 3 km wide in N-S direction
around the epicenter. We have incorporated an integrated survey for the present study, which includes
the use of high-resolution satellite images, UAV images, and detailed field survey.

The Pleiades image (0.5 m resolution) and UAV images were used for the mapping of sand
boils/ground cracks that are larger than the spatial/ground resolution of the images. It was confirmed
by the field survey and additional small features during the five-week detailed field survey. Within the
epicenter area, most of the sand boils and lateral spreads were observed in the agricultural land or
along the cracks between the concrete canal walls and agricultural lands having a gentle slope (≤5%)
(Figure 3). Most of the sand boils are confined between the Gokgang River and Chogok River where the
area is generally composed of Quaternary deposits. Eyewitnesses reported water and sand spouting
from those cracks, isolated sand boils within the agricultural lands, and some of the riverbeds.

Field observations and DSM images allow us to identify several kind of liquefaction features
such as liquefaction in gravelly soil, isolated circular to semicircular sand boils, aligned sand boils,
en-echelon patterned sand boils, and linear sand boils along artifacts (Figure 4). We have collected data
sets for more than 600 liquefaction related features and phenomena, out of which more than 70% data
sets were assigned to liquefaction, 23% were assigned to cracks/liquefaction, and 7% were assigned to
building damages due to liquefaction or shaking.

The individual sand boil diameter ranges from few centimeters to more than 2 m. The orientation
of the linear chains of the sand boils measured in the field are plotted on the rose-diagram,
which shows three main directions of ejection (Figure 4). From the rose diagram of liquefaction
features, two preferential trends can be inferred, i.e., NNE-SSW and NE-SW (our datasets combined
with [40], Table S2; [40]). Based on the surface expression of the sand boils, the liquefaction features
can be classified into two categories: (a) solitary or clustered very flat in nature (diameter from
a few cms to 1–2 m) or (b) water and sand/gravel mixtures ejected using preexisting cracks as their
pathways to the surface induced by seismic shaking (Figure 5). Similar types of sand boils have
been reported during 2005 Kashmir earthquake in India (Mw 7.6), 2008 Wenchuan earthquake in
China (Mw 7.9), 2011 Yingjiang earthquake in China (Mw 5.4), and 2011 Tohoku in Japan (Mw 9.0)
earthquake [16,46–48], respectively.

The farthest liquefaction feature observed during the Pohang earthquake is 15 km away from the
epicenter, which is relatively far away, but is probably related to the shallow focal depth. Considering
this point, it is more or less consistent with the empirical relationship developed on the basis of
recorded liquefactions from global earthquakes, including both large and some moderate earthquakes.
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Figure 3. Google Earth image showing the major faults around the study area with the collected
liquefaction features during the MW 5.4 Pohang earthquake. Most of the liquefaction features were
clustered in the southern part of the Heunghae Basin and to the south of the Heunghae Fault (Sand boil
data sets used in this diagram were collected ourselves and also taken from [40]). The red line indicates
the location of geophysical profile taken across the Heunghae Fault.
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Figure 4. Unmanned Air Vehicle (UAV) images and field photographs showing typical liquefaction
features observed during the Pohang earthquake. (A–C) UAV images showing the distribution of
sand boils and rose diagram showing two preferential trends: NNE ~SSW and NE-SW. (D–F) Field
photographs showing typical isolated and series of sand boils observed in the agricultural field.
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Figure 5. Typical field photos showing different types of liquefaction feature observed during the
Pohang earthquake. (A) Isolated sand boil in the rice field. (B) Chain/Clustered sand boils in the rice
field. (C) Sand/gravel mixtures ejected using preexisting cracks.

The presence of more than 600 liquefaction features within a radius of 3 km from the epicenter
during a moderate magnitude earthquake (MW 5.4) indicates that the Heunghae basin and the Pohang
area are susceptible to liquefaction. More detailed liquefaction hazard mapping is required for this
area [25,27,47,49–51].

During the field work after the earthquake, we collected ejected sand samples from the sand boils
and from the drilled borehole conducted by Pusan National University, in order to analyze and classify
grain sizes. We have taken the representative sand samples from one of the biggest sand boils and
from the bore hole, which was drilled within the sand boil observed at the center of the Heunghae
basin. Both the sand samples were collected within the 500–700 m radius of the epicenter area.

The grain size analysis of the ejected soil samples and sand samples collected from the borehole
has been carried out as standard ASTM D6913. The analyzed grain sizes were plotted on the curve
proposed by Tsuchida [52] for the possibility of liquefaction (Figure 6). The grain size analysis suggests
that sand samples from the ejected sand boils and borehole have an identical nature with more than
90% of grain size between 4.75–0.075 mm and fall within the zone of most liquefiable soil in the
potentially liquefiable soil range. Thus, liquefaction hazard zonation study is required for the soils of
the Heunghae Basin.

Differential settlement and lateral spreading were most widely observed phenomena during this
Pohang earthquake like other earthquakes around the world. The lateral spreading was observed
around the levees, shore lines and reclaimed lands for construction purposes, road embankments with
soft soil and some portions of agricultural lands (Figure 7). The dimension of the cracks varied from
a few meters to 10 s of meters in length. Most of the cracks developed in the N-S direction.
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Figure 6. Grain size distribution graph for the samples collected from the ejected sand boils and drilled
borehole. The grain size distributions were compared with the range of grain size distribution for
liquefiable soil (Modified from [52]).

 

Figure 7. Field photographs showing (A) The cracks on a paved road due to differential settlement;
(B–D). Ground cracks and lateral spreading along the canal embankments during the Pohang earthquake.
Most of the cracks showed the N-S trend; (E) En-echelon cracks along a paved road.
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The Pohang earthquake caused damages to more than 2000 individual houses and school buildings.
Some of the houses close to the epicenter were tilted about 15 cm towards the north and the balcony of
the ground floor got subsided more than 30 cm. Referable to the tilting of the building, some of the
doors in the ground floor got buckled (Figure 8). Additionally, a church building near the epicenter
area got tilted about 10 cm due to ground subsidence, accompanied by liquefaction.

 

Figure 8. Photographs showing (A) a titled residential building due to differential settlement
(the building was titled about 15 cm); (B) separation of water pipeline due to titling of the building;
(C,D) differential settlement observed in the basement of the residence buildings in the epicentral area
(he basement of the building settled almost 15–30 cm).

One of the field photographs of the titled apartment building shows that the two ends of the
gas pipeline connected to the apartment got separated about more than 15 cm due to the titling
(Figure 8B). The liquefaction and lateral spreading damages to residential buildings and schools during
this earthquake indicate that the Korean building code needs to be revised and should include the factor
of safety against liquefaction (FSL) as an important parameters of seismic resistant building design.
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4.3. Liquefaction of Gravelly Soil

During the recent Mw 5.4 Pohang earthquake, we have observed evidences from the field of
gravelly soil liquefaction in the river bed and in the agricultural land (Figure 9). The diameter of ejected
gravel varies from 1 cm to < 4 cm. Liquefaction of sand or silt during an earthquake is common,
but liquefaction of gravelly sand is very rare, specifically during an earthquake of magnitude Mw < 5.5,
such as the Pohang earthquake. This phenomenon has been reported by a few earthquakes in recent
history, such as the 1976 Friuli earthquake in Italy (Mw 6.5), 1983 Borah Peak earthquake in the USA
(Mw 6.9), 1994 Hokkaido earthquake in Japan (Mw 7.7), 1995 Kobe earthquake in Japan (Mw 6.9),
1999 Chi–Chi earthquake in Taiwan (Mw 7.7), 2008 Wenchuan earthquake in China (Mw 7.9), and 2011
Tohoku earthquake in Japan (Mw 9.0) [7,53–59].

Figure 9. Field photos showing evidences of the gravelly soil liquefaction. (A) Photographs showing
ejected gravels due to liquefaction through ground cracks; (B) sand boil showing evidence of gravelly
soil liquefaction along a dry river bed; (C) sand boil showing ejected pebbles with fine sand in rice
farm during the earthquake.

4.4. Water Logging and Ground Water Fluctuations

The liquefaction features associated with the Pohang earthquake were mostly confined between
the Gokgang River and Chogok River (Figure 3). It may indicate that the shallow ground water level
and soft sediments around the rivers are the main controlling factors to this liquefaction. The physical
appearances of the ejected soils from the sand boils and borehole (Figure 6) suggest that the soils in the
study area are prone to liquefaction.

The amount and consistency of water spring and logging in the agricultural fields, which lasted
several days after the earthquake [60], indicate the significant rise of the water table during the
earthquake. It is a rare phenomenon during medium scale earthquakes, although a similar water
ejection phenomenon was reported during the Wenchuan earthquake in China, which was a large
magnitude earthquake of MW 7.9. It is likely that the Pohang earthquake must be an unusual case
to raise the water table seriously and cause extensive water logging and liquefaction associated
with a medium scale earthquake. It indicates that the ground water within this area is geologically
highly confined.

To confirm the reason for the water table variation, we have collected and plotted hourly based
ground water data for 11 days from three respective monitoring wells around the epicenter area of
the Pohang earthquake. The variation of the water level from the ground water monitoring stations
(Figure 10) is evident on the date of the earthquake. From the figure, it is evident that the station
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closest to the epicenter and situated within the Heunghae basin (G1) shows a sudden rise in water
level (~0.5 m) during the time of earthquake followed by a decrease in water level and taken several
days to be normalized to the regular level. Other monitoring wells (G3, G5, located at higher elevation
than the G1) shows a sudden drop in water level (~0.3 m) at the time of the earthquake and takes two
days to revert back to the original level. Though there is an interesting ground water response to the
earthquake, it is necessary to do more detailed analysis which is beyond the scope of the present work.

 

Figure 10. Changes of ground water levels associated with the Pohang earthquake. The ground water
monitoring stations show the variation of the water levels before and after the 15th November 2017
Pohang earthquake (A) G1, (B) G3, and (C) G5. For the station locations: see Figure 3 (Data taken from
https://www.groundwater.or.kr).
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On the basis of preliminary observation from the water level fluctuations of the monitoring wells
and local residents’ reports, the observed hydrologic phenomenon might be relevance to the earthquake.

It is well known that water wells respond to the seismic activity near field as well as far
field [13,60–62], which depends upon different geological conditions and the location of the monitoring
wells within the epicenter area. Several studies suggest [13,60–65] that the rise or fall in water level in
the monitoring wells is related to the elastic volumetric compression or expansion of the well aquifer
system caused by seismic waves, but steep rise or fall in the water level may also be related to coseismic
changes in the well aquifer media.

Though we have limited ground water data, we think the difference in behavior of the monitoring
wells was controlled by two factors: (1) change in the static stress field and (2) local geological changes
triggered by earthquakes. The ground shaking may cause the rearrangement of unconsolidated
sediments favoring compaction, which has led the rise in the water table (case of G1), as well as the
opening or closing of the deeper aquifer system due to seismic shaking that might have caused the
water level drop or rise (case of the G3 and G5) [63–65]. A similar phenomenon was also observed
around the epicenter area of the 1980 Irpinia earthquake in Italy (Mw 6.9), 1989 Loma Prieta earthquake
in the USA (Mw 7.1), 1998 Pymatuning earthquake in Pennsylvania, USA (Mw 5.2), and 2009 L’Aquilla
in Italy (MW 6.3) earthquake [63–65].

5. Discussion on Geological Aspects of the Mechanism Involved in Liquefaction

The distribution of sand boils, lateral spreading, and cracks allow us to relate the damaging
features to the geological structures in this area. For instance, most of the liquefaction sites were
clustered between the Gokgang River and Chogok River, and towards the south of the Heunghae fault.
The higher concentrations of liquefaction in the southern part of the Heunghae basin suggest that
the ground motion duration or amplification was higher in that area. Liquefaction is one of the main
responses to seismic waves. Furthermore, the clustering of the liquefaction features in this area may
indicate that the seismic waves were also controlled by geological structures. Based on previous studies
and our fieldwork, the Heunghae fault and an inferred blind fault (Figures 1, 3 and 11) generating
this earthquake are the major structures in this basin, which might strongly contribute to releasing the
generated seismic waves.

To examine the role of geological structures, especially related to the Heunghae fault [38,62] in
the liquefaction feature distribution, detailed literature review and field studies have been carried
out. Previous studies [38,66] reported that the Pohang basin is bounded by several E-W trending
faults, which offset the tertiary formations and merged to the Yangsan fault. These faults are named as
Hyongsan fault and Heunghae fault, which divide the Pohang basin into several sub-basins. During the
post-earthquake survey, we were able to find several evidences of NE-SW striking small to medium
scale normal faults in the northern part of the Heunghae basin with a fault gouge of 1-5 cm thick
(see Figure 3 for the location and Figure 11 for the evidences of faults in seismic profile). These faults
probably are subsidiary faults of the E-W trending Heunghae fault, because the structural parameters
of these faults are well matched with the previously mapped Heunghae fault. The main Heunghae
fault might have been covered by the basin fill deposits and was not clearly traced.

To confirm the existence of the main Heunghae fault within the basin, a shallow subsurface seismic
refraction survey has been carried out using OYO McSeis SX 1125 instrument (Tsukuba, Japan) with
24 channel (28 Hz) seismographs. A Sledge Hammer was used for generating seismic waves at the
surface and after recording the data it was processed using SeisImager software. The 1 km long seismic
survey was taken perpendicular to the Heunghae fault towards the western margin of the Heunghae
basin (see Figure 3 for location of seismic survey). The same 1 km long profile has been divided into six
divisions (SP-1 to SP-6). The geophone spacing was taken at 5 m for SP-1 and SP-6, and 7.5 m for SP-2
to SP-5. The data processing of the seismic survey is mainly based on seismic refraction tomography
techniques, as well as inverse travel time modelling of the refracted seismic waves. Using the estimated
velocity (1.6–3.6 km/S), we have detected unconsolidated basin fill deposits lies from surface to 10 m
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deep, and consolidated basin deposits or weathered rock has been detected from 10 m to 80 m deep
(Figure 11).

Figure 11. (A,B) Seismic refraction profile showing existences of the south dipping normal fault within
Heunghae basin, which could be the traces of Heunghae Fault (red arrow shows the traces of faults).
(C,D) Field photographs showing evidence of normal faulting. The faults offset the tertiary deposits
within the Heunghae basin.

On the basis of seismic profile and velocity difference, we have detected two south dipping
normal faults which could be the traces of the Heunghae fault, which is well matched with the field
data collected. The seismic profile and field evidences of normal faulting along the Heunghae fault
is shown in Figure 11. We argue that this fault played a role in the passage of seismic waves and
amplifications within the Heunghae basin and the distribution of liquefaction features. Moreover,
the mountain basin effect may do play an important role in extensive liquefaction within the basin
and the distribution of sand boils (Figures 3 and 11) [11]. On the basis of these observations, we will
discuss the possible mechanism involved in the liquefaction and its distribution within this study area
in the following section.

Possible Mechanisms Involved in Liquefaction Clustering in the South Part of the Heunghae Basin

The cause and distribution characteristics of liquefaction and related damages are associated with
the combined effects of several factors such as earthquake magnitude, duration of shaking, distance
from the epicenter, type of soil content, relative density, drainage condition, degree of consolidation,
thickness of liquefiable sand/silt layer, and depth of groundwater table [5,67]. Sometimes anthropogenic
structures such as clay lining in rice fields and reclaimed land also influence to the severity of the
hazard [5,40].

By analyzing the source of the earthquake and the geological setting of the Heunghae basin area
underwent liquefaction, we argue that the major structural factors for the liquefaction clustering during
the Pohang earthquake might be the combination of mountain basin effect and trapping of seismic
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waves within fault zones. During the 2012 Emilia earthquake (Mw 5.9) in Italy, clustering of liquefaction
features was observed with in the Po-Plain. This indicates that even if the affected area appears to be
homogeneous from a geological point of view there are other local geological factors that controls the
liquefaction susceptibility of the area within a basin or an alluvial plain [68–70]. Furthermore, previous
studies [70,71] observed the mechanism involved in severe liquefaction within basins and suggested
that the wedge shaped basement-to-sediment basin interface, which acted as acoustic lens, caused
localized seismic wave amplification and extensive damage within the basin [7,71–75]. Though the
basin effect is poorly understood and included in the routine seismic hazard assessment, it has been
well evidenced that several large and small magnitude earthquakes (1985 Mexico City earthquake,
Mexico, Mw 8.0; 1994 North Ridge earthquake, USA, Mw 6.7; 1999 Izmit earthquake, Turkey Mw 7.6;
2008 Wenchuan earthquake, China, Mw 7.9; 2009 Olancha earthquake, USA, Mw 5.2; 2011 Tohoku
earthquake, Japan (Mw-9.0); 2012 Emilia earthquake, Italy, Mw 5.9; and 2017 Tripura earthquake, India,
Mw 5.7) [7,75–79].

Other factor which controls the severity and distribution of liquefaction and seismic ground
deformation is the trapping of seismic waves by the major fault zones within the basin. It was suggested
that large faults within the sedimentary basin with fault gouges, fractured rocks and fluids can trap
the seismic waves within the block bounded by fault zones [5], which amplifies the upper bound in
soft sediments of the basin. This amplification could be stronger within the basin surrounded by fault
zones covered by unconsolidated Holocene alluvial deposits (Figures 11 and 12) [7,68,80–84]. A similar
observation was reported during the 2008 Wenchuan earthquake, where most of the liquefaction
features were confined to the recent alluvial deposits close to the range front blind fault, and damaged
buildings were clustered near or top of the Qingchuan blind fault in Sichuan province in China [7].
During the 1994 Northridge earthquake in the USA, (Mw 6.7) [11], the basin structure was an important
factor for the enhancement of liquefaction hazard. In the 2001 Bhuj earthquake in India (Mw 7.7),
most of the liquefaction features were distributed close to the fault [83]. This clustering of sand boils
indicates a fault barrier mechanism for passage of seismic waves within a basin.

The borehole log drilled across the Heunghae basin for the pilot project of the potential CO2

storage site [84] suggests that the Pohang basin has a typical wedge-shaped structure bounded and
dissected by several faults and covered by soft sediments. The previous study [79] for a CO2 storage
project suggests that the Heunghae basin is bounded by the east dipping Gokgang fault to the east
and the south dipping Heunghae fault to the north. The seismic refraction profile and field evidences
about the presence of the two NE-SW/E-W striking and S-SE dipping subsidiary normal faults within
the Heunghae basin help us to suggest the presence of the E-W striking Heunghae fault.

The potential seismogenic fault for the Pohang earthquake is the west dipping thrust fault,
which might be an antithetic fault of the Gokgang fault (Figure 12). On the basis of the geometry and
location of the Heunghae fault and the seismogenic fault, the seismic waves generated during the
earthquake were trapped and caused more amplification in the southern part of the basin than the
northern part. The geophysical and field results suggesting the presence of the E-W trending Heunghae
fault and the field evidence of clustered sand boils along the NE-SW causative fault for the Pohang
earthquake proved the trapping of the seismic waves by fault zones (Figure 3) [40]. The distribution of
sand boils within the Heunghae basin (Figure 3) shows clustered sand boils indicating two preferred
orientations. One set of sand boils shows E-W trend, whereas another set shows NE-SW trend,
which are similar to the trend of the Heunghae fault and the antithetic fault caused the Pohang
earthquake, respectively.

Based on the field observations, geological structures presented in the study area—i.e., spatial
distribution plot of sand boils around the epicenter—it can be inferred that the distribution of
liquefaction features is mostly controlled by the geological structures within the Heunghae Basin
(Figures 3 and 12). Thus, the presence of the Heunghae fault and the antithetic blind fault led the
differential amplification due to trapping of seismic waves within the same basin and the differential
distribution of liquefaction features. Using this, we have proposed a conceptual model (Figure 12) to
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explain the local clustering of sand boils within the Heunghae basin, which is well matched with the
previous observations in Sichuan province, China [7] and San Fernando Valley, USA [11].

Figure 12. Conceptual models for the clustering of liquefaction during the Pohang earthquake.
(A) Model for the mechanism involved in the localized amplification of seismic waves within a basin
due to mountain basin effect. (B) Model for the mechanism explaining the role of the Heunghae fault in
clusters of sand boils in the southern part of the fault. From the field survey and UAV image (Figure 3),
it was clear that most of the sand boils were clustered densely in the southern part of the fault (model is
not up to the scale).

Many of the liquefactions that have caused damages within sedimentary basins have been
reported in recent earthquakes such as the Sichuan basin during the 2008 Wenchuan earthquake in
China (Mw 7.9), the Kanto basin near Tokyo during the 2011 Tohoku earthquake in Japan (Mw 9.0),
Po-Plain in Italy during the 2012 Emilia earthquake (Mw 5.8), and the Kathmandu valley during
the 2015 Nepal earthquake (Mw 7.8). The observed damages during these earthquakes poses a real
seismic threat to the areas with similar geological settings around the globe. However, the involved
mechanisms of geological aspect have received little to no attention, especially during small to moderate
earthquakes. Although several numerical studies suggested the trapping and amplification of seismic
waves within the basins, geological evidences were very rare and difficult to prove it during a small or
a moderate earthquake.

Currently, the liquefaction during small to moderate earthquakes without any surface ruptures
is another issue (e.g., such as in the 2009 Olancha earthquake in the USA and the 2017 Pohang
earthquake in South Korea), because it can cause serious damages compared to its magnitude. This is
especially true of the effect of geological structures within the basin, which is an important concern in
earthquake hazard assessment. The present study and proposed inferences will help in understanding
the geological phenomenon involved in more localized seismic damages, especially where serious
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liquefaction and related damages compared with its magnitude are reported in a similar geological and
depositional setting. However, it needs more geophysical or seismic data for a conclusive interpretation.

6. Conclusions

The 15th November 2017 Pohang earthquake was the most devastating earthquake with extensive
liquefaction in the modern seismic history of the Korean Peninsula. The MMI Intensity of the Pohang
earthquake was VIII to IX and caused injury to more than 90 people and estimated property damage of
52 million (USD) with many structural damages. The liquefaction and lateral spreading during the
Pohang earthquake provide a very good opportunity to understand the factors involved in liquefaction
during a small to moderate earthquakes, which is a very rare phenomenon in Korea and around the
world. Based on the results of a systematic field survey, we identified several areas showing unusually
extensive liquefaction around the Heunghae basin.

Several kinds of liquefaction features—i.e., liquefaction in gravelly soil, isolated circular to
semicircular sand boil, aligned sand boils, en-echelon patterned sand boils, and linear sand boils along
artifacts—were identified during the field survey. Most of the sand boils were concentrated along the
major faults and especially in the southern part of the Heunghae fault between the Gokgang River and
Chogok River. The grain size analysis suggests that most of the ejected materials can be categorized as
most favorable liquefiable soil to potentially liquefiable soil. The liquefaction associated with a small
to moderate earthquake like the Pohang earthquake could be related to a favorable site condition and
strong ground motion. The borehole data drilled in one of the sand boils suggests that the presence of
shallow water table and sandy layer was a prime factor for the liquefaction.

The PGA recorded from the Pohang earthquake (i.e., 0.58 g) was very high as a large magnitude
earthquake, which may affect to cause a strong ground motion and related to the shallow focus of
the earthquake. Furthermore, we interpreted that the amplification of seismic waves within the basin
bounded by the major fault zones and mountain basin effects have contributed to the intense shaking
and the vast occurrence of liquefaction within the basin. Based on this interpretation, we proposed
a conceptual model showing the Heunghae fault zone acting as a barrier for the passage of seismic
waves, which produced clusters of sand boils along the southern part of the Heunghae fault. This study
suggests that immediate and careful coseismic geological investigation can be effective for proper
earthquake parameter estimation and for seismic hazard evaluation on vulnerability of the particular
area. Moreover, this kind of study can significantly contribute to engineering implications for a realistic
seismic hazard assessment particularly in liquefaction zonation. These aspects need to be considered
in liquefaction hazard mapping for similar geological settings on a local as well as regional scale.
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Abstract: Large pre-historical earthquakes leave traces in the geological and geomorphological record,
such as primary and secondary surface ruptures and mass movements, which are the only means to
estimate their magnitudes. These environmental earthquake effects (EEEs) can be calibrated using
recent seismic events and the Environmental Seismic Intensity Scale (ESI2007). We apply the ESI2007
scale to the 1992 MS7.3 Suusamyr Earthquake in the Kyrgyz Tien Shan, because similar studies are
sparse in that area and geological setting, and because this earthquake was very peculiar in its primary
surface rupture pattern. We analyze literature data on primary and secondary earthquake effects and
add our own observations from fieldwork. We show that the ESI2007 distribution differs somewhat
from traditional intensity assessments (MSK (Medvedev-Sponheuer-Karnik) and MM (Modified
Mercalli)), because of the sparse population in the epicentral area and the spatial distribution of
primary and secondary EEEs. However, the ESI2007 scale captures a similar overall pattern of the
intensity distribution. We then explore how uncertainties in the identification of primary surface
ruptures influence the results of the ESI2007 assignment. Our results highlight the applicability of the
ESI2007 scale, even in earthquakes with complex and unusual primary surface rupture patterns.

Keywords: earthquake environmental effects; Suusamyr earthquake; Kyrgyzstan; Tien Shan; surface
rupture; landslide; digital elevation model (DEM); Structure-from-Motion

1. Introduction

Paleo-earthquake magnitudes are usually estimated from the lengths of mapped primary surface
ruptures and the single-event offsets of geomorphological markers. Empirical relationships between
magnitude, primary surface rupture length, and average/maximum offset then allow calculating
magnitudes (e.g., References [1,2]). Those relationships are derived from recent surface-rupturing
earthquakes with well-constrained magnitudes. Using this approach in paleoseismological studies
comes with several limitations: (i) It can only be applied to earthquakes with primary surface ruptures.
Large events without significant surface offset like the 2015 Gorkha MW7.8 Earthquake [3] will go
unnoticed in the paleoseismological record; (ii) if earthquake recurrence intervals on a fault are long,
erosion or sedimentation may have intensely altered the primary surface ruptures or even completely
eradicated them (e.g., Reference [4]); and (iii) complex primary surface ruptures on several faults
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may not be interpreted as a single earthquake. For example, the 2016 Kaikoura Earthquake in New
Zealand with a magnitude of MW7.8 ruptured at least twelve major crustal faults and produced
highly variable primary surface ruptures [5]. It is unlikely that such complexity can be understood
with paleoseismological methods, and the magnitude of the paleo-earthquake will probably be
under-estimated. (iv) Incoherent and anomalous primary surface ruptures can not only be hard to
detect, but may also cause problems when it comes to applying the empirical relationships. For
example, the 1992 MS7.3 Suusamyr Earthquake, Kyrgyzstan, broke the surface in two short sets of
primary ruptures with a 25 km gap in between [6,7].

One approach to overcome the problem of estimating paleo-earthquake magnitudes based
solely on primary surface ruptures is the application of the Environmental Seismic Intensity Scale,
ESI2007 [8–10]. In contrast to classical intensity scales, such as MSK (Medvedev-Sponheuer-Karnik)
or MM (Modified Mercalli), the ESI2007 only uses effects on the environment to assign earthquake
intensities. It, therefore, avoids the influence of building styles and the problem of saturation at high
intensities, and allows applying the scale to paleo-earthquakes. The conversion of ESI2007 intensities to
magnitudes, however, can only be based on a large set of modern case studies, which are currently being
collected in the Earthquake Environmental Effects (EEE) catalogue hosted by ISPRA [11]. Preferably,
this set of case studies should include earthquakes with different mechanisms, magnitudes, depths,
tectonic and geological settings, distributed all across the globe. A glance at the events included in the
catalogue so far makes clear that this is not yet the case.

In this paper, we apply the ESI2007 scale to the 1992 Suusamyr Earthquake. There are several
reasons for doing this: (i) The majority of entries in the EEE catalogue are currently from Europe and
NW South America. Only a few Central Asian earthquakes are included. Thus, this study contributes to
extending the entries for central Asia and compressional tectonic settings; (ii) the Suusamyr Earthquake
was special in its primary surface rupture pattern, and the exercise of applying the ESI2007 scale
to it thereby points out a general problem; (iii) the earthquake occurred in a sparsely populated
area, which hampers the application of traditional intensity scales that mainly focus on damage to
human-made infrastructure; and (iv) we document secondary cracks of the Suusamyr Earthquake
with a high-resolution digital elevation model (DEM) computed from drone aerial imagery and the
Structure-from-Motion (SfM) technique [7,12,13].

Here, we first provide an overview of the 1992 Suusamyr Earthquake and review the existing
intensity assessments. Then we evaluate the published EEEs from the literature, we include our field
observations, and we present an ESI2007 intensity map. Finally, we discuss ESI2007 intensities vs.
MM and MSK intensities and the implications of our study for the application of the ESI2007 scale on
paleo-earthquake in general.

2. The 1992 Suusamyr Earthquake

An earthquake with a magnitude of MS7.3 hit the Suusamyr Basin in Kyrgyzstan on 19 August
1992, 02:04 GMT (Figure 1). The Suusamyr Basin is an east-west elongated intramontane basin in
the Kyrgyz Tien Shan, surrounded by Paleozoic bedrock. The thickness of the Cenozoic basin fill
reaches several hundreds of meters in its widest part near the town of Suusamyr ([14,15] and references
therein). A thick Quaternary cover blankets most of the Neogene rocks in the basin center. The basin is
bound by E-W striking thrust faults to the north and the south (Figure 1c). North−South shortening is
accommodated by the oppositely-vergent thrust. Reference [7] showed that several surface-rupturing
earthquakes occurred in the Late Quaternary on these faults, testifying to the tectonic activity of the
area. Several ~E-W trending anticlinal ridges in the basin also record ongoing shortening. The Chet
Korumdy ridge, which will be discussed in this paper, is a 250 m high, 7 km long ridge paralleling the
Suusamyr River (Figure 1). It is made up of steeply north-dipping sediments of Pliocene-Quaternary
age [6]. At its western tip, prominent wind gaps record Late Quaternary uplift [7,15,16].

220



Geosciences 2019, 9, 271

 

Figure 1. (a) The Suusamyr Basin in the Kyrgyz Tien Shan. Kyrg.: Kyrgyzstan. (b) Overview of the
Suusamyr Basin and the 1992 earthquakes. Large white circles: MS7.3 main shock with the Harvard
CMT solution [17] and the strongest aftershock (M6.6) located with data from the Kyrgyz regional
network [18]. All other aftershocks are from the compilation of Reference [19]. Elevation data: SRTM1.
Note the >20 km gap in between the two sets of primary surface ruptures. (c) The Suusamyr fault
system (from Reference [7]) and location of the Bishkek-Osh Highway.

The Suusamyr Earthquake ruptured an east-west-trending, south-dipping thrust fault in the
Suusamyr Basin with the epicenter beneath the Aramsu Range. Reference [18] reports a centroid depth
between 5–21 km and a fault dip of 50◦ ± 13◦ based on the teleseismic body-wave inversion of the
main shock and an aftershock study using broadband stations and temporal and regional networks.
Reference [20] analyzed body waves and surface waves, and reported a hypocenter at a depth of
14 ± 2 km, a fault dip of 49◦ ± 6◦ to the south, and a rake of 105◦ ± 3◦. Within two hours of the main
shock, three large aftershocks with magnitudes of MS6.6, MS6.6, and mb6.0 occurred west of the
Aramsu Range, but their mechanisms and depths are unknown [18]. The more than 900 aftershocks
that were registered in the months after the Suusamyr Earthquake occurred at depths shallower than
15 km. They occurred within a rather narrow, south-dipping zone at depths between 5 and 15 km and
showed a more diffuse pattern near the surface [18].

The most surprising effect of the earthquake was its primary surface rupture pattern. Two sets
of relatively short primary ruptures were identified. At the eastern tip of Chet Korumdy ridge, a
short primary rupture occurred in the Suusamyr River bed [6]. This site is referred to as the ‘eastern
primary surface ruptures’. The second set of primary surface ruptures formed more than 20 km further
west (the ‘western primary surface ruptures’), with no hints for surface breaks in between these two
(Figure 1). This peculiarity and its implications for ESI2007 intensity assignment will be discussed
later in this paper. Apart from these primary surface ruptures, the Suusamyr Earthquake also caused
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secondary cracks, often referred to as secondary ruptures in the literature. Here we will use the term
secondary ruptures to summarize all types of cracks and ruptures that cannot be attributed to primary
faulting. The 1992 Suusamyr Earthquake also caused widespread mass movements, mud eruptions,
and jumping stones.

3. Macroseismic Effects of the Suusamyr Earthquake

The Suusamyr Earthquake resulted in more than 50 deaths, most of which were due to collapsed
buildings throughout the valley and mass movements that occurred at Belaldy River [6,21,22]. The
epicentral area was surveyed by field crews and from a helicopter during the months following
the earthquake. The results of these surveys were reported in great detail in References [6,21–23].
Reference [7] revisited the Suusamyr Basin and reported additional information on the earthquake
effects. In the following, we briefly report on the published intensity assessments and review the
earthquake environmental effects of the Suusamyr Earthquake in light of the ESI2007 scale.

Reference [6] published a Modified Mercalli (MM) intensity map of the earthquake (Figure 2).
They used data from 41 individual sites, assessing the damage to human-made structures and also
environmental effects. They report intensities of MM≥ X for two sites. The first one is an E-W elongated
zone around the eastern primary surface ruptures and the Chet Korumdy ridge, the second one is an
NNE-SSW elongated zone in the Belaldy River valley region. The first site is characterized by primary
and secondary surface ruptures, large landslide volumes, and strong peak ground accelerations (PGA).
The second site, however, does not encompass primary or secondary ruptures, but a very large mass
movement in the Belaldy Valley. The combined area of MM ≥ X is 62 km2. Intensities of MM = IX
were assigned to an ENE-WSW elongated area of 835 km2, surrounding the primary surface ruptures
and encompassing the northern part of the area where numerous mass movements occurred. An E-W
elongated area of 3000 km2 was assigned intensity MM = VIII. This isoseismal includes nearly all mass
movements. The area of intensity MM = VII is NNW-SSE elongated (roughly parallel to the orogenic
trend) and encloses 13,000 km2 (Table 1).

 

Figure 2. Earthquake environmental effects (EEEs) of the 1992 Suusamyr Earthquake. Primary surface
ruptures are from References [6,7,21]. Secondary ruptures are from References [21,23]. Landslides, the
location of the Belaldy rock avalanche, mud eruptions, and jumping rocks are from References [19,23].
Modified Mercalli (MM) intensities are from Reference [6]; Medvedev-Sponheuer-Karnik (MSK)
intensities are from Reference [19]. Hillshade is based on SRTM1 elevation data.
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Table 1. Comparison of the intensity distribution of the 1992 Suusamyr Earthquake.

Intensity Area MM in km2 [6] Area MSK in km2 [19] Area ESI2007 in km2 (this Study)

X 62 51 317
IX 835 600 1735

VIII 3000 3200 2700
VII 13,000 - 6500

Intensity data were also compiled within the framework of the SNSF Project No IB7320-110694
(http://www.kyrgyzstan.ethz.ch) by Reference [19], who published Medvedev-Sponheuer-Karnik
(MSK) intensities (Figure 2). The shape of the isoseismals differs from the MM intensities reported by
Reference [6], but the affected locations and extent are similar. Highest intensities of MSK = X were
also assigned to two separate locations, covering 51 km2. The one near the eastern primary surface
ruptures is located south of the Suusamyr River and has a shape similar to the MM ≥ X intensities,
although shifted to the south by ~1 km. The other one near the Belaldy River valley is elongated in
NW-SE direction and also located further south compared to MM ≥ X. Intensities of MSK = IX were
assigned to two individual patches with a total of 600 km2. The first one runs parallel to the Suusamyr
River and is stretched in E-W direction, the second one is elongated NW-SE (parallel to the orogenic
trend), covering the high mountains that border the Suusamyr Valley to the southwest. The zone of
intensity MSK = VIII overlaps with the MM = VIII intensities, but is more E-W elongated and also
followed the orogenic trend. The total area of MSK = VIII is 3200 km2. No MSK = VII intensities were
reported by Reference [19] (Table 1).

In the following, we discuss all earthquake environmental effects described in the literature and
present new data from our fieldwork. We assign ESI2007 intensities for all EEEs, which are the basis
for our intensity map.

3.1. Primary Surface Ruptures

The eastern primary surface ruptures occurred at the eastern tip of Chet Korumdy ridge next to the
Bishkek-Osh highway (162 km marker; Figures 1–3). As a result of the main primary surface rupture,
the Suusamyr River temporarily changed its course. The ruptures were trenched by Reference [24]
who confirmed that the fault reached the surface and that the surface deformation is due to thrust
motion on an S-dipping fault plane. Reference [21] report a 400 m long, N-facing scarp of up to 2.7 m
height and up to 0.3 m of lateral slip. Here, Reference [6] report a fold-scarp geometry and 500 m of
primary ruptures with a height of 2.7 m. They estimate a total slip of 4.2 m assuming no horizontal
component of motion. Both authors mention numerous rupture segments that also affected the nearby
highway, but state that the scarp in the river bed is by far the dominating feature. Furthermore, the
authors state that the other segments are likely secondary ruptures. Reference [7] surveyed the eastern
primary surface ruptures again in 2015/16 with a drone and produced a high-resolution DEM with
the SfM technique. They document a 600 m-long primary surface rupture with up to 3.1 m vertical
displacement and a total slip of ~3.6 m that occurred in the Suusamyr River bed. No evidence for
the other, smaller scarps on the highway was preserved in 2015/16, due to road repairs, but small
secondary scarps were still visible south of the road. Reference [21] reported additional ~4 km of
N-facing scarps on the hills further to the east, which could be a continuation of the large main scarp in
the river valley. A 300 m wide deformation zone encompasses numerous fault strands with vertical
offsets of 0.1–1.05 m height. These scarps face north and are at least in one location formed by a steeply
S-dipping fault. References [6,23] do not mention these additional ruptures.
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Figure 3. Earthquake environmental effects of the 1992 Suusamyr Earthquake. (a) Map with the photo
locations. (b) The central section of the western primary surface ruptures in summer 2015. View to the
south. (c) The highest section of the eastern primary surface ruptures in summer 2016. View to the
west. (d) Secondary ruptures on top of the Chet Korumdy ridge in summer 2015. View to the west. (e)
The 1992 Chet Korumdy landslide that damaged the Bishkek-Osh highway (visible in the background)
in summer 2015. View to the west. (f) Oblique satellite image of the Belaldy rock avalanche. Source:
GoogleEarth/CNES/Airbus (2019), imagery from16 August 2013. View to the northeast. (g) Mud
eruption site W of the Aramsu range. Note that the eruption site sits at the landslide toe. View to the
southwest. (h) Mud eruption site in the W of the valley. This site also sits on top of a landslide. View to
the west. (i) Close-up of the cracks from which the mud erupted.
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The western primary surface ruptures occurred on six segments with a total length of 7 km,
spanning a 12 km long rupture zone [6,7,21] (Figures 2 and 3). N-facing scarps are typically 0.7–1.2 m
high, but locally reach up to 2 m. Reference [7] also report that some scarps show up on pre-1992
satellite imagery, but their pre-1992 height in unknown. This is why the total vertical offset measured
from high-resolution DEMs of marker surfaces has to be taken as a maximum value. However,
References [6,21] report 0.9–1.8 m high fresh ruptures scarps that formed in 1992, and we take this
information as the best available data on their height.

The two sets of primary surface ruptures with their >20 km separation and the unusual scarp
length-to-height ratio of the eastern primary surface ruptures can be treated in three different ways in
an ESI2007 intensity assignment [8,9]. (i) If we consider the ruptures separately, the western primary
surface ruptures correspond to intensity ESI = IX because of their length of 7 km. Using the 12 km
long rupture zone reported by Reference [7] would correspond to ESI = X. The surface displacement
also results in ESI = X. The eastern primary surface ruptures are classified as ESI = VIII if we use the
length of the main scarp only (600 m). The additional ~4 km of scarps reported by Reference [21]
would lead to ESI = IX. The maximum surface displacement of 3.6–4.2 m results in ESI = XI, since 3 m
offset is recommended as the threshold between ESI = X and ESI = XI. (ii) The second option is to add
up the primary surface rupture lengths of the western and the eastern sites and to ignore the spatial
separation. Using the 7 km primary rupture length in the west and the 600 m length in the east gives
ESI = IX. Using the 12 km long primary rupture zone in the west leads to ESI = X, regardless whether
the additional 4 km in Reference [21] from the east are taken into account or not. Similarly, using the
additional 4 km from Reference [21] leads to ESI = X, using either the 7 km primary rupture length
or the 12 km primary rupture zone in the west. (iii) The third option is to measure a total primary
rupture zone length from the western tip of the western primary surface ruptures to the eastern tip
of the eastern primary surface ruptures. This leads to a length of 35 km without and 40 km with the
additional 4 km of primary surface ruptures reported by Reference [21], corresponding to ESI = X.

3.2. Secondary Ruptures

Extensive ground cracks were caused by the Suusamyr Earthquake throughout the Suusamyr
Basin and along with the surrounding mountain ranges (Figures 2 and 3). These effects were mapped in
detail after the earthquake and published in References [6,21,22]. Reference [21] report that secondary
ruptures covered an area of more than 4000 km2. Reference [6], however, estimates that the total
area affected by secondary earthquake effects (including secondary ruptures, mass movements, and
mud eruptions) is only ~2500 km2, based on the report in Reference [25]. We used the map from
Reference [22] and calculated a total secondary rupture length of 114 km, covering an area of 2520 km2.

Most secondary cracks occurred in the E-W running Suusamyr River valley between the western
and the eastern primary ruptures, but secondary cracks were also reported from SE of the Aramsu
Range and the area between Toluk, Sarysogat, and the Belaldy rock avalanche [21,22] (Figure 2). Along
the flanks of the mountain ranges, seismic shaking led to gravitational cracks that mostly paralleled the
valley. These reached individual lengths of several tens of meters, spanning fissure zones of several
kilometers length. The Chet Korumdy ridge was particularly affected by secondary cracks, which
mainly formed as E-W elongated grabens on top of the ridge as a result of extension (Figures 3 and 4)
and S-facing scarps on its southern side. We surveyed parts of the secondary ruptures on the Chet
Korumdy ridge with a drone and created a high-resolution DEM, shown in Figure 4.
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Figure 4. Secondary ruptures at Chet Korumdy ridge included small grabens that formed at the top of
the ridge and mainly south-facing scarps on its southern side. (a) Overview of the western part of Chet
Korumdy ridge. (b)Detail of the small grabens and secondary cracks that formed on top of the ridge.
Also see Figure 3d. (c) Secondary cracks on top of the ridge and south-facing crown of a landslide that
formed in the 1992 earthquake. The hillshade is from drone survey imagery and has a resolution of
2.91 cm/pixel.

Secondary ruptures were—to a lower extent—also reported from some flat areas in the Suusamyr
basin and west of Chet Korumdy ridge. Most of them occurred close to rivers and are likely related to
the presence of unconsolidated, saturated sediments subject to lateral spread.

We assign intensities of ESI = X to the Chet Korumdy area and the eastern primary surface
ruptures, based on the clustering and the dimensions of the secondary ruptures. Near the western
primary surface ruptures, we assign ESI = IX also because of the number, the size, and the extent of the
phenomena. Intensities of ESI = VIII were assigned to the remaining, more isolated occurrences of
secondary cracks.

3.3. Mass Movements

The 1992 Suusamyr Earthquake caused widespread mass movements, including landslides,
rock falls, and rock avalanches. These mass movements have been intensively studied after the
earthquake [6,19,21,22,26–31], and we compiled the intensity assignment from these studies.

The largest mass movement was the Belaldy rock avalanche (Figures 2 and 3) with an estimated
volume of 107–108 m3 [6,22,30]. Additional large landslides were reported from the downstream section
of the Belaldy river, with volumes of a few thousand to a few tens of thousand cubic kilometers [21].
Those deposits were re-activated in the year after the earthquake and caused a catastrophic mud flow
that affected several villages [22]. At the southern flank of Chet Korumdy ridge, landslides with up to
0.5–1 × 106 m3 volume were mobilized and damaged the Bishkek-Osh highway [26]. A large cluster of
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mass movements occurred in the Toluk-Sarysogat area, where also intense secondary ruptures were
observed (Figure 2). Based on the maps in References [6,19,21,22], we compute a total affected area of
2336 km2.

The volume of the largest mass movement corresponds to intensities of ESI = X-IX, smaller slides
are associated with ESI = VIII-IX. Little information is available on the volume of individual mass
movements apart from the examples discussed above. For ESI2007 intensity assessments, the total
affected area is also an input parameter. The southern cluster of landslides in the Toluk-Sarysogat area
covers ~500 km2, which is much higher than the threshold of ~100 km2 recommended for ESI = VIII
zoning. We, therefore, assigned intensities of ESI = IX to areas where mass movements cluster and
intensities of ESI = VIII to more isolated mass movements. The isolated mass movements in the far
west and the far east of the study area were assigned intensity ESI = VII. Using the total affected area
(2636 km3) as an input value leads to a maximum intensity of ESI = X.

3.4. Mud Eruptions

No liquefaction was reported from the Suusamyr Earthquake, bud mud eruptions in the days
following the earthquake were described from four locations [19,21]. Reference [21] report that the
explosive ejections occurred at ‘boggy sites on young active faults’ and that they were even accompanied
by gas combustion. Reference [6] cites eye witnesses who heard ‘loud noise’ and saw ‘smoke that bore
a pungent aroma’. They also report radially scattered rocks and mention the connection underlying
active faults. Reference [21] mention that one of the eruptions resulted in a 400 m long and 100 m wide
mud flow. We visited two of the sites in 2015 (Figure 3) and found muddy bogs related to landslides.
At the central site near the western primary surface ruptures a muddy layer was found at a landslide
toe (Figure 3g). We excavated a 25 cm deep pit into the deposits and found them to be dark, uniform,
saturated soils without any hints of burned layers. We did not find any radially scattered rocks or
similar signs of an explosive event. Instead, the site appeared like an over-pressured landslide mass
from which water was seeping. At the westernmost site near the highway (Figure 3h,i), we encountered
swampy areas on top of a landslide deposit. Puddles of several meters length contained fissures with
seeping water (Figure 3i). No hints for explosive eruptions could be identified in 2015/16. If those mud
eruptions happened as reported by the eyewitnesses, their traces were entirely gone 23 years after the
earthquake and the sites looked like ordinary, yet very wet landslides.

These effects are hard to evaluate with the ESI2007 scale, since they are rather unusual. We decided
to assign them intensity ESI = IX to account for the fact that they are unusual phenomena related to the
seismic shaking, and that they had a considerable impact on the natural environment. However, the
observation that they occurred after the earthquake and not co-seismically complicates the assessment.
With the ESI = IX assignment, they fall well within the range of values of the neighboring EEEs.

3.5. Jumping Rocks

At several sites, jumping rocks were found during the post-earthquake surveys [21]. These are
boulders of considerable size sitting on flat or nearly flat surfaces that were displaced as a result of the
strong ground motion, not to be confused with rock falls or other types of gravitational effects. These
effects require >1 g peak ground acceleration. Reference [21] describe rocks with a weight of 40–70 kg
that moved 2–5 m on a flat surface west of the Aramsu range and an ~8 ton boulder that moved 30 cm
uphill at the same site (Figure 2). Near the eastern primary surface ruptures, a ~1.3 ton block reportedly
moved 2 m and two boulders of ~10 tons sitting on flat ground underwent displacement of 25–30 cm
and 10◦ rotation. In the same area, an undisclosed number of rocks were moved laterally 85 cm [21].

We visited the Chet Korumdy ridge in 2015/16 and looked for the jumping rocks, but we failed to
identify the boulders that moved in 1992. Most likely the footprints of the pre-earthquake position were
already completely altered in the 23 years after the earthquake, so that there is no way to distinguish
between a boulder that had moved and ones that did not jump.
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The ESI2007 guidelines assign intensities of ESI = IX-XII to the phenomenon of jumping rocks,
depending on their size, roundness, travel distance, and the local slope. Based on the values reported
by Reference [21], we assign ESI = X to all the sites with large jumping boulders.

3.6. Summary of the ESI2007 Assignment

We used 132 data points to assign ESI2007 intensities (Figure 5; Table 1; see Supplementary
Materials for a list with the details of each point).

 
Figure 5. Map of ESI2007 intensities compiled in this study. The location of the main shock and the
strongest well-located aftershock are shown. See the Supplementary Data for details on each data point.

ESI2007 intensity ESI = XI was assigned to two sites only: To the eastern primary surface ruptures
because of the amount of offset, and to the Belaldy rock avalanche because of the large volume of this
mass movement.

Intensities of ESI = X cover an area of 317 km2 and are mainly based on the evaluation of primary
surface ruptures, clusters of secondary ruptures, jumping rocks, and large mass movements. This
isoseismal has an E-W elongated shape paralleling the fault strike and includes the Suusamyr river
valley and the slopes south of it.

ESI = IX intensities cover an area of 1735 km2 and include secondary ruptures, clusters of mass
movements, and mud eruption sites. This isoseismal has an E-W elongated, rectangular shape.

Intensities of ESI = VIII were found in an E-W elongated ellipse with an area of 2700 km2. This
intensity is based on rather isolated secondary ruptures and individual mass movements.

For intensity ESI = VII, only a few data points were available in the far east and the far west of the
study area. These intensity values are based on four data points only, two mass movements and two
secondary cracks. Thus, they come with high uncertainty, and the ESI = VII isoseismal could only be
roughly estimated to cover ~6500 km2. This value is highly uncertain. In contrast, drawing a concave
hull around all secondary effects combined (cracks, mud eruptions, landslides, rock falls, jumping
stones) results in an area of 3254 km2 only, which is little larger than the ESI = VIII isoseismal.
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4. Discussion

We combined our intensity assessment with the macroseismic effects on the environment reported
by Reference [6], who list 41 individual sites with macroseismic observations. We followed the
procedures described in detail in References [8–10].

4.1. The ESI2007 Map of the Suusamyr Earthquake and Comparison with Other Intensity Scales

The assignment of ESI2007 values for the primary surface ruptures is not straight forward as
pointed out in Section 3.1. Depending on how the spatial separation between the two sets of primary
surface ruptures is treated, one option is to plot two areas with different intensities around either
location (ESI = X in the west and up to ESI = XI in the east). The other option is to average the
observations and to plot one or two zones with ESI = X. Taking into account the unusual scarp
length-to-height ratio of the eastern primary surface ruptures, for which the underlying mechanism
is not yet well understood, we decide to treat them as an exception that does not justify assigning
ESI = XI. Based on the scarp length, there we assign ESI = X.

Secondary effects allow drawing a more coherent image of the intensity distribution. Although
the Belaldy rock avalanche stands out, due to its huge volume that would justify intensity ESI = XI,
we treat it as an isolated event that fits more into the general pattern of ESI = X mass movements in
the epicentral area. In general, we found that the highest ESI intensities can be assigned, due to the
size of individual effects and their spatial distribution. Intensity values of ESI = IX and ESI = VIII, on
the contrary, can be distinguished based on the spatial clustering of secondary effects only. This is
mainly due to the lack of detailed descriptions for each locality, such as landslide volume or length of
individual secondary ruptures and cracks.

The highest ESI2007 intensity X covers an E-W elongated area that roughly includes MM = X and
MSK = X intensities from previous studies (Figures 5 and 6). In contrast to the ESI2007 intensities,
MM and MSK intensities were assigned to two isolated patches surrounding the eastern and western
primary surface ruptures, respectively, and to the Belaldy rock avalanche area (Figure 6). Intensity MSK
= IX was also attributed to two isolated patches by Reference [19], whereas MM = IX was assigned
to an E-W elongated patch [6]. Our intensity assessment results in a larger patch of ESI = IX, which
reaches further south than MM and MSK intensities. This is due to a large cluster of mass movements
in the Sarysogat-Toluk area and probably reflects the fact that this area is sparsely populated, but sits
on the hanging wall above the actual fault plane. The mud eruption sites were also assigned ESI = IX,
although they occurred after the earthquake [21]. However, they are related to the Suusamyr event.
In any case, they do not have a strong influence on the overall ESI2007 map because they do fall in
areas where other effects were mapped with ESI = IX, too. Further examples of similar phenomena
are needed to understand these effects and their potential for ESI assignments better. Intensity ESI
= VIII was found in an area smaller than that assigned MM = VIII and MSK = VIII, and the same
is true for intensity ESI = VII. This can be explained by the fact that minor shaking can still cause
damage to houses and infrastructure, while it is not sufficient anymore to cause significant earthquake
environmental effects, such as landslides or secondary ruptures.

The observations on the ESI2007 intensity distribution and the comparison with MM and MSK
intensity assessments highlight three peculiarities of the ESI2007 scale. First, it allows distinguishing
high intensities in places were traditional scales saturate because of the total collapse of human-made
structures that are not reinforced. Second, it allows assigning intensities in sparsely populated places,
where traditional scales cannot be applied, due to the lack of observations. Third, it rather captures
high intensities (>VII), which cause significant environmental effects. Thus, for modern earthquakes, it
is best applied in combination with the traditional scales to get the full picture of earthquake effects. For
paleo-earthquakes, however, the insensitivity of small to moderate events is useful because it makes it
less likely to confuse moderate earthquakes with significant events that release a large seismic moment.
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Figure 6. Comparison of ESI2007 intensities with MM isoseismals [6] and MSK intensities from
Reference [19]. Note the shift to the south of the ESI = IX, which we attribute to the sparse population in
the high mountains of the Aramsu range, which hampers traditional MM and MSK intensity assessments.

4.2. Treating Uncertainties in the Application of the ESI2007 Scale

Uncertainties in intensity assignment mainly arise from the unknown volumes of most landslides.
However, the maximum ESI2007 intensity is well-constrained by the primary surface ruptures and
the Belaldy rock avalanche. No mass movements of similar size have been reported, so maximum
intensities are unlikely to be higher. The lowest intensities are defined by the extent of documented
environmental effects, which is also well-known. Therefore, the shape of the isoseismals between
maximum and minimum may somewhat vary, but the overall picture and the maximum intensity are
unlikely to be affected by these uncertainties.

Another source of uncertainty is the unknown height of the pre-1992 scarps at the western primary
surface ruptures that [7] identified on satellite imagery from 1968. The post-earthquake surveys report
a height of 0.9–1.8 m [6,21], while the survey in 2015/16 found heights of 0.7–1.2 m with some outliers
reaching 2 m height [7]. The imagery of the pre-1992 scarps does not reveal a free-face (Figure 5 in
Reference [7]), which indicates that the height of the fresh ruptures reported by References [6,21] should
be reliable because the height of the free-face is easy to measure. These heights would correspond to
ESI = X. If the pre-1992 vertical offset was larger than 0.5–1.4 m, a lower intensity of ESI = IX would
have to be assigned [8,10]. Given the state of preservation of the free-face in 2015/16, we consider this
very unlikely (Figure 3b, Reference [7]). If the length of the western primary surface ruptures is taken
into account, ESI2007 intensities do not change of course. Therefore, the height of the 1992 western
primary surface ruptures does not have a large effect on the overall ESI2007 assignment. While the
problem of pre-existing scarps is usually a source of uncertainty hard to deal with in paleoseismology
studies, this effect does not pose a significant problem in the case of the 1992 Suusamyr earthquake.
Extending the use of scarp-diffusion modelling to multi-event scarps [32–34] may help to improve the
interpretation of multi-event scarps.

From a paleoseismology perspective, the peculiar offset-to-length ratio of the eastern primary
surface ruptures is interesting. Although the nature of the eastern primary surface ruptures of the 1992
Suusamyr Earthquake is well understood [6,7,21,23–25], such unusual primary effects are likely hard to
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interpret when attributed to a paleo-earthquake. One obvious interpretation of such an unusal feature
would be that a longer primary scarp once existed, and that erosion has eradicated the prolongation of
the scarp along strike. In that case, using the vertical offset only would result in ESI = X-XI. Using the
mapped length to assign ESI2007 intensities would result in ESI = VIII only. In that case, the earthquake
intensity, and thus, also the magnitude, would be dramatically underestimated.

If in case of a paleo-earthquake, the eastern and western primary ruptures would be assigned to
the same event depends on the precision of the dating methods and the interpretation of the individual
researcher. Reference [7] have shown in the Suusamyr case, this may indeed be challenging. Another
possibility would be that, due to the unusual offset-to-length ratio of the eastern primary surface
ruptures, they are not even identified as such, but attributed to other effects, such as being a landslide
toe or being a terrace riser. Paleoseismological trenching could help to solve this problem. However,
in the case of false attribution, there would be no intensity ESI = XI in this area. The clustering of
landslides and secondary cracks could probably be ascribed to topography and preservation effects, and
the epicenter of the earthquake would be located further to the west near the western surface ruptures.

4.3. The Problem of Strong Aftershocks

A significant source of uncertainty in the ESI2007 assignment is related to the three strong
aftershocks that occurred within two hours of the main event. These earthquakes had magnitudes of
MS6.6, MS6.6, and mb6.0, and they occurred west of the Aramsu Range [18], although their mechanism
and location are not well constrained. Given their magnitudes, they may have even caused the western
primary surface ruptures [7] or at least contributed to their total lengths. The same holds true for the
secondary effects. There is virtually no possibility to distinguish between the effects of the main shock
and those of the three strong aftershocks. The earthquakes occurred so close in time, and in such a
sparsely populated region, that there are no eyewitness accounts that could help to solve this problem.
Perhaps the shape of the isoseismals with the highest intensities could support the interpretation of a
combined effect of the main shock and the aftershocks, but we will most likely never know.

This problem usually arises in paleoseismology, when due to the limits of Quaternary dating
methods, it is impossible to distinguish between one strong earthquake and two smaller ones, or
similar combinations. However, the Suusamyr case illustrates that even for modern events this may be
an issue, especially in sparsely populated regions and when significant aftershocks occur right after
the main shock before any documentation of the earthquake effects has been undertaken.

4.4. Lessons for ESI2007 Assignments

The peculiar primary surface rupture pattern of the Suusamyr Earthquake poses a problem for
ESI2007 assignments as discussed above. Thanks to the widespread secondary effects, we were able to
produce an intensity map that relies on a large number of observations. If only information on the
primary surface ruptures were available, for example from a similar paleo-earthquake, the picture
would look different. This is important from a paleoseismological point of view. For many, if not most
pre-historic earthquakes, only data on the primary surface ruptures are derived from field mapping
and/or trenching studies. Reference [7] have shown that this may be misleading in the Suusamyr Basin.
Another example is the MW6.6 1998 Fandoqa Earthquake that occurred on the Gowk Fault in Iran [35].
This earthquake re-ruptured a section of the fault that had already ruptured in an MW7.1 earthquake
in 1981. Primary surface ruptures were observed in both cases, but the offsets caused by the smaller
earthquake were several times larger than those of the stronger event. Reference [35] report that the
two earthquakes ruptured the fault at different depths and rightly emphasized the problem this causes
for paleoseismological studies in similar settings.

Similarly, complex primary surface ruptures from paleo-earthquakes may not be entirely
understood and, therefore, lead to a wrong ESI2007 assignment [36]. Modern examples of such
complex primary surface ruptures are among others the 1889 Chilik Earthquake [37], the 1911
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Chon Kemin Earthquake [38], the 2010 El Mayor Cucapah Earthquake [39], and the 2016 Kaikoura
Earthquake [5].

Modern earthquake ruptures can be studied extensively in the field [40], using seismological
methods, and with (space) geodesy [41]. Their secondary effects can also be documented in great detail.
Most studies of paleo-earthquakes, however, mainly focus on the primary surface ruptures, because
this is often the only definitively seismogenic evidence left in the landscape. Notwithstanding, with
the Suusamyr example in mind, we emphasize the importance of collecting as much information on
the environmental effects of such earthquakes as possible.

Unfortunately, secondary effects may also be problematic for intensity assessment. The Belaldy
rock avalanche formed a landslide lake which burst ten months after the Suusamyr Earthquake in June
1993. Triggered by snowmelt, a debris flow mainly incorporating material from the 1992 landslides
reached and damaged the village of Torkent 30 km downstream [22,42]. Such phenomena may be
easily confused with coseismic effects. In case of the Suusamyr Earthquake, the mud eruption sites that
we visited a few years after the earthquake were virtually indistinguishable from ordinary landslides.
Not only will they be interpreted as such in the case of a paleo-earthquake, but mud eruptions may
also happen in any future landslide without a seismic trigger. From a paleoseismological perspective,
temporal clustering of earthquake environmental effects can help to identify seismic events, but as can
be seen from the 1998 Fandoqa Earthquake [35] or the Central Italy earthquake series [43], earthquakes
can occur very close in time on the same fault, which is beyond the resolution limit of any Quaternary
dating method (perhaps excluding varves).

5. Conclusions

We have compiled an ESI2007 intensity map of the 1992 Suusamyr Earthquake based on earthquake
environmental effects only. This assignment was based on published data on primary and secondary
earthquake effects, and in our field mapping. The ESI2007 intensity distribution is roughly comparable
to the MM and MSK intensities reported, although we note important differences mainly in the shape
of the isoseismals (Figure 6), but also in the area they encompass (Table 1). One major advantage of the
ESI2007 scale is that it allows incorporating data from uninhabited areas, which led to a shift to the
south of the overall intensity pattern.

Due to the peculiar pattern of 1992 primary surface ruptures, the assignment of ESI2007 intensities
to these effects is not straight forward and allows different approaches. Depending on the input data
used, the resulting ESI2007 intensities vary significantly. When combined with the secondary effects of
the earthquake, however, a coherent picture emerges.

We show that this may not be the case when dealing with a paleo-earthquake of similar
characteristics. The unusual offset-to-length ratio of the eastern primary surface ruptures and
the gap between the western and eastern primary surface ruptures are prone to false or simplified
interpretations which may hamper the correct assignment of ESI2007 intensities. This is especially
important as the secondary effects, such as gravitational cracks and mass movements are likely to be
short-living features that could also happen without a seismic trigger. The eastern primary surface
ruptures occurred in a river bed and are also likely to be eroded within a relatively short time span.
Thus, a paleo-earthquake that resembles the 1992 event will likely be described incompletely with
the ESI2007 scale. This is an important lesson for the application of this scale to paleo-earthquakes in
similar environments, and to events with a complex or anomalous primary surface rupture pattern.
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Abstract: Damages caused by earthquake-induced ground effects can be of the order or significantly
exceed the expected damages from ground shaking. A new probabilistic technique is considered in
this study for earthquake-induced landslide risk assessment. A fully probabilistic technique suggests
a multi-stage hazard assessment. These stages include the determination of seismic hazard curves and
landslide probabilistic models, a vulnerability assessment, and geotechnical investigations. At each
of the stages, the uncertainties should be carefully analyzed. A logic tree technique, which handles all
available models and parameters, was used in the study. The method was applied considering child
education facilities located at the foot of a natural slope in the south of Sakhalin Island which is known
as an active seismic and land sliding area. The significant differences in the ground motion scenario
in terms of the 475-year seismic hazard map and the fully probabilistic approach considered suggests
that seismic landslide risk could be underestimated or overestimated when using the 475-year seismic
hazard map for risk assessment. The given approach follows the rational risk management idea
that handles well all possible ground motion scenarios, slope models, and parameters. The authors
suggest that the given approach can improve geotechnical studies of slope stability.

Keywords: earthquake-induced landslide; fully probabilistic technique; Newmark’s method; Sakhalin
Island; risk

1. Introduction

Large earthquakes affecting urban areas are one of the most destructive natural hazards and
can lead to significant impacts on the built and human environment. Generally, earthquake loss
models consider ground shaking and ground failure (such as landslides, liquefaction, and faulting)
hazards. Damages caused by earthquake-induced ground effects, in some cases, significantly exceed
the damages from direct ground shaking [1,2]. Damages related to seismically-induced landslides can
be considerable due to the full collapse or loss in functionality of facilities, roads, pipelines, and other
lifelines [3–7].

There are numerous causative factors for seismically-induced gravity-slope processes on Sakhalin
Island, which is recognized as an area with a high level of geohazards. A total of 70% of the South
Sakhalin territory is susceptible to landslide activity [8]. According to general seismic hazard maps,
Sakhalin Island is a seismically active area, with an 8–9 MSK-64 macroseismic intensity for the 475-year
return period [9].

As a recent example of earthquake-induced landslides, the Mw = 6.2 2 August 2007 Nevelsk
earthquake should be noted. The Nevelsk earthquake was followed by aftershock sequences with a
relatively high productivity level [10]. Focal mechanisms of the mainshock and aftershocks indicates
the west dipping (38–40◦) fault planes.
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The largest aftershock with a magnitude of Mw= 5.9 followed about two hours after the mainshock
origin time. They generated tsunami waves up to 3.2 m high. The ground shaking effects in Nevelsk
caused by the mainshock and largest aftershock corresponded to a 7–8 MSK-64 macroseismic intensity
(Figure 1). Massive damages of buildings (>200), bridges, railway and roads were found during
macroseismic inspection [10].

The 2007 Nevelsk earthquakes caused massive release of methane from the coal beds in the coastal
zone of 40 km in length and an uplift of benches in the area of the Nevelsk sea port [10].

Figure 1. Contour map of peak ground acceleration (% g) for the 2 August 2007 Nevelsk earthquake
(Mw = 6.2). Filled boxes indicate the settlements with MSK-64 felt reports. The mainshock (Mw = 6.2)
is shown by the red filled circle, the largest aftershock (Mw = 5.9) by the blue filled circle.

As a result of significant ground shaking, subsidence cracks and shallow landslides (up to
200–300 m3) were widely recorded (Figure 2) within the Nevelsk urban area (16–21 km from the
epicenter). The 2007 Nevelsk earthquake occurred in a relatively dry period. There was a recorded
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69 mm of rain precipitation, representing 45% of the mean annual value, for the two months before the
mainshock [11]. Therefore, seismically-induced landslides remain a major natural hazard on Sakhalin
Island that should be considered in the risk assessment strategy.

Figure 2. An example of shallow landslides caused by the 2007 Nevelsk earthquake.

Most hazard assessment techniques are designed for producing susceptibility or likelihood maps
on large scales (regional or global) [2,12,13]. Because material parameters are difficult to identify in
detail for large areas, slope parameters are estimated from topographic, geologic, and other geospatial
information. These maps are most commonly used for an estimation of the general hazard level and
specifying sites where detailed geotechnical investigations are needed.

The aim of this study is to apply the earthquake-induced landslide risk assessment technique
at a local scale. This paper proposes a fully probabilistic approach that handles all available ground
motion scenarios and geomechanical slope models well. The important issue is the estimation of the
uncertainties from the spatial and temporal variability of soil parameters.

The child education facilities (Figure 3) located under the natural slope in Nevelsk (Sakhalin
Island, Russia) were considered in this study as an example of the given approach. This site was
proposed for application of the methodology due to available slope material parameters previously
obtained from geotechnical investigations.
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Figure 3. Map of the slope fragment with an expected landslide boundary.

2. Materials and Methods

2.1. Fully Probabilistic Risk Assessment Technique

The seismic hazard maps in terms of the 475-year ground shaking intensity are most commonly
used as a triggering condition for analyzing the slope stability under seismic loading [2,13,14].
Uncertainties about the ‘best’ ground motion scenario for land sliding prediction are still being
discussed [15].

A fully probabilistic risk assessment technique that handles all available ground motion scenarios
well is considered in this study [16]. The given approach follows a rational risk management idea that
deals with all possible models, scenarios, and uncertainties.

The total risk of an earthquake-induced landslide hazard to the facility located at the foot of
the slope in the next T years can be expressed in terms of probability and vulnerability. Formally,
the probability of the occurrence of N seismically-induced landslides within a certain time interval
should be considered. In practice, the probability of the triggering of two or more slope failures within
50 years is extremally small.

A fully probabilistic approach suggests determination of the occurrence probabilities of various
ground shaking levels and probabilities of landslide triggering for these ground motion scenarios. That
gives the total probability of earthquake-induced slope failure in a certain time interval considering all
possible ground motion scenarios:

Ps f (T) =
∑

j

∑
i
wjP(PGA = ai|T)·Prj(ai) =

∑
j

∑
i
wjpij, (1)

where P(PGA = ai|T) is the probability of the occurrence of ground shaking level ai in the next T years
(ground motion scenario), Prj(ai) is the probability that seismic loading ai will trigger a landslide in
the frame of the geomechanical slope model j, pij is the probability of slope failure in the next T years
under ground motion scenario ai in the frame of the geomechanical slope model j, and PGA is the
peak ground acceleration at the given site.

The summation in (1) is carried out for all available geomechanical slope models ranked by
weights wj, where: ∑

j
wj = 1. (2)
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The resistance of the facility to prevent the land sliding can be expressed in terms of the structural
damage risk (physical vulnerability). The vulnerability is defined in this study as the degree of loss of
a given element at risk and ranging from 0 (no loss) to 1 (total loss).

Vulnerability depends on a number of factors [17,18], such as the sliding mass volume and its
velocity, position of landslide initiation, etc. For an accurate risk assessment, all of these factors
should be considered. In many case studies, the vulnerability assessment is still characterized by
large uncertainties.

In a simple case, vulnerability depends on the intensity of the landslide that can hit the facility
located at some distance from the landslide source [18,19]. It means that a certain geomechanical slope
model can be associated with the expected intensity level of the landslide.

Then, the total risk R(T) of facility damage caused by seismic land sliding within T years can be
written as:

R(T) =
∑

j

∑
i
wjvjpij, (3)

where vj is the vulnerability of the facility in the frame of the geomechanical slope model j.
Basically, Equations (1) and (3) suggest a multi-stage and multi-hazard approach. These stages

include site-specific probabilistic seismic hazard analysis, vulnerability assessment, geotechnical
investigations, and landslide probability calibration.

2.2. Causative Factors of Studied Area

Seismically-induced landslide risk assessment is complicated by the numerous factors and
conditions contributing to slope failure. This section discusses the major causative factors of the
studied area, helping to constrain the slope models and parameters for the probabilistic hazard analysis
(Figure 4).

 
Figure 4. Side view of the location of the natural slope and school considered in this study. The red
line indicates the expected landslide breakout wall. The red arrow shows the path direction of the
expected landslide.
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2.2.1. Geology

From the basis of the tectonic terrains scheme, the studied area is related to the southern part of
the West Sakhalin Terrane located to the north of the Lopatino Cape. The target area consists of Late
Cretaceous and Cenozoic outcropping rocks (Figure 5).

Quaternary and Neogene age deposits are widely presented in the studied area. The Quaternary
soils of low-thickness are presented by deluvial-eluvial deposits. The Neogene soils of the Nevelskaya
formation are presented by volcanic sandstones, siltstones, tuffs, and tuffits. A geologic map with
detailed formation lithology is given in Figure 5 [20].

From the view of general engineering geology, the following layers are highlighted in the
lithological slope section: 1—topsoil (0.2 m); 2—fine-gravelly with sandy filler up to 50%, dense
(deluvial-eluvial) (0.2 m); 3—tuff-sandstone on clayey cement with low-strength siltstone interlayers
(3.6 m).

Figure 5. Geological structural map of studied area compiled according to [20]: 1—Upper Miocene
Kurasiiskay formation: lower subformation (kr1)—siliceous claystones and upper subformation
(kr2)—alternation of sandstones and siltstones; 2—Middle Miocene Verhneduiskaya formation
(vd)—alternation of sandstones and siltstones and claystones, hards coal; 3—Lower Miocene
Nevenlskaya formation: lower subformation (nv1)—alternation of sandstones and siltstones and
upper subformation (nv2)—alternation of sandstones and siltstones; 4—synclineaxis (a) anticlineaxis
(b); 5—fault zone; 6—studied area.

2.2.2. Geomorphology

Nevelsk is located on the western flanks and sea terrace’s foot, which are western branches of the
South Kamyshoviy range. Terraces have an absolute elevation till 200 m and are dissected by narrow,
deeply incised V-shaped valleys of rivers and rills [21].

Landscape dissection depth reaches 200 m, and the slope steepness is 45◦ and more. Terrace
surfaces are inclined to the sea side.
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Abrasion sea terrace scarps, rivers, and rill valley slopes are well-sodded and covered by
grassy-shrub vegetation, and in some places are forested. Vegetation does not prevent landslides.

River valley and sea terrace slopes are complicated by old block slides, which make slopes stepped.
The child education facilities are located close to the foot of the high sea terrace (Figures 3 and 4).

2.2.3. Climatic Settings

The Nevelsk district is located along the Tatar Strait of the Japanese Sea, and is strongly affected
by a warm Tsushima current, so it witnesses the warmest summer and winter of the entire island. The
territory is characterized by a large precipitation quantity during the second part of the summer.

The mean annual precipitation quantity in Nevelsk is 911 mm [22]. Precipitation falls
inhomogenously. The major precipitation period is related to the second half of the summer and early
autumn, and the minimum period is the second half of winter.

Two landslide activation periods related to soil moisture conditions are typical for the studied area.
The first period (end of May to early June) is related to melting snow which leads to rapid soil

humidification and often, to shallow (1 m deep) landslides. Rainfall can trigger landslides during
this period.

The second period (August to October) is related to high cyclone activity, leading to a large rain
precipitation quantity.

The long-term annual average precipitation quantity during the warm period is 579 mm. The
rainiest month is September, with a precipitation quantity of ~111 mm. The precipitation quantity
during a cyclone event (in August–September) can exceed the monthly average level. The maximum
precipitation quantity (211 mm) was registered during the Phillis cyclone event (2–7 August 1981).

2.2.4. Soil Moisture Conditions

The soil moisture conditions of a potentially sliding mass represent one of the most important
factors for landslide prediction.

Three soil moisture models are assumed. The models are constrained by generalizing the climatic
settings in the studied area. These simplified models are characterized by the following properties:

1. Slightly wet—Shallow invasion of the water into the soil mass. Dry soil conditions are typical for
drought periods and for periods with stable snow cover. The overall period duration is about
five months;

2. Moist—Invasion of the water into the soil mass to a 1 m depth. The overall period duration is
three months;

3. Water saturated—Soil mass is waterlogged to a ~2 m depth. This model is typical for the rain
precipitation and rapid snow melting coincidence period and for cyclone/typhoon occurrences.
The overall period duration is about four months.

2.3. Materials

2.3.1. Ground Motion Scenarios

The main goal of probabilistic seismic hazard analysis (PSHA) is to determine the probability of
exceeding a certain ground shaking level at a given site within the time interval of interest [23]. The
result of such analysis is a seismic hazard curve, which demonstrates the relationship between the
probability of exceeding P(PGA > a|T) and ground shaking level a. Under ground shaking conditions,
we consider PGA.

The occurrence probability P(PGA = ai|T) is recognized in this study as a ground motion scenario.
The transition from the probability of exceeding to the discrete probability is given as:

P(PGA = ai|T) = P(PGA > ai|T) − P(PGA > ai+1
∣∣∣T). (4)
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Therefore, Equation (4) defines the probability of the occurrence of a certain ground shaking level
in the next T years. It was substituted into Equations (1) and (3).

The seismic hazard curve for a given site was computed using CRISIS 2015 software [24]. The
authors used the regional seismic source models and ground motion prediction equations tested in the
previous PSHA studies [25].

The average 30-m ground layer shear-wave velocity VS30 at the site is of the order of 300 m/s. It
was used for site correction within the PSHA stage considering the site-correction term in the ground
motion prediction equations.

The seismic hazard curve used in this study is shown in Figure 6. The 10% exceeding probability
(or 475-year return period probability) corresponds to the PGA value of 0.38 g (Figure 6). Peak ground
acceleration of 0.38 g corresponds to a ground shaking intensity of 9 MSK64. It is in good agreement
with the estimates based on the maps of general seismic zonation [9].

Figure 6. The probability of exceeding the given peak ground acceleration. Red dotted line indicates
the 10% probability level.

2.3.2. Probability of Landslide Triggering

Jibson et al. [12] calibrated the slope failure probability by analyzing landslide field data after
the 1994 Northridge earthquake and predicted Newmark displacement (DN). The authors used
the Newmark sliding block model [26] to quantify the probability of landslide triggering given the
PGA value (a) and critical slope acceleration (ac). The Jibson probability model follows the Weibull
distribution:

Pr(DN) = 0.335
[
1− exp

(
−0.048D1.565

N

)]
, (5)

where

log DN(a) = −0.215 + log
[(

1− ac

a

)2.341(ac

a

)−1.438
]
± 0.51. (6)

The critical slope acceleration ac of a sliding mass is considered as a simple function of the static
factor of safety FS and the slope geometry:

ac = (FS − 1)g sinα, (7)

where g is the gravity factor and α is the dip angle of the potential sliding surface.
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According to the limit equilibrium theory, the static factor of safety FS is defined as the relationship
between the force keeping the sliding mass on the slope and the force moving the sliding mass down
the slope [12]:

FS =
c′

γz sinα
+

tanϕ′
tanα

− mγw tanϕ′
γ tanα

, (8)

where c′ is the effective cohesion, z is the slope-normal thickness of the potential sliding mass, γ is the
material unit weight, γw is the unit weight of ground water, ϕ′ is the effective friction angle, and m
represents the fractional depth of the water table with respect to the total slide depth. The sliding mass
is stable if FS > 1, and unstable when FS < 1.

Soil moisture conditions in the studied area and southern California are significantly different.
Virtually no rain had fallen prior to the 1994 Northridge earthquake, which was used for calibrating
the seismically-induced landslide probability [12]. The pore-water pressure term was dropped from
Equation (8) in the Jibson probability model. The soils in the studied area are expected to be saturated
most of the year, so the authors paid great attention to the third term of Equation (8). Several models
with a non-zero pore-water pressure term are hypothesized in this study.

Therefore, the Jibson probabilistic model for California (5) was imported into the Equations (1)
and (3).

2.3.3. Geomechanical Slope Models and Logic Tree

The physico-mechanical parameters of the slope soils were obtained during geotechnical
investigations at the site (see Acknowledgments Section). Geotechnical studies included sampling
undisturbed cores and laboratory tests. The material parameters of the soil mass are given in Table 1.

Table 1. Physico-mechanical parameters of the soil mass.

Soil Type c
′
, Kpa α, deg. γ, kN/m3 γw, kN/m3 ϕ

′
, deg.

Tuffaceous
sandstone 24 40 26.8 9.8 30

Identifying the slab thickness z of potential sliding mass requires high-quality seismic profile,
geological, and geophysical data. These can give additional information about the layer structure
that helps to fix the slope-normal thickness or to identify the preexisting landslides. Such data is not
available for the studied area. Therefore, the slab thickness variability was hypothesized through the
logic tree approach, which is commonly used in PSHA. Four models with varied slab thicknesses (1, 2,
4, and 8 m) were considered. The corresponding weights are equal to 0.3, 0.3, 0.3, and 0.1 (Figure 7).
The weights were determined by an expert’s view.

The given difference in weighting reflects our view that the landslide initiation depth of an order
of 8 m seems to be unrealistic. However, the authors are aware of the uncertainties connected with this
choice in weighting scheme.

The accurate weighting of models with slab thickness uncertainties can be realized through the
corresponding probability density distribution. The probability that the landslide has a certain slip
surface depth value is defined by its statistical distribution. A significant amount of observations in
the studied area are required for developing such a probability model.

The second variable parameter is the proportion of the sliding mass thickness that is saturated (m
in Equation (8)). The water saturation parameter was defined as a simplified relation given by soil
moisture conditions (see Section 2.2.4):

m =
depth of water invasion
slab− normal thickness

. (9)

245



Geosciences 2019, 9, 305

The proportion between the period duration of water invasion into the corresponding soil
depth and the annual period was used for the weighting. For instance, for dry soil conditions, the
corresponding weight was defined as 5/12~0.4 (Figure 7).

Figure 7. Logic tree for handling the epistemic uncertainties in the considered models and parameters.
The weights of the branches are given in circles.

A full logic tree that handles uncertainties in the considered models and parameters is shown
in Figure 6. The resulting critical slope acceleration for each branch was calculated according to (7).
For the unstable case (FS < 1), the critical slope acceleration was defined as the minimum acceleration
in the given seismic hazard curve (0.005 g).

2.3.4. Vulnerability Assessment

The physical vulnerability term is widely used in many scientific and engineering fields [27]. It
defines the probability that a given element at risk will be damaged under a certain impact. Recent
seismic risk analyses have usually dealt with seismic fragility curves [28]. The fragility curve defines the
conditional probability of exceeding the certain damage state of the building for a given level of ground
shaking intensity. Increasing the research volume of earthquake damage data allows researchers to
calibrate seismic fragility curves in many seismically-active regions.

Unfortunately, accurate calibrating of the fragility curves is still complicated by limited damage
data for most types of landslides. Moreover, different physical mechanisms are associated with different
types of landslides (rockfalls, block slides, debris flow etc.). Vulnerability depends on a number of
factors [17,18], such as the sliding mass volume, landslide velocity, landslide source, etc.

A physical vulnerability assessment is characterized by uncertainties that can be either epistemic
or aleatory [29]. Epistemic uncertainties can be associated with the simplification of the landslide
intensity estimation, the characterization of elements at risk, the vulnerability models, expert view, etc.
Aleatory uncertainties can be associated with the spatial variability of parameters [29], such as landslide
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source location. For this type of uncertainty, the expected structural damage differs, depending on
whether the facility is located on the foot or landslide body [19].

Russian regulation norms have a specific definition of landslide hazard, depending on its type
and volume, but quantitative estimations of the structural response are not available.

Due to the reasons mentioned above, vulnerability assessment still remains somewhat subjective
and is usually performed in small study areas (local scale). The main issue of the vulnerability
assessment in our study is to give a suitable estimation of expected damage using different sliding
mass models.

Available data that defines the physical loss of buildings for the wide range of sliding processes
were used in this study [18,19]. Most available data for physical damage estimates come from debris
flow studies. However, the authors are aware of the uncertainties connected with the choice of
vulnerability values.

Different vulnerability values in connection to the expected intensity level of a landslide and
facility type are given in [18]. Jaiswal et al. [18] used the landslide volume for intensity estimation (M-I,
M-II and M-III). The M-I intensity class corresponds to shallow landslides with a volume of less than
1000 m3. If a landslide becomes bigger, with a volume ranging from 1000 m3 to 10,000 m3, the intensity
follows the M-II class. For landslides with a volume greater than 10,000 m3, the intensity reaches the
M-III class.

For similarity, the landslide volume was estimated as V = AL× z, where AL is the sliding area. The
equation AL = min(706× z, ALmax) links the normal slope thickness and sliding area [19]. According
to field studies, the maximum expected sliding area ALmax is of the order of 2335 m2 (Figure 3). Despite
the fact that the given relationships have significant uncertainties, they help to constrain the landslide
intensity class in the studied area.

According to [19], the landslide intensity is associated with the slip surface depth, which is directly
related to the slab thickness of the sliding mass. There are [12] five different landslide intensity classes
that correspond to the given slip surface depths of 1 m, 2 m, 6 m, 10 m, and 20 m. The estimated
vulnerabilities for slip surface depths of 1 m, 2 m, 6 m, and 10 m were imported to our model with
corresponding slab thicknesses of 1 m, 2 m, 4 m, and 8 m.

The reinforced concrete building type (Type-4 or SBT4) was used in this study for the vulnerability
assessment. This building type is closely related to the child education facilities considered by its
material strength properties.

The vulnerability exhibits average, minimum, and maximum values. For dry soil conditions, we
use average vulnerability values, and for water-saturated soil conditions, we use maximum vulnerability
values, as we expect that a water-saturated sliding mass has a relatively higher landslide velocity.

We used the estimated vulnerability of elements at risk located within run-out paths of a landslide.
Table 2 contains the vulnerability estimations for the considered facilitates and slope models in full
accordance with [18,19]. The final weights for each of the considered slope models in Figure 6 are
given with respect to the vulnerability values from Table 2.

Table 2. Simplified vulnerability model for the facilities located within landslide run-out paths.

Thickness of
Sliding Mass, m

Estimated Landslide
Volume, m3

Landslide
Intensity Class

Vulnerability
According to [11]

Vulnerability
According to [8]

1 <1000 M-I 0.05 ± 0.05 0.25 ± 0.16
2 2824 M-II 0.30 ± 0.10 0.31 ± 0.19
4 9340 M-II 0.30 ± 0.10 0.54 ± 0.19
8 18,680 M-III 0.80 ± 0.20 0.72 ± 0.20

3. Results and Discussion

Since the critical slope acceleration becomes available for each of the considered slope models, it
is substituted into the Jibson probabilistic model (4). Next, the probability of occurrence of a landslide
(Pr(DN(ai))) under the given seismic loading is multiplied by the probability of the occurrence a certain
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ground shaking level in the next 50 years (P(PGA = ai|T)). This gives the probability (pij) of slope
failure in the next 50 years under ground motion scenario ai in the frame of the geomechanical slope
model j. Then, the summation of discrete probabilities pij is carried out for all available ground motion
scenarios ai and geomechanical slope models ranked by weights wj. Since the final weights for each of
the considered slope model are calculated with respect to the vulnerability (Figure 7), the summation
of pij multiplied by its final weights wj gives the total risk value.

The total risk of an earthquake-induced landslide hazard for the child education facility located at
the foot of the slope within the next 50 years was computed according to Equation (3) and the weighting
scheme illustrated in Figure 7. The corresponding risk value appeared to be 7.4%. It reflects the high
level of seismic and landslide hazards and high vulnerability value for the facilities located at the foot
of the natural slope. Therefore, the high risk value shows a considerable hazard of seismically-induced
landslides in terms of civil engineering.

In order to estimate the most probable ground motion scenario that will cause damage to the
facility by an earthquake-induced landslide, the discrete probabilities pij from Equation (3) were plotted
against the corresponding ground motion level. This gives the contribution to the total risk from each
slope model and each ground shaking level (Figure 8). As can be seen from Figure 8, the distributions
have a modal form.

Figure 8. Average weighted (1) and unweighted (2–8) curves of probability of slope failure in the next
50 years as a function of peak ground acceleration: 2—ac = 0.695 g; 3—ac = 0.533 g; 4—ac = 0.247 g;
5—ac = 0.166 g; 6—ac = 0.086 g; 7—ac = 0.023 g; 8—ac = 0.005 g.

The average weighted probability density function computed according to the logic tree scheme
(Figure 7) has a peak at PGA = 0.15 g (7–8 MSK64 intensity level). The PGA value of the order of
0.15 g can be recognized as the ‘best’ ground motion scenario for the considered slope models and
parameters. In terms of PSHA, the given ground shaking level is closely related to the 100-year return
period (according to Figure 6).

At the same time, Figure 7 shows the contribution to the total risk from each slope model. The
saturated soil’s model (ac = 0.005 plot in Figure 8) should be considered as the most probable scenario
for the considered area. Generally, it makes the slope unstable, regardless of the triggering conditions.
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The slope model corresponding to the slip surface depth of z = 4 m and dry soil conditions (m = 0)
has a clear peak around PGA = 0.2–0.3 g (ac = 0.023 g plot in Figure 8). This ground shaking value is
closely related to the 475-year probability.

It should be noted that a significant ground shaking level corresponding to a 7–8 MSK-64 intensity
caused shallow landslides within the Nevelsk urban area in 2007. The PGA value corresponding to the
‘best’ ground motion scenario is the same order as the ground shaking intensity in the studied area
generated by the 2007 Nevelsk earthquake. No facilities were damaged by the earthquake-induced
landslide. This may be explained in terms of soil moisture conditions. The point is that several
months prior to the Mw = 6.2 2 August 2007 Nevelsk earthquake, no rain had fallen. As a result,
the 2007 Nevelsk earthquakes occurred in a relatively dry period. For such untypical conditions, the
corresponding ground motion scenario is the order of PGA = 0.2–0.3 g or an 8–9 MSK64 intensity.

When generalizing results of the study, several assumptions and models should be mentioned.
Constants of the Jibson landslide probability model in the target area are generally not the

same as those in southern California. The shape of the probability curve depends on the geological,
geomorphological, and soil moisture conditions. Jibson et al. [12] argue that the variability of constants
in Equation (4) should be proposed if a significant difference between the target area and southern
California is found. This means that the logic tree will be complicated by uncertainties from the
landslide probability model.

One more source of epistemic uncertainty comes from the spatial and seasonal variability of slope
material parameters. Geotechnical studies of rocks and soils within the large area of the natural slope
within different seasons should significantly reduce the uncertainties associated with the variability of
geomechanical slope models (Figure 8).

4. Conclusions

A fully probabilistic technique is considered in this study for an earthquake-induced landslide
risk assessment in a relatively small area. The given method suggests a multi-stage and multi-hazard
approach. These stages include a site-specific probabilistic seismic hazard analysis, vulnerability
assessment, geotechnical investigations, and landslide probability calibration.

As a case study, the child education facility located under the natural slope was considered in this
study. The total risk of earthquake-induced landslide hazard to the child education facility located at
the foot of the slope within the next 50 years was of the order of 7.4%.

A significant difference between the ground motion scenario in terms of the 475-year seismic
hazard map and considered fully probabilistic approach suggests that seismic landslide risk could
be underestimated or overestimated when using the 475-year seismic hazard map for landslide risk
assessment. The given approach follows the rational risk management idea that handles well all
possible ground motion scenarios and geomechanical slope models.

An important factor that leads to an increase of the total risk is the saturated soil mass. Geotechnical
studies of rocks and soils within large areas of a natural slope within different seasons should
significantly reduce the uncertainties associated with the variability of geomechanical slope models.

The aim of future research is to produce regional seismically-induced landslide hazard maps
using the fully probabilistic approach.
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Abstract: Due to the population growth and urban sprawl in Ulaanbaatar city (UB), Mongolia, hazard
and risk analysis for future earthquakes have become an important issue for disaster mitigation
planning. Evaluation of a site effect is one of the essential parts of the earthquake hazard estimation
in this area. The site effect can be evaluated by site amplifications calculated from shear-wave velocity
(VS) models including from bedrock to surface layers. However, it is difficult to assess the pattern of
the site effects in UB because shallow mostly up to 15 m and a small number of investigated VS models
are available in previous studies. In this study, the VS models are estimated using microtremor data at
50 sites and inversion analysis is applied to the observed data in order to evaluate site amplifications
in UB. In particular, the joint inversion technique based on a diffuse field approach is applied to
estimate the VS structures at three sites using the observed horizontal-to-vertical (H/V) spectral
ratios and surface wave phase velocities obtained by Odonbaatar (2011). The rest of the sites are
estimated by the single inversion technique using the observed microtremor H/V spectral ratios
considering the results of the joint inversions. The seismic microzoning in UB is performed based on
the site amplifications computed from the inverted VS models to characterize the pattern of seismic
hazard. The result shows the largest site amplification zone is computed along the Tuul river in the
southeastern part of UB.

Keywords: microtremor H/V spectral ratio; inversion; shear-wave velocity structure; site
amplification; Ulaanbaatar

1. Introduction

Mongolia has been one of the most seismically active intracontinental regions in the world with
four large earthquakes with the magnitudes of around 8 along with their active faults in the western
part of the country during the last century [1]. Compared with western Mongolia, central Mongolia
including Ulaanbaatar’s region (UB) is considered a relatively low seismically active zone. However,
according to the previous investigation [1], there are several active faults such as Hustai, Gunj, and
Emeelt faults. In particular, the Emeelt fault earthquake with the estimated maximum magnitude of
7 [2] has been expected to produce great impact on the UB region because the fault is located at only
around 20 km from UB to the west–southwest direction (see Figure 1).
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In order to consider the disaster mitigation planning for such large earthquakes, the assessments of
ground shaking intensities and building damage for scenario earthquakes are indispensable. Generally,
the ground shaking intensity is determined by evaluating the source effect, path effect and site effect.
The evaluation of site effects is especially essential because the effect of surface soil can generate large
ground motion amplification during the earthquakes. The increase of the amplitude of seismic shaking
can produce severe damage to buildings and infrastructures accompanying a loss of lives. The UB
basin located at the valley of Tuul river has 30 km length and 4 to 10 km width and is filled with
alluvial deposits. According to borehole data and the geological map, the deposit thicknesses are
around 10 to 80 m in most of the area, and the maximum depth is 120 m expected around the Tuul
riverside [3,4]. Since the population of UB city has grown around three times in the last two decades,
the number of building constructions and densities are highly increased, and new construction districts
have been expanded to everywhere in the city area. Especially in the last six years, moderate and
high-rise buildings have been constructed near the Tuul Riverside such as the Zaisan, Yarmagiin Guur,
and Shine Yarmag areas (see Figure 1).

 

Figure 1. Location map of the study area with Japan International Cooperation Agency’s (JICA) report
reference sites and the location of the Emeelt fault.

Odonbaatar [3] performed microtremor array observations at three sites in UB in order to identify
the deep underground structures and estimated the three-dimensional (3D) UB basin model. He also
simulated ground motions using the basin model to discuss the 3D effect on the surface ground motions.
However, the detailed VS structures in UB have not been validated since he developed two layer models
with surface and bedrock layers. Due to the recent project of the Japan International Cooperation
Agency (JICA) in UB city [5], the results of downhole seismic method (PS-logging) investigations
and Spectral Analysis of Surface Wave (SASW) surveys at around 40 sites were reported. Since the
explorations were up to 30 m depth at the maximum, the intermediate and deeper VS structures have
not been elucidated.
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Microtremors (ambient noise of ground) analysis are a low-cost and convenient method to estimate
site characterizations. For example, while horizontal motions are larger than vertical motion on the soft
ground, both horizontal and vertical motions are similar to each other on the stiff ground. In particular,
the Horizontal-to-Vertical (H/V) spectral ratio technique firstly proposed by Nakamura [6] has been
utilized to evaluate the fundamental resonant frequency of grounds [7,8]. The microtremor H/V
spectral ratio (MHVR) has also been used to estimate VS profiles by assuming that the microtremors are
mainly composed of surface waves [9,10]. Recently, diffuse field assumption (DFA) has been proposed
to understand MHVR by assuming a diffuse wavefield containing all types of elastic waves [11,12].
In this theory, MHVR can be numerically computed as the imaginary parts of Green’s functions, and
the theoretical H/V ratio depends on underground layer thickness and elastic properties of soil. Hence
the theory allowed for inverting VS profiles from MHVR [13–16]. One of the authors also examined the
applicability of the DFA for the MHVR-based VS profiling and presented the validity of the technique
for the site characterizations [17].

In this paper, we observe the microtremors at multiple sites in UB areas and apply the inversion
technique to the MHVR in order to reveal the patterns of the VS profiles considering the observations
in the previous studies such as Odonbaatar [3] and JICA’s report [5]. The estimated VS profiles and the
site characteristics are discussed by comparing the existing borehole data, geological and terrain maps.
Finally, the site amplification characteristics obtained from the estimated VS profiles are assessed by
zoning the UB area.

2. Previous Studies for Site Characterizations in UB

In the UB area, around 5000 boreholes were explored by Russian and Mongolian research
expeditions for geotechnical purpose before 1990. Although these data include some geotechnical
information with laboratory tests, those data were surveyed at less than 10 m depth in most of the
sites [18], and they did not include seismic velocity information.

In the previous study by Odonbaatar [3], this study hereafter is referred to as OD, the microtremor
array observations were performed at three sites in UB (Site-1, -2 and -3 in Figure 1) to estimate the
deep underground structures. Since the estimated profiles were developed to create the UB basin
model, the shallow VS structures in the basin were not discussed in detail. Bedrock depth with the VS
of 1600 to 1800 m/s was determined at 40 m to more than 100 m depending on the location.

In the JICA report, on the other hand, the VS profiles were determined by PS-loggings at four
sites (UB_Bo_01 to 04 in Figure 1) and the SASW method at 37 sites (UB_01 to 36 in Figure 1) in the
central UB area [5]. Since the depths of the VS profiles are less than 30 m and around 10 m at most
sites, deeper VS structures have not been explored. They were never validated by other data sources
such as MHVR. Furthermore, significant discrepancies between the VS profiles derived by these two
techniques were found even at the same site, indicating the uncertainty of the techniques. For those
reasons, we conduct the microtremor observations at UB and apply the inversion technique to the
observed MHVRs to derive the VS profiles and evaluate the site amplification characteristics.

3. Microtremor Observations

The microtremors at more than 50 sites are measured by single-site observations in the city
from 25 March 2018 to 15 April 2018. The locations of the observation sites are shown in Figure 2.
The·coordinates of the array observation sites in OD’s study and the JICA report sites are used for the
observations, and we measure at the same locations in the most sites. Only a few sites are located in a
special prohibited zone such as a pure water collecting zone of UB city. It was forbidden to enter that
zone, so the microtremors are measured as close to the target sites as possible.
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Figure 2. Microtremor observation sites in Ulaanbaatar city. Values in brackets indicate peak frequencies
identified from microtremor horizontal-to-vertical ratios (MHVRs).

In the observations, we use the portable handheld microtremor sensor of GEODAQS-2S3D
developed by ANET Inc., Ueda-shi, Japan. The sensor can measure the ambient ground motions in
velocity with the lower limit of the frequency of 0.5 Hz (period of 2.0 s). The sampling of 100 Hz is
applied during the observation, indicating the frequency coverage from 0.5 Hz to 50 Hz. We have
measured the microtremor at the surface of the ground and recorded for three to ten minutes. Due to
the heavy traffic, the measurements are basically conducted in the early morning.

The MHVRs (HVobs) are calculated from Equation (1) shown below:

HVobs( f ) =

√
NS( f )2 + EW( f )2

UD( f )
(1)

where the scripts NS and EW represent the Fourier spectra for north–south (NS) and east–west (EW)
components, respectively, while the UD corresponds to the up-down (UD) component in frequency f
in Hz. The Parzen window with a bandwidth of 0.3 Hz is applied for the Fourier spectrum. Three
20.48 s duration parts with less traffic and artificial noises are extracted from the records, and mean
values of the three MHVRs are calculated.

The observation conditions and the observed MHVRs at the typical three sites are shown in
Figure 3. The red number with an arrow indicates peak frequencies of the MVHRs. The peak
frequencies vary from 0.8 to 16.2 Hz, showing different site conditions in the city. The identified peak
frequencies of the MHVRs are shown in the values in brackets in Figure 2. The peak frequencies are
different site by site. The northern locations such as BO2, B12, S38, KUI and B26 near the mountain
have a higher frequency (9.5 to 16.2 Hz) or no peak. These results indicate shallow sedimentary depth
or rock sites. On the other hand, lowest peak frequencies (0.8 to 5.0 Hz) are observed in the most sites
around the Tuul river basin such as BO3, B25, B32, and B37 probably due to the thick sediment.

In addition, the peak amplitudes of MHVRs near the mountain sites are much lower than those
at the Tuul riverside area. This result suggests that large site amplifications are expected in the Tuul
riverside area.
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Figure 3. Typical site observation photos and observed H/V spectral ratios at B30, B28, and BO3.

4. Inversion Analysis of Microtremor Data

4.1. Joint Inversion of H/V Spectral Ratio and Surface Wave Dispersion Curve

According to the previous inversion studies of MHVR [10,15], joint inversion of MHVR and surface
wave dispersion curve is more effective than a single inversion of MHVR to avoid the non-uniqueness
of VS and thickness during the VS profile estimation. Therefore, the joint inversion of the MHVRs with
dispersion curve obtained in the OD’s microtremor array observations [3] are applied at Sites 1, 2 and 3.

First, we evaluate the estimated VS profiles in the OD’s study (OD models) by comparing
theoretical H/V spectral ratio (HVR) with the observed MHVRs. The circles in Figure 4a indicate the
observed MHVRs. The data is resampled at the equal intervals in the common logarithm scale for the
following inversion analysis. The dotted lines in Figure 4a show the theoretical HVRs computed from
the OD models by the diffuse field theory at Site-1, 2 and 3. The observed phase velocities and VS
profiles of the OD models [3] are shown by circles in Figure 4b and dotted lines in Figure 4c, respectively.
The dotted lines in Figure 4b show the standard deviations of the phase velocities obtained from the
array observations. As shown in Figure 4a, the theoretical values by the OD models do not match the
observed MHVRs especially at Site-2 and Site-3, suggesting that the OD models need to be modified
using not only the dispersion curves but also the MHVRs.

The inversion technique requires search limits for the thickness and VS for each soil layer generally
based on geology, borehole, and geophysical test results. In this study, search limits are assumed for
each site considering the OD model for deeper structures and JICA’s report at the closest sites for
shallower structures. The search limits for Site-1, 2, and 3 are shown in Tables 1–3. The search limits
are set to cover the existing models. The VS of the lowest layers are fixed at 1800 m/s because the VS
of the bedrock was defined at around 1800 m/s in the OD models [3], and the phase velocities were
obtained up to about 1500 m/s in the dispersion curves as shown in Figure 4b.

In addition, VP and soil density for each layer requires calculating theoretical HVR. Based on the
previous PS-loggings in the JICA’s report [5], the relationship between VS and VP is modeled by linear
regression analysis as shown in Equation (2):

VP = 0.00162V2
S + 1.403VS + 14.9. (2)

Equation (2) is used to set the search limit for VP in the inversion analysis for the layer of VS of
less than 800 m/s because the shallow VS structures up to the VS of around 800 m/s were obtained in
JICA’s report. If the VS is higher than 800 m/s, the relationship developed by Kitsunezaki et al. [19]
shown in Equation (3) is applied:

Vp = 1.11VS + 1290 (3)
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Figure 4. (a) Comparison of observed and theoretical and observed H/V spectral ratios; (b) Comparison
of observed and theoretical surface wave dispersion curves and (c) Shear-wave velocity profiles obtained
by joint inversion at Site-1, 2, and 3.

Soil density for each layer is assumed at general values as shown in Tables 1–3.
In this study, the Simulated Annealing method [20] is applied during the inversion analysis because

it was already successfully used in the inversion of dispersion curves and MHVR [15]. We performed
10 inversions per site with different initial sets of randomly-generated models and selected the best
structure with the smallest misfit (best fit model).
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Misfit between the theoretical values and observed values in MHVR and dispersion curve is
minimized in the joint inversion process. Misfit Γ is defined in Equation (4) as shown below:

Γ =
2(1− ξ)

n

n∑
i=1

(HVobs( fi) −HVth( fi))
2

HV2
obs( fi)

+
2ξ
m

m∑
i=1

(DCobs( fi) −DCth( fi))
2

DCobs
2( fi)

(4)

where ξ = n/(n + m) is cost function, n number of data with H/V spectral ratio is 41 at each site, and m
number of data with dispersion curves is different for each location. Because the amount of data in
the obtained dispersion curves varied, m = 42 at Site-1, m = 27 at Site-2 and m = 16 at Site-3 are used.
Even if the amount of data of both observables is not the same, the cost function does not change [13].
H/Vobs and H/Vth represent the target measurements and calculated MHVRs for the current model
in a frequency fi. DCobs and DCth are the experimental measurements and the estimated dispersion
curve for the current model. In the preliminary analysis with the cost function of 0.5, the observed
and inverted MHVRs showed a significant difference. Therefore, the cost is changed to 0.8 to increase
the weight for the MHVR than for the dispersion curve. The results of the inversions are shown in
solid thick lines in Figure 4. The solid lines in Figure 4a,b indicate the theoretical values obtained
from the inverted VS profiles shown in Figure 4c. Gray lines in Figure 4c indicate variations of the
inverted models, Site-2 and Site-3’s other models are almost identical to each other. However, a shallow
part of the models is the same; a deeper part has around 50-meter difference in Site-1. It means that
variabilities of the deeper structure are much smaller in the joint inversion. The theoretical values
show good agreement with the observed values, especially better agreement for the MHVRs than those
by the OD models. On the other hand, the theoretical dispersion curves show less agreement with the
observed values than those by the OD models, especially at Site-3. This difference indicates that it
is difficult to find a model that accurately reproduces both types of observation data. Considering
the variability of the dispersion curve at Site-3, we accepted the inversion result since the theoretical
values are within the standard error (mean plus minus one standard deviation).

Table 1. Initial inversion parameter ranges for Site-1.

Layer Thickness (m) VS (m/s) VP (m/s) Density (kg/m3)

1 0–20 200–600 350–1400 1600–1800
2 0–80 250–800 450–2400 1700–1900
3 0–100 400–1200 830–2600 1800–2000
4 0–100 1200–1500 2600–2950 1900–2100
5 - 1800 3280 2000–2200

Table 2. Initial inversion parameter ranges for Site-2.

Layer Thickness (m) VS (m/s) VP (m/s) Density (kg/m3)

1 2–8 200–500 360v1120 1600–1800
2 2–8 300–700 580–1790 1700–1900
3 4–104 400–1000 830–2400 1800–2000
4 4–100 1200–1500 2620–2950 1900–2100
5 - 1800 3280 2000-2200

Table 3. Initial inversion parameter ranges for Site-3.

Layer Thickness (m) VS (m/s) VP (m/s) Density (kg/m3)

1 2–8 160–600 280–1400 1600–1800
2 2–8 300–700 580–1790 1700–1900
3 4–104 400–1000 830–2400 1800–2000
4 4–100 1200–1500 2600–2950 1900–2100
5 - 1800 3280 2000–2200
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The estimated bedrock depths vary 50 to 80 m showing larger depths at Site-1 and 3 than at Site-2.
Since the Site-1 and Site-3 are located near the Tuul river as shown in Figure 1, thicker sediments are
expected in the riverside area than in the central UB such as Site-2.

4.2. Single Inversion of H/V Spectral Ratio

In this part, single inversion analysis is applied to the observed MHVRs to estimate VS profiles at
the observation sites except for Site-1, 2 and 3. Blind single inversion can be quite costly because it may
imply a huge search within the parameter space and the convergence can require a long time or even
not be reached. In order to sharpen the search of solutions, we define search limits of target values
using existing shallow VS profiles [5] with the previous joint inverted results for deep underground
structures. For example, a typical site search limit comparing with JICA’s report is shown in Table 4.

In the single inversion, the misfit ΓHV was defined in Equation (5) as below:

ΓHV =
n∑

i=1

(HVobs( fi) −HVth( fi))
2

HVobs
2( fi)

(5)

where HVobs and HVth represent target measurements and calculated MHVR for a current model at
frequencies fi [15].

Table 4. Initial inversion parameter of the typical site (UB25).

JICA’s Report This Study

Layer Thickness (m) VS (m/s) Thickness (m) VS (m/s)

1 0–4 207–323 0–20 150–500
2 0–6 436–703 0–50 180–1000
3 - - 0–100 600–1500
4 - - - 1800

The H/V spectral amplitudes have no peak or are smaller than a factor of 2 at a few sites located in
the mountain areas. These sites are eliminated in the inversion process because it would be difficult
to accurately estimate VS profiles due to the uncertainties during the inversion analysis. Figure 5
shows the observed and inverted MHVRs of 40 sites. The black line indicates the observed MHVRs,
the red line indicates inverted best results of MHVRs, and gray lines show the results of other inverted
models. At most of the sites, the misfits of the inversion process are small. It is considered that the
difference between the observed and inverted MHVRs are similar in shape and amplitude. Figure 6
shows the inverted VS profiles of the sites in UB. The VS profiles are up to 160 m depth in most of the
sites. In some sites such as UB_08, UB_33, UB_34, and UB_Bo_03, the bedrock depths are estimated
at around 200 m depth, which is slightly deeper than those expected in the previous research [3,4]
because the predominant frequencies are found at approximately 1 Hz or less. Since the information
for the deeper underground structures in UB is very limited, further detailed observations such as
much larger-scale microtremor array observations would be required to justify the deeper parts of the
estimated VS profiles. The main objective of this study is to evaluate the site effects in UB area. In order
to discuss the effect of the bedrock depth on site amplifications, sensitivity analysis is performed by
using the estimated VS profile in UB33 where the estimated bedrock depth is 203 m. Table 5 shows
the VS profile calculated in UB33. We prepare three other models (Model-1, 2 and 3) by changing the
thickness of the third layer from 98 m to 80 m, 60 m, and 40 m. The bedrock depths of the three models
correspond to 185 m, 165 m, and 145 m, respectively. The site amplifications are calculated from the
four models by one-dimensional elastic wave propagation theory of SH-wave [21]. The damping
factor of 0.03 is given to all the layers. Figure 7 shows the calculated site amplifications for the models.
The amplification factors around 1.0 Hz are slightly shifted to a higher frequency by reducing the
thickness of the third layer. However, the change of the site amplification factors among the models
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are quite small and negligible. This indicates that the thickness of the deep layers does not largely
influence the site amplifications.

 

Figure 5. Observed and theoretical MHVRs obtained by single inversion; the black line indicates
observed MHVR; the red line indicates inverted best MHVR; the gray lines indicate inverted models.
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Figure 6. Estimated shear-wave velocity profiles of all sites obtained from microtremor single inversions.

4.3. Comparison with Borehole Data

In order to validate the shallow VS profiles, we compare the estimated profiles with the existing
borehole data. In the geotechnical map in UB [18], cross-sections of geological profiles were included.
Based on the map, the profiles are compared at five sites located close to the cross-sections with the
borehole information. Figure 8 shows the comparison of the borehole data and the inverted VS profiles.
Depths of the cross-sections are up to 60 m in the sites. According to the borehole data, the soil consists
of gravel with clay or sand in upper layers and weathered shale or rocks in lower layers at most of the
sites. The thickness of the inverted layers almost corresponds to the boundaries of the soil types in
the borehole.

The VS corresponding to the gravel with clay and sand layers are 400 to 1000 m/s while the VS
corresponding to the weathered shale and rock are 1000 to 1500 m/s. The results show some justification
for the inverted shallow VS structures.

Table 5. The parameters for sensitivity analysis (UB33).

№
Estimated Model-1 Model-2 Model-3

VS (m/s) Thickness (m) Thickness (m) Thickness (m) Thickness (m)

1 327.7 19.4 19.4 19.4 19.4
2 769.2 85.2 85.2 85.2 85.2
3 1054.02 98.5 80.0 60.0 40.0
4 1800.0 - - - -

Figure 7. Variations of theoretical site amplification analysis.
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Figure 8. Comparison of estimated shear-wave velocity profiles and existing borehole data.

4.4. VS30 Distribution in UB.

Time-averaged shear-wave velocity in upper 30 m depth (VS30) has been used as an index of site
characteristics in many applications such as ground motion prediction equations, building codes and
earthquake hazard maps. In order to evaluate the pattern of VS30s in UB, the VS30s are calculated from
the VS profiles inverted in the previous section.

Figure 9a shows VS30 distribution with the geotechnical map of UB [18]. According to this map,
the UB basin has consisted mostly of Alluvium, Alluvium-Diluvium, Fluvial deposits, and the northern
part has included of Neogene. The geological period of deposits is mostly Quaternary; an epoch is
Holocene to Pleistocene. Bedrocks are mainly comprised of carboniferous shallow marine sedimentary
rocks and Devonian to Carboniferous accretionary complex. Along the Tuul river, it is covered by
sediments of sand, gravel, and mud, which is transported by the rivers. In addition, Selbe, Uliastai,
Bilgekh, and Tahilt rivers are located around Ulaanbaatar city. All of these rivers are affected by the
boundary of deposits and geotechnical conditions of the UB basin.

Figure 9b shows the map of VS30 distribution in UB paired with the 7.5-arcsecond resolution digital
elevation model (DEM) of the Global multi-resolution terrain elevation data 2010 [22]. The elevation in
Ulaanbaatar’s central area is 1280 to 1350 m above the sea level, and those in northern and southern
mountains are higher than 2100 m.

Larger VS30 sites (larger than 750 m/s) are located near the mountain area such as UB20, UB22,
KUI, and UB11. Smaller VS30 sites (less than 450 m/s) are distributed in the lower elevation area.
In addition, the VS30s smaller than 450 m/s are expected near the Uliastai river such as UB34, UB33
and UB29 located in the eastern part of UB. In the central part of UB, the VS30 with 450 to 600 m/s are
distributed such as CSU and TDB sites. Most of the sites in UB are classified to class C or B in the VS30

categories of the National Earthquake Hazards Reduction Program (NEHRP) [23], indicating that the
site conditions are basically stiff and almost no very soft soils are expected in UB.
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Figure 9. (a) VS30 distribution map with geotechnical map [18]; (b) VS30 distribution map with a digital
elevation model (DEM).

5. Site Effect Assessment

Concerning seismic hazards, key questions are whether high seismicity rate is representative of
what we may expect in the future and what the hazard assessment is with smaller, but more frequent
events. Site effects characterized by site amplifications would be necessary for seismic hazard mapping
and microzoning would also convenient for understanding the patterns of the site amplification.
In this study, the microzonation in UB is evaluated based on the site amplifications calculated from the
inverted VS profiles.

At first, when we consider the geotechnical map [18] and the terrain map, the total area of UB
is divided into three zones, such as the northern part mountain area, the central part along the Tuul
river and the southern part. Then, we consider the site amplification characteristic at each site; almost
the same amplitude and amplified frequency (around 2 to 3 Hz) are observed at sites in the western
side of the central part. Finally, if we carefully look at the site amplifications at the rest of sites in the
central part, largest amplitude and amplified frequency (around 5 to 6 Hz) sites are located in the
southeastern zone along the Tuul river. Finally, we can divide all the sites into five amplification zones
as shown in Figure 10. The distribution of the average site amplifications for 1.0–1.25 Hz, 3.33–5.0 Hz,
and 6.67–10.0 Hz in the sites are displayed in Figure 10. The H/V spectral ratios for each zone and
theoretically calculated site amplification in the zones are shown in Figures 11 and 12. In addition,
if we look at the H/V spectral ratios, predominant frequency and amplitude of each site’s H/V spectral
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ratios are also similar to each other in the same zone. Zone-I is located in the western part of the UB
basin and north of the Tuul river, showing larger amplifications in around 2 to 3 Hz. Zone-II is in
the southwestern part of UB and south of the Tuul river. Recently, newly developed built-up areas
have been expanded to this zone. Moderate to small amplifications are expected in the zone. Zone-III
is in the northern part of UB along the Bilgekh and Selbe rivers. As described above, these sites are
located in higher elevation zones, and the VS30s are also larger than other areas. Small amplifications
are expected for all frequency ranges in the zone. Zone-IV includes the central part of UB located in
north of the Selbe river. Intermediate to large amplifications are calculated. Zone-V covers the eastern
and southern parts of UB. This zone contains the major rivers such as Uliastai and Tuul rivers. Since
the smaller VS30s are estimated in the region, the highest amplifications are obtained in UB, especially
for the frequencies higher than 3 Hz as shown in Figure 12. Since thick sediments are determined in
the zone as discussed above, stronger ground shaking would be excited in future earthquakes than
other zones. In particular, newly urbanized areas have been expanded to the area of Zone-V as shown
in Figure 13, indicating that it might be a higher risk in such new construction districts.

 

 

Figure 10. Cont.
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Figure 10. Distribution of site amplifications with the zoning map for (a) 1.0–1.25 Hz, (b) 3.33–5.0 Hz,
and (c) 6.67–10 Hz.

  

  

Figure 11. Observed H/V spectral ratios for each zone in Ulaanbaatar city (UB).

Figure 12. Theoretical site amplifications for each zone in Ulaanbaatar (UB).
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Figure 13. Photographs of newly constructed high-rise buildings in Zone-V. (Left: taken by authors on
20 March 2018, Right: taken on 14 March 2019).

6. Conclusions

In this research, the shear-wave velocity model of UB is computed using microtremor data and the
previous investigations for evaluating site amplifications and assessing seismic zoning in Ulaanbaatar
city (UB). At first, the shear-wave velocity (VS) profiles in UB are estimated from the inversion analysis
of the observed microtremor H/V spectral ratios (MHVRs) based on the diffuse field assumption.
The joint inversions of the MHVRs and the surface wave dispersion curves obtained in the previous
study are applied to the three sites in UB. In addition, the single inversion of the MHVRs estimates
the VS profiles for the rest of the sites. A comparison between the inverted shallow VS profiles and
the geological borehole information has shown that reliable results within the capabilities and the
resolution of the methods could be achieved.

Finally, the seismic microzoning is performed based on the site amplifications obtained from the
inverted VS profiles to characterize the patterns of seismic hazards. The UB areas are divided into five
zones considering the site characterizations. Most significant site amplifications are expected around
the Tuul river area, which consists of the deepest sedimentary deposit. In particular, Zone-V is the
largest site amplified area, which means considerable risk for a newly constructed building district.
Strong ground motion predictions and building damage estimation for scenario earthquakes based on
the site characterization of this study will be performed in future works.
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Abstract: Generalized linear models are routinely used in many environment statistics problems
such as earthquake magnitudes prediction. Hu et al. proposed Pareto regression with spatial random
effects for earthquake magnitudes. In this paper, we propose Bayesian spatial variable selection
for Pareto regression based on Bradley et al. and Hu et al. to tackle variable selection issue in
generalized linear regression models with spatial random effects. A Bayesian hierarchical latent
multivariate log gamma model framework is applied to account for spatial random effects to capture
spatial dependence. We use two Bayesian model assessment criteria for variable selection including
Conditional Predictive Ordinate (CPO) and Deviance Information Criterion (DIC). Furthermore,
we show that these two Bayesian criteria have analytic connections with conditional AIC under
the linear mixed model setting. We examine empirical performance of the proposed method via a
simulation study and further demonstrate the applicability of the proposed method in an analysis of
the earthquake data obtained from the United States Geological Survey (USGS).

Keywords: earthquake hazard; DIC; CPO; model selection

1. Introduction

The earthquake magnitude data has become increasingly popular over the last decade. Statistical
models for earthquake have been proposed since 1800s. Since large earthquakes are rare, it is difficult
to fit simple linear models. Many different parametric models (Gamma model, Weibull model) have
been considered to analyze earthquake magnitudes, but some earthquakes with very small magnitudes
are not reported by seismic centers. The Pareto-type distribution is a popular choice for analyzing
earthquake magnitudes data (e.g., [1–3]), as the Pareto distribution is a heavy-tailed distribution with
a lower threshold. In statistical analysis, a regression model is used to connect dependent covariates
of earthquakes to the magnitude of the earthquake. A generalized linear model strategy can be used
for the Pareto regression. Existing seismology literatures pay less attention to spatially dependent
structure on earthquake magnitudes. They just built simple linear regression models or generalized
linear models to explore covariates effects on earthquake magnitudes [4]. Hu and Bradley [5] proposed
using the Pareto regression with spatial random effects for earthquake magnitudes, but they did not
consider the model selection problems. In order to have more explicit understanding of dependent
covariates of earthquake magnitudes, variable selection approaches should be considered in a Pareto
regression model with spatial random effects.

Variable selection and Bayesian statistics have received widespread attention and become
increasingly important tools in the field of environment and ecology [6,7]. For hierarchical spatial
model, it is difficult to do inference for latent variables. Bayesian approach provides a convenient
way for estimating latent variables in hierarchical models. Compared with the frequentist approach,
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a Bayesian approach can bring some prior information on parameters of the model. It is an important
part of a statistical analysis. In practice, we may want to measure how good a model is for answering
a certain question or comparing different models to see which model is best suited. There are
many popular variable selection criteria, including Akaike’s information criterion (AIC) [8] and
Bayesian information criterion (BIC) [9], Bayes factor, conditional predictive ordinate (CPO) [10,11],
L measure [12], and the deviance information criterion (DIC) [13]. Chen et al. [14] provide the
connections between these popular criteria for variable subset selection under generalized linear
models. However, there are some difficulties for Bayesian variable selection to carry out because of the
challenge in assigning prior distributions for the parameters. In order to tackle this issue, we consider
the multivariate log-Gamma distribution (MLG) based on Bradley et al. [15], which is conjugate with
the Pareto distribution [5]. Hence, the Bayesian approach to variable selection is straightforward for
our model. Consequently, we use CPO and DIC criteria to carry out Bayesian variable selection for
Pareto regression models due to the performance of the conjugate priors (see [16], for a discussion).

Both CPO and DIC are criteria-based methods and they have some advantage over other criteria.
Compared with regularized estimation approach, these two criteria consider goodness of fit of
the candidate models. Furthermore, compared with negative log probability density or RMSE for
predictions, these two criteria consider the model complexity. Like the AIC or BIC, these two criteria
compromise the tradeoff between the goodness of fit and model complexity. The CPO provides a
site-specific model fit metric that can be used for exploratory analysis and can be combined at the
site to generate a logarithm pseudo marginal likelihood (LPML) as an overall model fit measure.
The CPO is based on leave-one-out-cross-validation. It estimates the probability of observing data on
one particular location in the future if after having already observed data. The LPML is a leave-one-out
cross-validation with log likelihood as the criteria which can be easily obtained from an Markov chain
Monte Carlo (MCMC) output (see [17]). More details about two criteria will be discussed in Section 2.2.
The major contribution of this paper is that we introduce two Bayesian model selection criteria in
generalized linear model with spatial random effects. Furthermore, we exam the relationship between
the two criteria with conditional AIC (cAIC) in random effects model. Other than the variable selection
problem in regression model, our criteria can also be used in model selection in the presence of spatial
random effects. In general, our proposed criteria can select important covariates and random effects
model simultaneously.

The remaining sections of this article are organized as follows. Section 2 introduces our proposed
statistical model, and review two Bayesian model assessment Criteria including LPML and DIC [13].
In Sections 3 and 4, we present MCMC scheme and a simulation study for two scenarios, and use
two criteria to select true model. In Section 5, we carry out a detailed analysis of the US earthquake
dataset from United States Geological Survey (USGS) and use two criteria to select the best model(s).
Finally, Section 6 contains a brief summary of this paper. For ease of exposition all proofs are given
Appendix A.

2. Methodology

2.1. Pareto Regression with Spatial Random Effects

In many regression problems, normality may not be always held. Generalized linear models allow
a linear regression model to connect the response variable with a proper link function. For some heavy
tailed data with minimum value, it is common to use the Pareto model to fit these data. From the
expression of Gutenberg–Richter law, it is possible to derive a relationship for the logarithm of the
probability to exceed some given magnitude. The standard distribution used for seismic moment is the
Pareto distribution. The Pareto distribution has a natural threshold. In practice, people do not take more
consideration on “micro” (magnitude from 1–1.9) or “minor” (magnitude from 2–2.9) earthquakes.
Compared with exponential distribution, Pareto distribution is a heavy tailed distribution. Heavy tailed
distributions tend to have many outliers with very high values. The heavier the tail, the larger
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the probability that you will get one or more disproportionate values in a sample. In earthquake
data, most recorded earthquakes have a magnitude around 3–5, but sometime there will have some
significant earthquakes with large magnitude. Hu [5] used Pareto regression to model earthquake
magnitudes, since the Pareto distribution is a heavy tailed distribution with a threshold. Earthquake
magnitude data also has a threshold, since people consider earthquake only over a certain magnitude.
Based on the generalized linear model setting, we can build Pareto regression model as

f (z) = exp(μ(s))zexp(μ(s))
m z−1−exp(μ(s)) z ≥ zm, (1)

where s ∈ D ⊂ R2 is a spatial location, μ(s) = β0 + β1X1(s) + ... + βpXp(s), Xi(s) is i-th covariate on
location s and zm is the minimum value of the response variable. Under this model, the log shape
parameter is modeled with a fixed effects term.

The model in Equation (1) does not include spatial random effects. Consequently, it is implicitly
assumed that α(s) and α(w) are independent for s = w. But for many spatial data, it is not realistic to
assume that α(s) and α(w) are independent. We can add the latent Gaussian process in the log-linear
model so that the generalized linear model becomes a generalized linear mixed model (GLMM).
Specifically, we assumed

log{α(s)} = β′X(s) + w(s) s ∈ D, (2)

W ∼ N{0, σ2
wH(φ)}, (3)

where W is an n-dimensional vector of (w(s1), . . . , w(sn))′, H(φ) is a n × n spatial correlation matrix,
and {s1, . . . , sn} ∈ D are the observed spatial locations. The natural strategy to consider spatial
correlation is to use in light of Tobler’s first law that “near things are more related than distant
things” [18]. Spatial random effects allow one to leverage information from nearby locations. Latent
Gaussian process models have become a standard method for modeling spatial random effects [19].
Based on Gaussian process structure, the nearby observations will have higher correlation.

For the latent Gaussian process GLMM, we can build the following hierarchical model:

Data Model : Z(si)|W , β, σ2, φ
ind∼ Pareto(Zm, eμ(si)); i = 1, . . . , n

Process Model : W |φ, σ2
w ∼ MVN{0, σ2

w H(φ)}
Parameter Model 1 : β j ∼ N(0, σ2

j ); j = 1, ..., p

Parameter Model 2 : σ2
j ∼ IG(a1, b1); j = 1, ..., p

Parameter Model 3 : σ2
w ∼ IG(a2, b2)

Parameter Model 4 : φ ∼ IG(a3, b3), (4)

where “IG” is a shorthand for inverse gamma, “MVN” is a shorthand for multivariate normal, and “N”
is a shorthand for a univariate normal distribution. For the Pareto regression model, the normal prior is
not conjugate. A proper conjugate prior for the Pareto regression will facilitate the development of an
efficient computational algorithm. Chen and Ibrahim [16] proposed a novel class of conjugate priors for
the family of generalized linear model. But they did not show the connection between their conjugate
prior and gaussian prior. Bradley et al. [20] proposed the multivariate log-gamma distribution
as a conjugate prior for Poisson spatial regression model and established a connection between
a multivariate log-gamma distribution and a multivariate normal distribution. The multivariate
log-gamma distribution is an attractive alternative prior for the Pareto regression model due to
its conjugacy.

We now present the multivariate log-gamma distribution from Bradley et al. [20]. We define
the n-dimensional random vector γ = (γ1, ..., γn)′, which consists of n mutually independent
log-gamma random variables with shape and scale parameters organized into the n-dimensional
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vectors α ≡ (α1, ..., αn)′, and κ ≡ (κ1, ..., κn)′, respectively. Then define the n-dimensional random
vector q as follows:

q = μ + Vγ, (5)

where V ∈ Rn ×Rn and μ ∈ Rn. Bradley et al. [20] called q the multivariate log-gamma random
vector. The random vector q has the following probability density function:

f (q|c, V , α, κ) =
1

det(V)

(
m

∏
i=1

1
Γ(αi)κ

αi
i

)
exp[α′V−1(q − μ)− κ(−1)′ exp{V−1(q − μ)}]; q ∈ Rn, (6)

where “det” represents the determinant function. We use “MLG (μ, V , α, κ)” as a shorthand for the
probability density function in Equation (6).

According to Bradley et al. [20], the latent Gaussian process is a special case of
the latent multivariate log-gamma process. If β has a multivariate log-gamma distribution
MLG(0, α1/2V , α1, 1/α1). When α → ∞, β will converge in distribution to the multivariate normal
distribution vector with mean 0 and covariance matrix VV ′. α = 10,000 is sufficiently large for this
approximation. MLG model is a more saturated model than Gaussian process model. For the Pareto
regression model, the MLG process is more computationally efficient than the Gaussian process.
In following hierarchical model, we refer to β and W as following an MLG distribution with q, 0p and
0n being the first parameter of MLG corresponding to μ, and Σ1/2

W and Σ1/2
β are the second parameter

of MLG like V .
In order to establish conjugacy, we build a spatial GLM with latent multivariate log gamma

process as follows:

Data Model : Z(si)|W , β, σ2, φ
ind∼ Pareto(Zm, eμ(si)); i = 1, . . . , n

Process Model : W |φ, σw ∼ MLG(0n, Σ1/2
W , αW1n, κW1n)

Parameter Model 1 : β ∼ MLG(0p, Σ1/2
β , αβ1p, κβ1p)

Parameter Model 2 : σ2 ∼ IG(a1, b1);

Parameter Model 3 : σ2
w ∼ IG(a2, b2)

Parameter Model 4 : φ ∼ IG(a3, b3), (7)

where Zm defined baseline, μ(si) = X(si)β + W , ΣW = σ2
w H(φ), Σβ = σ2diag(p), αW > 0,

αβ > 0, κW > 0, and κβ > 0.

2.2. Bayesian Model Assessment Criteria

In this section, we consider two Bayesian model assessment criteria, DIC and LPML. In addition,
we introduce the procedure to calculate DIC and LMPL for the Pareto regression model with spatial
random effects. Let β(M) denote the vector of regression coefficient under the full model M. Also let
β(m) and β(−m) denote the corresponding vectors of regression parameters included and excluded in
the subset model m. Then, β(M) = β = ((β(m))′, (β(−m))′)′ holds for all m, and β(−M) = ∅.

2.2.1. DIC

The deviance information criterion is defined as

DIC = Dev(θ̄) + 2pD, (8)
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where Dev(θ̄) is the deviance function, pD = Dev(θ) − Dev(θ̄) is the effective number of model
parameters, and θ̄ is the posterior mean of parameters θ, and ¯Dev(θ) is the posterior mean of Dev(θ).
To carry out variable selection, we specify the deviance function as

Dev(β(m)) = −2
n

∑
i=1

log( f (β(m))|Di), (9)

where Di = (Yi, Xi, Ŵi), f (.) is the likelihood function in Equation (7), Ŵi is the posterior mean of the
spatial random effects on location si, β(m) is the vector of regression coefficient under the m-th model.
In this way, the DIC criterion is given by

DICm = Dev(β̄(m)) + 2p(m)
D , (10)

where

2p(m)
D = ¯Dev(β(m))− Dev(β̄(m)), (11)

where β̄(m) = E[β(m)|D], and ¯Dev(βm) = E[Dev(β(m))].

2.2.2. LPML

In order to calculate the LPML, we need to calculate CPO first [14]. Then LPML can be obtained as

LPML =
n

∑
i=1

log(CPOi), (12)

where CPOi is the CPO for the i-th subject.
Let D(−i) denote the observation data with the i-th observation deleted. The CPO for the i-th

subject is defined as

CPOi = f (Yi|Xi, D(−i)) =
∫

f (Yi|Xi, β)π(β|D(−i))dβ, (13)

where π(β|D(−i)) is the posterior distribution based on the data D(−i).
From Chapter 10 of Chen et al. [21], CPO in (13) can be rewritten as

CPOi =
1∫ 1

f (yi |β,W ,Xi)
π(β|D)dβ

. (14)

A popular Monte Carlo estimate of CPO using Gibbs samples form the posterior distribution is
given as D instead of D(−i). Letting {βb, b = 1, · · · , B} denote a Gibss sample of β from π(β|D) and
using (14), a Monte Carlo estimate of CPO−1

i is given by

̂CPO
−1
i =

1
B

B

∑
b=1

1
f (Yi|βb, Xi, Ŵi)

. (15)

So the LPML defined as

LPMLm =
n

∑
i=1

log(̂CPOi). (16)

In the context of variable selection, we select a subset model, which has the largest LPML value
and/or the smallest DIC value. In practice, if we have two different results based on two criteria,
we will choose both models which were selected by two criteria as the best models. In addition, we can
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do more diagnostics for the two candidate models. DIC compromises the goodness of fit and the
complexity of the model. The CPO is based on leave-one-out-cross-validation. The LPML, the sum of
the log CPO’s, is an estimator for the log marginal likelihood.

2.3. Analytic Connections between Bayesian Variable Selection Criteria with Conditional AIC for the Normal
Linear Regression with Spatial Random Effects

The Akaike information criterion (AIC) has been applied to choose candidate models in the
mixed-effects model by integrating out the random effects. A conditional AIC was proposed to be
used for the linear mixed-effects model [22] under the assumption that the variance-covariance matrix
of random effects is known. Under the this assumption, we establish analytic connections of DIC and
LPML we proposed in Section 2.3 with cAIC. We have the following linear regression model with
spatial random effects:

yi = Xiβ + wi + εi, (17)

where β is a p × 1 vector of fixed effects, wi is spatial random effects for individual i. The cAIC is
defined as:

cAIC = −2log(β̂|X, y, ŵ) + 2k, (18)

where X is with full rank k. Having the MLE of β, we can have

cAIC = −nlog(
1

2πσ2 ) +
1
σ2 SSE + 2k, (19)

where SSE = (y − ŷ)′(y − ŷ), ŷ = (ŷ1, ..., ŷn)′, ŷi = Xi β̂ + ŵi.
From [14], we can have DIC and LPML for the linear regression model with spatial random effects

as follows

DIC(a0) = −nlog(
1

2πσ2 ) +
1
σ2 SSE∗ + 2(1 + a0)

1 + 2a0
2k, (20)

and

LPML(a0) = −nlog(
1

2πσ2 ) +
1
σ2 SSE∗ + (1 + a0)

1 + 2a0
k + R, (21)

where SSE∗ is calculated by posterior mean, a0 = 0 with conjugate prior for likelihood model,

R = − 2(1+a0)
2

1+2a0
R∗, R∗ is the remainder of Taylor expansion. So in the conjugate prior condition,

our proposed Bayesian variable selection criterion is similar with cAIC for the linear regression model
with spatial random effects.

3. MCMC Scheme

The algorithm requires sampling the all parameters in turn from their respective full conditional
distributions. We assume that β, W are independent a priori. We further assume β ∼
MLG(0p, Σ1/2

β , αβ1p, κβ1p) and W ∼ MLG(0n, Σ1/2
W , αW1n, κW1n). Thus, sampling from p(β|·) ∝

exp
{

α′
β Hββ − κ′

β exp(Hββ)
}

and p(W|·) ∝ exp
{

α′
W HWW − κ′

W exp(HWW)
}

is straightforward.

For ΣW = σ2
w H(φ) and Σβ = σ2diag(p), we assume that σ2 ∼ IG(a1, b1), σ2

w ∼ IG(a2, b2)

and φ ∼ IG(a3, b3), that is, p(σ2|a1, b1) ∝ MLG(0, Σ1/2
β , αβ1p, κβ1p) × IG(a1, b1), p(σ2

w|a2, b2) ∝

MLG(0, Σ1/2
W , αw1n, κw1n) × IG(a2, b2), and p(φ|a3, b3) ∝ MLG(0n, Σ1/2

W , αw1n, κw1n) × IG(a3, b3).
The sampling scheme for these three parameters is not straightforward. We use a Metropolis–Hasting
algorithm to sampling from three parameters. The other difficulty is how to compute the
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log-determinant of a matrix. Because we are using a log-likelihood function, the formula for the
log-likelihood involves the expression log(det(Σβ)) or log(det(ΣW)). To compute the logarithm
of a determinant, we encourage not try to compute the determinant itself. Instead, computing the
log-determinant directly. For a matrix with a large determinant, the computation of the log-determinant
will usually be achieved, however, the computation of the determinant might cause a numerical error.
The method is given by

log(det(Σβ)) = 2 ∗ ∑(log(diag(Lβ))),

log(det(ΣW)) = 2 ∗ ∑(log(diag(LW))), (22)

where the Lβ is the Cholesky root of matrix Σβ, LW is the Cholesky root of matrix ΣW , and “diag”
denotes a column vector whose elements are the elements on the diagonal of matrix. The derivative
details for the full conditional distributions given in Appendix A.

Note that αβ, κβ, αW , κW , a1, b1, a2, b2, a3, and b3 are prespecified hyperparameters. In this article,
we use αβ = 10,000, κβ = 0.0001, αW = 1, κW = 1, a1 = 1, b1 = 1, a2 = 1, b2 = 1, a3 = 1 and b3 = 1.
For more flexibility, we can also assume αβ, κβ, αW and κW each following a Gamma distribution with
suitable hyperparameters.

4. Simulation Study

The spatial domain for the two simulation studies are chosen to be D ∈ [0, 50] × [0, 50].
The locations si is selected uniformly over D ∀i = 1 . . . 50. We present the two different simulation
settings and generate 100 replicate data sets for each scenario. We assume β = (β1, β2, β3) so that we
have seven candidate models. We generate W from a multivariate normal distribution with mean zero
and covariance ΣW = H(φ). We set φ = 1 and fix σ2 = 1 in both Simulations 1 and 2. We generate
the elements of X(si) independently from the uniform distribution U(0,1). We define the baseline
threshold (scale parameter) equal to three in both simulations.

4.1. Simulation for the Connection between Multivariate Log Gamma and Multivariate Normal Distribution

In this section, we examine the connection between the multivariate log-gamma distribution
and the multivariate normal distribution. First, we draw the quantile-quantile (QQ)-plot in Figure 1
to show the normality of q generated from MLG(0, α1/2V , α1, 1/α1), when α = 10,000. In addition,
we use the Kolmogorov–Smirnov test to examine the connection for one dimensional data. We use
a multivariate two-sample test [23] for multivariate dimensional data. We generated one data set
of size 100 from the multivariate log-gamma distribution and another data set of size 100 from the
multivariate normal distribution and then calculated the p-value from the multivariate two-sample
test for comparing these two data sets. Then, we repeated this process 1000 times. We found that 992
out of these 1000 p-values were larger than the significance level of 0.05. That is, in 992 of 1000 times,
we did not reject the null hypothesis that the two samples were drawn from the same distribution.

4.2. Simulation for Estimation Performance

In this simulation study, our goal was to examine the estimation performance of the hierarchical
model. We set β = (1, 1, 1). We estimated the parameters in this simulation and report the bias (bias =

1
m ∑m

j=1(β
(j)
i − β∗

i )), the standard error (SE) (SE =
[

1
m ∑m

j=1(β
(j)
i − β̄i)

2
]1/2

, where β̄i =
1
m ∑m

j=1 β
(j)
i ),

and the mean square error (MSE) (MSE = 1
m ∑m

j=1(β
(j)
i − β∗

i )
2) in Table 1, where β∗

i is the true value
of βi.
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Table 1. Estimation performance.

Parameter True Value Bias SE MSE Coverage Probability

β1 1 −0.0272 0.2903 0.085 0.94
β2 1 −0.0024 0.2939 0.0863 0.94
β3 1 −0.0102 0.3369 0.1135 0.94

We try to predict the parameters close to true mean value of our target random variable and
the variance is how scattered for our predictions. From Table 1, using the MLG prior for β, we got a
reasonable estimation result because it achieves low bias and low variance simultaneously. Besides,
we calculated the coverage probability for each variable, it indicates the 94% coverage probability for
each parameter.

Figure 1. QQ-plot.

4.3. Simulation for Model Selection

In this simulation study, our goal was to study the accuracy of our model selection criteria.
We have two different simulations in this section. Simulation 1: we set true β = (3, 0, 0) and calculated
the difference between the true model and other candidate models for both criteria. In Figure 2,
a difference beyond zero means that the true model had smaller DIC than the candidate model and
the difference below zero means that the true model had higher LPML than the candidate model in
Figure 2. The true model had the smallest DIC and the largest LPML in 99 of 100 simulated data
sets. Simulation 2: we set true β = (1, 0, 0) and the results are shown in Figure 3. In each simulation,
we have seven candidate models and one of them is true model and denote the true model as model 5.
In Figures 2 and 3, the y-axis is the difference between “candidate model i” with true model. The true
model had the smallest DIC in 81 of 100 simulated data sets and the largest LPML in 80 out of
100 simulated data sets. For each replicate dataset, we fit our model with 5000 Markov chain Monte
Carlo iterations and treated the first 2000 iterations as burn-in. From Figures 2 and 3, in both simulation
studies, we find that DIC and LPML yielded relatively consistent model selection results.
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Figure 2. Deviance information criterion (DIC) and logarithm pseudo marginal likelihood (LPML)
difference between candidate models and true model (model 5) of Simulation 1 ((left) DIC,
(right) LPML).

Figure 3. DIC and LPML difference between candidate models and true model (model 5) of Simulation 2
((left) DIC, (right) LPML).

4.4. Simulation for Model Comparison

In this simulation study, our goal is to evaluate the accuracy of our model selection criteria for
different spatial random effects model. In this section, we generate the spatial random effects from
MLG, W ∼ MLG(0n, Σ1/2

W , αW1n, κW1n), where αW = κW = 1. Other settings are same with previous
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simulations. We generated 100 data sets in these settings. Then, we compared the model fitness based
on two following priors:

Prior 1 : W |φ, σw ∼ MLG(0n, Σ1/2
W , αW1n, κW1n),

Prior 2 : W |φ, σw ∼ N(0n, ΣW). (23)

For each replicate dataset, we fit our model with 5000 Markov chain Monte Carlo iterations and
treat first 2000 iterations as burn-in. Then, we calculated the difference of DICs and the difference of
LPMLs between these two priors. In Figure 4, the values below zero in the left plot imply that prior 1
has smaller DIC than prior 2. Also, the values above zero in the right plot in Figure 4 indicate that
prior 1 has higher LPML than prior 2. The results shown in Figure 4 that we have a better result when
we use the MLG prior than the Gaussian prior.

Figure 4. DIC and LPML difference ((left) DIC, (right) LPML).

5. A Real Data Example

5.1. Data Description

We analyzed seven days of US earthquake data collected in 2018, which includes n = 228
earthquakes that have magnitudes over Zm = 2.44 (https://earthquake.usgs.gov/). We present
the earthquake data in Figure 5. We find the data most lie in seismic belts. In Figures 6 and 7,
we present the histogram of this data and the scatter plot of this data set. In this analysis we have three
variables (depth, gap, rms). The depth is where the earthquake begins to rupture. The gap is the largest
azimuthal gap between azimuthally adjacent stations (in degrees). RMS is the root-mean-square (RMS)
travel time residual, in sec, using all weights.
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Figure 5. Map of US earthquake data.

Figure 6. Histogram of US earthquake data collected in 2018.
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Figure 7. Scatter plot of earthquakes magnitudes, depth, gap and root-mean-square (RMS).

5.2. Analysis

We consider the model in Equation (7) and specify αβ = 105 and κβ = 10−5. These choices lead to
an MLG that approximates a multivariate normal distribution. This choice of hyper-parameters will
give an approximately normal prior on β. Inverse gamma priors are chosen for variance parameters σ2

w
and σ2, which is a usual choice of the variance parameters in Bayesian analysis. The full conditionals
in the Appendix A are used to run a Gibbs sampler. We have seven candidate models in total,
and β = (β1, β2, β3) =(depth, gap, rms). The number of iterations of the Gibbs sampler is 15,000,
and the number of burn-in iterations is 10,000. The trace plots of posterior samples are provided in
the Appendix B to show the convergence of MCMC chain. We also compare to a model when W
approximates to Normal. The “DICN” and “LPMLN” denote the DIC and LPML for a model when W
approximates to normal respectively. Furthermore, we calculated the log probability density (LPD) for
candidate models. Based on the results in Table 2, the three criteria selected the same model with β1

and MLG spatial random effects. Our proposed criteria had consistent results with the LPD.
From Table 2, we know that the model with β = (β1, 0, 0) has the smallest DIC and largest

LPML. We also report the posterior estimates under the best model in Table 3 according to both DIC
and LPML.
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Table 2. Deviance information criterion (DIC) logarithm pseudo marginal likelihood (LPML), and log
probability density (LPD) of candidate models.

Model DIC LPML LPD DICN LPMLN LPDN

β1, β2, β3 3058.71 −1535.68 −1528.58 3325.47 −1669.44 −1661.86
β1, β2 2936.72 −1472.54 −1469.38 3130.42 −1569.94 −1564.33
β1, β3 3037.96 −1522.69 −1516.97 3258.84 −1633.79 −1628.54
β2, β3 3056.02 −1533.71 −1526.38 3322.33 −1666.84 −1660.28

β1 2890.80 −1446.60 −1445.789 2958.61 −1480.68 −1478.42
β2 2908.10 −1457.28 −1452.35 3073.28 −1540.16 −1535.76
β3 3034.67 −1519.84 −1518.62 3896.29 −1951.31 −1947.27

Table 3. Posterior estimation under the best model.

Posterior Mean Standard Error 95% Credible Interval

β1 −0.00568 0.0009616 (−0.00763, −0.00389)
φ 24.8693 4.5693 (17.5827, 35.1427)
σ2 2.1620 2.4563 (0.2642, 9.1086)
σ2

w 4.9304 1.7632 (2.1670, 8.8958)

From these posterior estimates, the model we select just contains depth as the important covariates
and 95% credible interval does not contain zero. We see that as the depth increases, the expected
value of earthquakes magnitudes increases. The other two covariates, gap and RMS, have no
significant effects on earthquake magnitudes. In other words, from these seven-day earthquake
data, deep earthquakes will have bigger magnitudes than shallow earthquakes. From the posterior
estimates of φ and σ2

w, we can find that there exists spatial correlation of earthquake magnitudes
between different locations. In addition, using MLG as spatial random effects increases the goodness
of fit of regression model in this data. This result is consistent with the earthquake literature [2].

6. Discussion

In this paper, we propose a Bayesian variable selection criterion for a Bayesian spatial-temporal
model for analyzing earthquake magnitudes. Our main methodological contributions are to use the
multivariate log-gamma model for both the regression coefficients and spatial random effects and
to do variable selection for regression covariates with spatial random effects. Both DIC and LPML
have a good selection power to choose the true model. But Bayesian model assessment criteria such as
DIC and LPML do not perform well in the high-dimensional case, because the number of candidate
models is very large when the number of covariates increases a lot. Developing a high-dimensional
variable selection procedure is one of the important future works. The other future work is to fit other
earthquake magnitudes models such as the gamma model or the Weibull model. In addition, we need
to propose some Bayesian model assessment criterion to select the true data model for earthquake
magnitudes. For the nature hazards problem, we need to incorporate the temporal dependent structure
of earthquakes. Recently, the ETAS model [24] (combining the Gutenberg–Richter law and the Omori
law) has been widely studied. Modelling earthquake dynamics is an important approach for preventing
economic loss caused by an earthquake. Incorporating self-exciting effects in our generalized linear
model with spatial random effects is another important future work. Furthermore, we only consider
earthquake information as the covariates in our model. It will increase the predictive accuracy for
us to combine more geographical information such as fault line information or crustal movement in
the future.
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Appendix A. Full Conditionals Distributions for Pareto Data with Latent Multivariate
Log-Gamma Process Models

From the hierarchical model in Equation (7), the full conditional distribution for β satisfies:

f (β|·) ∝ f (β)∏ f (Z|·)

∝ exp

[
∑

i
(X(si)

′β + W(si))− ∑
i
(log(Z(si)− log(Zm)) exp(X(si)

′β + W(si))

]

× exp
{

αβ1′pΣ−1/2
β β − κβ1′p exp(Σ−1/2

β β)
}

.

(A1)

Rearranging terms we have

f (β|·) ∝ exp
{

α′
βHββ − κ′

β exp(Hββ)
}

, (A2)

which implies that f (β|·) is equal to cMLG(Hβ, αβ, κβ), which is a shorthand for the conditional MLG
distribution used in [20].

Similarly, the full conditional distribution for W satisfies:

f (W |·) ∝ f (W)∏ f (Z|·)

∝ exp

[
∑

i
(X(si)

′β + W(si))− ∑
i
(log(Z(si)− log(Zm)) exp(X(si)

′β + W(si))

]

× exp
{

αW1′nΣ−1/2
W W − κW1′n exp(Σ−1/2

W W)
}

.

(A3)

Rearranging terms we have

f (W |·) ∝ exp
{

α′
W HWW − κ′

W exp(HWW)
}

, (A4)

which implies that f (W |·) is equal to cMLG(HW , αW , κW). Thus we obtain the following
full-conditional distributions to be used within a Gibbs sampler:

β ∼ cMLG(Hβ, αβ, κβ)

W ∼ cMLG(HW , αW , κW)

σ2 ∝ MLG(0, Σ1/2
β , αβ1p, κβ1p)× IG(a1, b1)

σ2
w ∝ MLG(0, Σ1/2

W , αw1n, κw1n)× IG(a2, b2)

φ ∝ MLG(0n, Σ1/2
W , αw1n, κw1n)× IG(a3, b3),

(A5)

where “cMLG” is the conditional multivariate log gamma distribution from [20]. A motivating feature
of this conjugate structure is that it is relatively straightforward to simulate from a cMLG. For σ2, σ2

w
and φ, we consider using a Metropolis–Hasting algorithm or slice sampling procedure [25].

The parameters of the conditional multivariate log gamma distribution are organized into in
Table A1.
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Table A1. Parameters of the full conditional distribution.

Parameter Form

Hβ

[
X

Σ−1/2
β

]

αβ

[
1n×1

αβ1p×1

]

κ
(−1)
β

⎡
⎢⎣(log(Z(s))− log(Zm))′1neW ′

1
κβ

1′p

⎤
⎥⎦

HW

[
In

Σ−1/2
W

]

αW

[
1n×1

αW1n×1

]

κ
(−1)
W

[
(log(Z(s))− log(Zm))′1n(eXβ)′

1
κW

1′n

]

Appendix B. Trace Plot in Real Data Analysis

Figure A1. (upper left) Trace plot for β; (upper right) Trace plot for φ; (lower left) Trace plot for σ2;
(lower right) Trace plot for σ2

w.
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Abstract: The complex cyclic shear stress path experienced by the soil during an earthquake, which
could also induce liquefaction phenomena, can be approximated in the laboratory only by using
sophisticated testing apparatuses. Cyclic triaxial tests have been widely used, especially for coarse
grained soils, as in this study. In the framework of the design for the seismic retrofitting of the
“Ritiro viaduct” foundations along the A20 motorway connecting Messina with Palermo (Italy),
a soil liquefaction study was also carried out. With this aim, a detailed geological and geotechnical
characterization of the area was performed by in situ and laboratory tests, including seismic dilatometer
Marchetti tests (SDMTs), the combined resonant column (RCT) and cyclic loading torsional shear
tests (CLTSTs), and undrained cyclic loading triaxial tests (CLTxTs). In particular, the paper presents
the results of cyclic triaxial tests carried out on isotropically consolidated specimens of a sandy soil.
The seismic retrofitting works include the reinforcement of the foundation and replacement of the
decks with newly designed type and structural schemes, mixed steel, and concrete with continuous
girder. During the investigation, data were acquired for the characterization of materials, for the
definition of degradation phenomena with the relative identification of possible causes, and for the
estimation of the residual performance characteristics of the building. The structural campaign of
investigations necessary to determine all of the key parameters useful for a correct definition of the
residual performance capabilities of the work was divided into two phases: One in situ and one in
the laboratory.

Keywords: in situ tests; laboratory tests; soil liquefaction; cyclic triaxial tests

1. Introduction

The present program of in situ investigations and laboratory tests originates from the static
and seismic retrofitting works of the "Ritiro viaduct". The "Ritiro viaduct" (Figure 1), of the A20
Messina-Palermo (Italy) motorway, represents a vital node for the viability of Messina, the main
connection to the motorway junctions. The works include the reinforcement of the foundations and
replacement of the decks with newly designed type and structural schemes, mixed steel, and concrete
with continuous girder.

During the investigation program, data were acquired for the characterization of materials, for the
definition of degradation phenomena with the relative identification of possible causes, and for the
estimation of the residual performance characteristics of the building. The structural campaign of
investigations necessary to determine all of the parameters useful for a correct definition of the residual
performance capabilities of the work has been useful to design the retrofitting works.

The campaign phase, in order to obtain as much data as possible without being extremely invasive
towards the structural elements, was articulated through the execution of semi-destructive tests, such
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as the removal of concrete carrots, and non-destructive tests by means of execution of sclerometric
tests, of pull-out with post-inserted grafts and in situ micro-seismic reliefs.

The area of the "Ritiro viaduct" was influenced by liquefaction phenomena during the 28 December
1908 Messina and Reggio Calabria historical earthquake. The evaluation of the liquefaction potential
during earthquakes is an important subject in seismically active regions.

After the Niigata earthquake in 1964, which caused a lot of damage due to liquefaction, several
studies [1–9] were performed in order to understand the cyclic behavior of sands.

During liquefaction, granular cohesionless saturated soil (gravel, sand, and low plasticity silt) loses
its strength for a short interval of time, but long enough to cause significant failures. The liquefaction
effects are usually evident on the ground surface (sand boils, large deformation, or fracture of the
ground, etc.). The liquefaction susceptibility of soil deposits may be estimated by comparison between
resistance profiles (i.e., Standard Penetration Test (SPT) blow count or Cone Penetration Test (CPT)
tip resistance with depth) and critical values or estimation of a liquefaction safety factor (as a ratio of
liquefaction resistance and action) function of depth.

The liquefaction potential can be obtained using either an estimation based on the maximum
acceleration at the ground surface by a semi-empirical equation, or a dynamic calculation, including
the reduction of soil stiffness due to built-up of pore pressure. Alternatively, the liquefaction resistance
can be assessed by cyclic undrained laboratory tests on undisturbed or reconstituted specimens [10–12]
or from correlations with the resistance measured by in situ tests (i.e., SPT or CPT).

In order to study the possible amplification phenomena of the "Ritiro viaduct" site, a comprehensive
laboratory and in situ investigation was carried out to obtain a soil profile, with special attention
being paid to the variation of the shear modulus (G) and damping ratio (D) with depth. This paper
tries to summarize this information in a comprehensive way in order to provide a case record of site
characterization for seismic response analysis.

Figure 1. The “Ritiro Viaduct” in Messina (Italy).

2. Geology and Seismicity of the Area

In Italy, recent strong earthquakes include the earthquake in central Italy that occurred on 24
August 2016 [13], the Emilia Romagna earthquake that occurred on 29 May 2012 [14–16], the L’Aquila
earthquake that occurred on 6 April 2009 [17,18], the San Giuliano di Puglia earthquake that occurred
on 31 October 2002 [19], the Umbria–Marche earthquake sequence of September–October 1997 [20],
and the Catania earthquake that occurred on 13 December 1990 in southeastern Sicily.
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The area under study is placed in the northeastern part of Sicily (Italy), at about 5 km from Messina
old town. An example of its geological features is shown in Figure 2.

The area is covered by metamorphic complex in facies, with pan-African relicts in facies of
granulitic deposits. The Messina Strait is located in the middle of the Calabrian Arc, one of the most
seismically active areas of the Italian region and of the entire Mediterranean basin. The Strait’s area
itself has been struck several times in the past, though not with the same violence as in 1908.

Among Italian regions, Sicily is one of the most seismically active areas. In the past, strong
earthquakes occurred in southeastern Sicily (1169, 1693) and in northeastern Sicily (1908). The MW

7.1, 28 December 1908, Messina Straits earthquake (Figure 3) was the deadliest earthquake in recent
European history, and also one of the first to be investigated with modern instrumental data [21].
The shaking was distinctly felt in Albania, Montenegro, and the Greek Ionian islands, about 400 km
to the east and northeast of the Strait; and in Malta, about 250 km to the south. The earthquake was
catastrophic in the epicentral area and was immediately followed by fires and by a large tsunami.
Messina and Reggio Calabria were almost completely destroyed, buildings were severely damaged
(Figure 3) over an area in excess of 6000 km2 [21], and liquefaction phenomena occurred in the area.

According to [22] and [23] the main events reported in the historical catalogues and measured by
Mercalli- Cancani- Sieberg scale (MCS) start around 91 BC (Reggio Calabria, IX–X MCS), 17 AD (Reggio
Calabria, VIII–IX MCS), 361–363 (Messina Strait, X MCS), 853 (Messina, IX–X MCS), 1172 (Messina,
VIII MCS), 1494 (Messina, VII–VIII MCS), 1509 sequence (area of Reggio Calabria, VIII MCS), 1659
(Southern Calabria, X MCS), 1783 sequence (Southwestern Calabria, X–XI MCS), 1894 (Southern
Calabria, IX MCS), 1905 (Southwestern Calabria, XI MCS), and 1907 (Southern Calabria, VIII–IX MCS).

As well known, the characteristics of soil shaking are strongly influenced by local geological,
geomorphological, and geotechnical conditions. These can modify significantly the amplitude,
frequency, and duration of the seismic motion corresponding to the seismic hazard with reference to
outcropping bedrock with horizontal topographical surface.

Figure 2. Geological synthesis of Messina area [24].
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Figure 3. Messina Strait region with the 1908 earthquake epicenter and shocked localities with different
colors according to Mercalli-Cancani-Sieberb scale [25].

To this aim, seismic microzonation defines the local seismic hazard through the identification
of zones characterized by homogeneous seismic behavior that also includes the earthquake-induced
effects, such as the slope instability, liquefaction in saturated granular soil, etc.

According to the Italian Guidelines for the Seismic Microzonation of the Department of Civil
Defence, it is possible to distinguish three susceptibility classes: (1) Stable zones where no local
effects occur (outcropping bedrock with a low steep morphological surface–slope angle\15◦); (2) stable
zones but susceptible of local seismic amplification, where seismic input motion amplifications are
expected, as a result of the local litho-stratigraphic and morphological structure; (3) unstable zones,
where the expected seismic effects can be attributed to irreversible soil deformations (slope instability,
liquefaction, etc.).

A zoom of the Seismic Microzonation map of the area, and particularly of the “Ritiro Viaduct”,
is shown in Figure 4. In the map, the zones identified as homogeneous are characterized by similar
parameters as lithological and litho-technical characteristics, depth of bedrock, geomorphological
conditions, etc. The area of the “Ritiro Viaduct” is within the local amplification stable zones (Zone 0,
Zone 1, and Zone 5) of the Messina microzonation map.

Therefore the seismicity that affected the area, but also the effects induced by earthquakes [26,27],
constitute a hazard that should not be ignored in the design or in the seismic retrofitting works
of infrastructure.
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Figure 4. Microzonation map of Messina in the area of the “Ritiro viaduct”.

3. Site Characterization Program and Basic Geotechnical Soil Properties

The site investigation was performed within the area of the "Ritiro viaduct" and reached a
maximum depth of 35.00 m. Laboratory tests were performed on nine disturbed samples retrieved by
means of a 101 mm tube sampler. To evaluate the geotechnical characteristics, the following in situ
and laboratory tests were performed in the foundation soil located in the area of the “Ritiro viaduct”:
28 Boreholes, 7 seismic dilatometer Marchetti tests (SDMTs) [28–31]; 9 particle size analysis, 25 direct
shear tests (DST), 1 undrained triaxial test (UTxT), 8 cyclic loading torsional shear tests (CLTSTs) [32,33],
8 resonant column tests (RCTs) [34–36], and 3 cyclic loading triaxial tests (CLTxTs). The investigation
program follows the approach and the methodology used in other test sites in the seismic areas of
Catania and Messina [37–41]. On the basis of laboratory tests, the "Ritiro viaduct" deposits mainly
consist of a normal consolidated grey/dark grey or dark brown sand with silty gravel or gravelly silt.

The results obtained by particle size analysis are shown in Figure 5 and Table 1. In Table 1, the soil
samples were divided into Type A and Type B according to the depth and the presence of minor or
major gravel. The uniformity coefficient (Cu), defined as the ratio of D60 to D10, varies in the range of
5.48–52.24 and it points out the considerable non-homogeneity of the particle size. The maximum dry
density was evaluated using a vibrating table, available at the geotechnical laboratory of the University
Kore of Enna, according to ASTM (4253-83) standard.

Physical parameters were derived from standard classification tests performed on the samples
retrieved by geotechnical survey. The values of soil unit weight and the minimum (emin) and maximum
(emax) void ratios are summarized in Table 2. Most of the samples are coarse-grained soils, classifiable
as silty sands to gravelly sands, showing a lower percentage of clayey material.

289



Geosciences 2019, 9, 512

Figure 5. Profile of grain size distribution of the "Ritiro viaduct" area.

Table 1. Particle size analysis for the “Ritiro viaduct” area.

Boreholes
Type of

Soil
H [m]

Gravel
[%]

Sand
[%]

Silt
[%]

Clay
[%]

dmax

[mm]
D60

[mm]
D10

[mm]
Cu

[-]

S15C1 A 5.45 11.09 56.16 30.71 2.03 <9.5 0.1898 0.0124 15.31 Sand and gravelly
silt of light gray color

S28C1 A 9.32 7.82 66.06 23.31 2.80 <19.0 0.1120 0.0180 6.22 Silty sand of light
brown color

S28C2 A 15.30 0.35 54.35 44.67 0.63 <9.5 0.0699 0.0115 6.08 Sand and silt of dark
gray color

S17C3 B 16.75 47.88 43.04 8.33 0.76 <9.5 3.5520 0.0680 52.24 Gravel and silty sand
of dark brown color

S7C2 B 19.75 21.33 61.52 14.68 2.47 <9.5 0.5730 0.0171 33.51 Sand and silty gravel
of dark gray color

S17C4 B 21.75 21.68 66.34 11.17 0.81 <19.0 0.7360 0.0354 20.79 Sand and silty gravel
of dark brown color
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Table 1. Cont.

Boreholes
Type of

Soil
H [m]

Gravel
[%]

Sand
[%]

Silt
[%]

Clay
[%]

dmax

[mm]
D60

[mm]
D10

[mm]
Cu

[-]

S28C4 B 24.80 0.24 91.00 8.76 0.00 <4.75 0.4957 0.0905 5.48 Sand lightly silty of
light gray color

S7C4 B 31.25 17.18 58.22 21.64 2.96 <9.5 0.3532 0.0102 34.63 Sand and silty of
light gray color

S17C7 B 34.75 34.41 55.56 8.97 1.06 <9.5 1.6010 0.0630 25.41 Sand and silty gravel
of dark brown color

Type of soil A = soil with minor gravel; Type of soil B = soil with major gravel; H = depth; dmax = maximum
diameter; D60 = the particle-size diameter for which 60% of the sample was finer; D10 = the particle-size diameter
for which 10% of the sample was finer; Cu = uniformity coefficient.

Table 2. Mechanical characteristics for the “Ritiro viaduct” area.

Boreholes
Type of

Soil
H [m]

γ

[kN/m3]
D60

[mm]
Cu[-] Gs[-] eo [-] emin [-] emax [-] Dr [%] CF [%]

S15C1 A 5.45 16.08 0.19 15.3 2.67 0.63 0.39 0.68 17.24 2.03

S28C1 A 9.32 18.24 0.11 6.2 2.80 0.57 0.44 0.69 48.00 2.80

S28C2 A 15.30 20.71 0.07 6.1 2.62 0.59 0.49 0.71 54.55 0.63

S17C3 B 16.75 15.18 3.55 52.2 2.49 0.64 0.52 0.72 40.00 0.76

S7C2 B 19.75 16.43 0.57 33.5 2.67 0.63 0.41 0.84 48.84 2.47

S17C4 B 21.75 16.80 0.74 20.8 2.75 0.64 0.51 0.70 31.58 0.81

S28C4 B 24.80 16.50 0.49 5.5 2.60 0.64 0.53 0.80 59.26 0.00

S7C4 B 31.25 16.97 0.35 34.6 2.69 0.67 0.37 0.79 28.57 2.96

S17C7 B 34.75 17.03 1.60 25.4 2.69 0.58 0.49 0.65 43.75 1.06

Type of soil A = soil with minor gravel; Type of soil B = soil with major gravel; H = depth; γ = total unit weight; D60
= the particle-size diameter for which 60% of the sample was finer; Cu = uniformity coefficient; Gs = specific gravity;
eo = initial void ratio; emin = void ratio of soil in densest condition; emax = void ratio of soil in loosest condition; Dr
= relative density; CF = clay fraction.

The value of the natural moisture content wn prevalently ranges from between 22 to 35% (Figure 6).
Characteristic values of strength parameters are (cohesion) c’ = 5–24 kPa and (angle of shear resistance)’
= 23–40◦, obtained by direct shear test, (undrained cohesion) cu = 228 kPa obtained by a undrained
triaxial test performed on a cohesive sample, with a water content of 17%, retrieved at the depth of
14.65 m; Gs (specific gravity) ranged between 2.65 and 2.75, while eo ranged between 0.29 and 0.67
(Table 2). Another stratum with a water content of 12% was found at the depth of about 19.25 m.
Figure 6 shows index properties of the “Ritiro viaduct” area.

Figure 6. Particle size analysis of the "Ritiro viaduct" area.
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4. Soil Properties by Laboratory Tests

The equivalent shear modulus Geq and damping ratio D of “Ritiro viaduct” deposits were
determined in the laboratory by means of a Resonant Column/Cyclic Loading Torsional Shear
apparatus [42–44]. These dynamic parameters represent the basic data for the studies of local seismic
response [45–48]. This apparatus was supplied at the Geotechnical Laboratory of the University Kore
of Enna (Figure 7). A resonant column test consists of exciting one end of a confined solid or hollow
cylindrical soil specimen. The specimen is fixed at the bottom (fixed-free test) and it is excited in torsion
or flexure at the top by means of an electromagnetic drive system. Once the fundamental resonant
frequency is established from measuring the motion of the free end, the velocity of the propagating
wave and the degree of material damping are derived. The shear modulus is then obtained from the
derived velocity Vs (in case of torsion) and the density of the sample.

Figure 7. Resonant column/cyclic torsional shear apparatus.

The equivalent shear modulus Geq is the unload–reload shear modulus that is evaluated from
RCT in function of velocity Vs and density ρ of the sample, while Go is the maximum value or also
"plateau" value as observed in the G-log(γ) plot. G is the secant modulus. Generally, G is constant
until a certain strain limit is exceeded. This limit is called the elastic threshold shear strain (γt

e) and it
is believed that soils behave elastically at strains smaller than (γt

e). The elastic stiffness at γ < γt
e is

thus already defined as Go. Damping ratio D is defined by Equation (1):

D =
ΔW
4πW

, (1)

where ΔW is the area enclosed by the unloading–reloading loop and represents the total energy loss
during the cycle, where W is the elastic stored energy. The RCT apparatus used is a fixed-free resonant
column apparatus [49]. It enables the specimen consolidation under both isotropic and anisotropic
stresses. It is composed of a drive system, a support system, and a base plate. The solid or hallow
cylinder specimen is fixed at the bottom and its constraint at the base is due to the friction existing
between the specimen and the porous synthesized bronze stone [50].

Torsional forces are applied at the top of the drive system, realized in aluminum. It is an electrical
motor constituted of four magnets connected with the top of the sample and eight coils placed on the
inox steel annular base, which is strictly linked to the support system. The weight of the motor is
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counterbalanced by a spring. A programmable function generator (PGF) excites the electrical motor
of [51].

The support system, in addition to permitting the placement of the drive system, may possibly
put the proximity transducers in and the filling in of water for saturated specimen tests. It is realized a
Plexiglas cell pressure, to permit the isotropic consolidation using an air pressure source controlled
with a manual pressure regulator. The base and the top plates are connected by three vertical rods
inside the cell. In the resonant column test (RCT), the function generator produces a sinusoidal
electric signal which is increased from an amplifier and transformed into torsional mechanical stress
by an electromagnetic motor, consisting of eight coils and four magnets, connected to the head of
the specimen. The magnetic field of the coils interacts with the magnets connected to the plate that
transmits the torsional oscillation to the head of the specimen. Because the frequency of excitation
is varied, the dynamic response of the sample varies in terms of amplitude. The latter is recorded
by a accelerometer connected to the guide plate and proximity transducers measuring the relative
movement between the plate and coils. Resonance frequency values were used for the calculation
of the cutting module and the deformations. The decay curve, produced by interrupting the torsion
excitation in resonance, allowed to evaluate the damping of the material following the amplitude
decay method during the decrement of free vibration [42].

In the cyclic loading torsional shear test (CLTST), a cyclic torque is applied to the specimen
by means of a torsional motor, to which a sinusoidal signal is sent at a fixed frequency of 0.5 Hz,
continuously monitoring the torsion and angular deformation. The rotation of the specimen is
measured thanks to the use of two proximity transducers. The data of the signal sent (proportional to
the shear stress) and the corresponding torsion (proportional to the cutting deformation) are acquired
simultaneously. The specimen shear module is then determined based on the average slope of the
stress–strain hysteresis, while the damping is related to the cycle area of hysteresis as the ratio between
the area enclosed by the unloading–reloading loop, and represents the total energy loss during the
cycle and W is the elastic stored energy.

In the present work, solid cylindrical specimens were reconstituted by using tapping [50], in order
to obtain the required relative and a good uniformity during the deposition.

The mold was assembled and a little depression was applied to let the membrane adhere to the
inside surfaces. The material was placed in the mold using a funnel-pouring device. The soil was
placed as loosely as possible in the mold by leaving the soil from the spout in a steady stream, holding
the pouring device upright and vertical, and maintaining constant the fall height. It was possible to
obtain different values of relative density changing the height of deposition. In order to realize high
values of relative density, it could be necessary to beat delicately the mold surface during the deposition.
Each sample was reconstituted with fresh sand. Each specimen was subjected to an isotropic load
achieved in a Plexiglas pressure cell, using an air pressure source. The axial strain was measured by
using a high-resolution proximity transducer, which monitors the aluminum top-cap displacement.
Shear strain was measured by monitoring the top rotation with a couple of high-resolution proximity
transducers. During a resonant column test, the proximity transducers were not able to appraise the
value of the targets displacements, because of the high frequency of the oscillations. Then rotation on
the top of the specimen was measured by means of an accelerometer.

The laboratory test conditions and the obtained small strain shear modulus Go are listed in Table 3.
After the saturation phase, obtained by applying an appropriate back-pressure value, the undisturbed
specimens were isotropically reconsolidated to the best estimate of the in situ mean effective stress.
The same specimen was first subject to RCT, then to CLTST after a rest period of 24 h with opened
drainage. CLTST was performed under stress control condition by applying a torque, with triangular
time history, at a frequency of 0.1 Hz. The size of solid cylindrical specimens were radius = 25 mm and
height = 100 mm.
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Table 3. Test condition for the "Ritiro viaduct" area.

Boreholes
Type of

Soil
H [m] σ

′
vc [kPa] Test

Go (1)
[MPa]

Go (2)
[MPa]

Go (3)
[MPa]

Eo
[MPa]

Δumax

[kPa]

S15C1 A 5.45 100 RCT–CLTST 51 54 21 - -

S28C1 A 9.32 180 RCT–CLTST 105 83 324 - -

S28C1 A 9.32 400 CLTxT - - - 102 134

S28C2 B 15.30 180 RCT–CLTST 95 87 161 - -

S17C3 B 16.75 300 RCT–CLTST 123 107 163 - -

S7C2 B 19.75 300 RCT–CLTST 149 121 269 - -

S17C4 B 21.75 350 CLTxT - - - 209 344

S28C4 B 24.80 200 RCT–CLTST 109 99 378 - -

S7C4 B 31.25 600 RCT–CLTST 160 135 - - -

S17C7 B 34.75 400 RCT–CLTST 158 142 - - -

S17C7 B 34.75 400 CLTxT - - - 74 381

Type of soil A = soil with minor gravel; Type of soil B = soil with major gravel; H = depth; U = undrained; RCT =
resonant column test; CLTST = cyclic loading torsional shear tests; CLTxT = cyclic loading triaxial test; Go (1) from
RCT, Go (2) from CLTST after 24 h, Go (3) from seismic dilatometer Marchetti test (SDMT).

The initial shear modulus Go of soil is mainly influenced by the state of the soil, expressed by a
combination of the void index e (or by the relative density Dr) and by the soil structure that reflects
the deposition and the subsequent structural transformation processes such as aging, diagenesis, and
cementation. For higher strain levels, the shear modulus G depends also, and especially on the strain
level, on the stress–strain history and on the strain rate [52].

The Go values (Go (1) and Go (2)), reported in Table 3, indicate moderate influence of strain rate,
even at very small strain where the soil behavior is supposed to be elastic. Values of shear modulus
G (MPa) and damping ratio D (%) versus from RCT and CLTST tests are reported in Figures 8–11,
respectively. The initial shear modulus obtained during CLTST shows the effect of the soil degradation
because of RCT; this effect tends to become negligible with the shear strain build up (Figure 12).
Meanwhile, the D values obtained during RCT and CLTST follow the same trend and are thus
comparable (Figure 13). The damping ratio values obtained from RCT by amplitude decay and CLTST
method are quasi constant until a strain level of about 0.01%, higher values of D have been obtained
from strain level higher than 0.01%. It is possible to see that the damping ratio from RCT and CLTST,
at very small strains, is so equal to about 2%. Greater values of D are obtained from RCT for the strain
level of about 0.1%.

It is supposed that RCT provides larger values of D than CLTST because of the rate (frequency)
effect, in agreement with data shown by [53,54]. According to these researchers, the nature of soil
damping in soils can be linked to the following phenomena:

— Non-linearity which governs the so-called hysteretic damping controlled by the current shear
strain level. This kind of material damping is absent or negligible at very small strains.

— Viscosity of the soil skeleton (creep), which is relevant at very small strain rates.
— Viscosity of the pore fluid, which is relevant at very high frequencies.

Finally, higher values of the initial shear modulus (Go (3)) were obtained from SDMTs. Generally,
the small strain stiffness, determined in the laboratory on high quality reconstructed sample using
appropriate apparatuses and procedures, is very close to that obtained in situ from seismic tests.
Probably, in the case of the "Ritiro viaduct", disturbance phenomena occurred during reconstruction
operations and differences in stress conditions determined lower values of the initial shear modulo in
the laboratory.
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The experimental results were used to determine the empirical parameters of the equation
proposed by [55] to describe the shear modulus decay with shear strain level (Figure 14a,b and
Figure 15a,b):

G(γ)

Go
=

1

1 + αγ(%)β
, (2)

where G(γ) = strain dependent shear modulus; γ = shear strain; α, β = soil constants.
Equation (2) allows the complete shear modulus degradation to be considered with strain level.

The values of soil constants α and β obtained from RCTs and CLTSTs for soil type A and B are listed in
Table 4.

Figure 8. G–γ curves from RCTs.

Figure 9. D–γ curves from RCTs.
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Figure 10. G–γ curves from CLTSTs.

Figure 11. D–γ curves from CLTSTs.

Figure 12. G–γ curves from RCTs and CLTSTs.
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Figure 13. D–γ curves from RCTs and CLTSTs.

  
(a) (b) 

Figure 14. G/Go–γ curves from RCTs. (a) Type A; (b) Type B.

  

(a) (b) 

Figure 15. G/Go–γ curves from CLTSTs. (a) Type A; (b) Type B.

Table 4. Soil constants for the "Ritiro viaduct" area from RCTs and CLTSTs.

Test Type of Soil α [-] β [-] η [-] λ [-]

RCT A 18 0.92 14.5 1.7

RCT B 13 0.90 18 2.2

CLTST A 11 0.97 45 3.1

CLTST B 10 0.95 65 3.5
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As suggested by [55], the inverse variation of damping ratio with respect to the normalized shear
modulus has an exponential form as that reported in Figure 16a,b and Figure 17a,b for the “Ritiro
viaduct” area:

D(γ)(%) = η · exp
[
−λ · G(γ)

Go

]
, (3)

where D(γ) = strain dependent damping ratio; γ = shear strain; η, λ = soil constants.

  

(a) (b) 

Figure 16. D–G/Go curves from RCTs. (a) Type A; (b) Type B.

  
(a) (b) 

Figure 17. D–G/Go curves from CLTSTs. (a) Type A; (b) Type B.

The values of soil constants η and λ obtained from RCTs and CLTSTs for soil type A and B are
listed in Table 4.

Equation (3) assumes maximum value Dmax = 45% for G(γ)/Go = 0 and minimum value Dmin = 3.18%
for G(γ)/Go = 1. Therefore, Equation (3) can be re-written in the following normalized form:

D(γ)

D(γ)max
= exp

[
−λ · G(γ)

Go

]
(4)

Figure 18a,b and Figure 19a,b show a comparison between the enveloping curves of the
experimental data obtained during the RCTs and CLTSTs. It is possible to observe how, in general,
the CLTSTs, with respect to the RCTs, determine a behavior of the soil characterized by a wider elastic
field with the same level of deformation reached. This phenomenon may be due to the intergranular
reassembly of the sandy soil due to the effect of the RCTS. Moreover, overall, in the case of CLTSTs
higher values of D are observed.
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(a) (b) 

Figure 18. G/Go–γ curves from RCTS and CLTSTs by [55]. (a) Type A; (b) Type B.

  
(a) (b) 

Figure 19. D–G/Go curves from RCTS and CLTSTs by [55]. (a) Type A; (b) Type B.

To perform triaxial tests, triaxial cells consisting of a structure were used for stainless steel and
a Plexiglas cylinder (Figure 20). The maximum isotropic operating pressure was 1 MPa. For fluid
of confinement, water was used. Sample drainage was allowed, when necessary, through porous
stones placed on the two vertical load distribution bases. The specimen was subsequently placed
in saturation by applying a back-pressure under an effective pressure isotropic, enough to prevent
swelling. The test was then saturated by performing one measurement of parameter B. The value of
approximately 0.95 was taken as an indirect measure of the complete saturation of the material. In the
case of a value that is too low, saturation was prolonged for a further period of time, in some cases
increasing counter-pressure again until a satisfactory value of B was reached and the specimen was
brought, in several steps, to the final effective consolidation tension.

All test operations during saturation (until the Skempton B parameter reached at least 0.98) and
isotropic consolidation were controlled by a panel that adjusts the confinement pressure and the
counter-pressure and allows measurement of pressures and pressure volume variations of the specimen
by means of a pressure transducer and a volumometer. The height variations of the specimen were
detected by means of a displacement transducer. The application of cyclic loads took place by means
of a contrast structure equipped with an electro-pneumatic system, which allowed to apply to the
specimen a constant sinusoidal load of constant amplitude. The size of solid cylindrical specimens
were radius = 35 mm and height = 140 mm. The laboratory test conditions and the obtained small
strain shear modulus Eo are also listed in Table 3. During the cyclic triaxial test, the load sequence was
characterized by steps of 40 strain controlled load cycles.

During the cyclic loading triaxial tests (CLTxTs) (Figure 21), the soil sample showed a rapid
decrease of its mechanical characteristics at strain levels of about 10−2%. It seems that it is not possible
to investigate the values of the modulus of normal elasticity (Young’s modulus) at very low strain
levels (less than 10−3%) due to undesired deformations caused by the deformability of the mechanical
structure (system compliance) of the triaxial apparatus.
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Figure 20. Cyclic triaxial apparatus.

 

Figure 21. E/Eo–ε curves from CLTxTs.

Low values of the Young’s modulus were obtained in correspondence with the test performed on
the S17C7 sample, probably due to the low initial value of Dr.

The initial damping values are around 1%, while the maximum values are between 6 and 8% at a
strain level of about 1% (Figure 22).

During the cyclic loading triaxial tests (CLTxT), unload–reload cycles became unstable and
degradation phenomena of material occured when a certain limit strain was exceeded (Figures 23
and 24). This limit strain is defined as volumetric threshold shear strain and is rate-dependent.
The degradation caused a decrease of stiffness, an increase of D and pore pressure build-up with the
increase of N because of cyclic material degradation, as obtained from a CLTST and CLTxT on “Ritiro
viaduct” soil [56].
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Figure 22. D–ε curves from CLTxTs.

Figure 23. Stable cycles from CLTxT.

Figure 24. Unstable cycles from CLTxT.

Figure 25 shows the pore pressure build up during CLTxT. The pore pressure build up during
CLTxT was so negligible at low strain. On the contrary, at strain level of about 0.15%, it is possible to
observe an important increase of pore pressure due to the degradation phenomenon.
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Figure 25. Δu–ε curves from CLTxTs.

Values of shear modulus G (MPa) and damping ratio D (%) versus γ (%) from CLTST and CLTxT
are reported in Figures 26 and 27, respectively. In the case of CLTST, higher values of G were always
obtained, compared to those of the CLTxT, also as a function of lower initial investigated strain levels.
The trend of the G modulus seems to align only for strain levels higher than 0.1%, even if the results of
the two types of tests are comparable only for a strain interval between 0.01 and 0.1%. This difference
on G can probably be attributed to the high interstitial pressure values obtained during the CLTxT
tests (Figure 25) due to the low initial value of Dr. Higher values of D were obtained from strain
levels higher than 0.01%. Moreover, at the same strain level, in the case of CLTSTs, higher values of D
were observed.

 

Figure 26. G–γ curves from CLTST and CLTxT.
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Figure 27. D–γ curves from CLTST and CLTxT.

5. Soil Properties by in Situ Tests

The use of in situ tests as complementary experimental techniques to laboratory experiments is
now commonly recognized [57]. The small strain (γ ≤ 0.001%) shear modulus, Go, was thus determined
from SDMT. The SDMT provides a simple means for determining the initial elastic stiffness at very
small strains and in situ shear strength parameters at high strains in natural soil deposits. Moreover,
it was attempted to assess Go by means of empirical correlations, based either on penetration test results
or on laboratory test results [57]. The SDMT [17,58] provides a simple means for determining the initial
elastic stiffness at very small strains and in situ shear strength parameters at high strains in natural soil
deposits [32,59]. This apparatus was also used in offshore conditions by [60,61]. The test is conceptually
similar to the seismic cone (SCPT). First introduced by [62], the SDMT was subsequently improved
at Georgia Tech, Atlanta, USA [63–65]. A new SDMT system has recently been developed in Italy.
The seismic modulus is a cylindrical instrumented tube, located above the DMT blade [66], housing
two receivers at a distance of 0.50 m (see Figure 28). The test configuration “two receivers”/”true
interval” avoids the problem connected with the possible inaccurate determination of the “first arrival”
time sometimes met with the “pseudo interval” configuration (just one receiver). Moreover, the pair
of seismograms recorded by the two receivers at a given test depth correspond to the same hammer
blow and not to different blows in sequence, which are not necessarily identical. The adoption of the
“true interval” configuration considerably enhances the repeatability in the Vs measurement (observed
repeatability Vs ≈ 1–2%). VS is obtained as the ratio between the difference in distance between the
source and the two receivers (S2–S1) and the delay of the arrival of the impulse from the first to the
second receiver (Δt). Vs measurements are obtained every 0.5 m of depth. The shear wave source at
the surface is a pendulum hammer (≈10 kg), which hits horizontally a steel rectangular base pressed
vertically against the soil (by the weight of the truck) and oriented with its long axis parallel to the axis
of the receivers, so that they can offer the highest sensitivity to the generated shear wave.

Source waves are generated by striking a horizontal plank at the surface that is oriented parallel to
the axis of a geophone connects by a co-axial cable with an oscilloscope [63,64]. The measured arrival
times at successive depths provide pseudo interval Vs profiles for horizontally polarized vertically
propagating shear waves. In Figure 28, the SDMT scheme for the measure of Vs is shown, while
Figure 29 shows an example of seismograms obtained by SDMT at various test depths at the site of the
“Ritiro viaduct” (it is a good practice to plot side-by-side the seismograms as recorded and re-phased
according to the calculated delay). Vs may be converted into the initial shear modulus Go by the theory
of elasticity.
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Figure 28. Seismic dilatometer equipment (a). Schematic layout of the flat dilatometer test (b) and of
the seismic dilatometer test (c).

Figure 29. Example of seismograms obtained by SDMT at the site of the “Ritiro viaduct”.

In three SDMT test verticals, only the seismic measurements were carried out, in pre-holes
performed by means of a probe and filled with gravel (with grains of a diameter strictly between 5
and 15 mm), statically advancing with a penetrometer having a maximum thrust capacity equal to
20 tons. The noticeable difference between the density of the in situ material and the filling material of
the pre-hole made the interpretation of the results particularly difficult. The combined knowledge of
Go and of the one dimensional modulus M (from DMT) may be helpful in the construction of the G–γ
modulus degradation curves [67–71].

A summary of SDMT parameters is shown in Figure 30, where:

— Id: Material index; gives information on soil type (sand, silt, clay).
— M: Vertical drained constrained modulus.
— Cu: Undrained shear strength.
— Phi: Angle of shear resistance.
— Kd: Horizontal stress index; the profile of Kd is similar in shape to the profile of the

overconsolidation ratio OCR. Kd= 2 indicates in clays OCR= 1, Kd> 2 indicates overconsolidation.
A first glance at the Kd profile is helpful to "understand" the deposit.

— Vs: Shear wave velocity.
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Figure 30. Results of the SDMTs (SDMT 4a) in terms of geotechnical parameters.

Figure 31 shows the values of Go obtained in situ from SDMT and those measured in the
laboratory from RCT performed on reconstructed solid cylindrical specimens, which were isotropically
reconsolidated to the best estimate of the in situ mean effective stress. The Go values are plotted in
Figure 31 against depth. In the case of laboratory tests, the Go values are determined at shear strain
levels of less than 0.001%. A comparability exists between the laboratory and in situ test results.
On average, the ratio of Go (Lab) to Go (Field) by RCT and SDMT was equal to about 1.80 at the depth
of 19.75 m.

Figure 31. Go obtained from SDMT, RCT, and empirical correlations.

It was also attempted to evaluate the small strain shear modulus by means of the following
empirical correlations based on penetration tests results or laboratory results available in literature.

(a) [72]

Go =
530(

σ′v/pa

)0.25

γD/γw − 1
2.7− γD/γw

K0.25
o ·

(
σ′v · pa

)0.5
, (5)

where Go, σ’v and pa are expressed in the same unit; pa = 1 bar is a reference pressure; γD and Ko are,
respectively, the unit weight and the coefficient of earth pressure at rest, as inferred from SDMT results
according to [66];

(b) [57]

Go =
600 · σ′0.5

m p0.5
a

e1.3
, (6)
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where σ’m = (σ’v + 2 · σ’h)/3; pa = 1 bar is a reference pressure; Go, σ’m, and pa are expressed in the
same unit. The values for parameters which appear in Equation (6) are equal to the average values that
result from laboratory tests performed on quaternary Italian clays and reconstituted sands. A similar
equation was proposed by [73] for Holocene clay deposits.

Equation (6) incorporates a term which expresses the void ratio; the coefficient of earth pressure
at rest only appears in Equation (5). However only Equation (5) tries to obtain all the input data from
the SDMT results. The Go values obtained with the methods above are also plotted against depth in
Figure 28. The method by [57] was applied considering a given profile of void ratio. The coefficient of
earth pressure at rest was inferred from SDMT.

Since the purely dilatometric data only investigate the first meters of depth, the use of Equation (5)
is limited. On the whole, Equation (6) seems to provide the most accurate trend of Go with depth, but is
not able to analyze stratigraphic variation along the depth, as can be seen in Figure 28. The results
obtained by SDMT are comparable with the data of the RCT tests and they are able to identify the
stratigraphic variations.

6. Analysis of the Effects on the Physical Environment

The results of cyclic triaxial tests carried out can be used for the seismic retrofitting works,
which include also the reinforcement of the foundation of buildings. Data include characterization
of materials, definition of degradation phenomena with the relative identification of possible causes,
and estimation of the residual performance characteristics of the building. To take into account the
analysis of the effects on the natural environment, according to the “Manual for Zonation on Seismic
Geotechnical Hazards”, local seismic response, slope instability, and liquefaction of the area were
analyzed using the results of cyclic triaxial tests and the results of other laboratory tests, including
the combined resonant column tests (RCT) and cyclic loading torsional shear tests (CLTST). Local
seismic response analysis using ONDA and DEEPSOIL computer codes was performed on the Ritiro
Viaduct [74]. Results of the numerical analyses are presented as comparisons in terms of maximum
acceleration profiles, maximum shear strain profiles, response spectra, surface response seismograms,
Fourier spectra, and amplification ratios. The local seismic response (LSR) analysis was performed
by using seismograms obtained for the 28 December 1908 Messina and Reggio Calabria earthquake
scenario. The results of cyclic triaxial tests performed on samples were also used for the evaluation
of the liquefaction resistance of soils of the Ritiro Viaduct [12]. The complex cyclic shear stress path
experienced by the soil during an earthquake can be reproduced in the laboratory only by using
sophisticated testing apparatuses. Cyclic triaxial tests have been widely used to assess soil liquefaction
potential, especially for coarse-grained soils, as in this study.

7. Conclusions

In the framework of the design for the seismic retrofitting of the “Ritiro Viaduct” foundations
along the A20 motorway, connecting the cities of Messina and Palermo, located in one of the most
hazardous Italian seismic areas, a detailed geotechnical characterization was carried out. Indeed,
the seismic effects induced by earthquakes play an important role in the planning and construction, as
well as in the seismic retrofitting works of important infrastructures, such as the ”Ritiro viaduct”.

This paper focuses on a comprehensive laboratory and in situ investigations carried out to obtain
a soil profile, with special attention to the variation of the shear modulus (G) and damping ratio (D)
with depth. A detailed geological and geotechnical characterization of the area was performed by
in situ and laboratory tests, including seismic dilatometer Marchetti tests (SDMTs), the combined
resonant column (RCT) and cyclic loading torsional shear tests (CLTSTs), and undrained cyclic loading
triaxial tests (CLTxTs).

The RCT and CLTST show a moderate influence of strain rate, even at very small strain, where
the soil behavior is supposed to be elastic, while the D values obtained during RCT and CLTST follow
the same trend and are thus comparable. It is possible to see that the damping ratio from RCT and
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CLTST, at very small strains, is equal to about 2%. Moreover, higher values of the initial shear modulus
Go were obtained from SDMTs. Probably, in the case of the "Ritiro viaduct", disturbance phenomena
occurred during reconstruction operations and differences in stress conditions determined lower values
of the initial shear modulus in the laboratory.

The experimental results were used to design the seismic retrofitting work and, in particular,
to determine the empirical parameters of the proposed equation to describe the shear modulus decay
and damping ratio build-up with shear strain level.

During the cyclic loading triaxial tests (CLTxTs), the soil sample showed a rapid decrease of its
mechanical characteristics at strain levels of about 10−2%. It seems that it is not possible to investigate
the values of the modulus of normal elasticity (Young’s modulus) at very low strain levels (less
than 10−3%) due to undesired deformations caused by the deformability of the mechanical structure
(system compliance) of the triaxial apparatus. Low values of the Young’s modulus were obtained
in correspondence with the test performed on one sample, probably due to the low initial value
of Dr. The initial damping values were around 1%. During CLTxT, unload–reload cycles became
unstable and degradation phenomena of material occurred when a certain limit strain was exceeded.
This limit strain is called volumetric threshold shear strain and it is rate-dependent. The degradation
caused a decrease of stiffness, an increase of D, and pore pressure build-up with the increase of N
because of cyclic material degradation. Finally, the in situ obtained results by SDMT, though higher,
are comparable with the data of the RCT tests and they are able to identify the stratigraphic variations.
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Abstract: In this paper, we suggest two machine learning methods for seismic hazard forecast.
The first method is used for spatial forecasting of maximum possible earthquake magnitudes (Mmax),
whereas the second is used for spatio-temporal forecasting of strong earthquakes. The first method,
the method of approximation of interval expert estimates, is based on a regression approach in which
values of Mmax at the points of the training sample are estimated by experts. The method allows
one to formalize the knowledge of experts, to find the dependence of Mmax on the properties of
the geological environment, and to construct a map of the spatial forecast. The second method,
the method of minimum area of alarm, uses retrospective data to identify the alarm area in which the
epicenters of strong (target) earthquakes are expected at a certain time interval. This method is the
basis of an automatic web-based platform that systematically forecasts target earthquakes. The results
of testing the approach to earthquake prediction in the Mediterranean and Californian regions are
presented. For the tests, well known parameters of earthquake catalogs were used. The method
showed a satisfactory forecast quality.

Keywords: machine learning; expert estimate; maximum possible magnitudes of earthquakes;
one class classification; seismic hazard; seismic zoning; earthquake forecasting

1. Introduction

Tectonic earthquakes are invariably preceded by a period when stresses increase in the Earth.
This process forms anomalous changes in the geological environment near the source of the
expected earthquake [1–3]. To describe the seismotectonic properties of the geological environment,
various types of data are used: Earthquake catalogs, time series of geodetic [4], geophysical [5] and
geochemical measurements [6], and aerospace observations [7]. The success of seismic hazard forecast
is largely influenced by both completeness of the description of the spatial and spatio-temporal
properties of the seismic process, and the possibility of their joint analysis. In our approach to joint
analysis, all available data on the properties of the process are converted into grid fields [8].

Seismic zoning is prerequisite for seismic hazard assessment [9]. The most important and complex
problem of seismic zoning is to map the maximum possible magnitudes of earthquakes (Mmax).
The values of Mmax cannot be measured instrumentally. Two assumptions are used to construct
a digital map of Mmax: (1) The assumption of large earthquake repetition [10] and (2) the assumption
that the values of Mmax depend on the properties of the geological environment [11,12].

The statistical approach uses only the first assumption. This means that the Mmax map is calculated
using only those earthquakes whose epicenters fall into a sliding spatial window. The methods of
extreme statistics are used for the estimation of Mmax [13–16]. These methods require a sufficiently
large number of observations, which may be unavailable for some zones in the region. To improve
this method, [17] used the second assumption, and estimated Mmax by earthquake epicenters within
geologically homogeneous zones identified by an expert geologist. As in the previous approach,
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this method does not provide for extrapolating Mmax values from zones in which there are many
epicenters of strong earthquakes and therefore estimates of Mmax are fairly accurate, to zones with
similar seismotectonic properties, but with a small number of strong earthquakes.

The history of seismic observations is very short in relation to the speed of tectonic processes,
and earthquakes with magnitudes close to maximum occur relatively rarely. To compensate for
this effect, attempts are made to extrapolate reliable estimates to areas with similar seismotectonic
properties of the geological environment. Reference [18] used the Mmax mapping method based
on a solution of a group of experts. One of the possible algorithmic approaches applies cluster
analysis [19]. A cluster analysis program divides the region into zones with similar values of
geological and geophysical characteristics. These zones may consist of several isolated areas. Next,
the maximum magnitudes of earthquakes recorded in one area of the zone are extrapolated to all
other areas. The disadvantages of this approach are related to the fact that the zoning of a region into
quasi-homogeneous zones is largely determined a set of selected features, the method of measuring
the similarity between clusters, the type of clustering algorithm and, finally, the criterion of stopping
the clustering process.

We describe the method of approximation of interval expert estimates which is a regression
approach to the construction of a forecast map of Mmax [20–22]. To compile the map, dependence of
Mmax on properties of geological environments x = (x1, . . . , xI) is used. The values at the training
sample points are determined using expert knowledge. To this end, experts choose the most studied
points of the region with different seismicity and geological conditions. The expert indicates the
boundaries of the interval in which, in his opinion, lies the value of Mmax, and evaluates the values of
the confidence that Mmax cannot exceed the lower and upper limits of the interval. In the assessment,
the expert uses historical seismic data, instrumental data on the maximum magnitude of an earthquake
in the vicinity of the point in question and data on the properties of the geological zone to which this
point belongs. The algorithm generalizes the least squares approximation algorithm.

The task of predicting an earthquake is to determine the time, location, and magnitude of a future
earthquake. Earthquake prediction studies are conducted in many directions. They include the study
of the rock failure and earthquake precursor phenomena, the study of stochastic models for earthquake
prediction, machine learning methods, and testing earthquake prediction algorithms [1–3,23–29].
At the same time, there are a number of works in which it is stated that earthquakes cannot be
predicted [30].

Here we suggest a new method of machine learning, called the method of the minimum
area of alarm, and describe a web-based platform that predicts earthquakes in automatic mode
(http://distcomp.ru/geo/prognosis/). Our method solves the one-class classification problem
(other methods can be found, for instance, in [31–33]). Our training sample set includes rare anomalous
objects (the epicenters of target earthquakes) and grid fields of properties of the seismic process
(field of features). The method allows one to detect the largest number of the target earthquakes for the
training set, provided that the size of the spatio-temporal alarm area does not exceed a specified value.
We present the results of testing the approach on the data of the Mediterranean and California regions.

2. The Method of Approximation of Interval Expert Estimates

Let the seismotectonic properties of the region under study be represented by a set of spatial grid
fields of features X1, X2, ..., XI , and the values of the maximum possible magnitudes of earthquakes
(Mmax) be represented by a sample set of expert estimates. The task is to find from these data the
function F(x), which approximates the values of Mmax at the sample set, where x = (x1, ..., xI) is the
vector with the values of the fields of features. The Mmax map is the F(x) values calculated for all grid
nodes of a region.

The type of expert evaluation should be convenient and straightforward for unambiguous
understanding by all participants of the expert survey and should enable the expert to formalize
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his knowledge about the value of the forecast fully. These requirements correspond to interval
expert estimates:

Qqn = (m(1)
qn , m(2)

qn , w(1)
qn , w(2)

qn ), (1)

where m(1)
qn , m(2)

qn are the interval boundaries within which all the values of Mmax at the point n are the

most probable and equally possible, in the opinion of the q-th expert, m(1)
qn ≤ m(2)

qn ; w(1)
qn > 0, w(2)

qn > 0
are the weighs on which the q-th expert indicates the degree of his confidence in the possibility that
the value of Mmax may be less or greater than the corresponding interval boundary m(1)

qn or m(2)
qn .

We can assume that the expert estimate Q corresponds to some function of the subjective
probability density f (Y, Q), which reflects the expert’s opinion about the value of Y at a given sample
point. This function takes a constant value within the interval [m(1), m(2)] and decreases with the
weights w(1) and w(2) respectively to the left and right of the interval boundaries:

f (Y, Q) = C · exp{−(w(1) |m(1) − Y|+ m(1) − Y
2

+ w(2) |m(2) − Y| − m(2) + Y
2

)p}, (2)

where p ≥ 1, and C is defined by the condition
∞∫

−∞
f (Y, Q)dy = 1.

Suppose that there is a training sample {Qqn, xn}, where q and n represent the expert and sample
number. It is required to approximate the function Y(x) in a certain class of functions F(x, θ) : θ ∈ Θ,
where Θ is the domain of admissible values of the vector θ.

Let’s replace Y in (2) with the value of the forecast function F(x, θ) and consider the function

r(x, θ) = − ln f (Y, Q) + ln C = (w(1) |m(1) − Y|+ m(1) − Y
2

+ w(2) |m(2) − Y| − m(2) + Y
2

)p. (3)

The function r(x, θ) determines the penalty for the inaccuracy of the approximation of the expert
judgment Q by the value F of the forecast function. To estimate θ, the average penalty on the set is
minimized. The estimation has the form

θ̂ = arg min
θ∈Θ

∑
n

∑
q

r(F(xn, θ), Qqn). (4)

It is obvious that if the forecast function F(x, θ) is linear in the parameters, then the functional (4)
is convex. If the domain Θ of admissible values of the vector is also convex, then it is possible to use
iterative gradient algorithms for estimation.

It is easy to see from (3) and (4) that in case of m(1) = m(2) and w(1) = w(2) for all expert estimates
the estimation algorithm (4) coincides with the method of the least absolute errors for p = 1, and with
the method of least squares for p = 2. It was shown in [22] that under certain assumptions, the estimate
(4) is an estimate of the maximum likelihood.

The method of approximation of interval expert estimates was repeatedly used to construct the
maps of Mmax in a number of regions, in particular, Bulgaria [34], Caribbean and Middle America
Region [35], Central Europe [12,36], Costa Rica [37], the Caucasus [21], and North Caucasus [38].
In these papers, the dependences Mmax(x) were always estimated in a class of the sum of piecewise
linear functions of geological and geophysical features. This estimation allows one to interpret the
Mmax map as the sum of non-linearly transformed fields of features.

For each of the above regions, from 10 to 200 geological and geophysical fields were analyzed.
3–4 of the most informative fields were selected from this set using the stepwise regression method.
Prediction functions are the sum of piecewise linear dependencies on the values of these fields. The sum
of nonlinearly transformed fields defines the Mmax field. This is convenient for the seismotectonic
interpretation of the Mmax map.
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Interpretation of the Mmax map by a specialist allows a qualitative assessment of the accuracy
of determining the maximum possible seismic hazard but is not an assessment of its accuracy.
By definition, Mmax values cannot be measured instrumentally. Statistical estimates of Mmax estimates
are possible only in areas with sufficiently high seismic activity. In the considered method, the values
of Mmax are replaced by interval expert estimates. These estimates are approximated by a nonlinear
function of geological and geophysical fields. The accuracy of the Mmax forecast is determined by the
deviations of the Mmax forecast map values from expert estimates. For the above regions, from 100 to
400 expert evaluations were used. The number of parameters estimated during training ranged from
eight to 14 in each region. For those regions, who did not participate in the training, the average
approximation errors of expert estimates are in the range from 0.2 to 0.34.

3. Method of the Minimum Area of Alarm

Let the properties of the seismic process are described by the spatial and spatio-temporal fields of
features in a single coordinate grid with a step Δx × Δy × Δt. The values of these fields at the nodes
of the grid n = 1, . . . , N correspond to the vectors of the I-dimensional feature space f(n) = { f (n)i }.
A spatio-temporal forecast field Φ is a function of the fields of features. It is trained using retrospective
data: (1) A sample set of target earthquakes q = 1, . . . , Q with the magnitudes M ≥ M∗ and (2) a set of
grid fields of features F i, i = 1, . . . , I, which describes spatial (quasi-stationary) and spatio-temporal
(dynamic) properties of the seismotectonic process.

The method of the minimum area of alarm uses the following data model.

1. The epicenters of earthquakes with magnitudes M ≥ M∗ (target events) are preceded by the
anomalous (low-probability) values of the fields of features. Let’s consider the fields of features
to be designed in such a way that for each anomaly, the values of some of these fields are close to
their maximum or minimum. To simplify the explanation, we assume that the anomalies refer
only to the largest values of the fields of features.

2. If the f (q) is an anomaly vector, preceding the target event q, then any vector f with the components
fi ≥ f (q)i for all i = 1, . . . , I can also precede a similar target event (monotonicity condition).

We will call the base vectors of the feature space the vectors for which f ≥ f (q) componentwise.
The nodes of the grid of the forecast field Φ with the values φ ≥ φ(q) we will call the base nodes of the
forecast field.

From the assumption that anomalous refers only to the largest values of the fields of features
and the monotonicity condition, it follows that the earthquake forecast can be carried out using the
simplest threshold decision rule. If the value of the forecast field φ(n)≥θ , then spatio-temporal alarm
cylinders are created at all base nodes of the forecast field with the values φ ≥ φ(q). The alarm
cylinder of the grid node n with the coordinates (x(n), y(n), t(n)) has the center of the base in the
node (x(n), y(n), t(n)), the base radius R, and the element [(x(n), y(n), t(n)), (x(n), y(n), t(n))]. From this,
it follows that for a given value of the threshold θ an earthquake with the epicenter coordinates and
time (x∗, y∗, t∗) will be detected if and only if the cylinder with the center of the base (x∗, y∗, t∗),
the radius R, and the element [(x∗, y∗, t∗ − T), (x∗, y∗, t∗)] contains at least one grid node with the
value φ(n) ≥ θ. This cylinder will be called a precursor cylinder.

The alarm field detects an earthquake if its epicenter falls within an area consisting of
a combination of alarm cylinders (alarm area). The quality of the forecast field at threshold θ is
determined by two indicators: (1) The fraction of correctly detected events Q∗(θ) from all Q events
U(θ) = Q∗(θ)/Q (probability of detection) and (2) the fraction of number of grid nodes, falling in the
alarm area L∗(θ), from the number of all grid nodes L of the analyzed area V(θ) = L∗(θ)/L (alarm
volume).

For training, we have a set of target events with magnitudes M ≥ M∗ and a set of fields. At the
first step, the algorithm should move from a set of target earthquakes to a set of target earthquake
precursors. A precursor of the earthquake q is the vector f (q) of a feature space which has a minimum
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volume of alarm v(q) = L(q)/L among all vectors corresponding to the grid nodes of the precursor
cylinder of the event q, where L is the number of all grid nodes of the analyzed area, L(q) is the number
of nodes in the grid of the alarm area generated by the base points of the vector f (q).

The algorithm for constructing the forecast field is nonparametric. There are the three most
important versions of the algorithm. The first version of the algorithm is to construct the forecast field
so that when the threshold θ decreases, the training earthquakes are detected in the sequence in which
the corresponding alarm volumes increase v(Q) ≤ v(Q−1) ≤ . . . ≤ v(2) ≤ v(1) (this version is selected
for testing). The version consists of the following steps.

1. To generate a training set { f (q), v(q)}, which consists of earthquake precursors f (q) and
corresponding alarm volumes v(q).

2. To sort the precursors f (q), q = 1, . . . , Q, by the alarm volume v(Q) ≤ v(Q−1) ≤ . . . ≤ v(1) in
ascending order.

3. To assign to the nodes of the grid of the forecast field Φ a value of 0.
4. To replace the value of 0 by Q at the nodes of the grid of the forecast field, for which the

monotonicity condition, f (n)i ≥ f (Q)
i for all i = 1, . . . , I, is satisfied in the feature space; to replace

the value of 0 by Q − 1 at the nodes of the grid of the forecast field, for which the monotonicity
condition, f (n)i ≥ f (Q−1)

i for all i = 1, . . . , I is satisfied in feature space, and then, successively,
in the same way, to replace the values 0 by Q + 1 − q.

Obviously, the choice of the order of the earthquake precursors at the 2nd step of the algorithm
determines the dependence U(V) obtained from the forecast field. The 2nd version of the algorithm
makes it possible to optimize the forecast field so that when the next target earthquake is detected,
the alarm volume increases by a minimum value. To do this, one should arrange the precursors so that,
when changing from event detection q + 1 to event q, the increase in alarm volume is minimal. Here,
at each transition from the previously selected event q + 1 to q, a small search through the remaining q
events is required. The 3rd version of the algorithm allows one to optimize the forecast field so that it
detects the maximum number of target earthquakes with a total alarm volume of less than or equal
to the predetermined value. In this case, you need to perform a full search on the selected number
of events. The 3rd version of the algorithm allows optimizing the forecast field so that it detects the
maximum number of target earthquakes, provided that the total alarm volume does not exceed the
specified value. In this case, you need to perform a full search for the selected number of events.

4. Testing

The purpose of testing is to verify the proposed method of the forecast. Testing is carried out in
accordance with the known characteristics of the catalog of earthquakes. Exploring the possibility to
improve the quality of the forecast using a wider set of characteristics of earthquake catalogs or by
adding other sources of input data is beyond the scope of this work.

The method of minimum area of alarm was tested on the platform of automatic earthquake
forecast (http://distcomp.ru/geo/prognosis). The system tests the data with a constant step Δt.
On each step (at time t) the raster fields of features are computed, the alarm area is trained based on
data before the time t, and the system tests for time since t till t+Δt if the alarm area covers an epicenter
of the target earthquake. Then at time t + Δt, the training time is increased by Δt, the alarm zone is
updated and the test is repeated.

Testing of the forecast method should provide an opportunity to compare different methods of
solving the problem on the same indicators of the forecast quality. In this method, we use two quality
indicators: The probability of detecting the target events from the test interval U = Q∗/Q and the
volume of alarm V = L∗/L. The number of target events Q is determined by a set of test samples,
the number of target events detected Q∗ is determined by the results of the forecast, the analysis area
and its size L is selected at the beginning of the test, the size of the alarm zone L∗ is determined by the
training data.
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In the following test experiments, the area of analysis was constructed in the following way:
Any point is included in the area if in a circle around this point with radius R = 100 km for the
period 1984–1993 there are more than 300 earthquake epicenters. This condition allows one to
select a seismically active area for analysis but does not ensure its seismic homogeneity. Therefore,
the indicator of the volume of alarm obtained during testing should be considered only in the context
of the selected area of analysis. At the same time, the choice of the field of analysis according to
a formal rule makes it possible to compare the results of the forecast obtained using various methods
and according to different data.

One way to assess the quality of a forecast is to compare a regular forecast obtained by the
algorithm under analysis (regular forecast) with a random one. We will assume that the forecast is
random if the values of the forecast field are selected from a segment in accordance with a uniform
distribution. Obviously, for this probabilistic model, the alarm volume Vr is equal to the probability
of a random prediction Ur. It follows from this that comparing the probability of a regular forecast
U with the probability of a random forecast Ur for the same alarm volumes V = Vr is equivalent to
comparing U with the corresponding alarm volume V. If, at the same time, a sample of target events
were cleaned of aftershocks and foreshocks, then by proposing the independence of target events and
using the binomial distribution model for them, we could build a confidence interval for estimating U.

In the number of articles, the results of a regular forecast are compared with the results of a forecast
by a stationary field. In papers [39–41] the regular forecast is compared with the forecast by the 2D field
of seismic activity (or earthquake epicenter density). The result of the comparison makes it possible to
evaluate the efficiency of a regular forecast in relation to the forecast by the field F, which is based
only on the spatial heterogeneity of the seismic process. Comparison of results can be done in two
ways. In one method the probabilities of regular prediction of Q target earthquakes are compared with
the results of predicting the same earthquakes by a stationary field F (for example, F is a 2D field of
the earthquake epicenter density). Another method uses the Gutenberg–Richter model [42]. In the
beginning, the catalog of earthquakes with the following conditions is constructed: (1) The epicenters
of earthquakes are in the area of analysis, (2) the magnitudes exceed the representative, and (3) the
depth of the epicenters does not exceed the values specified for the target earthquake. It is assumed
that b-value is the same for the entire area of analysis and the earthquake catalog agree well with the
spatial distribution of seismicity. The alarm field V(θ) is calculated by the field F. Then, in accordance
with the alarm field, the dependence N∗(V), is calculated, where N∗ is the number of epicenters in the
alarm zone, and V is the alarm volume. The dependence N∗(V) is normalized to the number of all N
epicenters in the analyzed area. According to the Gutenberg–Richter law and the assumption b =const,
we have N∗(V) = C exp(d∗ − bm), N(V) = C exp(d − bm), and μ(V) = N∗/N = exp(d∗ − d).
Thus, the value μ(V) does not depend on the magnitude of earthquakes. It shows the proportion of
earthquakes with a magnitude higher than a given, which fall into the alarm zone. Consequently,
the value of μ(V) in the scope of our model is equal to the probability of forecasting the target
earthquakes using the stationary field F. If the field F is the density field of the earthquake epicenters,
then the field obtained according to the Gutenberg–Richter law is denoted by the letter μ.

Testing was performed for two regions: The Mediterranean and California. The Mediterranean
region: 10◦–30◦ E, 34◦–47◦ N. Input data: Earthquakes for the period from 27.05.1983 till 14.02.2018
with magnitudes M ≥ 2.7 and depths of hypocenters H ≤ 160 km from the International Seismological
Centre catalog (see Materials and Methods). Target earthquakes: Magnitudes M ≥ 6.0 and hypocenter
depths H ≤ 60 km. California region: 126◦–114◦ W, 32◦–43◦ N. Input data: Earthquakes for the period
of 01.01.1983–15.02.2018 with magnitudes M ≥ 2.0 and depths of hypocenters H ≤ 160 km from
the NEIC USGS catalog (see Materials and Methods). For the forecast, the target earthquakes with
magnitudes M ≥ 5.7 have been selected.

The following six fields of features were analyzed for forecasting:

• F1 is the 3D field of the density of all considering earthquakes in the region.
• F2 is the 3D field of mean magnitudes among all considering earthquakes in the region.
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The estimation of 3D fields of F1 and F2 is performed with the method of local kernel regression.
The kernel function for the n-th earthquake has the form Kn = [cosh2(rn/R)2 cosh2(tn/T)]−1,
where rn < Rε, tn < Tε are the distance and time interval between the n-th epicenter of the
earthquake and the node of the 3D grid of the field, ε = 2, R = 50 km, T = 100 days for F1 and
R = 100 km, T = 730 days for F2.

• F3 is the 3D field of negative temporal anomalies of the density of earthquakes.
• F4 is the 3D field of positive temporal anomalies of the density of earthquakes.
• F5 is the 3D field of positive temporal anomalies of mean earthquake magnitude.

To estimate the field of F3, F4, F5, the Student’s t-statistic was used, which is defined for each grid
node as the ratio of the difference of average values of the current (196 days) and background
(3650 days) intervals to the standard deviation of this difference. Positive t-statistics values
correspond to higher values on the test interval.

• F6 is the 2D field of the density of earthquake epicenters: Kernel smoothing in the interval
1988–2008 the parameter R = 50 km.

The grid fields for the Mediterranean were calculated in a grid step Δx × Δy × Δt = 0.2◦ ×
0.13◦ × 49 days. The forecast field was trained from 1998 until the next step of the forecast after 2008.
The radius of the alarm cylinder is R = 20 km, and the element is T = 50 days. Testing is performed
in 2008–2019. There are 11 target earthquakes in the analysis area. We used the method of stepwise
selection to find the most informative fields of features. The algorithm selected the F3 and F6 fields to
construct the alarm field.

We compare the earthquake prediction probabilities obtained using different fields of features in
Table 1: U1 is the forecast probability using the earthquake density field 2D (F6), U2 is the probability
using the 3D field of negative earthquake density anomalies (F3), μ(V) is the probability of forecast by
2D field of earthquake epicenters density, obtained using the Gutenberg–Richter model, and U3 is the
probability using F3 and F6 fields. We can see that the highest probability of a successful forecast occurs
when the fields F3 and F6 are used together. When V = 0.2 (Ur = 0.2), the ratios for the prediction
probability obtained with F3 and F6 fields to the prediction probabilities obtained with 2D earthquake
density field (F6) and for the field calculated using the Gutenberg–Richter ratio, are equal respectively
U3(0.2)/U1(0.2) = 0.91/0.64 = 1.49 and U3(0.2)/μ(0.2) = 0.91/0.41 = 2.2. Table 1 shows the values
of two types of alarm volumes: Vlearn is the alarm volume received in accordance with the training
data, and Vtest is the alarm volume corresponding to the alarm volume Vlearn but observed on the test
data. You can see that when testing in almost all cases, except for testing the 2D-field F6, the volumes
of Vtest are greater than Vlearn. This is explained by the fact that the number of recorded earthquakes in
a region changes over time (Figure 1). The number of earthquakes is influenced by the development of
a seismic network and natural changes in the seismic process. The Figure 1 shows that the number
of earthquakes increases significantly in the test interval. The same anomaly appears on the plot of
the time series of average values of the density of earthquake epicenters throughout the analysis area
(Figure 2). An increase in the density of earthquake epicenters leads to an increase in the field values
of the F3 function, which ultimately leads to an increase in the volume of anxiety during testing.

The grid fields for California were calculated in a grid step Δx × Δy × Δt = 0.125◦ × 0.11◦ ×
49 days. The radius of the alarm cylinder is R = 14 km, and the element is T = 100 days. Testing of
the earthquake forecast was performed for the interval 2009–2018. There were nine target earthquakes.
The algorithm selected tree fields of features for the construction of the alarm field: F4, F5, and F6.

Table 2 shows the probabilities of earthquake forecast for California.
Figures 3 and 4 show the test results for both regions. They depicted polygons selected as the

area of analysis, and circles are the target epicenters of earthquakes in 2009–2018 with M ≥ 6.0 for
Mediterranean and M ≥ 5.7 for California.
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Table 1. Comparison of the probabilities of earthquake forecast for the Mediterranean.

Vlearn: Alarm Volumes for Learning Interval 0.01 0.05 0.1 0.15 0.2

Test indicators Vtest Utest Vtest Utest Vtest Utest Vtest Utest Vtest Utest

Field F6 0.00 0.00 0.03 0.09 0.10 0.09 0.15 0.45 0.20 0.64

Field F3 0.00 0.00 0.02 0.09 0.20 0.36 0.29 0.45 0.35 0.64

μ(V): probability for the field F6 obtained by
the model - 0.00 - 0.1 - 0.26 - 0.35 - 0.41

Fields F3 and F6 0.03 0.00 0.08 0.36 0.15 0.45 0.24 0.55 0.32 0.91
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Figure 1. Histogram of the number of earthquakes with a magnitude greater than 2.7 and a depth of
hypocenters less than 160 km.

1985 1990 1995 2000 2005 2010 2015 2020
0

0.1

0.2

0.3

0.4

0.5

0.6

Figure 2. Time series of average values of the density of earthquake epicenters throughout the analysis
area (trend line).

320



Geosciences 2019, 9, 308

Table 2. Probabilities of earthquake forecast for California.

Volume of Alarm Vlearn Volume of Alarm Vtest Number of Correct Forecasts Forecast Probability U

0.01 0.01 1 0.11
0.05 0.06 4 0.44
0.1 0.13 4 0.44
0.15 0.13 4 0.44
0.2 0.25 8 0.89

Figure 3. Area of analysis (marked with thick black line) and tested target epicenters of earthquakes in
2009–2018 in the Mediterranean region. Shades of grey indicates the minimum volume of alarm with
which the epicenter was forecasted. Darkness of grey decreases in accordance with the volume of the
alarm: 0.05, 0.1, 0.15, 0.2. A white color indicates that an earthquake is not forecasted with an alarm
volume of less than 0.2.
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Figure 4. Area of analysis (marked with thick black line) and tested target epicenters of earthquakes
in 2009–2018 in California. Shades of grey indicates the minimum volume of alarm with which the
epicenter was forecasted. Darkness of grey decreases in accordance with the volume of the alarm: 0.05,
0.1, 0.15, 0.2. A white color indicates that an earthquake is not forecasted with an alarm volume of less
than 0.2.

5. Discussion

The method of approximating the interval expert estimates compiles the Mmax map, assuming
a repetition of strong earthquakes and the existence of a relationship between Mmax and the properties
of the geological environment x = (x1, . . . , xI). At first, experts independently estimate Mmax values
in a set of the most studied points of a region. The algorithm approximates the dependence of Mmax on
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geological and geophysical features by the function F(x). The dependence F(x) is defined as the sum
of the non-linear functions of each of the feature. The Mmax map is the F(x) values calculated for the
whole region. The presence of the formal forecast rule F(x) allows the expert to study the contribution
to the forecast of each feature and interpret the map as the sum of the nonlinearly transformed
feature fields.

The method of the minimum area of alarm solves the problem of one-class classification.
The method algorithm has two peculiar properties. The first relates to the data model. The model
postulates two properties of anomalous objects: (1) Anomalous objects are unlikely, and some of their
properties take values close to the maximum (or minimum) among the sample, and (2) the vectors
of the space of features, which are componentwise larger (or smaller) of the vector corresponding to
the anomalous object, can also be anomalous objects. Both these properties seem sufficiently natural.
This model allows one to build a classification rule from a set of anomalous objects. In this case,
normal objects are taken into account statistically through the probability of detecting anomalous
objects by a random forecast. The second difference is that the algorithm allows constructing a forecast
function that optimizes the probability of detecting anomalous objects in the training sample if the
probability of a random forecast is not more than the predetermined value.

6. Conclusions

We considered two machine learning methods and their implementations to seismic hazard
forecast. The method of approximation of interval expert estimates of Mmax demonstrated good
seismic zoning for many seismically active regions. The method of the minimum area of alarm is the
basis of an automatic earthquake forecast system. The considered results of testing suggest that the
method and the forecast system might contribute to advance in the problems of earthquake forecasting.

7. Supplement

The method of minimum area of alarm is the basis of an automated web-based platform that
systematically forecasts target earthquakes. We presented the results of testing the approach to
earthquake prediction in the Mediterranean and Californian regions. The goal of the test was to
analyze the approach, the machine learning method, and the earthquake prediction platform. For the
tests, ordinary parameters of earthquake catalogs were used. The testing was performed on data
that did not participate in the training and showed a satisfactory forecast quality for both regions.
The web-based platform has been launched and automatically calculates the seismic hazard fields
from February 2018 [43]. During the time from 1 February 2018 to 8 July 2019, four target earthquakes
occurred in these regions. In the Mediterranean region, two epicenters were predicted and fell into
an area with an alarm volume of up to 15% (Figure 5), and in the California region, two epicenters fell
into an area with an alarm volume greater than 20% and were not predicted (Figure 6).
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Figure 5. Screenshot of the web-based platform working window in the Mediterranean region: The
map shows the alarm zone for earthquakes with a magnitude M ≥ 6.0 and the predicted epicenters
of earthquakes of 25 October 2018 with a magnitude of 6.6 and 30 October 2018 with a magnitude of
6.2 calculated for training according to data up to 26 September 2017. The palette shows areas with
different alarm volumes in percent: 1%, 5%, 10%, 15%, 20%.
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Figure 6. Screenshot of the web-based platform working window: The map shows the alarm zone
for earthquakes with a magnitude M ≥ 5.7 and the epicenters of earthquakes of 4 July 2019 with
a magnitude of 6.4 and 6 July 2019 with a magnitude of 7.1 calculated during training according to
data until 3 June 2019. The palette shows areas with different alarm volumes in percent: 1%, 5%, 10%,
15%, 20%.

8. Materials and Methods

International Seismological Centre [44] was searched using http://www.isc.ac.uk/iscbulleti
n/search/bulletin/ (last accessed on 14 February 2018). This online catalog was selected for its
robustness and universality. It combines data from a lot of catalogs, and every earthquake with
a magnitude more than three is manually checked. NEIC USGS catalog [45] was searched using
https://earthquake.usgs.gov/earthquakes/feed/ (last accessed on 15 February 2018). This catalog
was chosen because of numerous registered small earthquakes (magnitude of completeness less than
1.5) in California. Plots were made using the GeoTime 3 (www.geo.iitp.ru/GT3; [8]).
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Abstract: Japan is exposed to several natural phenomena; the damages caused by earthquakes were
enormous in particular. An emergency shelter is a place for people to temporarily live when they
cannot remain in their previous homes, and it is necessary for each community to, respectively, allocate
such facilities in Japan. There are the districts that are short of such facilities, especially in rural and
suburban areas, because emergency shelters mainly concentrate near large-scale stations and city
centres in Japan. Against these backdrops, using geographic information systems (GIS), an applied
statistical method and public open data related to population and emergency shelters, the present
research aims to quantitatively conduct a suitability analysis for the emergency shelters allocation
after an earthquake in Japan. Based on the results, the present research grasps the districts that are
short of emergency shelters, and visually shows the places where such facilities should be newly
established on the digital map of GIS. Additionally, the assessment method is reproducible in the
spatial and temporal dimension. It is necessary to create an original data related to emergency shelters
to raise the reliability of the results, as the present research has the limitation of data availability.

Keywords: emergency shelter; earthquake; disaster; weighted coefficient; suitability analysis;
geographic information systems (GIS)

1. Introduction

In Japan, various disasters have been frequently occurred, and the damages especially caused by
earthquakes were enormous. According to Yamaga (2019) [1], the earthquake catalog search conducted
by the United States (U.S.) Geological Survey (USGS), 14.8% of the earthquakes larger than magnitude
5.0, which occurred worldwide from 2010 to 2015 concentrated in Japan. Therefore, it can be said that
Japan is one of the few earthquake-ridden countries.

Meanwhile, due to the serious damages that are caused by disasters, victims who cannot remain
in their homes stay in emergency shelters until they can settle in new places. The maximum distance
elderly people and children can evacuate on foot is called as the maximum evacuation distance, and it
is estimated to be around 1.5 to 2.0 km (Dictionary of Housing Terms, 2019) [2]. However, the distance
that elderly people over 70 years old can walk is 879 m, which is significantly shorter when compared
with those of the other age groups (Cabinet Office, 2019) [3]. The physical abilities of elderly people
over 70 years old drastically decrease, which makes long-distance evacuations extremely difficult.
Additionally, in Japan, as emergency shelters mainly concentrate near large-scale stations and city
centres, there are districts that are short of such facilities, especially in rural and suburban areas.
Additionally, focusing on the communities, Civiletti et al. (2016) [4] identified the institutional and
social decisions that increase the resilience of the communities that are exposed at risk, by analyzing
observations during seismic sequences that occurred in Italy in the last decades, and Cerchiello et al.
(2018) [5] addressed the assessment of the social vulnerability and resilience level of the city of Nablus,
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Palestine. Mojica et al. (2010) [6] and Awaotona (2012) [7] pointed out that it is necessary to take the
countermeasures against disasters while considering vulnerable people (elderly and disabled people).
However, in Japan, due to the Basic Act on Disaster Control Measures, it is possible to already take
the measures for disabled people requiring assistance at the time of disasters in each municipality
(Cabinet Office, 2013) [8]. Additionally, in Japan, the aging rate of elderly population who are over
65 years old is 26.7% in 2015, which is the highest in the world. For reference, the above rates are
22.4% in Italy, 21.2% in German, 19.9% in Sweden, and 19.1% in France (Ministry of Health, Labour
and Welfare, 2016) [9]. Therefore, when considering the regional characteristics, such as the ratio
of elderly people and population distribution, it is necessary to evaluate not only facility location,
but also capacity, this is because elderly people have special needs. Additionally, it is also necessary to
grasp the districts (made up of streets and towns, and the minimum level of Japanese communities),
with a lack of emergency shelters.

Based on the social and academic background mentioned above, using Geographic Information
Systems (GIS), which is an applied statistical method and public open data related to population
and emergency shelters, and while considering regional characteristics, such as the ratio of elderly
people and population distribution, the present research aims to conduct a suitability analysis for the
emergency shelters allocation after an earthquake on a district scale in Japan. In the present research,
the analysis will be conducted to examine whether emergency shelters are sufficient or not in the unit
of districts, and where such facilities should be newly established. Additionally, referring the results of
the preceding research studies both within and outside Japan introduced in the next section, the present
research will develop a method for the suitability analysis for the emergency shelters allocation. Based
on the results, the present research provides effective information that can be referred to determine the
locations to establish new emergency shelters.

2. Literature Review

As mentioned in the previous section, Japan is exposed to several natural phenomena, and there
is an accumulation of many research studies in the field related to emergency shelters. The present
literature review is related to (1) research studies that are related to the suitability analysis of emergency
shelters location, and (2) research studies related to the establishment of new emergency shelters.
The following will introduce the major preceding research studies in the above two study areas, and
discuss the originality of the present research in comparison with the others.

Regarding the representative research studies that are related to the suitability analysis of
emergency shelters location, especially in Japan, Furihata et al. (1994) [10] evaluated the location of
evacuation facilities taking the spatial patterns of distributed users into consideration and using GIS.
Takeuchi et al. (2002) [11] proposed a shared area in the taking emergency shelter to have considered the
approaching direction of the tsunami that is generated by a huge earthquake. Kongsomsaksakul et al.
(2005) [12] proposed the optimal locations of emergency shelters for the flood evacuation planning,
while using the combined distribution and assignment (CDA) model and genetic algorism (GA) in
the U.S. Asou et al. (2007) [13] clarified evacuation behavior while using GA to propose the optimal
arrangements of emergency shelters. Wei et al. (2008) [14] presented a diagnosis model for emergency
shelter planning from the viewpoint of local people using GIS. Ng et al. (2010) [15] presented a hybrid
bi-level model for the optimal shelter assignment in emergency evacuations in the U.S. Tai et al.
(2010) [16] used six indicators to evaluate shelter and applied a spatial statistic model with local
indicators of spatial association (LISA) to the evacuation choice of residents in the case of an earthquake
in Taiwan. Kitajima (2013) [17] evaluated the location of emergency shelters using network analysis.
Yu et al. (2016) [18] introduced a framework for the multi-criteria satisfaction assessment of the spatial
distribution of urban emergency shelters while using a GIS-based analytic hierarchy process approach
in Shanghai City, China. Vecere et al. (2016, 2017) [19,20] focused on a critical review of currently
available methodologies and corresponding software packages that were specifically developed for
estimating the number of displaced people and those who need public sheltering and temporary

330



Geosciences 2019, 9, 336

housing at the time of the 2011 Christchurch earthquake in New Zealand. Ashish et al. (2017) [21]
presented a hybrid algorithm for efficiently managing location and relocation projects, by proposing
a hybrid multi-objective decision model that is based on analytic hierarchy process (AHP), fuzzy set
theory, and goal programming approach, referring two real case studies of Nepal earthquake. Xu et al.
(2018) [22] developed a multi-objective mathematical model with four groups of the objectives, allied
with a modified particle swarm optimization algorithm to solve the location-allocation problem for
earthquake shelter in Beijing City, China. Nozaki et al. (2019) [23] conducted the location analysis
of tsunami emergency shelter while considering inhabitants’ preparedness for the coming Nankai
Trough Earthquake.

Regarding the representative research studies that were related to the establishment of new
emergency shelters, especially in Japan, Yamada et al. (2004) [24] proposed the planning support
system for the locations of emergency shelters from the viewpoint of residents. Notsuda et al.
(2005) [25] considered the optimum location of new emergency shelters and the placement of evacuees
to each facility that is based on the location and capacity of existing emergency shelters, as well
as the population distribution of evacuees. Nakai et al. (2012) [26] and Ikenaga et al. (2017) [27]
considered the possibility of using vacant houses as emergency shelters and temporary evacuation
shelters in the time of accidents. Asano et al. (2013) [28] and Miyoshi et al. (2017) [29] considered
the possibility of using public and private lands as emergency shelters and safety evacuation areas.
Araki et al. (2017) [30] examined setting up the patterns of non-designated emergency shelters at
the time of the Great East Japan Earthquake (2011), which were based on GIS analysis and interview
surveys. Sasaki et al. (2018) [31] examined the possibility of approximately 70,000 temples nationwide,
complementing emergency shelters and safety evacuation areas that are expected to be in shortage
when many disaster-affected residents appear during widespread disasters. Umeki et al. (2019) [32]
proposed a method to determine the location of emergency shelters to aim at the reduction of the
evacuation time of all victims.

In other countries, Kar et al. (2008) [33] developed a GIS-based model to determine the site
suitability of emergency shelters for hurricane events, and proposed the candidate places to arrange
new ones in the U.S. Alçada-Almeida et al. (2009) [34] incorporated multi-objective model into
a GIS-based decision support system to locate emergency shelters during major fires in Portugal.
Park et al. (2012) [35] developed a method that applied genetic optimization to determine optimal
tsunami shelter locations with the goal of reducing evacuation time, thereby maximizing the probability
of survival for the population in a coastal community in the U.S. Li et al. (2012) [36] developed
a scenario-based bi-level programming model to optimize the selection of shelter locations, with
explicit consideration of a range of possible hurricane events and the evacuation needs under each
of those events in the U.S. Anhorn et al. (2015) [37] proposed a methodology to rank the suitability
of open spaces for contingency planning and the placement of emergency shelter while using GIS in
the immediate aftermath of a disaster in Turkey. Bayram et al. (2018) [38] proposed a scenario-based
two-stage stochastic evacuation planning model that optimally locates shelter sites and assigns evacuees
to nearest shelters and to shortest paths within a tolerance degree to minimize the expected total
evacuation time in Turkey. Xu et al. (2016) [39] proposed a multi-criteria constraint location model to
select and analyze the candidate for emergency shelters, and to determine the location of new ones
while using GIS in China.

From the above, especially in Japan, research studies that are related to the suitability analysis of
emergency shelters location increased after the Great Hanshin earthquake (1995), and research studies
that are related to the establishment of new emergency shelters remarkably increased after the Great
East Japan Earthquake. Because, at the time of the Great East Earthquake, large earthquake, tsunami,
and an accident at the nuclear power station occurred at the almost same time, and it was essential to
keep sufficient emergency shelters for many victims.

The present research will reveal its effectiveness by newly proposing the use of facilities, such as
temporary evacuation shelters in the time of accidents, safety evacuation areas, and large-scale
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retail stores that are not set up to be emergency shelters as new ones, unlike the preceding research
studies that were related to the establishment of new emergency shelters, as discussed in detail in
Section 3. Additionally, though the preceding research studies that are related to the suitability analysis
of emergency shelters location derived the optimum locations for emergency shelters, the present
research will demonstrate the originality by conducting a quantitative assessment of current location
of emergency shelters, and proposing an assessment method to consider regional characteristics,
such as the ratio of elderly population and population distribution. Therefore, it is possible to conduct
a suitability analysis for the emergency shelters allocation that appropriately reflect current conditions
of each district, and decide on the location of new emergency shelters by suggesting specific sites on
a small spatial scale as the unit of districts while using GIS.

3. Methods

From the results of the research studies that were related to the suitability analysis of emergency
shelters location in the previous section, for the suitability analysis for the emergency shelters allocation,
it is necessary to consider regional characteristics, such as location and capacity of existing emergency
shelters, as well as the population distribution of evacuees. It is evident that GIS-based analysis, spatial
data analysis, and an applied statistical method are effective for the above purpose. Additionally,
from the results of the research studies related to the establishment of new emergency shelters in Japan,
it is necessary to set new candidate facilities in both public and private lands, especially in the districts
that are short of emergency shelters. On the other hand, from the results of the above research studies
in other countries, it is evident that GIS-based methods are effective in conducting a suitability analysis
for the emergency shelters allocation. Referring these results, in this section, the method of the present
study will be proposed.

3.1. Framework and Process of Analysis

GIS will be used for the method of suitability analysis for the emergency shelter allocation after
an earthquake. The framework and process of analysis in the present research are as shown below.

(1) Calculation of weighted coefficients and creation of the distribution map of emergency shelters
in each district

The weighted coefficient for each district will be calculated. A distribution map for all the
emergency shelters will be created in the form of the digital map of GIS. Additionally, the facility scale
(area) will be added to the data of each emergency shelter.

(2) Calculation of the linear distance between each district and each emergency shelter
The linear distance between the center of each district and each emergency shelter will be calculated

while using the distribution map of emergency shelters in (1).
(3) Suitability analysis for the emergency shelters allocation using weighted coefficients
Using the weighted coefficients and distribution maps of emergency shelters in (1) as well as the

linear distance between each district and each emergency shelter in (2), the assessment value for each
district will be calculated. In the present research, analysis will be separately conducted using the
four types of weighted coefficients related to the regional characteristics that are described in detail in
the next section. When determining the locations to establish new emergency shelters, the important
regional characteristics might vary with areas. Based on the results, the present research provides the
effective information to assist the policy and decision makers in planning new emergency shelters.

3.2. Assessment Method

3.2.1. Calculation of Weighted Coefficients and Creation of the Distribution Map of Emergency
Shelters in Each District

(1) Distribution map of different types of weighted coefficients for each district
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In the present research, the degree of importance is indicated by the weighted coefficient and an
assessment method will be proposed. There are four types of weighted coefficients, including (a) the
specialization coefficient of elderly population, (b) the ratio of permanent population, (c) the ratio
of elderly population, and (d) the specialization coefficient of population density, indicating various
regional characteristics. Regarding (a) (d), the specialization coefficients are the values that reveals
which area has the highest against the average rates of elderly population and population density in
the city.

Regarding (a), Saino (1992) [40] set a “specialization coefficient of elderly people” which divided
the rate of people who are over 65 years old in each district by the same rate in the entire area. However,
the health span in Japan for 2016 was 72.14 for men and 74.79 for woman and both greatly exceed the
age of 70, and it is increasing every year (the 11th Japan 21 (secondary) Health Promotion Committee,
2018) [41]. Therefore, the present research sets the specialization coefficient of elderly population who
are over 75 years old, instead of those who are 65 years old as the target. The specialization coefficient
of elderly population is a value that reveals which area has the highest aging rate of elderly population
in the city. The aging rate of elderly population can be calculated with Equation (1). Additionally,
the specialization coefficient of elderly population can be calculated while adopting this in Equation
(2).

Ai =
p75i

pi
(1)

Ai: Aging rate of elderly population in district i
p75i: Elderly population in district i (persons)
pi: Population of district i (persons)

Bi =
Ai
A

(2)

Bi: Specialization coefficient of elderly population in district i
Ai: Aging rate of elderly population in district i (%)
A: Aging rate of elderly population in the City (%)

Regarding (b), the ratio of permanent population for each district is important, as there is a greater
need for emergency shelters in districts with a higher population. Equation (3) is adopted to calculate
the ratio of permanent population.

Ci =
pi

p
(3)

Ci: Ratio of permanent population in district i
pi: Population of district i (persons)
p: Population of the City (persons)

Regarding (c), the population distribution of elderly group is not reflected in this weighted
coefficients, as (a) the specialization coefficient of elderly population only indicates which district
has the highest aging rate of elderly population. Therefore, it is weighted with the ratio of elderly
population in order for the weighting to reflect the population distribution of elderly group. The ratio
of elderly population can be calculated with Equation (4).

Di =
p75i

p75
(4)

Di: Ratio of elderly population in district i
p75i: Elderly population in district i (persons)
p75: Elderly population in the City (persons)
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Regarding (d), districts that are larger than others and are around large-scale stations and city
centres generally have larger populations. Therefore, it is important to take the population density into
consideration, as it is necessary to prioritize the establishment of new emergency shelters in districts
that are short of such facilities due to the high population density. Thus, new emergency shelters can
be established and victims can stay in such facilities near their homes even in the districts with high
population density. The specialization coefficient of population density is a value that reveals which
area has the highest aging rate of population density in the city. Population density can be calculated
with Equation (5), and adopting this in Equation (6), the specialization coefficient of population density
can be calculated.

Fi =
pi

ai
(5)

Fi: Population density in district i (persons/km2)

pi: Population of district i (persons)
ai: Area of district i (km2)

Gi =
Fi
F

(6)

Gi: Specialization coefficient of population density in district i
Fi: Population density in district i (persons/km2)

F: Population density in the City (persons/km2)

(2) Creating distribution maps of emergency shelters
The distribution of emergency shelters will be displayed on the digital map of GIS. In the present

research, the facilities, such as temporary evacuation shelters in the time of accidents and safety
evacuation areas, are newly added to emergency shelters. These facilities were actually utilized as
emergency shelters after the occurrence of disasters in the past. However, it is necessary to assume that
an emergency shelter should be established as a temporary house in safety evacuation areas that are
located outdoors. Based on Shigenobu et al. (2013) [42], the total size (area) of temporary houses can
be calculated by multiplying the size of safety evacuation areas by the area ratio that is available for
temporary houses. As there are multiple types of safety evacuation areas, the area ratio according to
each type is set, as shown in Table 1. According to the Basic Act on Disaster Control Measures in Japan,
it is possible to establish temporary houses in safety evacuation areas, such as open spaces and urban
greens spaces that are shown in Table 1. Additionally, temporary houses were actually established in
the above safety evacuation areas after the occurrence of disasters in the past. Additionally, after the
Great East Japan Earthquake, over 2,000 people evacuated and stayed at large-scale retail stores in
Ishinomaki City of Miyagi Prefecture. Therefore, since such large-scale retail stores are extremely wide
and have a high capacity, they are also added as new emergency shelters.

Table 1. Area ratio available for temporary houses of safety evacuation areas.

Type of Safety Evacuation Area Area Ratio Available for Temporary Houses (%)

Open Spaces 95.0
Urban green spaces 50.0

3.2.2. Calculation of the Linear Distance between Each District and Each Emergency Shelter

In the present research, the linear distance between each district and each emergency shelter, and
the scale of each emergency shelter will be used when conducting analyses. Regarding the former,
the evacuations can be quickly completed in areas that are close to emergency shelters. Additionally,
regarding the latter, the larger an emergency shelter is, the more people it can contain. In order to
calculate the former, one of the ArcGIS Pro analysis tools, called the “Generate Near Table”, is used.
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Using this tool, on the digital map of GIS, a proximity feature (emergency shelter) that is within 879 m
from one or more features (center of each district) is selected, and n value is obtained. For each district,
the n value will be the average of the number of emergency shelters within 879 m, which is the average
walking distance for those in their 70’s. Subsequently, using this tool again, the maximum number
of features (n value) is set for each district, and the linear distance between each district and each
emergency shelter is calculated.

3.2.3. Suitability Analysis for the Emergency Shelters Allocation

The present research develops an assessment method that is based on the p-median problem.
The p-median problem, which is one of the facility location problems, places facilities by minimizing
the total sum of the linear distance from users to their nearest facility, and it can be modeled, as shown
in Equation (7). This model derives the optimum location that lessens the load for users in all districts
as much as possible by changing Xij. Equation (7) is changed to Equation (8) in order to respond the
purpose of the present research.

min
Xij

Z =
∑

i

∑
j

widijXij (7)

Xij ∈ {0, 1}: allocation to facility j in district i
wi: Demand in district i
dij: Linear distance from district i to facility j

minimize Hi = wi × 1
n

n∑
j=1

dij√sij
(8)

Hi: Assessment value of district i
wi: Weighted coefficient of district i
dij: Linear distance to the No. j closest emergency shelter from district i (m)

sij: Facility scale of the No. j closest emergency shelter from district i
(
m2
)

Specifically, Xij of Equation (7) is removed in order to fix the locations of emergency shelters.
Additionally, by calculating the assessment value for each district, it is possible to quantitatively grasp
the emergency shelters allocation in each district. Additionally, as far as the originality of the present
research, the average of the linear distance to the No. i closest emergency shelter in each district dij,
divided by the square root of the facility scale of the emergency shelter sij, will be weighted with the
coefficient wi, and this will be the assessment value for that district.

As shown in the previous section, the four types of weighted coefficients, the linear distance
between each district and each emergency shelter, and the facility scale of emergency shelters will
be applied to Equation (8), the assessment value of each district will be calculated, and the results
will be displayed on the digital maps of GIS. When not using a weighted coefficient, analyses are
conducted based on the linear distance between each district and each emergency shelter, and the scale
of such facilities.

3.2.4. Application of Assessment Method

The following two types of comparisons will be conducted in the discussion section in order to
verify the validity of the assessment method proposed in the present research (Section 6).

(1) Comparison of the results between multiple areas with different regional characteristics
In the present research, multiple areas with different regional characteristics will be selected as

target areas, and the suitability of emergency shelters allocation will be analyzed. Therefore, it is
possible to verify the validity of the assessment method by comparing results of the selected areas with
and without the four types of weighted coefficients that are related to the regional characteristics.
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(2) Comparison of the results with and without weighted coefficients
The assessment method in the present research will adopt the four types of weighted coefficients

as introduced in Section 3.2.1. Therefore, it is also possible to verify the validity of assessment method
by comparing results with and without the four types of weighted coefficients that are related to the
regional characteristics, focusing on the increase and decrease of the assessment values for both cases.

4. Selection of Target Areas and the Data Processing

4.1. Selection of Target Areas

For the analysis in the present research, it is essential to obtain the public open data that are
related to population and emergency shelters, which will be introduced in the next section. However,
in present Japan, very few cities make public the data related to emergency shelters. Among the cities
that make public the above public open data, the four target areas selected for the present research
are Chofu and Fuchu Cities in Tokyo metropolis, Toda City in Saitama Prefecture, and Shobara City
in Hiroshima Prefecture. Table 2 describes the outlines of target areas. As described below, there
are differences concerning the four types of weighted coefficients that are related to the regional
characteristics introduced in Section 3.2.1 and the distribution of emergency shelters among these
four cities.

Specifically, while the aging rate of elderly population (population aged over 75 years old) in
Shobara City is significantly high, the rates in Toda City re fairly lower than the national average (11.2%).
Additionally, the total populations of these two cities are 35,575 and 139,616, respectively, which makes
them medium and small-scale cities. On the other hand, Chofu and Fuchu Cities, which are residential
areas in Tokyo Metropolis, are large-scale cities with a population of 230,303 and 260,116, respectively.
However, the distribution conditions of emergency shelters in these two cities are extremely different.
Specifically, though emergency shelters are evenly distributed in the entire Chofu City, they are mostly
located in the central part of Fuchu City.

According to the “Ordinance Covering Measures for Stranded Persons” in Tokyo Metropolis (2013),
in the time of accidents, it is necessary for the companies in central Tokyo to keep employees at the
workplaces. Therefore, central Tokyo, which has a concentration of companies as well as an extremely
high daytime population, is not considered to be a target area in the present research. Additionally,
according to the Basic Act on Disaster Control Measures in Japan, it is preferable for victims to stay in
emergency shelters near their homes at the time of earthquakes. In the case of earthquakes, aftershocks
follow for a while and additional damages might be generated, and it is dangerous for victims to
still stay in their homes, even in good maintenance conditions that were constructed according to the
Building Standards Act in Japan. Additionally, if victims stay together in emergency shelters near their
homes, it is appropriate for rescue parties and government administrators to accurately confirm their
safety and efficiently deliver relief goods to them.

Table 2. Outlines of target areas.

City
Population
(Persons)

Area
(km2)

Aging Rate of Elderly
Population (%)

Number of
District

Number of
Emergency
Shelters

Chofu City 230,303 21.6 8.7 105 68

Fuchu City 260,116 29.4 8.3 148 73

Toda City 35,575 18.2 5.6 60 37

Shobara City 139,616 1247.0 23.7 120 75

4.2. Data Processing

Table 3 shows the utilized data and sources, and the utilization method of data in the
present research.
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Table 3. List of utilized data.

Utilized Data and Sources Utilization Method of Data

Population by age (National senses 2010) (Source:
Statistics Bureau, Ministry of Internal Affairs

and Communications)

Creating distribution maps for the specialization
coefficient of elderly population, the ratio of
permanent population, the ratio of elderly

population, and the specialization coefficient of
population density

Data related to emergency shelters (Digital national
land information) (Source: National Land Policy

Bureau, Ministry of Land, Infrastructure, Transport
and Tourism) Information related to emergency

shelters (Source: Official websites of Chofu, Fuchu,
Toda and Shobara Cities)

Creating a distribution map of emergency shelters

5. Results

The section will, respectively, describe the distinctive features of the result for each target area,
referring Figures 1–20. These figures show the results with and without the four types of weighted
coefficients that are related to the regional characteristics described in Section 3.2.1. These results
are based on the suitability analysis for the emergency shelters allocation in the unit of districts of
each target area mentioned in Section 3.2.3. Referring to these figures, the comparison of the results
with and without the four types of weighted coefficients will be easily conducted. Furthermore, in
these figures, all of the values have no units. As clearly shown in Table 2, the area of Shobara City is
tremendously larger than those of other three cities. Therefore, the scale of results for Shobara City is
different from those for other three cities on the digital maps of GIS.

5.1. Results for Chofu City

Figures 1–5 shows the results and n value is 6 for Chofu City. As mentioned in Section 3.2.2, for
each district, the n value is the average of the number of emergency shelters within 879 m. From these
figures, it is evident that there is a large difference between districts when not using a weighted
coefficient (Figure 1), and when using the ratio of permanent population as a weighted coefficient
(Figure 3). Without a weighted coefficient, there are districts with extremely high assessment values in
the northern part, which are far from emergency shelters. With the ratio of permanent population as
a weighted coefficient, there are districts with extremely high assessment values in the southeastern
and southwestern parts, which have a large number of populations.

Figure 1. Result for Chofu City without a weighted coefficient.
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Figure 2. Result for Chofu City with the specialization coefficient of elderly population as a
weighted coefficient.

Figure 3. Result for Chofu City with the Ratio of permanent population as a weighted coefficient.

Figure 4. Result for Chofu City with the ratio of elderly population as a weighted coefficient.
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Figure 5. Result for Chofu City with the specialization coefficient of population density as a
weighted coefficient.

5.2. Results for Fuchu City

Figures 6–10 shows the results and n value is 6 for Fuchu City. From these figures, it is evident that
there is a large difference between districts when not using a weighted coefficient (Figure 6), and when
using the ratio of permanent population (Figure 8). Without a weighted coefficient, the emergency
shelters concentrated in the central part that has a low assessment value. With the ratio of permanent
population as a weighted coefficient, there are districts with extremely high assessment values in the
southeastern part, which are far from emergency shelters. Additionally, there are districts with low
assessment values in central part, which have a large number of populations and emergency shelters.

Figure 6. Result for Fuchu City without a weighted coefficient.
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Figure 7. Result for Fuchu City with the specialization coefficient of elderly population as a
weighted coefficient.

Figure 8. Result for Fuchu City with the ratio of permanent population as a weighted coefficient.

Figure 9. Result for Fuchu City with the ratio of elderly population as a weighted coefficient.
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Figure 10. Result for Fuchu City with the specialization coefficient of population density as a
weighted coefficient.

5.3. Results for Toda City

Figures 11–15 shows the results and n value is 5 for Toda City. From these figures, it is evident
that there is a large difference between districts when not using a weighted coefficient (Figure 11), and
when using the ratio of permanent population and the ratio of elderly population as the weighted
coefficients (Figures 13 and 14). Without a weighted coefficient, emergency shelters concentrated in the
districts that have low assessment values. With the ratio of permanent population and the ratio of
elderly population as weighted coefficients, there are districts with extremely high assessment values
in central part, which have a large number of populations and elderly populations.

Figure 11. Result for Toda City without a weighted coefficient was not used.

Figure 12. Result for Toda City with the specialization coefficient of elderly population as a
weighted coefficient.
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Figure 13. Result for Toda City with the ratio of permanent population as a weighted coefficient.

Figure 14. Result for Toda City with the ratio of elderly population as a weighted coefficient.

Figure 15. Result for Toda City with the specialization coefficient of population density as a
weighted coefficient.

5.4. Results for Shobara City

Figures 16–20 shows the results and the n value is 1 for Shobara City. From these figures, it
is evident that there is a large difference between districts when not using a weighted coefficient
(Figure 16), and when using the specialization coefficient of elder population as the weighted coefficients
(Figure 17). In both these two cases, districts with extremely high assessment values are distributed in
the entire Shobara City, and they are far from emergency shelters. However, most of districts have
low assessment values when using the specialization coefficient of population density as weighted
coefficients (Figure 20).
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Figure 16. Result for Shobara City without a weighted coefficient.

Figure 17. Result for Shobara City with the specialization coefficient of elderly population as
a weighted coefficient.

Figure 18. Result for Shobara City with the ratio of permanent population as a weighted coefficient.
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Figure 19. Result for Shobara City with the ratio of elderly population as a weighted coefficient.

Figure 20. Result for Shobara City with the specialization coefficient of population density as a
weighted coefficient.

6. Discussion

As mentioned in Section 3.2.4, this section will compare the results between multiple areas (Chofu,
Fuchu, Toda and Shobara Cities) as well as the results with and without the four types of weighted
coefficients that were related to the regional characteristics based on Figures 1–20 in order to verify the
validity of the assessment method. Specifically, it is necessary to compare the results between multiple
areas with different regional characteristics in order to verify the validity of the assessment method.
Additionally, it is also necessary to compare the results with and without weighted coefficients, focusing
on the increase and decrease of the assessment values for both cases. Furthermore, by verifying the
assessment method, it is capable of proving the reliability of the results for the above four cities. Based
on these two types of comparisons, focusing on regional characteristics, it is also possible to respectively
grasp the suitability of emergency shelters allocation in the above four cities.

6.1. Comparison of the Results between Multiple Areas with Ddifferent Regional Characteristics

In this section, focusing on the maximum and minimum assessment values that are shown in
Figures 1–20, the comparison of the results between target areas will be conducted. These assessment
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values are based on the suitability analysis for the emergency shelters allocation in the unit of districts
of each target area mentioned in Section 3.2.3.

6.1.1. Results without a Weighted Coefficient

As mentioned in Section 3.2.3, when not using a weighted coefficient, analyses are conducted
based on the linear distance between each district and each emergency shelter, and the scale of such
facilities. Table 4 indicates the maximum (highest results) and minimum (lowest results) assessment
values without a weighted coefficient. As shown in Table 2, though Shobara City has a large number of
emergency shelters, because the area is extremely large, it is difficult to evenly place emergency shelters
in the entire city. Therefore, there are some districts with extremely high assessment values in Shobara
City. In contrast, because the areas of Chofu, Fuchu, and Toda Cities are relatively small, and the
maximum assessment values in these three cities are not so high as that in Shobara City. Additionally,
regarding the minimum assessment values, as all four cities have some districts with a concentration
of emergency shelters, there is no noticeable difference between the four cities.

Table 4. Results without a weighted coefficient.

City Chofu City Fuchu City Toda City Shobara City

Maximum assessment value 59.81633 53.65750 47.21871 429.94276

Minimum assessment value 2.25878 1.872332 7.614647 2.11606

6.1.2. Results with the Specialization Coefficient of Elderly Population as a Weighted Coefficient

Table 5 indicates the results with the specialization coefficient of elderly population as a weighted
coefficient. Districts where the specialization coefficient of elderly population is 0 are not considered.
Regarding Shobara City, as the maximum assessment value without a weighted coefficient is
significantly higher in comparison with the other three cities, the maximum assessment value remains
high, regardless of the specialization coefficient of elderly population. Additionally, regarding Chofu,
Fuchu, and Toda Cities, the maximum values of the specialization coefficient of elderly population
are directly proportional to the maximum assessment values. However, regarding Fuchu City, as the
minimum assessment value when not using a weighted coefficient is low, and the minimum value of
the specialization coefficient of elderly population is also low, the minimum assessment value is lower
in comparison with the other three cities. When comparing Chofu, Fuchu, and Toda Cities, which
have almost the same areas as described in Table 2, when using the specialization coefficient of elderly
population as a weighted coefficient, the values are directly proportional to the assessment values in
these three cities.

Table 5. Results with the specialization coefficient of elderly population as a weighted coefficient.

City Chofu City Fuchu City Toda City Shobara City

Maximum value of specialization
coefficient of elderly population 3.82633 2.02867 3.12336 2.35177

Minimum value of specialization
coefficient of elderly population 0.26281 0.04191 0.14825 0.36911

Maximum assessment value 142.22402 67.88536 136.41473 448.82895

Minimum assessment value 2.24888 0.82389 2.23980 1.48857

6.1.3. Results with the Ratio of Permanent Population as a Weighted Coefficient

Table 6 indicates the results with the ratio of permanent population as a weighted coefficient.
Districts where the ratio is 0 are not considered. The maximum and minimum values of the ratio of
permanent population are directly proportional to the maximum and minimum assessment values
when using the ratio of permanent population as a weighted coefficient, as it is made clear in Table 6.
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Table 6. Results with the ratio of permanent population as a weighted coefficient.

City Chofu City Fuchu City Toda City Shobara City

Maximum value of ratio of
permanent population 0.02835 0.01799 0.05574 0.06203

Minimum value of ratio of
permanent population 0.00042 0.00009 0.00004 0.00116

Maximum assessment value 0.54371 0.47256 1.00212 5.68238

Minimum assessment value 0.01916 0.00166 0.00037 0.03124

6.1.4. Results with the Ratio of Elderly Population as a Weighted Coefficient

Table 7 indicates the results with the ratio of elderly population as a weighted coefficient. Districts
where the ratio of elderly population is 0 are not considered. In a similar manner as the previous
section, the maximum and minimum values of the ratio of elderly population are directly proportional
to the maximum and minimum assessment values when using the ratio of elderly population as the
weighted coefficient.

Table 7. Results with the ratio of elderly population as a weighted coefficient.

City Chofu City Fuchu City Toda City Shobara City

Maximum value of the ratio of
elderly population 0.04965 0.02430 0.04953 0.06573

Minimum value of the ratio of
elderly population 0.00030 0.00004 0.00011 0.00153

Maximum assessment value 0.93303 0.54209 1.04558 5.68238

Minimum assessment value 0.01359 0.00075 0.00202 0.03124

6.1.5. Results with the Specialization Coefficient of Population Density as a Weighted Coefficient

Table 8 indicates the results with the specialization coefficient of population density as a weighted
coefficient. Districts where the specialization coefficient of population density is 0 are not considered.
The maximum values of the specialization coefficient of population density are directly proportional to
the maximum assessment values in all four cities. Additionally, regarding Toda City, as the minimum
value of the specialization coefficient of population density is extremely low, the minimum assessment
value is also low. On the other hand, regarding Shobara City, as the minimum value of the specialization
coefficient of population density is extremely high, the minimum assessment value is also high. When
comparing Chofu and Fuchu Cities, as there is a small difference between each minimum value of
the specialization coefficient of population density, there is likewise a small difference between each
minimum assessment value.

Table 8. Results with the specialization coefficient of population density as a weighted coefficient.

City Chofu City Fuchu City Toda City Shobara City

Maximum value of specialization
coefficient of population density 2.88567 4.87911 5.85714 107.82974

Minimum value of t specialization
coefficient of population density 0.02029 0.02364 0.00113 0.09622

Maximum assessment value 79.00819 86.45790 123.35271 2,691.62524

Minimum assessment value 0.75399 0.44378 0.00932 3.23330
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6.1.6. Summary

This section will summarize the comparison results between multiple areas, while focusing on the
maximum and minimum assessment values.

(1) Maximum assessment value
Regarding Shobara City, the maximum assessment value when not using a weighted coefficient is

extremely high, and all of the values with different types of weighted coefficients are also significantly
higher in comparison with the other three cities. Additionally, when comparing Chofu, Fuchu,
and Toda Cities, as there is a small difference between the maximum assessment values when not using
a weighted coefficient, the maximum values of weighted coefficients tend to be directly proportional
to the maximum assessment values. Therefore, it is possible to verify the validity of the assessment
method in the present research.

(2) Minimum assessment value
For all cities, as there is a small difference between the minimum assessment values when not using

a weighted coefficient, the minimum values of weighted coefficients tend to be directly proportional to
the minimum assessment values. Therefore, similar to when focusing on the maximum assessment
value, it is possible to verify the validity of the assessment method in the present research.

6.2. Comparison of the Results with and without Weighted Coefficients

Based on the results of Section 5, this section will compare the results with and without the
weighted coefficients, and verify the validity of the assessment method by focusing on the increase
and decrease of assessment values in these two cases.

6.2.1. Comparison Concerning the Specialization Coefficient of Elderly Population

Districts with high assessment values also have high assessment values when not using a weighted
coefficient, when using the specialization coefficient of the ratio of elderly population as a weighted
coefficient. The same trend is seen between districts with low assessment values. Additionally, it is
difficult to see any significant difference between the specialization coefficient of elderly population for
each district, because the value is derived by dividing the rate of the population who are over 75 years
old in each district by the same rate in the entire target area.

6.2.2. Comparison Concerning the Ratio of Permanent Population

When using the ratio of permanent population as a weighted coefficient, many districts with high
assessment values also have high values, while many districts with low assessment values also have
low values. When not using a weighted coefficient, many districts with high assessment values are
far from any stations and city centres, while many districts with low assessment values are close to
stations and the city centre. Therefore, when using the ratio of elderly population, which greatly differs
between the districts as a weighted coefficient, the assessment values are reversed in the cases without
a weighted coefficient and with the ratio of elderly population as the weighted coefficient.

6.2.3. Comparison Concerning the Ratio of Elderly Population

The trend is similar to that of the previous section when using the ratio of elderly population as
a weighted coefficient. Specifically, many districts with high assessment values also have high values,
while many districts with low assessment values also have low values. When not using a weighted
coefficient, many districts with high values are far from any stations and city centres, while the districts
with low assessment values are close to stations and city centres. Therefore, when using the ratio of
elderly population that greatly differs between the districts as a weighted coefficient, the assessment
values are reversed in the cases without a weighted coefficient and with the ratio of elderly population
as a weighted coefficient.
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6.2.4. Comparison Concerning the Specialization Coefficient of Population Density

When using the specialization coefficient of population density as the weighted coefficient, districts
with high assessment values also have high values, while districts with low assessment values also
have low values. The specialization coefficient of population density is high around stations and
city centre, and it is lower as the distance from stations and city centers increases. When not using
a weighted coefficient, the assessment values are high in districts that are far from any stations and
city centre, while the assessment values are low in districts close to stations and city centre. Therefore,
when using the specialization coefficient of population density, which greatly differs between the
districts as a weighted coefficient, the assessment values are reversed in the cases without a weighted
coefficient and with the ratio of elderly population as a weighted coefficient.

6.2.5. Summary

This section will summarize the comparison results with and without weighted coefficients.
There is no significant difference between the assessment values with and without this weighted
coefficient because there is a small difference between the specialization coefficient of elderly population
in each district. However, as there is a significant difference between the other 3 weighted coefficients
in each district, the weighed coefficients are directly proportional to the assessment values. In other
words, when not using a weighted coefficient, districts with high assessment values have low weighted
coefficient values, while districts with low assessment values have high weighted coefficient values.
Therefore, the assessment values are reversed, depending on whether the other three weighted
coefficients are used or not. Additionally, based on the above comparison results, it is possible to verify
the validity of the assessment method in the present research.

7. Conclusions

The conclusion of the present research can be summarized in the following four points.
(1) The method in the present research modifies the p-median model that derives the best facility

location and conducts a suitability analysis for the emergency shelters allocation in each district.
The weighted coefficients such as the specialization coefficient of elderly population, the ratio of
permanent population, the ratio of elderly population, and the specialization coefficient of population
density that is related to the regional characteristics are integrated into the suitability analysis for
the emergency shelters allocation in Japan, using the linear distance between each district and each
emergency shelter as well as the coverage of such emergency shelters.

(2) As the quantitative data related to the above 4 types of weighted coefficients, the linear distance
between each district and each emergency shelter, and the facility scale of emergency shelters are
used to conduct a suitability analysis, the results are also quantitative, making it a useful indicator
to analyze the suitability of emergency shelters allocation. Additionally, while there are only four
types of weighted coefficients that are adopted in the present research, other regional characteristics
can be adopted as weighed coefficients to expand the assessment method. Furthermore, it is possible
to compare the sufficiency levels of emergency shelters between districts and point out the specific
districts that are short of emergency shelters, as the suitability of emergency shelters allocation are
analyzed by each district. Additionally, it is also possible to visually understand the suitability of
emergency shelters allocation on a small spatial scale as the unit of districts, as the results are displayed
on the digital maps of GIS.

(3) In the present research, the above four types of weighted coefficients, the linear distance
between each district and each emergency shelter as well as the facility scale of emergency shelters
are calculated while using open data, such as the National Census and the National Land Numerical
Information. As analyses in the present study are conducted based on public information, by obtaining
population data and geospatial data that are similar to the present research, analyses can be conducted
while using data in other areas, as well as for the past and future. Therefore, the assessment method in
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the present research has a high temporal reproducibility as well as spatial reproducibility. For example,
by using the “future population estimate by region in Japan” of the National Institute of Population
and Social Security Research [43] as future data, the shortage or overage of emergency shelters in the
future can be evaluated.

(4) The present research has the limitation of data availability. Specifically, the data that are related
to emergency shelters of contiguous cities could not be used, as the necessary data concerning the
facility scale of emergency shelters were not available. Therefore, the assessment values of districts
that were located near the administrative boundaries between the target areas and neighboring cities
could not be considered to be accurate. For this reason, it is necessary to create original data related to
emergency shelters.

The following are two issues that can be considered as future research topics.
(1) Calculation of the distance between each district and each emergency shelter
In the present research, as the linear distance between each district and each emergency shelter

was adopted, such a distance differs from the actual road distance. Therefore, it is possible to increase
the accuracy of the results by adopting the road distance. Manrique (2013) [44] demonstrated that
the road distance of narrow roads that are only passable for those on foot is 1.271 times longer than
the linear distance, and the road distance of wide roads that are drivable is 1.415 times longer than
the linear distance. Referring to the results, it is possible to calculate road distance based on the
linear distance.

(2) Application to other facilities in the time of accidents
While the present research focused on emergency shelters, the assessment method of the present

research may also be applied to the suitability analysis of temporary evacuation shelters in the time
of accidents.
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Abstract: In low-to-moderate seismicity (intraplate) regions where locally recorded strong motion
data are too scare for conventional regression analysis, stochastic simulations based on seismological
modelling have often been used to predict ground motions of future earthquakes. This modelling
methodology has been practised in Central and Eastern North America (CENA) for decades. It is
cautioned that ground motion prediction equations (GMPE) that have been developed for use in
CENA might not always be suited for use in another intraplate region because of differences in the
crustal structure. This paper introduces a regionally adjustable GMPE, known as the component
attenuation model (CAM), by which a diversity of crustal conditions can be covered in one model.
Input parameters into CAM have been configured in the same manner as a seismological model, as
both types of models are based on decoupling the spectral properties of earthquake ground motions
into a generic source factor and a regionally specific path factor (including anelastic and geometric
attenuation factors) along with a crustal factor. Unlike seismological modelling, CAM is essentially
a GMPE that can be adapted readily for use in different regions (or different areas within a region)
without the need of undertaking any stochastic simulations, providing that parameters characterising
the crustal structure have been identified. In addressing the challenge of validating a GMPE for use
in an area where instrumental data are scarce, modified Mercalli intensity (MMI) data inferred from
peak ground velocity values predicted by CAM are compared with records of MMI of past earthquake
events, as reported in historical archives. South-Eastern Australia (SEA) and South-Eastern China
(SEC) are the two study regions used in this article for demonstrating the viability of CAM as a
ground motion prediction tool in an intraplate environment.

Keywords: seismic hazard; attenuation; GMPE; crustal model; MMI; intraplate region

1. Introduction

A ground motion prediction equation (GMPE) is a set of algebraic functions of earthquake
magnitude, distance, and a site parameter, and may also include parameters to identify the style of
faulting [1–5]. GMPEs are used to define the characteristics of ground motions for specific regions and
earthquake scenarios (expressed in terms of magnitude-distance, or M-R combinations). In tectonically
active regions (e.g., Western North America) where plenty of strong motion data can be captured
by a network of densely distributed recording instruments, GMPEs are typically developed from
regression analysis of recorded strong motion data. Empirical GMPEs, which were derived mainly
from field recordings, should be capable of capturing regional specific earthquake ground motion
characteristics [6,7]. However, empirical GMPEs may give results that are very sensitive to data from
isolated records and the type of regression techniques adopted, and more so when data are scarce [8].
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For tectonically stable regions of low-to-moderate seismicity, the conventional approach based on
the regression of empirical data may not be feasible for developing GMPEs. To overcome the challenge
of paucity in strong motion data, stochastic simulations of a seismological model expressed in the form
of Fourier amplitude spectrum (FAS) can be undertaken to generate synthetic accelerograms [9,10].
This approach basically makes use of a seismological model to define the amplitude of the individual
sinusoids constituting the acceleration time histories on the ground surface, whilst assigning random
phase angles to the sinusoids. This approach of synthesizing ground motions is known as stochastic
simulations. Standard calculation procedures may then be applied to derive the intensity of ground
motion for any given earthquake scenario. A set of GMPE for the target regions can then be developed
using the synthetic data obtained from simulations applied in a repetitive fashion to cover for different
M-R combinations.

Complexity in the earthquake generation process and the associated uncertainties that are
embodied in empirical GMPEs cannot possibly be captured completely by seismological modelling,
nor by stochastic simulations. To address these intrinsic deficiencies of seismological modelling, a new
class of (semiempirical) modelling approaches, namely the hybrid empirical method (HEM) [11,12]
and the referenced empirical method (REM) [13,14], have been developed. However, the application
of either HEM or REM requires a suitable “host region” containing abundant strong motion recordings
and well-developed GMPEs.

In intraplate regions like South-Eastern Australia (SEA) and South-Eastern China (SEC), it is
difficult to find a suitable “host region”, or alternative well-established GMPEs, for applying HEM or
REM. However, very useful macroseismic intensity information expressed in terms of the modified
Mercalli intensity (MMI) has been recorded on isoseismal maps for earthquakes that occurred in this
region for over hundreds of years. This type of data has been used in investigations for studying the
attenuation behaviour of earthquake ground motions in Australia [15,16] and in many other regions
of low-to-moderate seismicity [17]. The analysis of MMI data can result in the development of a
GMPE that can be representative of the strong motion transmission properties of earthquake-affected
areas based on observations over a long-time span (without requiring recording instruments to be
placed close to the epicentre of any earthquake). For this reason, MMI data that have been recorded
to date have much better coverage of strong motion conditions than instrumented data in regions
of low-to-moderate seismicity, both in terms of time and space. Many current GMPEs developed in
regions of low-to-moderate seismicity for the modelling of seismic hazards were derived from datasets
of small magnitude earthquake events (for example, GMPEs developed in SEA were developed from
datasets with a maximum moment magnitude M = 5.4 [18,19]). These GMPEs can be heavily biased to
ground motion behaviour typifying small magnitude earthquakes. Their applicability in modelling
large magnitude earthquake events occurring in the future is in doubt.

Another modelling challenge is reconciling modern GMPEs, which typically make use of peak
ground acceleration (PGA), peak ground velocity (PGV), or response spectral accelerations (RSA) as
intensity measures, with a GMPE derived from MMI data. Converting macroseismic intensity MMI
data into ground motion parameters such as PGA or PGV has been studied by many scholars in the
past few decades. A simple, and well-known, MMI-PGV conversion relationship was recommended
by Newmark and Rosenblueth [20], Gaull et al. [21], and Lam et al. [15]. More rigorous conversion
relationships have also been developed more recently (e.g., [22–24]). Regression analysis of MMI data,
as obtained from historical archives, can therefore be transformed into attenuation relationships that
are expressed in terms of PGA, PGV, or RSA.

In the absence of detailed spectral properties of a historical earthquake (which could only be
derived from analyses of instrumented records), PGV is the preferred ground motion parameter,
as opposed to PGA or RSA, for characterising the intensity of the earthquake for reasons outlined
by Bommer and Alarcon [25]. First, PGV is a reliable, simple, and measurable intensity metric,
which has a good correlation with damage distribution [26]. The accuracy of “shake maps” relies
on good correlations between PGV and MMI values [22]. Second, PGV data can be employed for
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estimating the risk of damage to buried pipelines because of the good correlations between horizontal
PGV and material strains [27]. Thus, fragility functions for buried pipelines expressed in terms of
PGV can be found in open sources [28]. Third, PGV data can also be used for assessing the risks
of liquefaction [29–31]. Fourth, PGV is one of the three parameters for scaling an elastic response
spectrum model for engineering applications [32,33]. The seismic action model stipulated by the
current Australian standard is based on scaling design PGV values that were derived from probabilistic
seismic hazard analysis (PSHA), employing GMPEs found on MMI data [34]. This is evident of PGV
being recognised as the key ground motion intensity measure.

This paper is aimed at introducing a generic, regionally adjustable GMPE (known as the component
attenuation model with acronym: CAM) for the prediction of PGV for given earthquake scenarios
in low-to-moderate seismicity regions. The use of macroseismic historical MMI data collected from
SEA and SEC regions (the distribution of magnitude and distance for collected data can be found in
Figure 1) to demonstrate the accuracy of predictions by CAM is also presented.

 

(a) (b) 

Figure 1. M-R combinations for selected regions. (a) South-Eastern Australia (SEA); (b) South-Eastern
China (SEC).

2. The Component Attenuation Model (CAM) of PGV

The framework of CAM as a GMPE is defined in a generic functional form, which decouples the
source and attenuation effects into different components, as shown by Equation (1).

PGV = Δ ×α×β×G× γc ×C (1)

Equation (1) can also be presented in the logarithmic (base 10) format as shown by Equation (2):

logPGV = log Δ + logα+ logβ+ log G + logγc + logC, (2)

where Δ is the referenced PGV measured on reference hard rock sites (typifying Eastern North America)
for the reference scenario of M = 6 and R = 30; α is the source factor, which is a function of the
moment magnitude (M) and Brune stress drop (Δσ); β is the regional anelastic attenuation factor,
which is responsible for the attenuation effects, excluding geometric attenuation (G); G is the geometric
attenuation factor; γc is the crustal modification factor, which accounts for the amplification and
attenuation phenomena within the upper 4 km of the rock crust, as well as amplification at the
“mid-crust”, which is in the surrounding of the location of the fault plane; and C is the calibration factor
(which is used to minimise discrepancies between the model predictions and empirical recordings).
The value of α is set as unity (and value of β and G close to unity) for a stress parameter value of 200
bars at M = 6 and R = 30 km. Seismological parameter values of stochastic simulations that CAM is
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based upon are summarised in Table 1. The listing of the values of model coefficients associated with
each component factor in CAM are presented in the next section.

Table 1. Parameter values used in stochastic simulations for component attenuation model (CAM) modelling.

Parameter Input Value

Ref. source shear wave velocity for hard
rock (of Eastern North America) β0sim = 3.8 km/s [1]

Ref. source density for hard rock ρsim = 2.8 g/cm3 [1]
Source model Generalised additive double-corner frequency model [35]
Spectral sag ε = 100.605 − 0.255M

Distance R = Hypocentral distance
Geometrical attenuation Variable function (refer Table 2)

Stress drop, Δσ Δσ = 200 bars (default for intraplate regions)
Wave transmission quality factor Q0 = 120, 150, 200, 300, 400, 500, 600, 680, 800.

Exponential factor n = 0.0000008Q2
0 − 0.0014Q0 + 0.93 1 [36]

Time-averaged shear wave velocity for the
top 30 m depth, VS30

VS30 = 0.618, 0.76, 1.0, 1.2, 1.4, 1.6, 1.8, 2.0, 2.2, 2.4, 2.6, 2.78 km/s

Kappa factor
κ0 = 0.001, 0.0025, 0.005, 0.0075, 0.01, 0.015, 0.02, 0.025, 0.03,

0.035, 0.04, 0.045, 0.05, 0.055, 0.06, 0.065, 0.07, 0.075, 0.08, 0.085,
0.09, 0.095, 0.1 s

Source duration 0.5/ fa + 0.5/ fb, where fa and fb are corner frequencies [35]
Path duration 0.05 × R, where R is the hypocentral distance [1]

Time step dt = 0.002 s
1 The equation is only used when the exponent value is unknown.

CAM, as introduced in the foregoing, is similar in methodology and philosophy to a generic
ground motion prediction model (GMPE) introduced in reference [37]. A unique feature of CAM,
which is not found in any GMPE, is the use of a geology-based crustal modelling approach, wherein
crustal shear wave velocity profiles of bedrock to depths of tens of kilometres are used to derive
modification factors of the upper crust (not to be confused with the site factor for modelling the effects
of surficial sediments down to tens of metres only). Description of the crustal modelling methodology,
complete with case studies, can be found throughout the rest of the article.

2.1. Generic Source Factor

The generic source factor is expressed in the form of Equation (3).

logα = a1 ×Ma2 × Δσa3 + a4, (3)

where a1–a4 are model coefficients. Equation (3), which was derived from the simulated data, has been
normalised at M = 6. The model covers the range of M4–M8 and Δσ = 30–300 bar.

2.2. Regional Whole Path Anelastic Attenuation Factor

The regional anelastic attenuation factor (β) is used to account for the attenuation of ground
motions along the entire transmission path of the seismic wave from source to site. Results derived
from stochastic simulations of the seismological model with increasing distance have been normalised
at R = 30 km and the effects of geometric attenuation effect (G) have been removed (and accounted for
separately). The anelastic attenuation factor so derived is expressed in the form of Equation (4):

logβ = (b1 ×M + b2) ×Qb3
0 × (logR)b4 + b5, (4)

where b1–b5 are model coefficients; M is moment magnitude, Q0 is the regional dependent quality
factor for wave transmission, and R is the hypocentral distance.
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Higher frequency waves (with a larger number of wave cycles for a given distance) are more
susceptible to anelastic attenuation along the wave travel path than lower frequency waves. Given
that the frequency characteristics of an earthquake are magnitude-dependent, the extent of anelastic
attenuation is accordingly magnitude-dependent. Hence, earthquake magnitude is a parameter in the
predictive expression of Equation (4). The reliability (ability) of this expression to reproduce results
of stochastic simulations of the upper crustal amplification phenomenon reasonably accurately is
demonstrated in Section 3.

Predictions derived from Equations (3) and (4) have been subject to residual analysis, wherein
the residual value is defined as δ = log

(
Ysim/Ypred

)
, where Ysim and Ypred are PGV measurements

obtained from stochastic simulations and CAM predictions, respectively. δ> 0 refers to underestimation
of CAM and δ < 0 refers to overestimation of CAM. A fourth order polynomial expression (Equation (5))
for defining the value of the adjustment factor βadjustment_factor is used to adjust, through multiplication,
predicted values of β from Equation (4) to minimise the values of the residuals, along with any other
systematic modelling errors.

βadjustment_factor = b6R4 + b7R3 + b8R2 + b9R + b10, (5)

where b6–b10 are model coefficients.

2.3. Crustal Modification Factor

The crustal factor γc is to account for the combined effects of the amplification and attenuation of
the upper earth crust, which is mainly dependent on the shear wave velocity profile in the upper 3–4 km
of the earth crust. The literature refers to those phenomena as crustal modifications. The modification
factor can be resolved into three components: (i) amplification of the upper crust; (ii) attenuation of the
upper crust; and (iii) modification of the mid-crust. The respective factors representing each of these
components are combined in a multiplicative manner, as represented by Equation (6).

γc = γam × γan × γmc, (6)

where γam, γan, and γmc are factors representing amplifications of the upper crust, attenuation of the
upper crust, and modification of the mid-crust, respectively.

Details of the derivation of each of these component factors contributing to crustal modifications
are described in the rest of this section under separate subheadings.

2.3.1. Upper-Crustal Amplification

In modelling upper crustal amplification, information presented in reference [38], which is
abbreviated herein as BJ97, and more recent updates of the model [39], have been incorporated for
constructing the shear wave velocity profiles, which have also been used to infer the crustal density
profiles [40]. The two profiles were then called up jointly to derive the upper crustal amplification
factors by use of the square-root-impedance (SRI) method. The shear wave velocity profiles and
the corresponding frequency-dependent amplification factors, so derived for the study regions, are
presented in Figures 2 and 3.

The upper-crustal amplification factor γam was derived accordingly as a function of VS30

(time-averaged shear wave velocity in the upper 30 m of the earth crusts [41]) by curve-fitting
simulated data. The general form of the function is shown by Equation (7):

logγam = γ1 ×Mγ2 ×Vγ3
S30 + γ4 ×VS30, (7)

where γ1–γ4 are the regression coefficients.
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(a) (b) 

Figure 2. Shear-wave velocity profile: (a) SEA; (b) SEC, in which CRUST1.0 is a global crustal database
(https://igppweb.ucsd.edu/~gabi/crust1.html, last accessed in January 2019), the shear wave velocity
data can be found in the “Supplementary Materials”.

κ0

κ0

Figure 3. Frequency-dependent crustal modification factor. For both conditions, κ0 = 0.057/Vs0.03
0.8 −

0.02 [42,43].

Upper crustal amplification of seismic waves is also frequency-dependent, given that the
amplification of higher frequency waves (of shorter wave lengths) are more sensitive to the shear
wave velocity gradient of the earth crust than lower frequency waves (of longer wave lengths). This
phenomenon can be explained by reference to the quarter wavelength principles in the analysis for
crustal amplification. Further explanations can be found in reference [38]. The extent of upper crustal
amplification is accordingly dependent on the frequency characteristics of the upward propagating
seismic waves. Given that the frequency characteristics of an earthquake are magnitude dependent,
the extent of upper crustal amplification is, therefore, also magnitude dependent. Hence, earthquake
magnitude is a parameter in the predictive expression of Equation (7). The validity of using VS30

to characterise upper crustal conditions has been demonstrated in reference [42]. The reliability
(ability) of Equation (7) to reproduce results of stochastic simulations of the upper crustal amplification
phenomenon reasonably accurately is demonstrated in Section 3.
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2.3.2. Upper Crustal Attenuation

The Kappa factor (κ0) is another key parameter to be considered in upper crustal modelling. The
attenuation behaviour of the ground motion in the upper crust at high frequencies (in addition to the
whole path anelastic attenuation covered in Section 2.2) is controlled by the value of κ0. Numerous
studies that were targeted at modelling the value of κ0 have been reported in the literature [41–46].
In simulations undertaken in this study, the value of κ0 accordingly ranges from 0.001 s to 0.1 s. The
functional form for the expression for determining the values of γan to account for the effects of upper
crustal attenuation is represented by Equation (8).

logγan = γ5 ×Mγ6κ
γ7
0 +γ8, (8)

where γ5–γ8 are regression coefficients.

Table 2. Summary of the selected NGA-East seismological models.

Seismological Model AB95 [1] SGD02 [47] A04 [48] BS11 [49]

Source model 1
1−ε

1+( f / fa)
2 +

ε

1+( f / fb)
2 log ε = 2.52− 0.637Mlog fa = 2.41− 0.533M fb =√(

f 2
c − (1− ε) f 2

a

)
/ε fc = 4.9× 106β0

(
Δσ
M0

)1/3
Δσ = 200 bar

Shear Wave Velocity at
Source βos (km/s) 3.8 3.52 3.7 3.5

Geometrical Factor G (R
in km) 2

R ≤ 70: R−1 70 < R ≤
130: R0 130 < R: R−0.5

R ≤ 80: R-(1.0296−0.0422(M−6.5))

80 < R:
R−0.5(1.0296 + 0.0422(M − 6.5))

R ≤ 70: R−1.3 70 < R
≤ 140: R0.2 140 < R:

R−0.5

R ≤ 50: R−1 50 < R:
R−0.5

Quality Factor Q 680 f 0.36 351 f 0.84 max (1000, 893 f 0.32) 410 f 0.5

Upper Crustal
Amplification Parameter VS30 = 0.76 km/s VS30 = 0.76 km/s VS30 = 0.76 km/s VS30 = 0.76 km/s

Upper Crustal
Attenuation Parameter κ0 = 0.025 s κ0 = 0.025 s κ0 = 0.025 s κ0 = 0.025 s

1 source models presented in the original references have been replaced by the more updated source model presented
in the table based on recommendations in reference [35].2 R is hypocentral distance in km.

As for whole path anelastic attenuation, upper crustal attenuation is also magnitude-dependent.
Thus, earthquake magnitude is also a parameter in Equation (8) for predicting the extent of upper
crustal attenuation. The significance of the magnitude term is well demonstrated in Section 3.

Residual analysis has been conducted for CAM in totality, incorporating the generic source,
regional path (including anelastic and geometric attenuation factors), and crustal modification factor.
An apparent trend with increasing distance R has been identified. A fourth order polynomial expression
(Equation (9)) for defining the value of the adjustment factor γadjustment_factor is used to adjust, through
multiplication, predicted values of PGV from Equation (3), (4), (5), (7), and (8) to minimise values of
the residuals, along with other systematic modelling errors.

γadjustment_factor = γ9R4 + γ10R3 + γ11R2 + γ12R + γ13, (9)

where γ9–γ13 are regression coefficients.

2.3.3. Mid-Crustal Modification

Another crustal factor to consider is the mid-crustal modification factor γmc, which is used to
account for the effects of the density and shear wave velocity of the earth crust at the depth of the
source of the earthquake. Mid-crustal amplification is purely a source phenomenon, as it represents the
increase in the amplitude of shear waves (generated at the source of the earthquake) with decreasing
shear wave velocity and density of the earth crust at the depth of the source from where seismic waves
are emitted. In calculating the amplification factor a high shear wave velocity value of 3.8 km/s and a
crustal density value of 2.8 g/cm3, both of which are characteristics of hard rock conditions in the shield
regions of Eastern North America, are used as the “benchmark” conditions, for which the amplification
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factor is set as unity. These benchmark parameters for shear wave velocity and crustal density are
denoted as β0sim and ρsim, respectively.

The value of γmc can be found using Equation (10), which has been derived by the authors based
on the source model defined in reference [35].

γmc =
ρsim

ρS
×
(
β0sim

β0S

)k
(10)

where k = −0.273×M + 3.278, ρsim = 2.8 g/cm3, β0sim = 3.8 km/s, and ρS and β0S are the density and
shear wave velocity of the earth crust at the depth of the source (i.e., the mid-crust).

2.4. Verification of CAM Using Various Seismological Models

To verify CAM as a tool for translating seismological models into GMPEs for predictions of PGV,
four NGA(Next Generation Attenuation)-East seismological models (as listed in Table 2), namely
Atkinson and Boore (1995) [1], Silva, Gregor, and Darragh (2002) [47], Atkinson (2004) [48], and
Boatwright and Seekins (2011) [49], have been used to verify CAM. The acronyms of these four models
are AB95, SGD02, A04, and BS11. The PGV values, so derived from stochastic simulation of the
(selected) seismological models, were compared with PGV values predicted by use of CAM for the
respective model. Results of the verification analyses are presented in Section 3.2.

2.5. Validation of CAM Using MMI Data

Historical macroseismic MMI data collected from South-Eastern Australia (SEA) and South-Eastern
China (SEC) has also been adopted to validate CAM as a regionally adjustable generic GMPE. The
magnitude and distance distributions are shown in Figure 1 for the two selected study regions. The
well-known MMI-PGV correlation proposed by Atkinson and Kaka [23] was adopted in this study
(with residual corrections) to transfer the predicted PGV values (as derived from CAM) into MMI
values for comparison purposes. The correlation relationship without residual corrections is expressed
by Equation (11), and that with residual corrections is expressed by Equation (12). The historical MMI
data can be found in this paper in the section presenting “Supplementary Materials”.

MMI =
{

4.37 + 1.32× logPGV logPGV ≤ 0.48
3.54 + 3.03× logPGV logPGV > 0.48

, (11)

MMI =
{

4.37 + 1.32× logPGV + 0.47− 0.19×M + 0.26× logR logPGV ≤ 0.48
3.54 + 3.03× logPGV + 0.47− 0.19×M + 0.26× logR logPGV > 0.48

, (12)

where M and R are the moment magnitude and hypocentral distance, respectively, and the unit of PGV
is cm/s.

For recordings collected from SEA, some of the events were recorded in terms of local magnitude
(ML). The conversion between M (moment magnitude, same as MW) and ML would need to be
undertaken in the first place to obtain correct estimates of the event magnitude. In this study, the
bilinear conversion relationship developed for Australian conditions [50] as defined by Equation (13)
was adopted.

M =

{
2/3ML + 1.2, ML ≤ 4.5
ML − 0.3, ML > 4.5

(13)

As the earthquake recordings for SEC were derived originally from the ancient yearbook, some
records dated back to as early as the 15th century [51,52]. Thus, magnitude conversion is filled with
uncertainties. The magnitude recordings compiled in this study (which can be found in the section
titled “Supplementary Materials”) are expressed in terms of moment magnitude.
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Another important component in CAM is the upper crustal modification factor. Regional shear
wave velocity (SWV) profiles can be used for deriving the upper crustal amplification factor. The shear
wave velocity profiles in this study were constructed based on the use of a geology-based modelling
approach, as recommended in reference [53]. With this modelling approach, a compressional (P) wave
velocity profile is converted into a shear (S) wave velocity profile using relationships that have been
developed by regression analysis of recorded data collated from multiple sources. More details in
relation to the process of modelling the shear wave velocity profile for the two study regions can be
found in the “Supplementary Materials” section. The parameter values used for constructing SWV
profiles are listed in Table 3. In Table 3, the values of ZS (depth of the upper sedimentary crustal layer)
and ZC (combined thickness of the soft and hard sedimentary crustal rock layers) for each region
were obtained from the average estimates of the thickness of soft sediment layer and total sediment
layers, respectively, in CRUST1.0 database (https://igppweb.ucsd.edu/~gabi/crust1.html, last accessed
in January 2019). VS0.03 (shear-wave velocity values at the depth of 0.03 km) values were identified
by curve-fitting to minimise discrepancies (defined as sum of squares errors) between the modelled
and recorded SWV values. The SWV value at 8 km depth (VS8), representing conditions at the source
of the earthquake, has also been determined for the two study regions based on information of the
regional crustal structure. The detailed information about the recorded SWV value can be found the
references [54–59]. The velocity profile showing the upper bound of 2.78 km/s in Figure 2 is the shear
wave velocity profile for generic hard rock conditions, as recommended in reference [38]. The velocity
profile showing the lower bound of 0.76 km/s in Figure 2 was derived from interpolation between
the shear wave velocity profiles for generic rock and generic hard rock conditions, as recommended
in reference [38]. The modelling approach introduced in reference [39] has been adopted. The
frequency-dependent modification factors for the study regions are shown in Figure 3.

Table 3. Parameter values for modelling shear wave velocity (SWV) profiles for South-Eastern Australia
(SEA) and South-Eastern China (SEC).

Parameter SEA SEC

ZS (km) 1.0 0.01
ZC (km) 4.0 2.0

VS0.03 (km/s) 1 1.1 1.81
VS8 (km/s) 2 3.5 3.6 [60]

n 0.141 0.136

function form

Z ≤ 0.2, VSZ = VS0.03(Z/0.03)0.3297;
0.2 < Z ≤ ZS

4, VSZ = VS0.2(Z/0.2)0.1732 3;
ZS < Z ≤ ZC

5, VSZ = VSZC(Z/ZC)n;
ZC < Z, VSZ = VS8(Z/8)0.0833.

0 < Z ≤ ZS, VSZ = VSZI(Z/ZI)0.3297 (ZI =min (ZS, 0.03));
ZS < Z ≤ ZC, VSZ = VSZC(Z/ZC)n;

ZC < Z, VSZ = VS8(Z/8)0.0833.

1. VS0.03 is the shear wave velocity value at the depth of 0.03 km; 2. VS8 is the shear wave velocity value at the depth
of 8 km; 3. VS0.2 is the shear wave velocity value at the depth of 200 m; 4. ZS is the depth of the upper sedimentary
crustal layer; 5. ZC is the combined thickness of the soft and hard sedimentary crustal rock layers.

The parameter values used in CAM and the selected GMPEs for comparison purposes for SEA
and SEC regions are summarised in Table 4.
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Table 4. Parameter values used in CAM for SEA and SEC alongside the selected GMPEs.

Parameter SEA SEC

Source Shear Wave Velocity (km/s) 3.5 3.6 [60]
Source Density (g/cm3) 2.8 [18] 2.9 [61,62]

Stress Drop (bar) 200 200
Δ (cm/s) 3.9 1 3.9 1

Geometric Attenuation Factor (G) [1] 0 ≤ R ≤ 70, R−170 < R ≤
130, R0130 < R, R−0.5

0 ≤ R ≤ 70, R−170 < R ≤
130, R0 130 < R, R−0.5

Quality Factor (Q0)
200 (New South Wales) [15]

100 (Victoria) [15] 300 (South
Australia) [15]

320 [16]

VS30 (km/s) 0.76 2 1.45 2

κ0 (s) 0.03 [42] 0.02 [42]
Conversion Factor (PGVS/PGVR) 1.5 [63,64]3 1.5 [16]

Source Factor (α) at M6R30 1.00 1.00
Anelastic Attenuation Factor (β)

at M6R30 0.95 0.95

Path Adjustment Factor
(βadjustment_factor) at M6R30 0.98 0.98

Upper Crustal Amplification Factor
(γam) at M6R30 2.22 1.52

Upper Crustal Attenuation Factor (γan)
at M6R30 0.48 0.6

Crustal Adjustment Factor
(γadjustment_factor) at M6R30 1.16 1.16

Mid-crustal Modification Factor (γmc)
at M6R30 1.1 1.06

Selected GMPEs SGC09 [65] 4 A12 [18] 5 CB08 [66] 6 CY08 [2] 7

1 Both Δ values for SEA and SEC were determined from the calculated PGV at M6R30 from program GENQKE for
hard rock conditions [9,15]; 2 Vs30 values are based on Figure 2. 3 PGVS and PGVR refer to PGV value on an average
soil site and rock site, respectively, the value of 1.5 for the rock to the soil site conversion is based on stipulations by
the earthquake loading standard for sites on shallow soil sediments [63] as explained in reference [64]; 4 SGC refers
to Somerville et al. (2009) [65]; 5A12 refers to Allen (2012) [18]; 6 CB08 refers to Campbell and Bozorgnia (2008) [66];
7 CY08 refers to Chiou and Youngs (2008) [2].

3. Results of Verification Analyses

3.1. PGV Modelling

Values for each of the component factors in CAM are presented in, Figures 4–8, alongside results
generated from stochastic simulations of the respective seismological model. Figure 4 shows the source
factor (α) as a function of M and Δσ.

Figure 5 shows the path factor (β) as a function of moment magnitude M, R, and wave transmission
quality factor (Q0). Figure 6 shows the upper crustal amplification factor (γam) as a function of M
and VS30. Figure 7 shows the upper crustal attenuation factor (γan) as a function of M and κ0.
Figure 8 shows the overall PGV obtained both from stochastic simulations and CAM predictions.
The regression coefficients together with the regression goodness (R2) values for different component
factors demonstrating excellent agreement between the two sets of results are summarised in Table 5.
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β β

γ

Figure 4. Simulated values of peak ground velocity (PGV) (symbols) alongside predictions by CAM
(lines) for varying moment magnitudes (M4.5–M7.5) and stress drops (30–300 bar), at R = 30 km.

(a) (b) 

β β

γ

Figure 5. Anelastic attenuation factor (β). (a) Simulated PGV values normalised at Q0 = 680 for
varying M values (M4.5–M7.5) and distances (4–800 km) shown alongside predictions by CAM (lines);
(b) simulated PGV values normalised at M = 6 for varying Q0 values (150–800) and distances (4–800
km) shown alongside predictions by CAM (lines).

β β

γ a
m

Figure 6. Regression analysis results of upper crustal amplification factor (γam).
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γ a
n

κ0

Figure 7. Regression analysis results of upper crustal attenuation factor (γan).

γ

Figure 8. Simulated PGV values (symbols) for varying M values (M4.5–M7.5) and distances (4–800 km)
shown alongside predictions by CAM (lines) for Δσ = 200 bar, VS30 = 0.76 km/s, and κ0 = 0.025 s.

Table 5. Coefficients of CAM for modelling PGV.

logα
Δ a1 a2 a3 a4 R2

2.952 27.797 0.0841 0.0059 −33.35 0.9994

logβ
b1 b2 b3 b4 b5 R2

0.06287 −0.6326 −0.4963 4.431 0.06135 0.9807

logβadjustment
b6 b7 b8 b9 b10 R2

0.01714 −0.06931 0.08404 −0.09224 0.1389 0.9975

logγam
γ1 γ2 γ3 γ4 R2

0.7334 −0.5251 −0.8479 −0.019 0.9953

logγan
γ5 γ6 γ7 γ8 R2

−21.35 −1.351 0.5584 −0.03336 0.9978

logγadjustment
γ9 γ10 γ11 γ12 γ13 R2

−0.01333 0.07378 −0.1294 0.1046 0.01838 0.9948

This paper focuses on the use of CAM for predictions of PGV. CAM also provides predictions for
response spectral accelerations. Refer to “Supplementary Materials”, which provides the link to access
CAM for response spectrum modelling.
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3.2. Translating Seismological Models into GMPEs in Terms of PGV

Four well-known NGA-East seismological models (as listed in Table 2) have been used as examples
to verify the accuracy of CAM. The selected seismological models are namely Atkinson and Boore
(1995) [1], Silva, Gregor, and Darragh (2002) [47], Atkinson (2004) [48], and Boatwright and Seekins
(2011) [49], with acronyms: AB95, SGD02, A04, and BS11. Each of these models has its own attenuation
properties (encompassing geometric attenuation and whole path anelastic attenuation). In this study,
the same generic source factor (of the generalised additive double-corner frequency form with stress
drop of 200 bar) and site conditions (VS30 = 0.76 km/s and κ0 = 0.025 s) have been input into the
seismological models for defining the Fourier amplitude spectrum (FAS) and for making predictions of
PGV through stochastic simulations. All the selected seismological models have been translated into
PGV predictive models with a reasonable level of accuracy (as shown in Figure 9).

(a) (b) 

(c) (d) 

Figure 9. Comparison between predictions by CAM (lines) and simulations of seismological models
(symbols). (a) AB95 model, with trilinear geometric spreading and Q0 = 680; (b) SGD02 model, with
magnitude-dependent geometric spreading and Q0 = 351; (c) A04 model, with trilinear geometric
spreading and Q0 = 893; (d) BS11 model, with bilinear geometric spreading and Q0 = 410.

The process of transforming a seismological model into a ground motion prediction model is
summarised as follows: (a) stochastic simulations of a seismological model based on a given set of
seismological parameters for generating an ensemble of accelerograms, each of which has its own
array of random phase angles; (b) calculation of the response spectrum for every accelerogram that has
been generated; (c) statistical analysis of the calculated response spectral ordinates for determining
their mean values; and (d) developing a GMPE for providing median ground motion predictions by
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collation of the mean response spectral values (across the natural period range of engineering interests)
for different combinations of seismological parameters including M and R.

3.3. Comparing with Historical MMI Data and Existing GMPEs

In regions of low-to-moderate seismicity where instrumented strong motion data are lacking,
ground motion models can be verified by use of macroseismic data. The most commonly used metrics
of this type are modified Mercalli intensity (MMI) data. A more recently developed alternative to the
MMI scale is the environmental seismic intensity (ESI) scale. Further descriptions of the ESI scale can
be found in Section 4. At present, only data presented in the MMI scale are currently available in the
two study regions for verifying CAM.

Four candidate GMPEs have been selected for use in the comparative study for evaluating the
accuracies of GMPEs in terms of their level of agreement with MMI data. For modelling PGVs in SEA,
GMPEs that have been compared are namely: (i) SGC09 (non-cratonic condition) [65], (ii) A12 (shallow
earthquake) [18], and (iii) CAM-SEA (this study). For modelling PGVs in SEC, GMPEs that have been
compared are namely: (i) CB08 [66], (ii) CY08 [2], and (iii) CAM-SEC (this study). CB08 model and
CY08 model are selected because that PGV predictions by these two models have been suggested in
the literature to be appropriate for use in South China [61,62]. Details of seismological parameters
that have been identified for the two regions for input to CAM can be found in Table 4. Results of
evaluations for the two regions are presented in Figures 10 and 11, respectively. In both figures the
x-axis is the historical recorded MMI values based on observations on average soil sites (as presented
in “Supplementary Materials”). The y-axis shows the MMI values that are predicted from the four
candidate GMPEs and have incorporated an average site factor of 1.5 for transforming predictions from
rock sites to average soil sites. The key reference for sourcing intensity information from isoseismal
maps was AGSO (1995) [67]. Information presented in website: https://earthquakes.ga.gov.au/ has also
been used to identify locations of epicentres of the historical earthquake events.

(a) SGC09 

Figure 10. Cont.
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(b) A12 

(c) CAM (this study) 

Figure 10. Comparison between historical recorded and model-predicted modified Mercalli intensity
(MMI) for SEA.

(a) CB08 

Figure 11. Cont.
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(b) CY08 

(c) CAM (this study) 

Figure 11. Comparison between historical recorded and model-predicted MMI for SEC.

4. Discussion

CAM essentially decouples the effect of earthquake source, path, and crust into separate
components, thereby enabling it to be regionally adjustable in order that predictions for SEA and SEC
can be covered in one model.

In Figure 9, all the simulated results (symbols) and predictions by CAM (lines) are shown to match
well for the selected magnitude ranges, indicating that CAM can accurately represent the four selected
seismological models: AB95, SGD02, A04, and BS11. The minor mismatch, as displayed in the figures,
can be explained by the different relationships that have been used to determine the value of the
exponent factor n in the Q0 function (Q=Q0 f n), as recommended in the literature; refer to reference [36].
A prominent feature of the A04 model is that the function for determining the Q factor is not of the
typical form involving parameters Q0 and n, but is instead defined as: Q( f ) = max(1000, 893 f 0.32).
The strategy of setting Q0 = 893 for all Tn < 1.0 s, and Q0 = 1000 for all Tn ≥ 1.0 s has been adopted
in predicting response spectral values. According to Bommer and Alarcon [25], the ratio between
response spectral acceleration (RSA) and PGV (RSA/PGV) is nearly constant at Tn = 0.5 s, thus, Q0 =

893 was adopted in CAM for predicting the value of PGV in this study.
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By a rough glance at Figure 10, predictions by CAM for SEA (Figure 10c) are shown to be in better
agreement with the recorded values for MMI than the other two candidate GMPEs (Figure 10a,b).
Adopting the geometric attenuation factor of R−1.33, as per recommendations by A12 [18], at short
distance as opposed to the conventional factor of R−1 is controversial, whilst good match between the
model predictions and field recorded data has been demonstrated in references [18,19]. It is noted
that when calibrating seismological parameters (to achieve agreement between predictions from a
seismological model and field recorded data) there are trade-offs of the assumed stress drop values
with the assumed rate of geometrical attenuation. Stress drop behaviour of earthquakes, as assumed
by different groups of investigators (based on calibration), can be very inconsistent. The geometrical
factors adopted by the two study groups can accordingly be very inconsistent too (R−1.33 versus R−1),
whilst achieving good agreement between predictions and recorded data in their respective studies.

Specific studies on ground motion characteristics of the SEC region have not been reported in the
literature. In this study, the geometric attenuation form was adopted from AB95 model to represent
the attenuation characteristics in the SEC region. CB08 [66] and CY08 [2] models were selected for
comparison purpose, given that PGV predictions by these two models have been suggested in the
literature to be appropriate for use in South China [61,62]. There appears to be under-predictions by
CAM for SEC (Figure 11c), warranting further investigations whilst overpredictions by the other two
models are also shown (Figure 11a,b).

Discrepancies of results presented in this study are considered to have been resulted from the
following causes:

1. Uncertainties with the relationship for conversion from MMI to PGV: Although the adopted
MMI–PGV conversion function is recommended by many studies, there are still significant
variances when applying the function to a diversity of regions, which is demonstrated by the
discrepancies between not using residual corrections (Equation (11)) and using residual corrections
(Equation (12)) in the relationship functions shown in Figures 10 and 11.

2. Uncertainties with the modification factor for conversion from MMI on a soil site to MMI on a
rock site: a factor of 1.5 was adopted for both SEA (recommended by AS1170.4-2007 [64]) and
SEC region (recommended by Tsang et al. [16]). CAM can only give predictions on rock sites and
thus the conversion between soil sites and rock sites is essential. Uncertainties with magnitude
conversion: in SEA, local magnitude (ML) has been converted into moment magnitude (M) based
on studies conducted by Geoscience Australia [50]. However, the magnitude of ancient recordings
in SEC has not been assured (the magnitude identified with individual recordings is assumed to
be in moment magnitude).

3. Uncertainties with shear wave velocity profiling: a geology-based approach for constructing
SWV profile was adopted. This approach can make the best use of local recording data, thereby
minimising inter-regional variability when calculating the upper crustal modification factor. For
SEA region, the proposed SWV profile resulted in a VS30 value that is the same as previous study
(0.76 km/s) [68]. However, for SEC region, the SWV profile obtained from this study (VS30 = 1.45
km/s) is different from that presented by Tsang et al. [16] (VS30 = 1.1 km/s, which is different from
VS0.03). More local data for accurate SWV profile modelling is required in future studies.

4. Uncertainties with the seismological parameters: no complete seismological model has been
developed specifically for the SEC region. The parameter values (including stress drop value
and geometric attenuation factor) used in CAM are mainly default values that are expected for a
typical intraplate region.

5. Another intrinsic limitation of CAM is that it has not taken earthquake duration effects into
account in a comprehensive manner. Incorporating an adjustment factor for earthquake duration
effects into CAM is recommended for its future development.

Another matter of consideration is the selection of the best metrics for quantifying the intensity
of earthquake ground shaking (and ground deformation) in historical, and prehistorical, earthquake
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events. The most commonly used macroseismic intensity metrics is the MMI scale that has been used for
verifying the accuracy of CAM, as described in the previous section of the article. A review of metrics
presented in the MMI scale for quantifying historical earthquake hazards can be found in Ref. [24]. The
alternative environmental seismic intensity scale (ESI) [69] is a new macroseismic metric that is based
on traces left on the landscape that were caused by earthquake activities in the natural environment.
ESI allows the intensity of ground shaking in an earthquake event to be post-dicted in situations where
no information on damage to buildings is available or when diagnostic damage-based elements have
saturated [70]. Thus, prehistorical events that are not within the scope of any historical archives can
be covered. The basic idea of the ESI is to make use of traces of geological and/or geomorphological
nature that have been left behind by primary and secondary surface ruptures and mass movements,
so generated by large magnitude earthquakes to post-estimate the intensity of the hazard and the
magnitude of the event [71]. Example applications of the ESI scale can be found in references [71–75].
Results reported in reference [73] indicate that incorporating ESI data into probabilistic/deterministic
seismic hazard analysis can result in significant changes to the modelled PGA values. Another type
of macroseismic information is paleo liquefaction data, which can also be employed to provide very
valuable information in support of seismic hazard analyses [76].

5. Conclusions

CAM was introduced as an engineering tool for providing realistic ground motion predictions for
intraplate regions. The modelling principle is based on utilising up-to-date (and generic) knowledge on
the frequency behaviour of seismic waves that radiated from the source of a local (small and medium
magnitude) earthquake in combination with knowledge on local geophysical and crustal conditions,
which control frequency modifications along the wave travel path. The seismological model provides
the framework for integrating both knowledge bases into the predictions. This decoupling approach
to modelling is more scientific, and rational, than simply applying the logic tree procedure to assign
weighing factors on existing ground motion models (that are typically biased to conditions and areas
where instrumented data are abundant).

This article focused on PGV as a ground motion intensity metric that can be translated into MMI
data (which can be compared with data extracted from isoseismal maps of historical earthquake events).
The use of algebraic expressions to make predictions of the PGV is an important feature in CAM.
Essentially, an adaptable seismological model is presented as a GMPE, thereby waiving away the need
for undertaking stochastic simulations along with response spectral computations. An important, and
significant, achievement of this article was to have the algebraic expressions in CAM verified. The
outcome from the MMI comparative study undertaken for SEA also shows a great deal of promise for
CAM, but there are also scopes of improving the match with SEC data in a future study.

The user-friendly setting of CAM (featuring the use of algebraic expressions) serves to facilitate
engineering professionals to become more involved with ground motion modelling, thereby gaining a
good perspective of the modelling rationale and the underlying assumptions. In summary, this article
represents a contribution towards improving transparencies in seismic hazard modelling and in the
selection, and scaling of, accelerograms for engineering applications.

The success of CAM in the future relies on the investment of resources into studying crustal
and geophysical conditions in intraplate regions for the users of CAM become better informed. This
is important given that the quality of the output from any predictive model can only be as good as
the quality of input into the model. Further investigations on the MMI-PGV conversion relationship
are also warranted for comparison across GMPE models involving the use of MMI data to become
more robust.

Supplementary Materials: Supplementary materials can be found at http://www.mdpi.com/2076-3263/9/10/422/s1.
The detailed information about the proposed geology-based shear wave modelling approach is available
online at: https://www.dropbox.com/s/jp4o7j08fe3gqxn/Geology-based-SWV-modelling.pdf?dl=0. The MMI
recordings for the SEA region can be found online at: https://www.dropbox.com/s/v3eqh3w686ho97j/MMI%
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20events%20SEA.xlsx?dl=0. The MMI recordings for the SEC region can be found online at: https://www.
dropbox.com/s/8vr4wq9mbsee5c0/MMI%20Events%20SEC.xlsx?dl=0. The vs. data can be found online at:
https://www.dropbox.com/s/u3v127wjt10cwwk/Shear%20wave%20velocity%20data.xlsx?dl=0. The link to access
CAM for response spectrum modelling: https://www.dropbox.com/s/jjfbfc8cm2srub3/CAM-Response-spectral-
acceleration.pdf?dl=0.
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Abstract: Despite landslide inventories being compiled throughout the world every year at different
scales, limited efforts have been made to critically compare them using various techniques or by
different investigators. Event-based landslide inventories indicate the location, distribution, and
detected boundaries of landslides caused by a single event, such as an earthquake or a rainstorm.
Event-based landslide inventories are essential for landslide susceptibility mapping, hazard modeling,
and further management of risk mitigation. In Nepal, there were several attempts to map landslides
in detail after the Gorkha earthquake. Particularly after the main event on 25 April 2015, researchers
around the world mapped the landslides induced by this earthquake. In this research, we compared
four of these published inventories qualitatively and quantitatively using different techniques.
Two principal methodologies, namely the cartographical degree of matching and frequency area
distribution (FAD), were optimized and applied to evaluate inventory maps. We also showed
the impact of using satellite imagery with different spatial resolutions on the landslide inventory
generation by analyzing matches and mismatches between the inventories. The results of our work
give an overview of the impact of methodology selection and outline the limitations and advantages
of different remote sensing and mapping techniques for landslide inventorying.

Keywords: mass movements; inventory map; amalgamation; earth observation (EO); spatial resolution

1. Introduction

Landslides are the most frequent hazards of mountain regions throughout the world [1]. Given
landslides’ variable characteristics, they cause enormous damage to human life and infrastructure [2].
Landslides are usually caused by a trigger, like an earthquake or rainfall, and these two phenomena
are considered to be the common physical triggers for event-based landslides [3]. In the Himalayan
region, rainfall in the monsoon period triggers several massive and small landslides every year [4].
However, landslides triggered by earthquakes are severely destructive. For instance, the recent global
landslide triggering events of the Wenchuan earthquake (2008), China [5], the Gorkha earthquake
(2015), Nepal [6], and the Bihar earthquake (2002), India [7], resulted in a large number of casualties
and severe damage to private and public infrastructures. However, there are several reasons that make
it difficult to extract information about the exact location of landslides in an area, such as difficulty
in accessing the hazard-affected remote areas [1]. A landslide inventory map, including the exact
location and the exact boundaries along with the distribution, is the prerequisite for landslide analysis,
susceptibility assessment, and mapping [8,9]. Furthermore, for the case of event-based landslides,
detailed and state-of-the-art information about the landslides is critical. To better understand the
triggering factors in an event-based landslide, different aspects of tracking, recording, and analysing
data must be considered [10]. Several definitions are available regarding landslide inventories in the
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literature. According to [11], landslide inventory maps are the basis for obtaining records about the
date of occurrence, location, and type of slope movements. A dataset of a landslide inventory can
provide information on the time of the event, the location of occurrence, the type of landslide, and the
extent of the landslide [12].

Landslide inventory maps are the basis of determining hazard and risk assessment [13,14].
Golovko et al. [15] analyzed multiple sources of slope failures for the establishment of a comprehensive
multitemporal landslide inventory. They also described landslide inventories as the prerequisite to
enable landslide hazard assessment. Landslide inventories are also crucial in carrying out a risk
analysis by analyzing the impacts of past landslide events and relating them to the present criteria to
predict future landslide-prone areas [16]. Thus, it is crucial to record required information on landslide
occurrence to link this with triggering factors.

Landslide inventory maps can give information about probable threatened areas to disaster
management authorities whcih can be used for reconstruction planning after an earthquake event [6].
Inventories are also a basis for training and validating various knowledge-based, machine learning,
and deep learning methodologies related to automatic landslide detection [1,14].

Event-based landslide inventory maps can be prepared from various sources. Recently, the
availability and use of high-resolution remote sensing optical images has been very useful in the
identification of landslides [14]. For instance, triggering events like earthquakes trigger thousands of
landslides in remote areas. Therefore, remote sensing and earth observation (EO) data play a significant
role in mapping and analyzing inventories. The EO data of pre- and post-landslide events are required
for conducting classification and interpretation of the hazard-affected area. There have been several
attempts to map landslides using expert-based approaches, such as manual rule-based, automatic, and
semi-automatic classification techniques. Two main approaches for the classification and extraction of
landslides from the EO data, namely object-based and pixel-based, were distinguished [1]. However,
the spatial resolution of the available EO data plays a critical role in the quality of the resulting
landslide inventory maps [17,18]. Although most studies so far relied on EO data with a single
scale for landslide extraction, some works considered multi-resolution satellite imageries and EO
data [18]. Even using a single satellite image frame, some studies performed multi-scale methodologies
and observed higher landslide extraction accuracies compared to single-scale performances [17].
Scientific progress toward pixel-based automatic identification of landslides was made using remote
sensing imageries with different resolutions [19]. Considerable progress toward pixel-based automatic
identification of landslides was achieved using deep-learning convolution neural networks (CNN) [1,14].
Ghorbanzadeh et al. [1] applied CNN and other machine learning models to identify landslides in
RapidEye data from the Rasuwa district in Nepal. The extracted landslides from different models
were then tested using Global Position System (GPS) data along with a manually detected landslide
inventory of image spectral features from RapidEye data; topographic input was also used, including
digital elevation models (DEM) from Advanced Land Observing Satellite (ALOS) data. In another
pixel-based study [20], unsupervised classification resulted in the detection of about 60% of manually
extracted and mapped landslides. There were also several object-based studies for landslide extraction,
such as [21] and [22], which compared their results with manually extracted results. Therefore, manual
landslide extraction and mapping is considered a standard technique for receiving the most detailed
and accurate inventory. As manual detection and extraction is the most reliable technique for inventory
generation, it is preferable for testing state-of-the-art models, such as deep-learning CNN models.
Therefore, the quality of the manually detected landslide inventory is critical, as it usually considered
to be the ground truth [14]. There are a limited number of landslide and mass movement detection
studies evaluating the quality of their applied inventory dataset. In a specific study [14], the frequency
area distribution (FAD) method was applied to evaluate the three available landslide inventory maps,
with one of them being selected for validation of the results.

On one hand, the quality of a landslide inventory map easily affects the overall accuracy of any
landslide detection, susceptibility assessment, or hazard- and risk- mapping study. On the other
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hand, there are a limited number of landslide studies that tackled the problem of comparison of two
or more inventories [3,23]. Pellicani and Spilotro [23] compared archives and surveyed inventories
for the Daunia region in Italy. They compared two landslide inventory maps to determine the
corresponding quality through direct comparison. Another work by [3] compared photo-interpreted
and semi-automatic landslide inventory maps in the Pogliaschina catchment, Italy. They compared the
quality of rainfall event-based inventories cartographically and statistically.

Quality and completeness levels of a landslide inventory depend upon the accuracy, certainty,
and type of information included in the map [24]. Criteria for the assessment of inventories are lacking
from previous landslide research [3,25,26]. For the comparison of inventories, two or more inventories
are needed to compare the quality of landslide maps. Despite the great importance of establishing
the quality of a landslide inventory for scientific investigations, the number of such studies is limited.
Comparing two or more inventories does not occurs often due to the limited availability of two or
more inventories. However, there are some studies that were carried out regarding landslide mapping,
and also several databases of landslides were compiled earlier by [27,28]. After the 1989 Loma Prieta,
California, earthquake (Mw 6.9) a total of 1046 landslides were mapped using field investigations and
aerial photographs in an area of about 15,000 km2 in central California. The spatial distribution of the
landslides was investigated statistically using one-way analysis of variance (ANOVA) and regression
techniques. Correlations of landslide occurrence with distance from the earthquake source, slope
steepness, and rock type were determined [29]. A comprehensive database of devastating landslides
caused by catastrophic earthquakes that took place all over the world was compiled by Rodríguez et
al. [28], covering the period 1980–1997. Another work by Esposito et al. [30] discussed and described
the ground effects and landslides triggered by the 1997 Umbria–Marche seismic sequence in an area
of 700 km2. The environmental, seismic intensity (ESI) scale, and earthquake hazard were studied
by [31,32]. The ESI scale is a measurement which defines the earthquake intensity by considering
the size and spatial distribution of earthquake environmental effects. Lekkas et al. [33] used the ESI
scale and its correlation with geological structures for seismic hazard estimation of the 2008 Mw
7.9 Wenchuan, China, earthquake. In another study by [34], correlations between ESI-07 intensity,
slope, and lithology were discussed regarding landslides triggered by the 2016 Mw 7.8 Pedernales,
Ecuador, earthquake.

Furthermore, Ferrario et al. [35] investigated the role of earthquake environmental effects within
seismic sequences from the 2018 Lombok (Indonesia). Statistical analysis was carried out for three
nearly complete landslide inventories triggered by the 12 May 2008, Wenchuan Mw 7.9 earthquake of
China [36]. Correlations of landslide occurrence with topographical factors and seismic parameters
were studied for three inventories. This literature review shows that, over the past decades, there was an
improving trend regarding both the documentation and statistical evaluation of the earthquake-induced
landslides in some important works.

Several of the nowadays commonly applied methodologies were mostly developed by the Italian
groups for the census of the effects induced by earthquakes of moderate magnitude. During the Emilia
Romagna (northern Italy) 2012 earthquake sequence, for processing and real-time data sourcing, new
approaches and technologies were developed by the INGV EMERGEO working group [37]. Just after
the earthquake event, the EMERGEO working group surveyed the epicentral area for co-seismic
geological hazards. Later, they organized the records and processed them with the EMERGEO
Information System (siE). The EMERGEO working team of Civico et al. [38] presented a 1:25,000
scale map of the surface ruptures after the 30 October 2016 Mw 6.5 Norcia earthquake, central Italy.
They used 11,000 oblique photographs taken from helicopter flights, which were verified with field
datasets. They also provided the datasets through a database of the co-seismic effects following the
Norcia earthquake [39].

In this study, we evaluated four manually extracted landslide inventory maps of the Gorkha
earthquake 2015, Nepal. Four different research teams from different parts of the world carried out
landslide inventories related to this earthquake and published their resulting maps. These studies
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used various EO data sources, such as very high-resolution WorldView imagery and coarser-resolution
imageries. We compared these inventory maps quantitatively and qualitatively using the cartographical
degree of matching and frequency area distribution (FAD) methods [40]. The reasons for the differences
are discussed here, outlining the limitations and advantages of different mapping techniques.

2. Study Area

The epicentre of the earthquake was in the Gorkha district and its aftershock was about 140 km in
the Dholaka district [41]. However, landslides triggered by the earthquake and several aftershocks
were scattered around large areas. Seven districts that were severely affected by the earthquake
were selected for inventory mapping by different researchers. The study area covered a 14,502 km2

region, which spread over most of central Nepal. The area had two primary drainage systems, namely
Narayani and Saptakoshi [42]. Our case study area lay in central Nepal country within the fold and
thrust zone of Himalaya. This zone was caused by the collision of the Eurasian plate with the Indian
Plate [43] (see Figure 1). The collision resulted in extensive crustal shortening and upheaval, leading to
the formation of the quintessential collided orogen, Himalaya. All evaluations of the present study
were done based on an overlapping region of four considered inventory maps.

Figure 1. Area covered by the different investigators during mapping landslide inventories of the 2015
Gorkha earthquake.
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3. Landslide Inventory Maps of Gorkha Earthquake (National Scale)

3.1. Inventory A

Authors carried out a field survey and manual interpretation of Landsat-8 Enhanced Thematic
Mapper (ETM) images with a resolution of 15 m, Gaofen-1 (GF-1) images with resolution of 2 m, GF-2
images with resolution of 0.8 m, and Google Earth imagery to prepare the polygon-based inventory [42].
A total of 15,456 km2 area was selected for investigation based on previous studies and updates during
the digitation process. A total of 3716 co-seismic landslides were mapped. The largest landslide
mapped was 9983 m2 and the smallest landslide was less than 50 m2. The co-seismic landslides covered
a total area of 15.93 km2.

3.2. Inventory B

Earthquake-induced landslides were mapped by comparing pre- and post-event very high-
resolution satellite imageries. DigitalGlobe WorldView-2 and -3 imagery, along with Pleiades satellite
data, were used [44]. The spatial resolution of imagery used in mapping landslides varied from
30–50 cm in most of the areas. Images were acquired from 26 April to 15 June 2015, with most images
collected between 2 May and 8 May 2015. This team was the only group working on Gorkha earthquake
who differentiated between landslide source and deposits areas. They were able to map more than
25,000 landslides in the area affected by the earthquake.

3.3. Inventory C

Authors used Google Earth imagery, which was updated after the Gorkha earthquake, to prepare
a polygon-based inventory. A total of 4000 km2 area was selected for investigation based on previous
studies and updates during the digitizing process [45]. In most of the region, the satellite imagery
of pre-earthquake was from December 2014 and post-earthquake imagery from 2–4 May, which was
around one week after the main earthquake. A total of 17,000 co-seismic landslides were mapped by [45].
Results also showed the spatial correlation of topographical parameters with landslide occurrence.

3.4. Inventory D

The landslide inventory map was manually mapped by the authors in the immediate aftermath of
the earthquake using a range of EO data sources, including web-hosted high-resolution optical data in
Google™ Crisis Response (e.g., United Kingdom - Disaster Monitoring Constellation-2 (UK-DMC2),
Disaster Monitoring Constellation for the International Charter (DMCii), Worldview, Digital Globe Inc.,
SPOT National Centre for Space Studies (CNES), imagery accessed via the Disaster Charter, imagery
available from United States Geological Survey (USGS) Hazards Data Distribution System (HDDS
Explorer), and imagery specifically tasked over regions of interest (e.g., Pleiades CNES). A total of 2117
co-seismic landslides were mapped by [46] (see Figure 2).
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Figure 2. Landslide mapped after the 2015 Gorkha earthquake for the affected region. (A) Inventory A,
(B) inventory B, (C) inventory C, and (D) inventory D.

4. Landslide Inventory Comparison Methodologies

4.1. Spatial Distribution

Landslide inventories for the Gorkha event were collected from various sources. Detailed
information on inventories is given in Table 1. Out of the inventories, we used four that were available
and prepared by research teams from various parts of the world. To analyze the landslide density
per square kilometre, point-based inventory data were used. Figure 3 shows the landslide density
distribution of selected inventories for the Gorkha event; all of the inventories were co-seismic and
prepared using post-earthquake satellite imageries.

Information regarding the data used to prepare the inventories is given in Table 1. There was
a significant variation in the number of landslides mapped for the Gorkha event, ranging from
NLT = 2117 to NLT = 24, 915. None of these inventories classified the types of landslides as proposed
by [47]. The data sources used for mapping varied from high-resolution imagery of about 30 cm
resolution to Google Earth images. The landslide density analysis results, illustrated in Figure 3,
showed that most of the landslides were concentrated in the Gorkha and Sindhupalchock districts
for most of the inventories; the southern part of the Rasuwa district was also severely hit, as can be
interpreted from the Figure 3. Differences in the density of landslides in an area depended on factors
such as the effect of amalgamation while mapping, the purpose of the mapping, and the data sources
used for mapping. Areas near the Dholaka and Sindhupalchok districts showed high landslide density
ias a result of the aftershock on 12 May 2015 in the Dholaka district. The higher density of landslides
showed that inventories were prepared after the aftershock of 12 May 2015 and hence had a larger
number of landslides compared to inventories prepared for the first earthquake event. Another factor
that affected the density of landslides was the different coverage of the mapping area. Comparing the
different inventories at larger scale is not an easy task as their coverage areas are different. To compare
landslide inventories prepared by different interpreter, we chose a commonly mapped area that was
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mapped by most of the inventories. For the analysis, we chose four inventories from various sources
which were polygon-based, and compared them statistically for smaller regions.

Table 1. Landslide inventories prepared after the 2015 Gorkha earthquake, Nepal.

# Landslide Inventory No. of Landslides (NLT)
Geometry

Type
Area

Coverage
Produced by

1. Valagussa et al. (2016) 4300 Polygon Central Nepal [48]
2. Roback et al. (2018) 24,915 Polygon Central Nepal [44]
3. Martha et al. (2017) 15,551 Polygon Central Nepal [49]
4. Regmi et al. (2016) 2645 Polygon Central Nepal [42]

5. Meena, Mavrouli, and
Westen (2018) 2513 Polygon Central Nepal [50]

6. Kargel et al. (2016) 4312 Polygon Central Nepal [51]
7. Gnyawali et al. (2016) 19,332 Point Central Nepal [45]
8. Robinson et al. (2017) 2117 Polygon Central Nepal [46]

 

Figure 3. Landslide inventory densities per km2 for the Gorkha event. (A) Inventory A, (B) inventory B,
(C) inventory C, and (D) inventory D.

To compare the inventories for the Gorkha earthquake, we chose four polygon-based inventories
that were available. The commonly mapped area was covered in all four inventories, which allowed
for the statistical comparison of the inventories. We compared the four inventories and examined the
differences and similarities of the total area covered, the number of landslides mapped, and the size of
the landslides.

4.2. Cartographical Degree of Matching

For the comparison of four inventories available for the common mapped area in the Rasuwa
district, an attempt was made to determine the cartographic matching and mismatch (see Figure 4).
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Figure 4. (A) Example of a union with features within a feature class that overlaps. (B) Example of an
intersection with a feature within a feature class that overlaps.

Carrara et al. (1993) [52] provided a method to evaluate the degree of matching and mismatch
between two inventory maps. The mismatch index, E, was given by

E =
(A1 ∪A2) − (A1 ∩A2)

(A1 ∪A2)
, 0 ≤ E ≤ 1 (1)

M = 1− E, 0 ≤M ≤ 1 (2)

where E is the mismatch and M is the matching between the inventories. Union and intersection are
used in Equation (1) to observe the matching and mismatch between the inventories.

This equation was valid for up to two inventories. However, in our case, we wanted to compare four
inventories. Thus, we formulated an equation for the comparison of four inventories (see Equation (3)).

E = 1− (A∩ B) ∪ (A∩C) ∪ (A∩D) ∪ (B∩C) ∪ (B∩D) ∪ (C∩D)

(A∪ B∪C∪D)
(3)

The statistics of the four landslide inventories can be seen in Table 2. The total number of landslides
varied from 33 to 49 for the same area. Moreover, there was a significant difference in the total area of
landslides. Cartographical mapping differences in a single landslide for the same event can be seen in
Figure 5. Interpreters mapped the landslide boundary differently, and the causes of such differences
are discussed in Section 5. Based on Equation (3), we observed cartographical match and mapping
errors, as presented in Table 3. The pairwise comparison of inventories and comparison of inventories
mapped by different interpreters are represented in Figures 6 and 7, respectively.

Table 2. Statistics for the four event-based landslide inventories.

A B C D

Number of mapped landslides # 144 498 197 336
Minimum landslide area (m2) 500.53 35.50 95.49 112.22
Maximum landslide area (m2) 157,265.25 118,805.11 764,038 151,708.90

Mean landslide area (m2) 9990.18 6520.23 25,599.34 8816.13
Standard deviation of landslide area (m2) 19,203.38 11,595.57 74,255.39 17,832.65

Total landslide area (m2) 1,438,587.08 3,247,077.22 5,043,071.10 2,962,222.12
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Figure 5. Mapping by different interpreters for the Gorkha earthquake of the same landslides.
(A,B) represent examples of the mapped landslides.

 

Figure 6. Pairwise comparison of inventories mapped by different interpreters.
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Figure 7. Comparison of inventories mapped by different interpreters.

Table 3. Cartographical matching and mismatch between inventories.

Inventories Area m2 Percentage of the Area Covered
Relative to the Total Study Area

Mapping
Error, E

Mapping
Match, M

Landslide area Inventory A 294,0746.32 6.49
Landslide area Inventory B 3,256,245.33 7.18
Inventory A ∪ Inventory B 4,966,842.26 10.96
Inventory A ∩ Inventory B 1,231,685.97 2.72 0.752 0.248
Landslide area Inventory A 2,940,746.32 6.49
Landslide area Inventory C 5,043,072.67 11.12
Inventory A ∪ Inventory C 6,005,657.34 13.25
Inventory A ∩ Inventory C 1,960,725.08 4.32 0.674 0.326
Landslide area Inventory A 2,940,746.32 6.49
Landslide area Inventory D 4,230,476.82 9.33
Inventory A ∪ Inventory D 5,051,960.15 11.14
Inventory A ∩ Inventory D 2,122,932.49 4.68 0.58 0.42
Landslide area Inventory B 3,256,245.33 7.18
Landslide area Inventory C 5,043,072.67 11.12
Inventory B ∪ Inventory C 6,518,452.96 14.38
Inventory B ∩ Inventory C 1,765,857.66 3.90 0.729 0.271
Landslide area Inventory B 3,256,245.33 7.18
Landslide area Inventory D 4,230,476.82 9.33
Inventory B ∪ Inventory D 5,909,070.8 13.03
Inventory B ∩ Inventory D 1,582,813.94 3.49 0.732 0.268
Landslide area Inventory C 5,043,072.67 11.12
Landslide area Inventory D 4,230,476.82 9.33
Inventory C ∪ Inventory D 6,530,387 14.40
Inventory C ∩ Inventory D 2,764,641.79 6.10 0.577 0.423

4.3. Frequency Area Distribution (FAD)

Landslide inventories were statistically analyzed using frequency area distribution (FAD) curves,
in which the landslide areas were plotted versus the cumulative and non-cumulative landslide
frequencies. In the study by [53], observations showed that the power law was valid for medium and
large landslides. The probability of occurrence of landslide size can be given by the power-law equation.

p(x) = cX−β, (4)

where X is the observed values, c is a normalization constant, and β is the power-law exponent.
Figure 8 shows the power-law distribution for medium to massive landslides and divergence from

the power-law toward lower frequencies with a rollover point, where frequency decreased for smaller
landslides. The trend of the FAD of most landslide inventories diverged from the power-law for small
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landslides [53–56]. The point where this divergence began was defined as the cut-off point [56,57].
For non-cumulative probability density distributions of landslide areas, the peak point of the probability
distribution curve, after which the probability value began to decrease for smaller landslides following
a positive power-law decay, was referred to as the rollover point [58]. According to [58], in a power-law
distribution, the slope of the distribution was defined with a power-law exponent. The part that
was represented by large events was referred to as the power-law tail, as shown in Figure 9 (with a
scaling parameter, β). Malamud et al. [53] investigated four well-documented landslide events and
concluded that rollover was a real phenomenon for landslide-event inventories, depending upon the
bias and under-sampling of the smaller landslides. They modeled the FAD for these four inventories
and established theoretical curves to estimate the total landslide area triggered by an earthquake or
rainfall event.

Figure 8. Schematic representation of the main components of a non-cumulative frequency area
distribution (FAD) for a landslide inventory.

Further distributions were used to fit the frequency area distribution of landslides. The double
Pareto model described the majority of the data well, but [59] indicated that the same model was less
good at the tails of the distribution. Another method was proposed by [60], who showed that the entire
FAD of landslides could be explained by a three-parameter inverse-gamma distribution (equation).
This approach also described a way to estimate the landslide event magnitude (mLs). The mLS is the
indication of the size of the landslide triggering event and gives an indication of the severity of the
event in terms of landslide occurrence in a particular area for an event.

p(AL;ρ, a, s) =
1

aΓ(ρ)

[ a
AL − s

]ρ+1
exp
[
− a

AL − s

]
(5)

where ρ is the parameter primarily controlling power-law decay for medium and large values, Γ(ρ) is
the gamma function of ρ, AL is landslide area, a is the location of rollover point, s is the exponential
decay for small landslide areas, and −(ρ+ 1) is the power-law exponent. Malamud et al. [60] provided
a best fit for the power-law exponent and showed that −(ρ+ 1) = 2.4.

Table 4 shows that the power-law exponent of four analysed inventories ranged from 2.27 to
2.48, which was consistent with the literature describing an interval having a central tendency of
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around 2.3–2.5 [55,58]. The minimum landslide area mapped ranges from 35.50 m2 to 500.53 m2 for the
inventories. Also, the largest landslide mapped ranges from 764,038 m2 to 157,265.25 m2. The rollover
points ranged from 256.74 m2 to 1258 m2 for the inventories.

Table 4. Comparison of the frequency area statistics of the landslide area.

Inventories

Total
number of
Landslides

NLT

Total Area
of

Landslides
AL m2

Minimum
Area of

Landslides
minAL m2

Maximum
Area of

Landslides
maxAL m2

Power Law
Exponent

(β)

Rollover
Point (m2)

Inventory 1 144 1,438,587.08 500.53 157,265.25 2.48 1411.43
Inventory 2 498 3,247,077.22 35.50 118,805.11 2.30 85.13
Inventory 3 197 5,043,071.10 95.49 764,038 2.27 223.22
Inventory 4 336 2,962,222.12 112.22 151,708.90 2.37 289.99

Figure 9. Landslide frequency size distribution, representing the dependence of landslide probability
density p on the landslide area.

There was a zigzag pattern in the plotted figure of landslide probability density against the
inverse gamma fit. The differences in the probability distribution and inverse gamma fit may have
been the result of gaps regarding mapped landslides for given inventories, indicating that some
landslides were missing or not mapped by interpreters due to various reasons, such as rapid mapping
or the amalgamation of smaller landslides into single landslide features. The rollover points for all
inventories differed to each other. For the inventory by interpreter B, the rollover point toward the
smaller landslides was 85.13, which was smaller in comparison to other inventories, as there was a
wider distribution of small landslides in this inventory.
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5. Discussion and Conclusions

The availability of four independent landslide inventories for the same triggering event in the same
geographical area allowed us to quantitatively compare and outline strengths and weaknesses of the
methods used to prepare the inventories. The inventory by interpreter B (Figure 10b) portrayed more
landslides (498) than the other inventories. This difference was significant, as the other interpreters
could not detect most of the smaller landslides visually using Google Earth imagery, which was used
to prepare the three inventories by interpreters A, C, and D. The more significant number of landslides
in the inventory by interpreter B with the very high-resolution Worldview imagery used for the visual
identification of the landslides, compared to the spatial resolution of the satellite imagery used for
the other inventories, is explained here. The amalgamation of the landslide information merged
multiple very small landslides into a single larger landslide, reducing the total number of the mapped
event landslides. Considering only the number of landslides, quantitative identification could not be
performed because of both the amalgamation of adjacent landslides and the subjectivity of the landslide
extraction process. Many factors caused the amalgamation of landslides in a landslide inventory map.
The manual extraction of landslide borders and representation with polygons is a subjective process
that is affected by the applied method, the preferences of the experts and interpreters, and how much
time and effort are invested into the inventory generating process [61]. Amalgamation is the mapping
of nearby smaller landslides as a single polygon, which may lead to possibly severe distortion of the
statistical analysis of these inventories. An adjacent landslide polygon is usually described as a single
polygon if the runouts or scars overlap in areas. Thus, differentiating between them is difficult. Low
image resolution, the working scale, and the contrast between affected and unaffected areas are all
other reasons for amalgamation [62]. In some regions, landslides can be very condensed, and several
contiguous landslides may join runout areas. Amalgamation is often due to errors resulting from a lack
of expertise of the interpreter. It may also happen when landslide inventory mapping is carried out
using (semi)-automated classification and change detection based on optical satellite images, e.g., [63].

There are different numbers of mapped landslides for the same area interpreted by different
interpreters, which related to the scale of working, applied EO spatial resolution, personal perspective,
and the method of mapping that was adopted. Inventory C (Figure 10C) and inventory D (Figure 10D)
landslides were mapped using Google Earth imagery; 197 and 336 landslides were mapped, respectively.
In Figure 10A, inventory A had 144 landslides for the same common area using Google Earth imagery.
Figure 10B shows 498 landslides in inventory B, which was the result of using high-resolution Digital
Globe WorldView 2–3 satellite imagery by the author. However, it should be mentioned that very high
resolution (VHR) optical satellite imagery can have significant distortions and georeferencing errors in
high-relief areas if they are orthorectified using only provided rational polynomial coefficient (RPC)
models and not by using manual ground control points (GCPs). Also, this can be more severe, as many
of the VHR rapid emergency acquisitions over a disaster area-of-interest can have small incidence
angles, thus increasing automatic orthorectification errors. Differences in the mapped outlines of
landslides can be due to this. The offset from automatic RPC processing is no less than 5 m for the newer
sensors (WorldView 2- 3, Pleiades) and even less for older satellites (GeoEye-1, etc). High mountain
relief and low-resolution digital elvetaion model (DEM) used for orthorectification (e.g., Shuttle Radar
Topography Mission (SRTM), Advanced Spaceborne Thermal Emission and Reflection Radiometer
(ASTER) or Advanced Land Observing Satellite (ALOS) may add more possible errors to these
offsets [64].
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Figure 10. Effect of amalgamation for the same area mapped by four different people in the area near
the Trishuli river, (A) Inventory A, (B) inventory B, (C) inventory C, and (D) inventory D.

The results of our mismatch index in this work confirm that the difference between the four-event
inventories was significant. However, the mismatch index was in the range of the differences
measured by other investigators in previous studies that compared landslide inventories in similar
physiographical settings (e.g., [25,52]). In addition to the causes for the mismatch discussed by these
investigators, in our test case, the difference was also the result of the period of landslides mapped
and of the different spatial resolutions of the satellite imagery. Despite the mismatch index, E, visual
inspection of the four inventories revealed a similar spatial distribution of the event landslides in
the four landslide maps. This matter was confirmed (i) by the spatial correlation between the four
inventories and (ii) by the similarities of the double Pareto density functions for the four inventories
(see Figure 10). The results of the power-law exponent of the four analysed inventory ranged from 2.27
to 2.48, which was consistent with the literature that showed that the power-law exponent interval had
a central tendency around 2.3–2.5 [55,58].

According to the results of the present study, we conclude that both comparison methods, i.e., the
cartographical degree of matching and FAD, are essential for evaluating the quality of landslide
inventory productions in terms of their similarities in the total number, area size, and spatial density
of landslides. However, the cartographical degree of matching method is suitable more for the
evaluation and validation of the location and boundaries of the landslide affected areas. Therefore,
the cartographical degree of matching method is essential for landslide extraction/annotation studies,
especially those using machine learning models for this aim. The accuracy of the resulting landslide
extraction from remote sensing data by using the machine-learning models is directly related to the
quality of the training data of landslide inventory datasets [1]. Thus, the cartographical degree of
the cartographical matching method plays a vital role in enhancing the accuracy of any landslide
extracting studies using machine learning models.
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On the other hand, although the FAD is also advantageous for landslide detection studies, it is a
crucial method for studies which analyse the landslide areas and their distribution in a case study area.
Landslide susceptibility mapping, landslide-prone region analysis, and landslide modeling and risk
assessment are considered to be studies, where the FAD method should be considered to evaluate the
applied inventory datasets.

For the Gorkha earthquake-affected region in central Nepal, we compared four independent event
landslide inventories showing landslides triggered by a high-intensity earthquake that hit the area
on 25 April 2015. The first inventory was obtained through the visual interpretation of Google Earth
imagery. The second inventory was obtained by exploiting a semi-automatic procedure applied to a
VHR resolution worldview satellite imagery. We compared the four inventories by exploiting methods
already present in the literature and by proposing new qualitative and quantitative criteria. Comparison
of the four independent event inventory maps led to the conclusion that the mismatch between the
four inventories was significant but consistent with differences measured by other investigators in
similar physiographical areas. The mismatch was attributed to (i) different spatial resolutions of the
satellite images, (ii) the amalgamation of smaller landslides into larger landslides while delineating
the boundaries of landslides; the minimum landslide area was 35.50 m2, which was mapped using
VHR resolution worldview satellite imagery, whereas, the landslide mapped using Landsat 8 ETM
imagery was 500.53 m2, and (iii) the inability of the operator to recognize landslides in shadowed areas.
For our future work, we will apply these inventories along with some data-driven models to generate
landslide susceptibility maps and compare the resulting susceptibility accuracies.
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Abstract: Our comprehensive study of the Russian Arctic region aims to clarify the features and
types of seismotectonic deformation of the crust in the Arctic–Asian Seismic Belt, specifically in the
zones of strong earthquakes in the Laptev Sea Segment, the Kharaulakh Segment, and the Chersky
Seismotectonic Zone. We have analyzed modern tectonic structures and active fault systems, as well
as tectonic stress fields reconstructed by tectonophysical analysis of the Late Cenozoic faults and
folds. The investigated neotectonic structures are ranked with respect to the regional classification
principles. Changes in the crustal stress–strain state in the lithospheric plate boundaries between the
Eurasian, North American, and Okhotsk Sea Plates are analyzed, and regularities of such changes are
discovered. A set of models has been constructed for the studied segments of plate boundaries with
account of the dynamics of the regional geological structures. The models can give a framework for
the assessment of potential seismic risks of seismogenerating structures in the Russian Arctic region.

Keywords: Arctic–Asian seismic belt; regional segment; active fault; paleoseismogenic structure;
Late Cenozoic deformation; earthquake mechanism; seismotectonic deformation; potential seismicity

1. Introduction

The Russian Arctic region is covered by comprehensive studies combining geological, geophysical,
and seismological methods that have identified the Arctic–Asian seismic belt, which includes the
spreading Gakkel Ridge, the system of rift basins in the Laptev Sea shelf, and the seismogenerating
structures of the continental crust in the Chersky Seismotectonic Zone [1]. The geodynamic processes
in this belt are studied as indicators of types of seismotectonic deformations of the crust in the contact
zone where the Eurasian, North American, and Okhotsk Sea lithospheric plates interact and move
relative to each other (Figure 1).

This paper reviews published results regarding the Laptev Sea Segment, Kharaulakh Segment, and
the Chersky Seismotectonic Zone [2,3], and presents new research results. It discusses the dynamics
of the formation of neotectonic structures and the types of the crustal stress–strain state in the zones
of strong earthquake epicenters in the Arctic–Asian seismic belt. In each of the above-mentioned
segments, the structural–tectonic positions of the modern structures and the systems of active faults
are identified and analyzed on the basis of the field geological and geostructural data collected by the
authors and the literature data.

Our research provides data for discovering the tectonic positions and the structural dynamic
pattern of the main fields of earthquake epicenters in the study area and allows identifying the blocks
that acts as tectonic stress concentrators. Changes in the crustal stress–strain state in different tectonic
settings at the margins of the Eurasian, North American, and Okhotsk Sea lithospheric plates are
analyzed, and the regularities of such changes are discovered.

Geosciences 2019, 9, 168; doi:10.3390/geosciences9040168 www.mdpi.com/journal/geosciences393
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Figure 1. Geodynamic activity of neotectonic structures of the Arctic–Asian seismic belt (modified
after [1]). 1—classes of geodynamic activity of the domains: 1–2—low activity, 3–5—medium activity,
6–9—high activity; 2—earthquake epicenters sized by magnitude: ≤ 4.0, 4.1–5.0, 5.1–6.0, 6.1–7.0, ≥ 7.0;
3—kinematics of active faults: (a) thrusts, (b) normal faults, (c) strike-slip faults; 4—Balagan–Tas volcano;
5—focal mechanisms of earthquakes (lower hemisphere; the principal stress axes of compression and
extension are marked by black and white dots, respectively). Lithospheric plates: EU—Eurasian,
NA—North American, OK—Okhotsk. Inset—location of the Arctic–Asian seismic belt. Segments:
I—spreading Gakkel Ridge, II—Laptev Sea rift, III—Kharaulakh, IV—Chersky Seismotectonic Zone.

2. Materials and Methods

Seismotectonic studies are based on the concept of the structural and dynamic uniformity of the
geophysical medium and regularities in the development of seismogeodynamic processes, which is
elaborated by the Institute of Physics of the Earth of the Russian Academy of Sciences (IPE RAS) [4,5]
and developed in [1–3,6,7]. The research method used in our studies of the Russian Arctic includes
several stages. The first stage aims at establishing the general trends in the neotectonic development of
the study area. Modern (Late Cenozoic) structures in the study area are analyzed considering the recent
tectonics as a structural framework comprising active faults and other features of modern tectonic
activity related to regional seismicity. Neotectonic structures of the Russian Arctic are ranked by their
degree of activity, according to the regional principles of the classification described in [6,7].

In our study, a domain is a neotectonic geodynamic taxon of the territorial rank, which is considered
to be a spatially localized integral object with a multifactorial interaction of its main components
in the profile of the earth’s crust. The classification of domains is a multi-level system, including
nine levels (i.e., classes) of activity of modern geodynamic processes that lead to the formation of
neotectonic structures. Each activity class is characterized by its specific set of primary and additional
features pertaining to tectonics (geodynamic settings), geophysics (seismicity, heat flow, field gravity
anomalies, and crustal thickness), morphostructure (terrain elevation, difference between the highest
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and lowest elevations, and rates of vertical and horizontal movement of the ground surface), material
composition, deformation indicators, and GPS measurements. Additionally, the inherited dynamics
of neotectonic structures are considered with respect to the conditions in the previous stages of the
domain development. To assess the modern geodynamic activity and specify the class of each domain,
we interpreted both its primary and additional features. The nine classes of domains are grouped by
the degree of the modern geodynamic activity: low (classes 1–2), moderate (classes 4–6), and high
(classes 7–9) activity. The characteristics of the classes and the data on active faults are shown in
Figure 1.

The next stage of the study aims at identifying the most probable areas of the recent activity
for a more detailed investigation and search for reference objects. Large-scale morphostructural and
structural–dynamic mapping is carried out to provide the two components of morphotectonic analysis.
The main concept of this analysis is consistency between terrain features and corresponding rates and
types of endogenous processes. The relative movements of crustal blocks during neotectonic activation
cycles create the main features of the terrain, specifically the morphostructures bordered by active
faults. The types of endogenous geodynamics are reflected in the features of modern geodynamic
activity in the blocks of different ranks and linear fault zones between the blocks.

The database, including geological, geophysical, and seismological data on the study area,
provides the basis for investigating the structural–dynamic features of the main fields of earthquake
epicenters characterized by the maximum seismic potential. To this end, this study stage includes the
collection and interpretation of large-scale remote data and laser-scanning images of the isoseismal
areas of strong earthquakes, mapping active faults, fault kinematic analysis, and selection of areas
to be covered by detailed field surveys. Attention is given to additional indicators of recent fault
activity, such as displacements identified by repeated geodetic surveys, earthquake epicenters confined
to the zones of dynamic influence of faults, focal mechanisms of earthquakes as indicators of the
dynamics and directions of crustal movements, geothermal and gas-hydrochemical anomalies that give
evidence of an increased permeability of the crust, seismic profiling, seismic survey data, gravimetric
data, and electrical survey data. Field studies collect and clarify information on the deformation and
displacement of young relief elements and sediments and discover evidence of strong paleo- and
modern earthquakes. Trenching is performed on seismogenic deformation sites. The field database
helps to clarify the kinematic types of Late Cenozoic folds and faults and the structural parageneses of
active faults.

Reference objects (i.e., zones of earthquake epicenters) are selected in the seismogeodynamic
zones and studied in detail. In such zones, we identify linear fault zones and blocks that act as tectonic
stress accumulators, which may have high seismic potential; determine the kinematic types of contact
zones of the main seismogenerating structures; and create models showing regional structures and
dynamics. The experience of some Russian and international joint research projects shows that the
above-described sequence of data collection and processing ensures that the resultant datasets provide
a complete and reliable investigation of modern seismogeodynamic processes.

The research results reported in this paper are based on an updated and more comprehensive
regional database consolidated by the authors, as well as the data on geology, tectonics, geophysics,
seismogeology, and hydrogeology of the study area from publications and sources provided by
industrial companies and research organizations.

3. Results

3.1. Laptev Sea Segment

3.1.1. Structure and Tectonics of Laptev Sea Segment

The Laptev Sea shelf is located at the northern margin of the Eurasian Plate (Figure 1). In this area,
the SE flank of the mid-oceanic Gakkel Ridge is traced orthogonally to the continental slope (Figure 2).
The oceanic basin is in contact with the shelf areas of the East Arctic seas, which represent a system of
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structures between the continent and the ocean. This area experienced several phases of collisional
deformation in the Late Paleozoic and Mesozoic [8,9].

 
Figure 2. Seismotectonics of the Laptev Sea segment (modified after [7]). 1—Gakkel spreading ridge;
2—continental slope; 3—grabens at the bottom of the Laptev Sea: L—Lyakhov, B—Belkovsky–SvyatoyNos,
S—Shirostonsky, Ch—Chondonsky, Y—Ust–Yana, U—Ust–Lena; 4—conventional boundaries of the
Laptev Sea plate: S—southern, W—western, E—eastern; 5—boundaries of large troughs and uplifts;
6—earthquake epicenters sized by magnitude: ≤3.0, 3.5, 4.0, 4.5, 5.0, 5.5, 6.0, 6.5, 7.0; 7—focal mechanisms,
dates and magnitudes of earthquakes (lower hemisphere; the principal stress axes of compression
and extension are marked by black and white dots, respectively). Lithospheric plates: EU—Eurasian,
NA—North American.

At the end of the Cretaceous and Cenozoic, intensive rifting took place due to opening of the
Eurasian spreading basin [8,9]. The Laptev Sea Rift has been described in detail using the data
from marine multichannel seismic profiling by reflected waves (CDP–SRM) [10–12]. According to
these surveys, the entire Laptev Sea area is framed by the Mesozoic fold systems that are traced for
considerable distances into the sea. In seismic profiles, the fold systems are recorded as an acoustic
basement and can be viewed as a tectonic base of the Laptev Sea Rift. The basement top is disturbed
only by normal faulting, which gives evidence of the post-folding age of this surface and suggests that
the sedimentary cover may be dated to the Cenozoic or Late Cretaceous.

The large thickness of the sedimentary cover (to 10 km) is indicative of the presence of both
Cenozoic and Cretaceous deposits in the Laptev Sea Rift. The basement includes the Paleozoic and
Early Mesozoic formations of the Verkhoyansk–Kolyma fold system, wherein folding was completed
by the Middle Cretaceous. During the Cenozoic, subsidence occurred on both the continental shelf and
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coastal lowlands. The profiles of the exhumed Cenozoic sediments on several coastal lowlands and
islands have been studied in detail. On the Anzhu Islands, the Upper Cretaceous and Cenozoic deposits,
and even the Miocene sediments, are disturbed by linear folds in thrusts that are non-conformably
overlain with horizontally deposited Upper Pliocene sediments [13]. It can thus be suggested that
Cenozoic extension was interrupted by a compression episode at the end of the Miocene. According to
the seismic profiling, a system of narrow NW-striking grabens, troughs (Ust–Lena, Ust–Yana, Chondon,
Bel’kovsky–Svyatoy Nos, etc.), and associated submarine horsts have been identified in this area
(Figure 2) [11,14–16]. The troughs are up to 200–250 km long and 40–60 km wide. The most remarkable
element of this rift system is the Ust–Lena graben, traced for a distance of 400–420 km north of the
southern termination of Buor–Khaya Bay; its northern part is 150–170 km wide, and gradually narrows
to 30–40 km towards the south. Faults bordering the grabens control the details of their interior
structure. Two types of faults are typical of this area: sublatitudinal and NW-striking normal faults.
Strike-slips faults oriented sub-orthogonally to the normal faults are also observed. Such faults form
the E–NE, NE, and NW-trending fault systems that have horizontally displaced the deposits in the
depressions by almost two kilometers.

3.1.2. Seismotectonics of Laptev Sea Segment

The Laptev Sea Segment is a zone of diffuse seismicity, which spatially corresponds to the system
of rift basins in the Laptev Sea shelf and occupies the area between the Tajmyr Peninsula, Lena River
delta, and Novosibirsk Islands (Figure 2). This zone includes several NW-striking subzones of more
densely spaced earthquake hypocenters. Strong earthquakes mainly tend to occur in the zone that
extends from the Gakkel Ridge to the Yana Bay of the Laptev Sea and follows the boundary between
the Eurasian and North American lithospheric plates. In this zone, the earthquake sources are either
concentrated in the basins of the Laptev Sea rift system or occur at the sides of the depressions.
Furthermore, two zones without much seismic activity are identified along the boundaries of the
Laptev Sea shelf. The Lena–Tajmyr zone stretches across the Lena River delta, along the coast of Olenek
Bay of the Laptev Sea, and towards the Tajmyr Peninsula; and another zone extends sublongitudinally
from the East Siberian Sea between the Faddeev and New Siberian islands and can be traced further
northwards (Figure 2).

In our previous studies [1,7], seismotectonic deformation parameters were calculated from the
focal mechanisms of local earthquakes recorded at the southeastern termination of the Gakkel Ridge,
the continental slope and the rift depressions of the Laptev Sea shelf (Figure 2). Seismic moment
tensors were taken from the Global Centroid Moment Tensor (CМТ) Catalog and the International
Seismological Centre (ISC) Bulletin [17]. According to our calculations, the seismotectonic setting of
extension is evidently dominant in the above-mentioned areas of the Russian Arctic. The principal
stress axis of extension is subhorizontal and oriented in a NE–SW direction across the strike of the
main structures [7].

Considering the regular coincidence of earthquake epicenters with the tectonic structures of the
Laptev Sea shelf, we distinguish the three most seismically active portions of the Laptev Sea Segment,
which are termed ‘eastern’, ‘southern’, and ‘western’ (Figure 2). The eastern portion is traced along
the Belkovsky–Svyatoy Nos and Lyakhovsky grabens and coincident with the northern flank of the
Mesozoic fold zone belonging to the Verkhoyansk–Kolyma fold system. The southern portion is traced
along the latitudinal Mesozoic fold branch of the Olenek sector in the portion of the Lena–Anabar
regional suture (Figure 3). The western portion is traced from the Tajmyr fold system along and
towards the abyssal basin. In plan, these seismogenerating structures contour the margins of the
Laptev Sea Microplate [1,3,7]. According to the seismological data, the western and eastern boundaries
of the Laptev Sea Microplate are subjected to compression (Figures 1 and 2). In this area, thrusting
caused local earthquakes in the contact zones between the continental and rift structures.

From the south, the Laptev Sea Rift is separated from the Siberian platform by the Mesozoic
faults of the Olenek section of the Lena–Anabar regional suture (Figure 3). In this area, a series of
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W–NW-trending folds formed in the Mesozoic due to sublatitudinal left-lateral shearing along the
northern margin of the Siberian platform. Such folds may continue on the Laptev Sea shelf, wherein
their possible extension is limited by an extended zone of high-gradient gravity anomalies. The latter
is detected as a sublatitudinal system of alternating small-size linear positive and negative anomalies
of varying intensity [18]. In this zone, the seismic records show several areas of maximum seismic
activity values, which correlate with the above-mentioned system of gravity anomalies (Figure 3).

 

Figure 3. Seismotectonics of the Olenek sector of the Lena–Anabar regional suture (modified after [7]).
1—Lower Cretaceous continental deposits; 2—anticline axis; 3—syncline axis; 4—isoheights of the Lower
Cretaceous bottom; 5—axis of consedimental bar; 6—axis of consedimental basin; 7–9—kinematics
of active faults: 7—thrust, 8—normal fault, 9—strike-slip fault; 10—focal mechanisms, dates and
magnitudes of earthquakes (lower hemisphere; the principal stress axes of compression and extension
are marked by black and white dots, respectively); 11—earthquake epicenter; 12—density of earthquake
epicenters (number of seismic events per 1◦ × 1◦): (a) 26–30, (b) 21–25, (c) 16–20, (d) 11–15, (e) 6–10,
(f) 1–5.

In the zone of the Lena–Anabar regional suture, the seismic process develops in conditions of both
extension (Lena River delta, shores of Olenek, and Anabars bays) and compression (Taimyr Peninsula).
Focal mechanism solutions for this zone are varying, as well as the fault kinematics, including normal,
reverse, and strike-slip faults, and their modifications. The analysis of seismotectonic deformation
structures shows the dominance of crustal stretching with a small shear component [6,7]. The extension
stress azimuth in this zone differs in orientation from that of the Laptev Sea Rift. The principal
stress axes are directed across the strike of the main tectonic elements; those with low dip angles are
NW–SW-trending (Figures 1 and 3). Most focal mechanisms of the local earthquakes show normal
faulting, with the exception of the 1990 Мs 4.9 Taimyr earthquake in the western margin of the Laptev
Sea shelf and the 2015 Мs 4.3 earthquake in the NW part of the Taimyr Peninsula (Figure 2) [3,7]. Their
focal mechanism solutions significantly differ from those of all other seismic events recorded in the
area along the Laptev Sea coast (Figures 1 and 3).

The 1990 Taimyr earthquake, which occurred at depth of 15 km, caused thrust-and reverse-type
displacements, along the gently sloping and subvertical planes of the NW-striking and submeridional
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faults, respectively. It should be noted that the conclusion on compression in the Taimyr Peninsula,
which is based on the focal mechanisms, is consistent with the results of the geostructural studies
based on the geological survey data [19]. It is also supported by the rates of visible uplifting of the
Laptev Sea coast, which were estimated from long-term measurements of the global ocean level. Over
a 10-year measurement period, the rates of modern tectonic uplifting in the Taimyr Peninsula were
+(1–2) mm/yr on average [20].

Thus, the modern geodynamic setting of the Laptev Sea Segment is determined by the
seismogenerating structures located in the area where the riftogenic zone of the Eurasian basin
of the Arctic Ocean extends up to the shelf area. This predetermines the style of seismotectonic
deformation, the locations of zones with specific tectonic settings, and the crustal stress-strain state,
as well as the structural and dynamic features of the main fields of earthquake epicenters in the study
area. In general, the seismotectonic deformation parameters reflect the trends in the distribution of
crustal stress fields reconstructed from the structural data.

3.2. Kharaulakh Segment

3.2.1. Structure and Tectonics of Kharaulakh Segment

The Kharaulakh Segment is the northern flank of the Verkhoyansk fold–thrust belt (Figure 4).
In the Neo-Proterozoic, this segment originated at the reworked margin of the Siberian platform and
developed as a passive continental margin. Its evolution is reflected in the structures and kinematic types
of the observed dislocations. During the Cenozoic, the rotation pole of the North American and Eurasian
plates changed its position several times and thus caused alternating extension and compression
periods, as confirmed by the structural tectonics of this area [7,9,21]. In the Kharaulakh Segment,
the Cenozoic megacomplex is represented mainly by Paleocene-Eocene continental deposits that occur
with a sharp angular unconformity on different horizons of the deformed Precambrian–Mesozoic
megacomplex [6,7]. These deposits fill a series of sublongitudinally oriented depressions, e.g., Kengdei,
Kunga, Sogin, Bykov, etc. (Figure 4), which formed in the Paleogene during the earliest rifting stage
along the continental continuation of the spreading Gakkel Ridge. At some locations, the Paleogene
deposits are folded and cut by thrusts and reverse faults.

All the above-mentioned observations provide evidence of compression in the Cenozoic.
The structural studies of the Kharaulakh Segment (Figure 4) suggest sublatitudinal compression
in the Middle Miocene, according to the Cenozoic profiles of this segment and adjacent areas [21].

The next episode in the Cenozoic evolution of the Kharaulakh Segment was extension in the
Pliocene–Quaternary. Young normal faults that displaced the Neogene weathering crust are observed
along the coast of Buor–Khaya Bay (Figure 4). The extension axis was either sublatitudinal or
NE-trending. The Quaternary evolution of the near-coastal zone of the Kharaulakh Segment was
sharply different from the development of its continental part. Normal faulting dominated in this
area and defined the block structure of this territory, as shown by differences in the hypsometric
positions of the Late Quaternary and Holocene deposits. The data on normal faults give evidence of
the extension phase and suggest that the extension axes were sublatitudinal and NE-oriented [7]. Thus,
the Kharaulakh Segment is a transition zone where the mid-oceanic and continental crustal structures
are conjugated [9,16,21].
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Figure 4. Seismotectonic map of the Kharaulakh segment (modified after [21]). 1—Cenozoic depression:
(a) Kengdey, (b) Khorogor, (c) Kunga, (d) Kharaulakh, (e) Nyaybinskaya; 2—seismodislocations;
3—locations of seismogravity effects; 4—rock fracturing diagrams, positions of vectors of the principal
stress axes and fault planes; 5—focal mechanisms, dates and magnitudes of earthquakes (lower
hemisphere; the principal stress axes of compression and extension are marked by black and white
dots, respectively); 6–8—kinematics of active faults: 6—strike-slip fault, 7—thrust, 8—normal fault;
9—earthquake epicenters sized by magnitude: ≥6.8, 6.7–5.0, 4.9–4.0, ≤3.9. Systems of active faults:
I—Primorskaya, II—West Verkhoyansk, III—Kharaulakh, IV—Buor–Khaya.

3.2.2. Seismotectonics of Kharaulakh Segment

In our study, we use the data collected from seismic and geostructural surveys of the Kharaulakh
Segment in combination with the information on tectonic stress fields reconstructed by tectonophysical
analysis of the Late Cenozoic faults and folds in the study area. The available geological and
geophysical datasets are also used to identify the systems of regional and local faults that were active in
the Cenozoic. Their kinematics are confirmed by corresponding fracturing diagrams and earthquake
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focal mechanisms (Figure 4). In the zones of their dynamic influence, we identify seismogenerating
structures of various sizes, which correlate with seismic events of M ≥ 7.5. Four main groups of fault
systems are distinguished with respect to spatial locations, lengths, and kinematics: (I) Primorskaya
(normal and strike-slip faults), (II) West Verkhoyansk (thrusts), (III) Kharaulakh (normal and strike-slip
faults), and (IV) Buor–Khaya (normal faults).

The most active strike-slip faults are located in the central zone of the Kharaulakh Segment, which
is traced as a system of closely spaced subparallel longitudinal faults arranged ‘en echelon’ to each
other (Figure 4). In the map, this zone coincides with a field of minimum gravity values, which extends
far to the south beyond the study area [7,21]. In the aerial photographs, morphological features show
that the Kharaulakh faults are active in the Quaternary; numerous troughs, grabens, landslides, and
avalanches are related to these faults. Furthermore, the available seismic records give evidence of
active faulting in the Kharaulakh Segment. In 1927–1928, five strong earthquakes (Мs 5.8–7.0) took
place near the village of Bulun (Yakutia) at the southern termination of the fault zone in the same
crustal block.

In the southern (most active) flank of this area, the sublongitudinal faults cross the western slopes
of the Kharaulakh Ridge and run parallel to its axial line for a distance of 15 km. In the aerial photograph
(Figure 5), a straight fault line displaces numerous river channels and cuts the watershed ridges.

Figure 5. Seismodislocation Beris (after [21]). (a) Photograph of surface ruptures resulting from the
Bulun earthquakes of 1927–1928 (M ≥7.0); (b) aerial photograph of the Beris fault scarp, arrows point to
the fault; (c) fragment of the deciphered image (1—strike-slip fault; 2—watershed axis); (d) photograph
of seismogenic extension ruptures in the Kharaulakh fault zone (original location of the Beris fault).
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According to the field structural and geological observations in the zone of dynamic influence
and the rock fracturing analysis, this is a right-lateral strike-slip fault with a normal component. These
fault kinematics are confirmed by the focal mechanism solution of the Bulun earthquake (1927; Мs

7.0). The dip and strike of the fault plane are consistent in the reconstructions based on both the
structural and seismic data. Recent activation features are clearly observed in the ‘diagonal link’ zone,
which includes more than 20 paleo and modern seismodislocations caused by gravity and tectonic
events. Some of the seismodislocations are marked by outcropped fault segments with horizontal
displacement of 5–7 m (Figure 5).

Another seismically active area is the Buor–Khaya normal fault zone along the western coast of
the Buor–Khaya Bay (Figure 4), which includes normal faults observed in the coastal outcrops from the
Bykov Channel to the Kharaulakh depression for a distance of more than 160 km. The faults cut the
basement of the rift structure, and many of them penetrate into the upper horizons of the sedimentary
cover, which reveals their young age (Pliocene-Quaternary) [7,21]. The same age is determined from
the field geological and geomorphological observation data [22] and multichannel seismic profiling [23].
Some of the faults are traced on land and to the Buor–Khaya Bay bottom and are clearly reflected in the
sea bottom relief [11,12]. Their activity is evidenced by morphological features detected in the satellite
images, as well as by their relationship to earthquakes (Мs 3.5–5.4) and seismodislocations.

Considering the structural dynamics of the Kharaulakh Segment, we distinguish several areas
that differ in types of the crustal stress state (Figure 4). The zones of strong earthquake epicenters differ
in seismic parameters from one area to another, as shown by the data from the field geological and
structural observations and the seismotectonic crustal deformation regimes reconstructed from the
seismic data. According to our analysis of the state of crustal stresses, the Kharaulakh Segment is a
unique transition region where extension is replaced with compression [7,21]. Similar regions on the
globe are the Afar Rift in East Africa and the Northern California region. In the Kharaulakh Segment,
stresses are mainly concentrated in the systems of sublongitudinal strike-slip faults with a normal
component, which compose a block-concentrator that has a maximum seismic potential. Faulting in this
area was influenced by the zone of the left-lateral strike-slip displacements with a normal component
in the Olenek sector of the Lena–Anabar regional suture, as well as by the dynamically conjugated
northwestern system of faults traced from the Chersky mountains (Figures 1 and 3). This conclusion is
confirmed by the general sublongitudinal strike of the tectonic structures in the Kharaulakh Segment.
The flanks of the dome structures show the northwestward deviation. In this area, the Tuora–Sis
Range (Figure 4) extends to the Lena River left bank (Chekanov Range). Other facts in support of the
above findings are the Cenozoic basins bordered by the strike-slip faults with a normal component
from the west and the thrust faults from the east. The structural and seismological data show that the
Kharaulakh duplex, represented in the west by ramp anticlines of the Tuora–Sis Range, is the main
seismogenerating structure in the Kharaulakh Segment [21].

3.3. Segment of the Chersky Seismotectonic Zone

3.3.1. Structure and Tectonics of the Segment

The Chersky Seismotectonic Zone belongs to a collage of terranes, which differ in structural and
geological evolution features, comprising the Verkhoyansk fold–thrust belt [24]. In the Middle Jurassic,
most of these terranes amalgamated through various episodes of subduction, collision and extension
into a single larger tectonic block termed the Kolyma–Omolon Superterrane. The southeastern segment
of the Chersky Seismotectonic Zone constitutes a continental fragment of the Okhotsk crustal plate.
Its basement is composed of Archaean and Early Proterozoic crystalline rocks overlain with continental
volcanic rocks of the Okhotsk–Chukotka belt [24,25]. The structure of the Chersky Seismotectonic
Zone is complex and includes numerous linear fold zones and crustal blocks characterized by a high
degree of seismic activity [26]. In this zone, the Yana–Indigirka and Indigirka–Kolyma regional sectors
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are recognized by various features, including specific parageneses of active structures, anomalies of
potential fields, and seismicity patterns (Figure 6).

3.3.2. Seismotectonics of the Segment

Structural, morphotectonic, and seismic data were analyzed to investigate the kinematic features
of active faults in the Chersky Zone (Figure 6). The detailed analysis shows that most of the active faults
were formed due to horizontal compression and crustal shortening. This conclusion is supported by
the structural observations of movements in the fault zones, field studies of tectonic fracturing, intense
dislocations of Cenozoic sediments, as well as geological maps [26]. Compression is also confirmed by
the focal mechanism solutions of strong earthquakes recorded in the zones of influence of active faults.

Figure 6. Seismicity and active faults of the Chersky Seismotectonic Zone (modified after [26]).
1—Balagan–Tas volcano; 2—focal mechanisms, dates and magnitudes of earthquakes (lower hemisphere;
the principal stress axes of compression and extension are marked by black and white dots, respectively);
3–5—kinematics of active faults: 3—strike-slip fault, 4—thrust and reverse faults, 5—normal fault;
6—inferred fault; 7—earthquake epicenters sized by magnitude: ≤3.0, 3.5, 4.0, 4.5, 5.0, 5.5, 6.0,
≥6.5. Active faults: 1—Lena–Anabar regional suture, 2—Verkhoyansk marginal suture, 3—Omoloi,
4—Ege–Khaya, 5—Nelkan–Kyllakh regional suture, 6—Burkhala, 7—East Sette–Daban, 8—Yudoma,
9—Bilyakchan, 10—Ketanda, 11—Nyut–Ulbei, 12—Yana, 13—Adycha–Taryn, 14—Ulakhan, 15—Darpir,
16—Inyali–Debin, 17—Chai–Yureya, 18—Bryungade, 19—Ilin–Tas, 20—Arga–Tas, 21—Myatis,
22—Yarhodon, 23—Korkodon, 24—Chelomdzha–Yamsk, 25—Polousnensky, 26—Yarkan (South Anyui),
27—Khetachan. Lithospheric plates: EU—Eurasian, NA—North American, OK—Okhotsk. Sectors:
A—Yana–Indigirka, B—Indigirka–Kolyma.
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The Ulakhan strike-slip fault system is the largest in the NE regions of Russia (Figures 6 and 7).
It has a complete set of characteristic of similar fault systems located in other regions of the world:
a major shear suture represented by a straight-line fault, a system of echelon ruptures, an asymmetrical
geometric pattern of folds and fractures feathering the major suture, an intrusion belt at a distance
from the major suture, and a wide stratigraphic range of rocks [24]. Specific structural features of
this fault system are an echelon series of left-lateral strike-slip faults and a chain of young pull-apart
mini-troughs that formed in the crustal stretching segments of this fault. The Ulakhan fault crosses the
Rassokha and Omulevka rivers. During the Middle Pleistocene–Holocene, the Ulakhan fault shifted
the river channels to the left for about 24 km [26,27], which shows that an average rate of horizontal
tectonic movements along the fault amounted to 5–7 mm/yr.

 

Figure 7. Structural dynamics of the Omulevka block. 1—active strike-slip fault; 2—earthquake
epicenter; 3—focal mechanisms, dates and magnitudes of earthquakes (lower hemisphere; the
principal stress axes of compression and extension are marked by black and white dots, respectively);
4—seismodislocation Eryun–Tas–Takh. Arrows show directions of plate movements. Lithospheric
plates: NA—North American, OK—Okhotsk.

In the Ulakhan fault zone, many traces of ancient and modern seismodislocations are observed,
including the most spectacular one—an almost 50 m high landslide dam in the upper reaches of the
Tirekhtyakh River. This natural dam occurred due to a catastrophic earthquake hundreds or thousand
years ago [28] (Figure 8).
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Figure 8. Dam on the Eryun–Tas–Takh River (after [25,26]). (A) front view (the headwater segment
the Eryun–Tas–Takh River is blocked by the dam); (B) top view (the river valley and the detachment
wall are blocked by collapsed rocks); (C) transverse profile across the seismogenic dam (after [28]):
1—coarse-grained material: (a) granite gneiss, (b) carbonates, 2—fine-grained sandstone material,
3—erosion line of the rock collapse, 4—line before the rock collapse, 5—reconstructed line of the rock
collapse wall, 6—lower boundary of the dam lake, 7—hypsometric level before the rock collapse,
8—observation points, 9—absolute elevation; (D) rock fracturing diagram for the active fault zone:
1—active fault plane, 2—fracture density isolines.

The Ulakhan fault conjugates with the Darpir fault (Figure 7). This pair of active conjugated
faults reflects the style of tectonic deformation at the SE boundary between the North American and
Okhotsk plates. Both faults are clearly detectable on satellite images. In topographic maps, these faults
are shown as lengthy lineaments of the NW strike, which converge at an angle of 20–25◦. The faults
border the uplifted Omulevsky block of Paleozoic rocks, which is elevated relative to the Mesozoic
structures by 450–550 m. The Omulevsky block is viewed as a terrane that formed in the Mesozoic
structural frame during collisional and post-collisional transformations of the Verkhoyansk–Kolyma
belt. The background seismicity in the Omulevsky block suggests that this rootless terrane [24] was
detached from the neighboring rocks as a result of horizontal displacements.

The Chai–Yureya fault is a significant structure in the Chersky system of active left-lateral strike-slip
faults (hereafter the Chersky fault system), which is traced from the Okhotsk Sea coast to the Indigirka
River as a series of separate fault segments typical of left-lateral strike-slip faults (Figures 6 and 9).
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Figure 9. Geological model of the 1971 Artyk earthquake epicenter zone [29]. 1—modern alluvial
deposits; 2—Middle Upper Quaternary water–glacial deposits; 3—Neogene–Quaternary deposits
of the Verkhnener basins; 4—Jurassic sediments; 5—Triassic sediments; 6—lines of confirmed and
inferred tectonic faults; 7—Artyk earthquake epicenter; 8—area of maximum values of ground surface
deformation; 9—focal mechanism, dates and magnitudes of earthquakes (lower hemisphere; the
principal stress axes of compression and extension are marked by black and white dots, respectively).

The entire length of this fault is detected as a zone of intense rock dislocations, which is marked
by a linear magnetic anomaly and a sharp gravity gradient jump [29]. The Artyk earthquake (1971,
Мs 6.6), which took place in the zone of the Chai–Yureya fault, was one of the strongest earthquakes
in NE Asia. During 12 months after the main shock, more than 1500 aftershocks were recorded in a
60 km long area extending in the NW direction from the epicenter of the main seismic event along the
Chai–Yureya fault. The distribution of the aftershocks with depth and focal solution of the main shock
show strike-slip movements on the nearly vertical fault plane (Figure 9) [2].

In the north–west, the Chersky fault system is conjugated with the Polousnensky thrust zone
of sublatitudinal strike. The latter is represented by a series of subparallel thrust and reverse faults
with planes dipping to the south and south–west (Figure 6). The focal mechanism of the Irgichan
earthquake (1962, Мs 6.2) also shows thrusting in the zone of the Polousnensky faults.
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The Adycha–Taryn zone of active thrust faults borders the entire Chersky fault system from the
south–west. This zone includes a series of ‘en echelon’ faults shifted by straight transverse strike-slip
faults. Thrusting is confirmed by the focal mechanism solutions of the earthquakes (1951, Мs 5.2–6.4)
that occurred near the Upper Adycha depression [29]. Several seismodislocations are located in the
area where the Triassic sandstones are thrust onto the Holocene terrace. In the middle course of
the Adycha River, the Triassic rocks are thrust onto the Middle Pleistocene and Middle Quaternary
rocks. The planes of all the above-mentioned thrust faults dip to the northeast underneath the Chersky
Ridge. The northeastern boundary of the Chersky Seismotectonic Zone is the Myatiss thrust fault
that is traced over 700 km along the NE foot of the Moma Ridge in the zone of its junction with the
Indigirka–Zyryansky trough (Figure 6). At the NW flank of this fault, there is the Andrey–Tas area
of maximum seismicity, as evidenced by the Uyanda (1984, Мs 5.6), Andrey–Tas (2008, Мs 6.1), and
Ilin–Tas (Abyi) (2013, Мs 6.9) earthquakes, as well as numerous minor seismic events (Figure 10).
The main shock of the Ilin–Tas earthquake and its aftershocks occurred in the duplex compressional
structure defined by the tectonic deformation data. Compression is confirmed by the focal mechanism
solutions [30,31].

 
Figure 10. Strong earthquakes in the Andrei–Tas area of maximum seismic activity values (after [30,31]).
1—earthquake epicenters sized by magnitude: 3.0–3.9, 4.0–4.9, 5.0–5.9, 6.0–6.9; 2—focal mechanisms,
dates and magnitudes of earthquakes (lower hemisphere; the principal stress axes of compression
and extension are marked by black and white dots, respectively); 3—Andrei-Tas earthquake epicenter
of 22 June 2008 (inset A) and Ilin–Tas (Abyi) earthquake epicenter of 14 February 2013 (inset B);
4—zones of seismogravity effects The insets show seismotectonic deformation structures resulting from
the earthquakes.
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The Andrey–Tas block bordered with thrust faults is a compact rectangular structure experiencing
intense uplift (up to 2500 m high) and subjected to faulting of various ranks and kinematic types.
Shearing is observed mainly in its central part, and a fan-shaped series of thrust faults develops in the
NW flank. In the images from Roskosmos Geoportal, seismotectonic dislocations are detectable in the
epicenter areas of the Andrey–Tas and Ylin–Tas earthquakes (Figure 10). The strike and morphological
features suggest reverse faulting and shearing along this fault. The features detected from the
seismotectonic and seismogravitational effects are possibly related to recent seismic events recorded
in the Andrei–Tas block and the paleoearthquakes. It is noted that the areas with seismotectonic
deformations and the epicenter zones of the seismic events are spatially coincident, and the shapes of the
ground surface dislocations are consistent with the movements reconstructed from the corresponding
focal mechanism solutions.

The Chersky fault system is sublongitudinally adjacent to the Ketandino–Ulbey system of
right-lateral strike-slip faults (Figure 6). In the space images and aerial photographs, the latter are
detected from the segments of straight fault lines that disturb the watershed parts of the ridges.
Displaced granite intrusions and geological boundaries along these faults suggest that the right-lateral
shear displacements amounted to 20 km [26,29]. This type of shearing is also confirmed by the focal
mechanism solutions of strong earthquakes that occurred in the zones of dynamic influence of the
faults. The Chelomdzha–Yamsky fault traced near the Okhotsk Sea coast is a boundary between the
outer and inner zones of the Okhotsk–Chukotka volcanogenic belt (Figure 6). The magnetic and gravity
fields are detected from magnetic anomalies and a sharp gravity gradient jump, respectively [29].
The fault is accompanied by a chain of intermountain depressions filled with Neogene and Quaternary
sediments. The fault kinematics are defined by straightness and the presence of folded and thrust
dislocations in the Cenozoic sediments of the depressions influenced by the fault, which is a thrust
with a left-lateral strike-slip component.

Seismic activity increases at the sutures bordering the Chersky Seismotectonic Zone. The Sette–Daban
earthquake (1951, Мs 6.5) occurred in the Kyllakh block, which is the area of dynamic influence of the
Nelkano–Kyllakh marginal suture (Figures 6 and 11). In this area, the deformation field is complex due
to overlapping of the seismogenerating structures that belong to the Arctic–Asian, Okhotsk–Chukotka,
and Baikal–Stanovoy seismic belts. The structure is characterized by lystric thrust faults that steeply
dip near the surface and continue eastwards as low-angle detachments at depth. In the western part of
the Nelkano–Kyllakh area, the sediments are thrust onto the subhorizontal beds of the Jurassic and
Cretaceous deposits of the Siberian platform [24,25]. Due to thrusting, the eastern wing of the anticline
is overlain with the Vend–Cambrian deformed beds of the East Sette–Daban tectonic zone. The E–NE
orientated compression is evidenced by two fault planes reconstructed from the seismological data for
the Sette–Daban earthquake, the NE plane (right-lateral strike-slip), and the NW plane (left-lateral
strike-slip) [27,32]. In general, the identified seismotectonic deformation parameters reflect the trends
in the distribution of crustal stress fields reconstructed from the structural data.

In order to investigate the crustal stress state of the Chersky Seismotectonic Zone, we analyzed
the focal mechanism solutions of earthquakes recorded in the frontal zone, where the Kolyma–Omolon
superterrane interacts with the Eurasian plate (Figure 12). These seismic events took place in conditions
of steady NE-oriented compression. The principal compressional axis is subhorizontal (dip from 3◦ to
44◦) and acts across the strike of the structural elements in this zone (Figure 6). The extension stress
axis is often coincident with the fault strike and oriented either horizontally or subvertically (dip from
2◦ to 85◦). The spatial orientations of the intermediate stress axis are chaotic, and the dip angles vary
in a wide range (from 0◦ to 82◦). The above-described stress orientations reconstructed from the focal
solutions are dominant across the entire Chersky zone.
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Figure 11. Structural dynamics of the Kyllakh block, South Verkhoyansk sector (modified
after [27,32]). 1–7—ages of deposits: 1—Cretaceous, 2—Jurassic, 3—Carboniferous–Permian,
4—Ordovician–Silurian–Devonian, 5—Vendian–Cambrian, 6—Middle–Upper Riphean, 7—Lower
Riphean; 8–10—kinematics of active faults: 8—thrust; 9—strike-slip; 10 – normal fault; 11—syncline
axis; 12—anticline axis; 13—Kyllakh earthquake epicenter; 14—focal mechanism, dates and magnitudes
of earthquakes (lower hemisphere; the principal stress axes of compression and extension are marked
by black and white dots, respectively). Faults: B—Burkhala, K—Kyllakh.

According to the kinematics of the principal tectonic stresses inferred from the seismic data, most
of the earthquake focal mechanisms in the Chersky Seismotectonic Zone yield reverse (40%), strike-slip
(30%), and thrust (20%) solutions, and about 10% show a combination of strike-slip and normal faulting
(the percentage is calculated for 24 solutions; see Figure 6). These data clearly demonstrate that in the
zone of interaction between the Kolyma–Omolon superterrane and the Eurasian plate, the seismic
process develops under compression along the system of major faults that are conjugated with the
marginal thrust and reverse faults.

Based on the structural pattern of the major seismogenerating zones and their dynamics, we
proposed a model for the entire Chersky Seismotectonic Zone (the inset in Figure 12). This model shows
transpression settings initiated by the interacting frontal structures in the contact zone between the
Eurasian and North American lithospheric plates moving relative to each other at different rates [7,29].
Such a setting is possible if the Kolyma–Omolon block (in the frontal part of the North American
plate) operated as an active indenter during convergence of the lithospheric plates in the NE direction.
Due to its impact, a fan-shaped set of NW-trending left-lateral and SE-trending right-lateral strike-slip
faults was formed. Seismogenerating zones of reverse faulting and thrusting, which developed at
the terminations of the above-mentioned faults, have high seismic potential. Specific features of the
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modern geodynamics of the Chersky Seismotectonic Zone are reflected in the regular pattern of the
fields of local earthquake epicenters.

Figure 12. Scheme showing contemporary dynamics and earthquake epicenters in Yana–Indigirka
segment of Chersky seismotectonic zone (after [26]). 1–2—kinematics of active faults: 1—strike-slip,
2—thrusts and reverse; 3—directions of movements of blocks; 4—focal mechanisms of earthquakes
(lower hemisphere; the principal stress axes of compression and extension are marked by black and
white dots, respectively); 5—Balagan–Tas volcano; 6—earthquake epicenters sized by magnitude: ≤3.0,
3.5, 4.0, 4.5, 5.0, 5.5, 6.0, ≥6.5.

Due to compression, the continental part of the Okhotsk plate is shifted in the E–SE direction,
which contributes to the left-lateral shearing along the Ulakhan faults and right-lateral displacements
in the Ketandino–Ulbey zone (Figure 6). This conclusion is supported by the development of the
Pliocene–Quaternary extension zones along the northern coast of the Okhotsk Sea, which resulted
from shifting of the Okhotsk Sea plate to the southeast. The E–SE thrusting of the continental part
of the Okhotsk Seaplate is confirmed by the topographic and geomorphological observations that
show uplifting in the mountainous area along the Okhotsk Sea coast. The watershed line between
the Okhotsk Sea and the Arctic Ocean is disproportionately close to the Okhotsk Sea. In this region,
shifting to the southeast relative to the Eurasian plate at a rate of 2–4 cm/yr is detected by satellite
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geodetic monitoring of the reference points installed by the US Geological Survey in Magadan and
Petropavlovsk–Kamchatsky [26,29]. The model showing the structure and geodynamics of the Chersky
Seismotectonic Zone allows us to discover the regularities in the occurrence of active structures of
various types and identify the blocks that act as tectonic stress concentrators that have high seismic
potential (Мs ≥ 6.5).

4. Discussion and Conclusions

The territory of the Arctic–Asian seismic belt is influenced by a variety of geodynamic processes:
spreading (Gakkel Ridge), rifting (Laptev Sea shelf), transtension (Kharaulakh Zone), and transpression
(Chersky Seismotectonic Zone). The fault–block structures differ by kinematic types in the belt
segments but reflect the regularities in the development of the major seismogenerating structures in
the entire Arctic–Asian seismic belt.

Spreading takes place in the Gakkel Ridge that represents the Arctic segment of the boundary
between the Eurasian and North American lithospheric plates. In this area, the dominating
seismotectonic setting is crustal stretching, and the principal stress axes are sublatitudinal across
the strike of the main structural elements. South of the continental slope is the part on the Laptev
sea microplate (Figure 2). The seismotectonic deformation parameters in this area show transverse
subhorizontal extension. According to the seismological data, compression takes place at the western
and eastern margins of the Laptev Sea microplate, as well as in the Lena River delta, in response to rifting
in the Laptev Sea shelf. The Olenek sector (a structural border between the Laptev Sea rift system and
the Siberian platform) is also subjected to compression, with a small left-lateral shear component. Zones
differing in the crustal stress state (stretching, compression, and a variety of stretching–compression
combinations) are observed in the Kharaulakh Segment, where the mid-oceanic and continental
structures are conjugated. Southeast of the transtension area, in the Chersky Seismotectonic Zone,
the North American and Eurasian plates approach each other at an oblique angle. In the Chersky
zone, the steady NE–trending compression / transpression is confirmed by the structural–tectonic and
seismological data and evidenced by the seismogenerating structures of thrust, reverse and shear types.

A change in the geodynamic setting from tension to compression can be satisfactorily explained in
the global plate tectonics theory, considering that an assumed pole of rotation of the North American
and Eurasian plates is located near the Buor–Khaya Bay [21,29]. It can, therefore, be concluded that
stretching (extension) is currently typical of the neotectonic structures located to the north of the
rotation pole, while compression takes place in the structures located to the south and southeast of the
rotation pole.

The geodynamic processes dominating in the regional segments of the Arctic–Asian seismic
belt predetermine the types of focal zones of strong earthquakes. The transtension zones, where
the mid-oceanic and continental crustal structures are conjugated, demonstrate the highest seismic
potential. In the transpression zones, increased seismic potential is typical for the blocks that acts as
tectonic stress concentrators. Such blocks are formed at the terminations of the wings of active shear
systems and associated with ‘pull-apart’ and/or duplex compression structures. In remote images,
these blocks are clearly detectable from the geomorphological and morphodynamic features of the
modern terrain. The flanks of the Chersky zone, which are confined to the reactivated structures of the
marginal sutures, are also characterized by an increased level of seismic activity. Strong earthquake
focal zones are formed in accordance with the dynamics of the major seismogenerating structures
located in the central zone of the Arctic–Asian seismic belt.

Our results of the seismogeodynamic analysis maybe used for assessments of potential seismic
risks of seismogenerating, and potentially active, structures in the Russian Arctic region, which are
located at the lithospheric plate boundaries between the Eurasian, North American and Okhotsk
Sea Plates.
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