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Mirko Černák
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Technology, Poland, in 1993, a Ph.D. degree from the Institute of Fluid-Flow Machinery, Polish
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1. Introduction

Interest in plasma as a tool in various technological processes has been growing for
several decades. This is because of the special advantage of plasma, which is the immediate
generation of chemically active radicals. There are also other advantages of plasma,
which depend on its source, e.g., low or high temperature (dielectric barrier discharge vs.
plasmatrons), large or small volume (electron beam chambers vs. microplasma), high or
low homogeneity (low pressure radio-frequency plasma vs. corona discharge), etc. It is no
wonder that plasma is used in so many areas, starting with the synthesis of ozone initiated
by Werner von Siemens in 1857, through the activation of material surfaces and flow
control by actuators and electrohydrodynamic pumps, to the latest applications related to
medicine, environmental protection and stopping climate change.

The objective of this Special Issue is to collect reports on the design and characteriza-
tion of plasma methods which are or can be used in various types of technologies, especially
those that solve contemporary problems regarding materials, energy and the environment.

2. Review of Issue Contents

The Special Issue is composed of seven papers covering numerical and experimental
research on different aspects related to plasma applications. Here they are introduced in
five specific categories that emerge after their reading.

2.1. Plasma Sources

Martines et al. [1] designed a helical resonator for radio-frequency plasma generation
starting from a theoretical model. The helical resonator is a concept for the production
of high voltage at radio frequency, useful for electrical discharges in gases and plasma
sustainment. When properly designed, the helical resonator enables the avoidance of the
use of a matching network. In this work, researchers consider the treatment of the helical
resonator, including a grounded shield, as a transmission line with a shorted end and an
open one, with the latter connected to a capacitive load. The input voltage is applied to a tap
point located near the shorted end. The authors derived formulas that allowed a prediction
of the resonator performance, consequently enabling one to properly design a plasma
source according to the parameters required for the plasma. What is important is that the
discussion presented in the paper considers the resonator without plasma: the effects of a
plasma formed inside the device is going to be the object of a forthcoming publication.

Luo et al. [2] developed a practical method for controlling the switch been the sym-
metric and asymmetric modes of a dielectric barrier discharge at atmospheric pressure
by changing the frequency of the applied voltage. In this work, through a qualitatively
validated 1D fluid model, the discharge evolution, manipulating process and underlying
mechanism are also presented. It must be noted that the work is a numerical one. The
concept is discussed based on simulations. They showed that the effectiveness of the
control strategy was determined by the seed electron level at the frequency-altered phase
and that there was a critical range of the seed electron density. For example, under the
original driving frequency of 14 kHz, the seed electron level approximately ranges from
2 × 1013 m−3 to 8 × 1015 m−3. Researchers found, numerically, that the discharges with
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an initial driving frequency of 14 kHz could always be converted to the symmetric mode
when the control frequency was beyond 30 kHz.

2.2. Plasma Diagnostics

Lee et al. [3] investigated the Coulomb-focused bremsstrahlung spectrum resulting
from the electron-atom bremsstrahlung process in nonthermal plasma. They derived
the universal expression of the electron-atom bremsstrahlung cross section by using the
Thomas–Fermi model with the effective charge method, as well as the effective Coulomb
focusing factor for the abovementioned process by using the modified Elwart–Sommerfeld
factor with the mean effective charge for the binary-encounter. The obtained results
should be useful for diagnostics of radiation processes in nonthermal plasma, for hard-
photon X-ray spectroscopy, and for diagnostics of fusion plasmas, magnetized plasmas
and dusty plasmas.

2.3. Synthesis of Carbon Structures

Sobczyk and Jaworek [4] studied the process of growth of various carbon structures
in low-current high-voltage electrical microdischarges in argon at atmospheric pressure
with an admixture of cyclohexane as the carbon source. The following various types of
microdischarges generated at this pressure were tested for both polarities of the supply
voltage with regard to their applications to different carbon deposit syntheses: Townsend
discharge, pre-breakdown streamers, breakdown streamers and glow discharge. The
discharge was generated between a stainless-steel needle and a plate made of a nickel alloy
with inter-electrode distances varying between 1 and 15 mm. The results of the experiments
carried out at different discharge currents, electrode polarities, inter-electrode distances
and cyclohexane concentrations brought the authors to the conclusion that the process of
carbon deposition (in the form of carbon nanowalls and carbon microfibers), in particular
the morphology of deposits and their growth rate, could be successfully controlled but
that the optimal conditions could only be determined experimentally. The paper contains
numerous scanning electron microscopy (SEM) pictures of deposits and spectra resulting
from the optical emission spectroscopy of plasma formed at different discharge currents.

Li et al. [5] applied microwave plasma at atmospheric pressure to synthesize mul-
tiwalled carbon nanotubes on stainless steel by chemical vapor deposition (CVD) using
ethanol as a precursor. They compared this method with other low-pressure CVD tech-
niques such as conventional CVD, direct current plasma CVD, radio-frequency plasma
CVD and microwave plasma CVD. The obtained results showed that carbon tubes syn-
thesized using atmospheric pressure microwave plasma were characterized by a higher
growth rate and lower defects concentration when compared to the conventional CVD,
but with similar properties to those produced using other plasma methods. Thus, the
advantage of the method applied by Li et al. is that it uses atmospheric pressure instead
of reduced pressure. The paper contains pictures of produced carbon structures obtained
from SEM and a high-resolution transmission electron microscope as well as Raman and
X-ray photoelectron spectroscopy (XPS) spectra.

2.4. Plasma for Surface Processing

Krumpolec et al. [6] presented a method for the surface processing of complex polymer-
metal composite substrates. Atmospheric-pressure plasma etching in pure hydrogen,
nitrogen, their mixture as well as in air was used to fabricate flexible transparent composite
poly (methyl methacrylate) (PMMA)-based polymer film with Ag-coated Cu metal wire
mesh substrates (with conductive connection sites) by the selective removal of the thin
(~10–100 nm) surface PMMA layer. To simulate large-area roll-to-roll processing, the
authors used an advanced alumina-based concavely curved electrode generating a thin
and high-power density cold plasma layer by the diffuse coplanar surface barrier discharge.
After a series of experiments with various gases, it turned out that a short 1 s exposure to
pure hydrogen plasma led to a highly selective etching of the surface PMMA film without
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any destruction of the Ag-coated Cu metal wires embedded in the PMMA structure. The
researchers concluded that the applied direct current surface barrier discharge could be
used for the fast, large-area, roll-to-roll and selective plasma etching of complex materials
like flexible photovoltaic substrates.

2.5. Plasma for Exhaust Gas Cleaning

Cai et al. [7] experimentally studied the process of nitrogen monoxide oxidation (NO)
by an atmospheric pressure dielectric barrier discharge (DBD). The subject of the inves-
tigation was a gas mixture simulating diesel exhaust from a marine engine. Researchers
focused on the effect of electrode parameters such as length, diameter, material and shape.
An interesting result was obtained when varying the electrode diameter. Increasing this pa-
rameter resulted in a higher oxidation degree of NO and reduced energy consumption. An
increased electrode diameter makes the gas gap of the DBD reactor shorter, which increases
the reduced electric field E/N. As E/N increases, the mean electron energy increases as
well; thus, increasing the inner electrode diameter makes it easier for the DBD reactor to
generate O radicals and promote NO oxidation.

3. Conclusions

This Special Issue entitled “Plasma: From Materials to Emerging Technologies” covers
only very few aspects of plasma applications. For readers this only touches on problems
investigated by researchers specialized in plasma physics, chemistry and engineering.
There are many scientific teams dealing with other plasma applications not presented here,
such as biomedicine, agriculture, tar decomposition in process gas, water remediation soil
remediation, food sterilization, hydrogen production, electrostatic precipitating, plasma-
assisted combustion, electrohydrodynamics and many more. Fortunately, the Applied
Sciences Editorial Board devoted and is going to devote several Special Issues to cover at
least part of the research fields mentioned above.
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Abstract: The helical resonator is a scheme for the production of high voltage at radio frequency,
useful for gas breakdown and plasma sustainment, which, through a proper design, enables avoiding
the use of a matching network. In this work, we consider the treatment of the helical resonator,
including a grounded shield, as a transmission line with a shorted end and an open one, the latter
possibly connected to a capacitive load. The input voltage is applied to a tap point located near the
shorted end. After deriving an expression for the velocity factor of the perturbations propagating
along the line, and in the special case of the shield at infinity also of the characteristic impedance, we
calculate the input impedance and the voltage amplification factor of the resonator as a function of
the wave number. Focusing on the resonance condition, which maximizes the voltage amplification,
we then discuss the effect of the tap point position, dissipation and the optional capacitive load, in
terms of resonator performance and matching to the power supply.

Keywords: plasma; helical resonator; radio frequency; RF plasma source

1. Introduction

The generation in the laboratory of an ionized gas, also called plasma, requires, in most
instances, application to the originally neutral gas of an electric field that is large enough
to start an avalanche process of ionization events driven by free electrons (also called
breakdown). While the required conditions greatly vary, depending on many variables
related to the chosen experimental layout and working conditions, in broad terms, the
typical applied voltages are in the range of a few hundreds volts to several kV. Furthermore,
the voltage can be stationary or varying in time with different rates: the rate determines
both the technology to be used to generate and transmit the required voltage and the
physics of the breakdown process and of the produced plasma. Among the different
possibilities, the radio frequency (RF) voltage is a possible choice. This term broadly
represents voltages varying with a frequency ranging from around 1 MHz to several
hundred MHz. RF plasmas are characterized by a lower voltage required for breakdown
with respect to lower frequency devices, and by the possibility of avoiding contact between
electrodes and plasma, especially when the inductive coupling regime is achieved.

In general terms, the production of a RF plasma requires a generator (possibly com-
posed of an oscillator and an amplifier), and a matching network, which in this case, has
the double role of matching the device input impedance to the output impedance of the
generator, and to magnify the voltage to the required value for breakdown and subsequent
plasma sustainment. The impedance matching feature is necessary to minimize the power
reflected from the load to the generator. This is not an issue at lower frequencies, where
the wavelength of the voltage disturbance is much larger than the apparatus size, so that
instantaneous propagation can be assumed, and lumped element circuit treatments are
appropriate. It becomes, however, important in the MHz range and beyond, where the
wavelength becomes comparable to the system size. In this case, a finite time is required
for voltage variation propagation, and transmission line theory comes into play. It is worth

Appl. Sci. 2021, 11, 7444. https://doi.org/10.3390/app11167444 https://www.mdpi.com/journal/applsci

5



Appl. Sci. 2021, 11, 7444

noting that this brings many similarities between the field of plasma technology and that
of radio transmission, although in the latter, voltage amplification is not a requirement,
but rather an issue that should eventually be taken into account to avoid undesirable
breakdown of air.

Many possibilities exist for matching network construction, and sophisticated solu-
tions are now commercially available. There is, however, a solution that has already been
used for plasma generation, but has not encountered great diffusion despite its poten-
tial simplicity: the helical resonator. The helical resonator, as will be described in more
detail in the following, is an open-ended air core coil that can be used both for voltage
amplification, exploiting a resonance condition, and for impedance matching, by proper
design of its layout. The absence of a ferrite core implies that very low dissipation levels
are attainable if proper care is put in the design of the device, allowing the use of relatively
low-power generators.

It is worth making here the historical annotation that there is a strong connection
between the helical resonator and the “extra coil” used by Nikola Tesla in his work at
Colorado Springs to produce high voltage at high frequency [1]. Indeed, Tesla evolved
from using a loosely coupled resonant transformer to a tightly coupled one, with the
secondary circuit connected to an “extra coil”, which was a capacitively loaded helical
resonator. Keeping in mind that Tesla used frequencies of tens of kHz, so several issues
related to dissipation are substantially different in our case (and the apparatus size as well),
it is, however, important to remark that our present discussion is also useful for a better
understanding of his work and of the modern day Tesla coil working principle.

Despite being a concept developed at the end of the XIX century, the literature on
the helical resonator working principle is somehow scattered and also includes empirical
formulas not derived from first principles [2]. This is also due to the fact that the same
topic has been studied from several angles. Indeed, the concept is interesting for the
following fields:

• Plasma generation [3–6];
• Ion trap antennas [7];
• Self-capacitance of coils [8,9];
• RF filters [10,11];
• Tesla coil construction [12];
• Precision measurements and metamaterial research [13–17].

In each of these fields, different authors treated the problem with different taste and
emphasis on some issues, and collecting all these contributions in a unified view has proven
to be not trivial. We thus would like to give a summary of the most important results on
this subject, in the hope that this can prove useful to future scientists and practitioners who
wish to properly understand this concept. In particular, we derive formulas that allow to
predict the performance of a resonator from its basic properties, and illustrate a possible
use for designing resonators, satisfying the given requirements. The whole discussion
surrounds the resonator without plasma: the effects of a plasma formed inside the device
will be the object of a forthcoming publication.

The paper is organized as follows: in Section 2, we introduce the geometry of the
device we wish to describe, and the different flavors that it can take; in Section 3, we
describe the propagation of electromagnetic perturbations in the resonator, deriving the
main characteristics of the device, which are characteristic impedance and the velocity
factor, as a function of its geometry. Armed with these results, we then move to Section 4
to model the resonator as a transmission line, looking for the resonance condition, which is
the frequency that maximizes the voltage amplification at the open end, and for the input
impedance, which should be adapted so as to match the output impedance of the generator.
In Section 5, the special case of a resonator with the shield immediately near the helical
conductor is treated, as this is both the most promising for plasma production and also
the one that allows a fully analytical treatment. In Section 6, the effect of a capacitive load
connected to the resonator (including parasitic capacitance) is discussed. The results found
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up to this point are then checked against the experimental data in Section 7. Finally, in
Section 8, the conclusions are drawn.

2. Geometry

The basic geometry of a helical resonator, as defined in the context of this paper, is
shown in Figure 1. The resonator consists of a helically wound conductor of length L,
with one end (which we shall call bottom end in the following) grounded, while the other
(top end) is left open, or connected to a load. We indicate with b the helix radius, with H its
height, and with N the number of turns. The helix pitch is given by the following:

p =
H
N

. (1)

The driving voltage, labeled Vin, is fed in an intermediate point, named “tap point”,
usually near the bottom end. The tap point axial position, normalized to H, is labeled as
δ. The resonator is covered by a grounded conducting shield, of radius c. This shield, not
present in all treatments (if absent, it may be considered at infinity) represents the second
conductor of the transmission line for which the helix is the first one, according to the
modeling presented in Section 4. The voltage at the top end of the resonator is labeled Vout.

Figure 1. Schematics of the helical resonator. The terminals labeled IN and OUT are the ones where
the voltages Vin and Vout are evaluated. The external rectangle represents the screen.

It is useful to emphasize that the shieldless resonator is fully defined by the three
parameters (b, H, N), while in the more general case where the shield is present, the fourth
parameter c is required. In principle, also the thickness of the helical conductor should
be taken into account: however, this has only an effect on the dissipation due to the skin
effect, and this effect is not so important at RF since the skin thickness is much smaller than
any practical conductor thickness, so that the current is anyway flowing on the conductor
surface. Therefore, we shall not consider this further parameter in our model, although one
should be aware that p cannot be smaller than twice such thickness, and this puts a lower
bound on the angle ψ defined below.

It is worthwhile to introduce the pitch angle ψ, defined as the following:

tan ψ =
p

2πb
. (2)

7
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This will typically be quite small, expressing the fact that the helix is tightly wound,
for the reason of compactness of the device; however, nothing prevents making it large,
if required. The total length of the helical conductor can be expressed in terms of the other
parameters as

L = N
√

p2 + 4π2b2. (3)

In most practical situations, p << 2πb, so that L ≈ 2πbN.
It is also useful to introduce the aspect ratio, defined as H/(2b). This quantity gives

an immediate idea of how elongated the coil is. In the following, we actually use, for con-
venience of notation, the inverse aspect ratio:

ε =

(
H
2b

)−1
. (4)

It is useful for the following to notice that cot ψ = πNε.

3. Propagation of Electromagnetic Perturbations into the Resonator

In order to properly model the helical resonator, we first need to understand how
electromagnetic disturbances propagate in it, deriving a dispersion relation that is useful for
obtaining the basic properties, such as phase velocity and, in a limit case, the characteristic
impedance of the resonator seen as a transmission line. To accomplish this task, it is
customary to model the resonator as a “sheath helix”. This name is used to indicate an
idealized anisotropically conducting cylindrical surface of infinite length, with infinite
conductivity along the helix and zero conductivity normal to it. This model is possibly
originally due to Ollendorf [18], and was treated by Sichak [19] and by Sensiper [20].

The starting point are Maxwell equations in vacuum as follows:

∇× E = −∂B

∂t
(5)

∇× B =
1
c2

0

∂E

∂t
. (6)

Combining them, we obtain the wave equation as follows:

1
c2

0

∂2

∂t2

{
E

B

}
−∇2

{
E

B

}
= 0 (7)

where c0 is the speed of light, which has as solutions in free space the electromagnetic
plane waves.

We now consider the cylindrical geometry of the resonator and seek solutions of the
form exp[i(ωt − βz − mθ)]. Here, β is the axial wavevector, and m the azimuthal mode
number. Furthermore, we restrict ourselves to m = 0 modes, because higher order modes
are relevant only at very high frequencies. We thus deal with azimuthally symmetric
perturbations of the form exp[i(ωt − βz)]. The wave equation becomes the Helmholtz
equation as follows: [

1
r

d
dr

(
r

d
dr

)
− β2 +

ω2

c2
0

]{
E

B

}
= 0. (8)

Introducing k = ω/c0 (this is the wavevector of electromagnetic plane waves in
vacuum), and defining the radial eigenvalue,

τ2 = β2 − k2, (9)

we have the following: (
d2

dr2 +
1
r

d
dr

− τ2
){

E

B

}
= 0. (10)

8
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The general solution of this equation is of the form AI0(τr) + BK0(τr), where I0
and K0 are the modified Bessel functions of the first and second kind, respectively. It
is important to remark, in order to avoid confusion, that k is here used as a normalized
version of the frequency, whereas β is the actual wavenumber of the perturbations, and τ
defines the radial oscillation of the electromagnetic field perturbation. Normally, β � k, so
that τ ≈ β.

Let us now label with 1 the region inside the coil (0 ≤ r ≤ b) and with 2, the region
between the coil and the shield (b ≤ r ≤ c). Taking into account that K0(x) diverges in
x = 0, we have the following physically admissible solutions for the axial field components:

Ez1 = A1 I0(τr) (11)

Bz1 = B1 I0(τr) (12)

Ez2 = A2 I0(τr) + A′
2K0(τr) (13)

Bz2 = B2 I0(τr) + B′
2K0(τr). (14)

The other components of the fields are deduced from Maxwell equations as follows:

Er =
iβ
τ2

dEz

dr
(15)

Eθ = − iω
τ2

dBz

dr
(16)

Br =
iβ
τ2

dBz

dr
(17)

Bθ =
iω

c2
0τ2

dEz

dr
(18)

We now apply the boundary conditions relevant for the sheath helix. On the helix
surface (r = b) the longitudinal electric field has to be zero, due to the hypothesis of infinite
conductivity. This gives the following:

Eθ1(b) cos ψ + Ez1(b) sin ψ = 0 (19)

Eθ2(b) cos ψ + Ez2(b) sin ψ = 0. (20)

The transverse component must be continuous, and since this is the only component
present, this gives the following:

Eθ1(b) = Eθ2(b); Ez1(b) = Ez2(b), (21)

which makes redundant one of the two previous ones. The longitudinal component of
the magnetic field must be continuous since there is no current flowing on the surface
perpendicular to this direction, so that the following holds:

Bθ1(b) cos ψ + Bz1(b) sin ψ = Bθ2(b) cos ψ + Bz2(b) sin ψ. (22)

Finally, on the conducting shield (r = c) the electric field will be zero, that is,

Eθ2(c) = 0; Ez2(c) = 0. (23)

which complete the set of six conditions required to fix the six constants A1, B1, A2, A′
2, B2,

B′
2.

After some algebra, the following eigenvalue equation for τ is obtained:

− (τb)2 I1(τc)I0(τb)
I0(τc)I1(τb)

(I0(τc)K0(τb)− I0(τb)K0(τc))
(I1(τb)K1(τc)− I1(τc)K1(τb))

= (kb)2 cot2 ψ. (24)
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This is the result that was obtained by Uhm and Choe [21], and also by Anicin [22],
which is incorrectly reported (likely due to a mere transcription error) in Equation (25)
of Niazi et al. [23]. It has the form (τb)2g(τb, c/b) = (kb)2 cot2 ψ, which means that once
the normalized frequency kb and the geometric factors c/b and ψ are specified, τb can
be obtained, and subsequently, the normalized wave number βb using expression (9).
The function g(τb, c/b) is plotted in Figure 2 for different values of c/b. It can be seen
that for large values of c/b, this is a strongly decreasing function of τb, whereas it tends
to the constant value of 1 when the screen goes very near the coil. All the curves group
together onto the unit value for large τb (indicatively, larger than 1). In Figure 2 are also
reported the eigenvalues τb obtained from Equation (24), as a function of the parameter
kb cot ψ. The curves display an increasing behavior of the eigenvalue with the frequency,
and converge to the relation τb = kb cot ψ as the shield approaches the coil.

Figure 2. Left: function g(τb, c/b) entering the eigenvalue equation, plotted as versus τb for different
values of c/b. Right: solutions of the eigenvalue equation, plotted versus kb cot ψ for different values
of c/b.

Once the eigenvalue equation is solved, one has the frequency as a function of the
wave number, that is, the dispersion relation. It is then possible to evaluate the velocity
factor, defined as the phase velocity vp normalized to c0:

Vf =
vp

c0
=

1√
1 +

(
τb
kb

)2
. (25)

We should now recall that we are dealing with axial propagation, and therefore
the velocity factor refers to the axial velocity. However, this holds in the sheath helix
approximation, while in reality, the voltage pulse propagation takes place longitudinally,
along the helically shaped conductor. If we consider the longitudinal propagaton along the
helical conductor, the wave vector is given, through a simple projection, by βL = β sin ψ.
Thus, the longitudinal velocity factor, given that the phase velocity is the ratio of the
angular frequency to the wave number, is given by VL

f = Vf / sin ψ.
Such a longitudinal velocity factor is shown in Figure 3 for two different values of

the pitch angle, corresponding to a tightly wound helix (ψ = 1◦) and to a more loosely
wound one (ψ = 5◦). It can be seen that the longitudinal propagation takes place at a speed
somehow larger than the speed of light in the vacuum, and that its frequency dependence is
almost the same regardless of the pitch angle, with only a shift in the normalized frequency
axis. We can identify three regions: at low frequency, the velocity factor is constant, with a
value of 1 for the shield on the helix and increases to values larger than 3 when the shield is
brought far away; a transition region; and a high frequency region where the propagation
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speed is equal to c0, regardless of the shield position. We want to emphasize that the
velocity factor is frequency dependent, so the propagation is dispersive.

Figure 3. Longitudinal velocity factor VL
f plotted as a function of the normalized frequency kb,

for different values of the shield proximity c/b; the left panel refers to a pitch angle ψ = 1◦, the right
panel to ψ = 5◦.

To put things in perspective, we can consider, for example, that for the industrial
frequency f = 27.12 MHz, the plane wave wavelength is 11 m, so k = 0.567 m−1. For a
coil with a diameter of 10 cm, this gives kb = 2.8 × 10−2. This can be in the region where
all longitudinal velocity factors collapse on a single curve or not, depending on the pitch
angle value.

Before concluding this section, it is worth addressing in more detail two limit cases.
The first one is the case without the shield, which, in our formulation, corresponds to
c/b → ∞. It is straightforward to show that in this case, the eigenvalue equation reduces
to the following:

(τb)2 I0(τb)K0(τb)
I1(τb)K1(τb)

= (kb)2 cot2 ψ. (26)

This result was quoted by several authors, in the context of analyzing the self-
capacitance of a helical coil [24]. The rest of the analysis proceeds as before, but it is
worth mentioning that the axial velocity factor can be approximated reasonably well,
at least in the transition region, by the following expression [24]:

Vf ≈ 1√
1 + 20

(
d
p

)2.5( d
λ0

)0.5
≈ 1√

1 + 0.645(cot ψ)2.5(kb)0.5
. (27)

where d = 2b is the coil diameter. This is illustrated in Figure 4, which shows a superposi-
tion of the exact longitudinal velocity factor obtained from the resolution of the eigenvalue
equation superposed to that obtained from the empirical formula above. It can be seen
that, as long as the frequency is low enough so that the longitudinal velocity factor is larger
than 1, the approximated value is reasonably close to the exact one.
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Figure 4. Left: exact longitudinal velocity factor VL
f for the case without shield plotted as a function

of the normalized frequency kb (solid lines) and approximation obtained from Equation (27) (dashed
lines), for three different values of the pitch angle ψ. Right: characteristic impedance for the case
without shield plotted as a function of the normalized frequency kb, for three different values of the
pitch angle ψ.

For this particular case, an analytic formula for the characteristic impedance of the
resonator seen as a transmission line was derived [24]. This is given by the following
(expressed in Ohm):

Zc =
60
Vf

I0(τb)K0(τb). (28)

It is worth noting that the product of Bessel functions that appears in this formula is
a decreasing function of its argument. The characteristic impedance for the case without
shield is also plotted in Figure 4, as a function of the normalized frequency kb, for different
pitch angles. It can be seen that the characteristic impedance decreases with frequency.
For high frequencies, the curves all collapse on the following value:

ZHF
c =

30
kb

(29)

whereas at low frequencies, they fall below this curve. Typical characteristic impedance
values for wavelengths much larger than the coil radius fall indicatively in the range of the
kΩ for pitch angles between 1◦ and 10◦.

The second limit case is that in which the shield is directly over the coil, that is, c/b = 1.
In this case, the eigenvalue equation simply reduces to the following:

τb = kb cot ψ, (30)

so that no numerical resolution is required. The dispersion relation becomes nondispersive.

k = β sin ψ (31)

with a velocity factor Vf = sin ψ, and therefore a longitudinal velocity factor VL
f = 1: the

voltage pulses propagate along the conductor at the speed of light in vacuum.
We conclude this section by remarking that, in general, both the velocity factor and

the characteristic impedance are functions of the frequency of the pitch angle ψ (which is
the only coil geometrical parameter entering the treatment) and of the shield proximity
c/b.

12



Appl. Sci. 2021, 11, 7444

4. The Helical Resonator as a Transmission Line

Armed with the expressions for the velocity factor and, for the shieldless case , of the
characteristic impedance, we are now in the position to model our helical resonator as a
transmission line, with the helical coil as one conductor and the shield as the other, and with
voltage Vin applied to the tap point. The basic concepts of transmission line modeling are
recalled, for the reader’s convenience, in Appendix A. The aim of this model is to obtain
expressions for the two quantities, which are to be optimized for plasma generation, that
is, the input impedance, which ideally should match the output impedance of the power
supply (typically 50 Ω), and the voltage amplification factor that we want to maximize.

We start from basic Equations (A1) and (A2), describing the spatial behavior of voltage
and current for a perturbation at frequency ω:

V(z) = V+
0 e−γz + V−

0 eγz (32)

I(z) =
V+

0
Zc

e−γz − V−
0

Zc
eγz (33)

where z is a coordinate running along the cylinder axis and γ = α + iβ, with α being the
attenuation constant and β the wave number of the propagating perturbation. We consider
separately the bottom and the top part of the resonator as two different transmission lines,
each with its own boundary conditions. The bottom part, being short circuited (V = 0),
gives the conditions at the grounded end (z = 0) and the tap point (z = Hδ):

V+
0 + V−

0 = 0 (34)

V+
0 e−γh + V−

0 eγh = Vin (35)

where we have introduced h = Hδ. These yield the following solution:

Vb(z) = Vin
sinh(γz)
sinh(γh)

(36)

Ib(z) =
Vin
Zc

cosh(γz)
sinh(γh)

. (37)

For the top part, which is open (I = 0) we have the following:

V+
0 e−γh + V−

0 eγh = Vin (38)

V+
0

Zc
e−γH − V−

0
Zc

eγH = 0 (39)

yielding the following:

Vt(z) = Vin
cosh(γ(H − z))
cosh(γ(H − h))

(40)

It(z) =
Vin
Zc

sinh(γ(H − z))
cosh(γ(H − h))

. (41)

The voltage at the line endpoint is Vout = Vt(H), so the following holds:

Vout

Vin
=

1
cosh(γH(1 − δ))

. (42)

We shall call “voltage amplification factor” the modulus of this ratio. The total input
current at the tap point is the following:

Iin = Ib(h)− It(h) =
Vin
Zc

[tanh(γ(H − h)) + coth(γh)] (43)
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so that the input impedance of the resonator is given by the following:

Zin =
Vin
Iin

=
Zc

tanh(γH(1 − δ)) + coth(γHδ)
. (44)

This is generally complex, with a resistive and a reactive part.
The expressions found for the input impedance and for the amplification factor are

functions of the frequency, first because the wave number β is related to the frequency
through the velocity factor (k = βVf ), and also because the velocity factor and the charac-
teristic impedance are both frequency dependent. The dependence on the frequency of the
attenuation coefficient α, which also exists, is neglected in the following.

In order to understand the behavior of the expressions found above, we first make the
assumption that Zc is independent of frequency, and we plot the relevant quantities as a
function of the “electrical length” βH (which, we remind, is equal to βLL), expressed in
units of 2π. This quantity is related to the frequency through the velocity factor. The results
are shown in Figure 5 for three different values of the attenuation factor αH.

Figure 5. Behavior of the helical resonator modeled as a transmission line plotted as a function of the
normalized wave number βH expressed in units of 2π, for three different values of the attenuation
factor αH. The curves are computed for δ = 0.1. Top left: modulus of the input impedance |Zin|
normalized to the characteristic impedance Zc. Top right: voltage amplification factor |Vout/Vin|.
Bottom left: phase shift in degrees between input voltage and input current. Bottom right: phase
shift in degrees between the input voltage and the output voltage.

The modulus of the input impedance displays a maximum and a minimum. The max-
imum is found for an electrical length as follows:

β0H =
π

2
. (45)

This corresponds to the condition of the entire coil length equal to λ/4 (either consid-
ering the axial direction, with wavelength 2π/β and length H, or the longitudinal direction,
with wavelength 2π/βL and length L). It is worth noting that this point corresponds to a
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rather large impedance, of the order of the characteristic impedance, and thus in the range
of the kΩ.

The voltage amplification factor displays a maximum, corresponding to the minimum
of the impedance modulus. By analyzing expression (42), it can be seen that the maxima of
the amplification factor occur at the following resonant wave numbers:

βr H(1 − δ) =
π

2
+ nπ n = 0, 1, 2, . . . . (46)

which correspond to increasing resonant frequencies. These are λ/4 resonances computed
by taking into account only the length of the top part of the resonator. The peak displayed in
the graph, and the only one which will be considered in the following, is βr H(1− δ) = π/2.
The extension of the results to higher order resonances is straightforward. Other authors
have studied resonances of a higher order in the context of plasma production [25]. It
is clear how the distance between the two critical points, that is, the point of maximum
impedance and the resonance, increases as δ is increased. The amplification factor at the
resonance is the following: (

Vout

Vin

)
r
=

1
i sinh αH(1 − δ)

. (47)

Since in practical cases, αH 	 1, this can be approximated by the following:(
Vout

Vin

)
r
≈ 1

iαH(1 − δ)
. (48)

This expression elucidates the importance of achieving low dissipation in order to
obtain a large voltage amplification.

Looking at the phases, it can be seen that the input voltage and current are in quadra-
ture at low frequencies, then go in phase at the impedance maximum; then the phase is
inverted, has another zero at the amplification factor maximum and returns to π/2 at high
frequencies. Thus, the two critical points, that is, the maximum and minimum of the input
impedance modulus, both approximately correspond to a real impedance. It is worth also
noting that the extension of the phase reversal region between the two depends on the
attenuation factor, so that this can be used as an indirect way of measuring it. Indeed,
if the dissipation is too high, the phase will never become negative, and no purely resistive
input impedance is possible. Finally, the input and output voltages are in phase at low
frequencies, become in quadrature at the amplification factor maximum, as expected from
Equation (48), and then go in phase opposition. As is shown in the next section, the dis-
tance between the two critical points depends on the parameter δ. In the following, we
are concerned mainly with the point of maximum output voltage, which is related to a
resonance of the system, and which represents the optimal condition for plasma generation.
The voltage amplification becomes, of course, smaller as the attenuation factor increases,
so minimizing dissipation is an important part of the design of an effective resonator.

A similar analysis can be performed by keeping the dissipation constant, and varying
the tap point relative position δ. This is shown in Figure 6. It can be observed that the
maximum modulus of impedance increases as δ is increased, while the amplification factor
peak moves to the right, as expected, and grows in magnitude. The same shift occurs to the
phase shift between the input and output voltage. The region of negative Vin − Iin phase
becomes deeper and wider. This last result shows that, for the given resonator parameters,
there is a minimum δ that allows a purely resistive input impedance.
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Figure 6. Behavior of the helical resonator modeled as a transmission line plotted as a function of the
normalized wave number βH expressed in units of 2π, for three different values of the relative tap
position δ. The curves are computed for αH = 0.02. Top left: modulus of the input impedance |Zin|
normalized to the characteristic impedance Zc. Top right: voltage amplification factor |Vout/Vin|.
Bottom left: phase shift in degrees between input voltage and input current. Bottom right: phase
shift in degrees between the input voltage and the output voltage.

Since in the context of plasma production, the interest is focused on the resonance,
which gives the maximum voltage amplification, we now plot the resistance at the peak,
the resistance at the resonance, their ratio and the voltage amplification factor at the
resonance, as a function of the dissipation factor αH for three δ values. This is shown in
Figure 7. It can be seen that the peak resistance is of the same order of magnitude of the
characteristic impedance, that is, of the order of the kΩ, and decreases as the dissipation
grows, while it increases when the tap point is moved to the right. On the contrary,
the resistance at the resonance, which is the relevant parameter for the operation of the
resonator as a voltage amplifier, increases both with dissipation and with tap position. This
shows that changing the tap position is a way to achieve an impedance matching of the
device with the power supply. Finally, the ratio of the output voltage to the input one is
shown, as could be expected from energy considerations and from the previous figures,
to decrease with dissipation, with a modest dependence on the tap position in the explored
range. In the figure, we have also plotted the ratio of the peak resistance to the resistance
at resonance, in order to illustrate the fact that this easily measurable parameter could be
used as a way to estimate the attenuation factor αH. This, in turn, allows us to estimate
the output without actually measuring it, a useful possibility given the fact that a direct
measurement with a high voltage would be perturbative due to the addition of a capacitive
load (as described below).
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Figure 7. Behavior of the helical resonator at the peak resistance and at the resonance, plotted as a
function of the normalized attenuation factor αH, for three different values of the relative tap position
δ. Top left: input resistance at peak, normalized to the characteristic impedance Zc. Top right: input
resistance at resonance, normalized to the characteristic impedance Zc. Bottom left: ratio of the
previous two quantities. Bottom right: voltage amplification factor |Vout/Vin|.

We should now remark, though, that the input impedance at resonance is given by
the following:

Zr
in =

Zc

coth αH(1 − δ) + coth
[
αHδ + i π

2
δ

1−δ

] . (49)

This expression clarifies that the input impedance at resonance is not fully resistive.
Indeed, the point of zero Vin − Iin phase is located at a slightly lower frequency. As a
consequence, the calculation of the input impedance and of the amplification factor for the
point of purely resistive input impedance has to be done numerically by identifying the
wave number for which the imaginary part of the impedance is zero, and then evaluating
its real part at this same wave number. It is instructive to plot the resistance at the point
of purely resistive impedance near resonance and the voltage amplification at the same
point as a function of the tap position δ for different attenuation factor values. This is
depicted in Figure 8. On the same figures, the resistance (real part of the impedance)
and the amplification factor computed precisely at resonance are shown as dashed lines.
It is possible to observe that the resistance curves at resonance display a steep rise for
low values of δ, a maximum, and then a slower fall. This behavior suggests that if one
wants to work at resonance and a specific value of this resistance is sought (typically
50 Ω for good matching), then one may wish to stay on the right of the peak, where the
slow variation is forgiving in regards to imprecision in the construction. This also gives
slightly higher voltage amplification than at very low δ values. Additionally, one should
observe that if the dissipation is too low, then there exists the possibility that matching
is not achievable because the input resistance is lower than that required for all possible
δ values. However, if instead of working precisely at resonance, the nearby point of
purely resistive input impedance is chosen, it can be seen that a monotonously decreasing
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resistance is found. In fact, for δ values that are sufficiently high, the curves superpose to
those obtained at resonance, indicating a very small difference between the two points.
A larger discrepancy appears at low δ, where the resistance at resonance decreases, while
the other value increases steeply. In this same region, the amplification factor at the point
of purely resistive impedance decreases with respect to the one at resonance. Generally
speaking, it seems advisable to avoid the low δ values where a strong discrepancy of the
two conditions appears, and where small errors in determining δ may translate to large
changes in input resistance. For these values of the attenuation factor, this suggests a δ
value of 0.1 or larger.

Figure 8. Behavior of the helical resonator at the point of purely resistive input impedance near
resonance (continuous line) and at resonance (dashed line), plotted as a function of the tap position δ,
for three different values of the normalized attenuation factor αH. Left: input resistance at resonance,
normalized to the characteristic impedance Zc. Right: voltage amplification factor |Vout/Vin|.

5. The Fully Shielded Helical Resonator

While the procedure described above constitutes the general approach, from now on,
we want to focus on the condition c/b = 1, that is, with the shield directly superimposed
to the helical coil. We shall call this case “fully shielded resonator”. This is the most
interesting situation for plasma production, because in practical situations, especially
for devices that are intended to be taken out of the laboratory, one wishes to minimize
electromagnetic radiation, both for safety and electromagnetic compatibility reasons. Since
a helical antenna, when operating at wavelengths much larger than its size, radiates mainly
from the sides [26], the grounded shield should prevent this irradiation (hence its name).
Furthermore, since radiation is one major source of dissipation, it is expected that the
shielded resonator will have a lower α. Thus, we think that a good construction practice is
to always wrap the coil in a conducting grounded shield, with close proximity.

This situation makes also for easier calculations since, as seen above, no numerical
solution is needed: Vf = sin ψ and k = β sin ψ. This allows to recast in terms of the
frequency the previously found expressions, which were given in terms of the wave
number β. Indeed, it is straightforward to show that in this case, the following holds:

βH =
2πN
cos ψ

kb. (50)

The normalized frequency at which the peak in input resistance occurs is as follows:

k0b =
cos ψ

4N
≈ 1

4N
. (51)
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We see that for a given coil diameter, this frequency is inversely proportional to the
number of turns. It is also possible to normalize the frequency f to the frequency of
maximum resistance f0, and write the following:

βH =
π

2
f
f0

. (52)

It is thus straightforward to replot the graphs in Figures 5 and 6 as a function of f / f0.
This is not the case for values of c/b larger than 1, where the velocity factor is frequency
dependent, and the transformation from wave number to frequency is nonlinear. The
resonance frequency fr is related to f0 by the following:

f0 = fr(1 − δ). (53)

6. Effect of a Capacitive Load

In many practical applications, the helical resonator will not be free-standing, but its
upper end will be connected to some electrode or other structure, adding to it a load that,
in a first approximation, can be considered fully capacitive. Even when this is not the case,
one may wish to measure the voltage of the upper end with a high voltage oscilloscope
probe, which will add a capacitive load of capacitance C (typically a few pF). We thus wish
to address the problem of connecting a load with impedance

ZL =
1

iωC
(54)

to the transmission line model described above. Using a standard result of transmission
line theory, the input impedance of a line of length L and characteristic impedance Zc
connected to a load ZL is the following:

Zin = Zc
1 + ΓLe−2γH

1 − ΓLe−2γH (55)

where ΓL is the reflection coefficient at the load, given by the following:

ΓL =
ZL − Zc

ZL + Zc
. (56)

For the case of a capacitive load, the reflection coefficient takes the following form:

ΓL =
1 − iωτL
1 + iωτL

(57)

where the characteristic time τL is defined as follows:

τL = ZcC. (58)

The helical resonator can be considered the parallel of the bottom section and of the
top section, the latter being connected to the capacitive load. Since the bottom section is
short-circuited by the ground connection, it has ZL = 0 and, therefore, ΓL = −1, so its
input impedance is Zin = Zc tanh γHδ. Combining this in parallel with the top section
connected to the capacitive load, one obtains the overall input impedance as follows:

Zin = Zc

[
coth γHδ +

1 − ΓLe−2γH(1−δ)

1 + ΓLe−2γH(1−δ)

]−1

. (59)

In the limit C → 0, ΓL tends to 1, and the formula for Zin correctly reduces to expres-
sion (44).
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Using the fact that

ΓL =
V−

0 eγH

V+
0 e−γH (60)

it is straightforward to derive the voltage amplification factor:

Vout

Vin
=

1 + ΓL

eγH(1−δ) + ΓLe−γH(1−δ)
. (61)

According to Corum et al., this is “probably the most important equation in all of
high voltage RF engineering” [27]. Once again, when ΓL tends to 1, this formula reduces to
expression (42).

Figure 9 shows, for a fully shielded resonator, the frequency dependence of the input
impedance normalized to the characteristic impedance of the amplification factor, and of
the phases between Vin and Iin and between Vin and Vout, for various values of ω0τL.
As before, the frequency is normalized to the frequency corresponding to the wave number
β0, which satisfies β0H = π/2, that is, the frequency of the maximum input impedance in
the no-load case.

Figure 9. Behavior of the fully shielded helical resonator with capacitive load plotted as a function of
frequency f , normalized to the frequency f0 of maximum impedance modulus, for different values of
ω0τL. The curves are computed for αH = 0.02 and δ = 0.1. Top left: modulus of the input impedance
|Zin| normalized to the characteristic impedance Zc. Top right: voltage amplification factor |Vout/Vin|.
Bottom left: phase shift in degrees between input voltage and input current. Bottom right: phase
shift in degrees between the input voltage and the output voltage.

It is possible to observe that as the load capacitance is increased (and, therefore, ω0τL
becomes larger) the resonance frequency decreases, and the peak impedance and peak
voltage amplification are both reduced. The phase diagrams are also shifted toward lower
frequencies. In general, the downshift in frequency appears to be the most relevant effect,
unless the capacity becomes too large.
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We can now evaluate as before the input impedance and the amplification factor at
the near-resonance frequency where the input impedance is real. The results are shown in
Figure 10, for four different values of ω0τL. We see that the curves have a shape similar
to that shown in Figure 8, with a region with a strong gradient at low δ, difficult to
practically use, and then a region of slowly varying Zin and amplification factor. As the
load capacitance is increased, the part with a steep gradient of the Zin curves is shifted to
the right, while the rest collapses onto a single curve, suggesting that the capacitive load
does not affect the matching condition if one stays in this region. The amplification factor
curves are shifted downward, indicating a reduction in voltage amplification caused by
the increasing load. Since this gives a reduction in performance, care should be taken to
avoid too large capacitance at the high voltage end of the resonator. If the resonator is to be
connected to a system of electrodes, this should be taken into consideration.

Figure 10. Left: plot of the input resistance normalized to the characteristic impedance of the fully
shielded resonator with capacitive load, achieved in the purely resistive condition near the resonance,
as a function of the relative tap point position δ, for different values of ω0τL. (Right): voltage
amplification factor for the same conditions. The attenuation factor is αH = 0.02.

7. Experimental Results

The theoretical results described up to now were checked against the properties of
actual helical resonators, both with and without a conducting shield, in unloaded and
loaded conditions. In these experiments, the input impedance was measured using a
PocketVNA Vector Network Analyzer, in 1-port reflection only mode, which was properly
calibrated. Furthermore, the voltage amplification factor at resonance was measured by
sending RF power to the resonator and measuring the input voltage with a 10:1 oscilloscope
probe and the output voltage with a 1000:1 Tektronix P6015a high voltage (HV) probe.
For this latter experiment, the frequency was adjusted so as to achieve the maximum
Vout/Vin ratio.

The first resonator (resonator 1) was built, using a 1 mm diameter insulated wire
wound on a polyurethane tube of a 10 mm inner diameter and 12 mm outer diameter.
Initially, 110 turns of wire were wound, and the tap point was located after 10 turns
(δ = 0.091). By measuring the resonator axial length, the average pitch was evaluated to be
1.04 mm, in good agreement with the wire thickness. Subsequently, while the tap point
was kept fixed, the number of turns on the top part of the resonator was decreased from
100 to 90, then to 80, and so on up to 60 (δ = 0.143).

The resonator input impedance modulus and phase were measured using the VNA
as a function of frequency. The results are shown in the top row of Figure 11. The curves
were fitted with expression (44). However, this expression is given as a function of the
wavenumber β, which is related to the frequency by k = βVf . Thus, in order to be
able to perform a fit on the data given as a function of frequency, βH was replaced in
expression (44) by π f /2 f0, introducing the new parameter f0, which represents the fre-
quency at which the electrical length of the entire resonator βH is equal to π/2, i.e., the
frequency where the maximum of the input impedance is located. The fit thus led to opti-

21



Appl. Sci. 2021, 11, 7444

mal values of the parameters Zc, αH and f0, and then Vf was computed as 4H f0/c0. In fact,
Vf is frequency dependent, and this dependence should be included in the fit. However,
this would lead to a complex procedure, due to the need to solve the eigenvalue equation
at each step. It was thus decided to assume Vf to be almost constant in the vicinity of the
resonance. It can be seen that the resulting curves fit reasonably well with the experimental
ones, both for the amplitude and the phase of the input impedance.

Figure 11. (Top): plot of the modulus (left) and phase (right), normalized to π, of the input
impedance of resonator 1. The different curves correspond to different number of turns above
the tap point. The dashed curves are the fits obtained as described in the text. Bottom: same as above,
but with the addition of a conducting shield around the resonator.

Subsequently, a grounded shield made from an aluminum tube with an internal
diameter of 16 mm and external diameter of 18.3 mm (average diameter of 17.15 mm
and thickness of 2.3 mm) was applied to the resonator, and the fitting procedure was
repeated as shown in the bottom row of Figure 11. The fitting curves also follow reasonably
well the experimental ones. It can be noted that the curves for the shielded resonator
are much sharper with stronger gradients, and the phases reach more negative values
at the resonance, all indications of a reduced dissipation. This can be understood by
assuming that the main source of dissipation is radiation from the sides of the device,
which is prevented by the conducting screen. In this respect, it is important to notice,
for experimenters wishing to repeat this work, that the wire used to ensure the grounding
of the shield should be positioned so as to minimize the formation of loops, which can act
as antennas.

The resulting values of the fit parameters, both without and with shield, are shown
in Figure 12. It can be seen that the characteristic impedance without shield grows with δ
from 1.15 kΩ to 1.3 kΩ, whereas with the shield, it has a constant value of around 580 Ω.
The attenuation factor αH turns out to have a peaked shape, with values ranging between
0.05 and 0.11. This shape is somehow surprising: indeed, as δ is increased by reducing the
number of turns on the top end, and therefore the resonator length H, one would expect a
decreasing behavior of αH with δ, assuming α to be a constant independent of the resonator
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size. It is, however, possible that other issues enter the dissipation process, including
possible different cable positions, and therefore different radiation patterns between one
measurement and the following. This is also in agreement with the observation that in the
shielded case, the obtained value of αH is constant, around 0.0085. If one assumes that the
shield suppresses radiation, then this residual value could be attributed to other causes,
and the case-to-case variation would disappear. The frequency f0 was found to be linearly
increasing with δ, both for the unshielded and shielded case. This was expected, in view of
a constant velocity factor. Indeed, the velocity factor turns out to be essentially constant,
with a value of 0.052 for the unshielded case and 0.024 for the shielded one.

Figure 12. Parameters resulting from the fits of the input impedance data for resonator 1, plotted
as a function of the relative distance δ of the tap point from the bottom end. Top left: characteristic
impedance. Top right: attenuation parameter. Bottom left: frequency at which the total electrical
length of the resonator is π/2. Bottom right: velocity factor, obtained from the previous quantity.
In all graphs, results without and with conducting shield are reported.

An important issue to be addressed is how much the characteristic impedance (for the
unshielded case) and the velocity factors match the predictions of the propagation model
described in Section 3. According to expression (28), one would expect in the unshielded
case a characteristic impedance of 2.25–2.45 kΩ at the frequency where the resonance
occurs in the measurements. This is more or less double than what was found from the fits.
Concerning the velocity factor, from expression (25) one would expect values of 0.07 for
the unshielded case, and 0.036 for the shielded one. These are both 1.5 times larger than
those found from the fits. The source of these discrepancies is not clear.

Subsequently, two other resonators were built (resonators 2 and 3) with a fixed number
of turns (10 and 100 for the bottom and top parts, respectively), wound on quartz tubes.
The tube of resonator 2 had a diameter of 12 mm, whereas the tube of resonator 3 had a
diameter of 7 mm. The length H was respectively 110 mm and 103 mm. The shield was
obtained from the same aluminum tube, which was used to shield resonator 1. Their input
impedance was once again measured, using the Pocket VNA instrument. Since in this
experiment, the aim was to measure the high voltage generated at the resonator open end,
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using a Tektronix P6015A high voltage probe, the input impedance measurements were
performed both with and without the probe attached to the resonator. Indeed, the probe is
expected to add a capacitive load, along the lines described in Section 6. The nominal HV
probe input capacitance is, according to the technical specifications, around 3 pF.

The results of the measurements are shown in Figure 13 for resonator 2 and in
Figure 14 for resonator 3. In both cases, the addition of the probe causes a downshift
in frequency of the resonance pattern, both for the case without the shield (top row) and
for the shielded case (bottom row). Again, the curves for the shielded case appear sharper,
indication of a lower dissipation. The fitting procedure adopted is the following: at first,
the curves without HV probe were fitted as described above. Subsequently, the curves
obtained with the HV probe attached to the resonator open end were fitted, using expres-
sion (59), but keeping the values of Zc and f0 fixed to those resulting to the previous fit,
and adjusting only αH and the new parameter τL. While, in principle one would think that
also αH should be kept constant—and this was tried at the beginning—it was realized that
it was not the case, possibly due to novel radiation sources stemming from the new layout.

Figure 13. Top: plot of the modulus (left) and phase (right), normalized to π, of the input impedance
of resonator 2, both in standard configuration and with the HV probe attached to the open end.
The dashed curves are the fits obtained as described in the text. Bottom: same as above, but with the
addition of a conducting shield around the resonator.

The results shown in Figure 13 for resonator 2 demonstrate that the model for the
loaded resonator is actually very good. Indeed, the quality of the fit appears to be even
better than for the resonator in standard conditions, suggesting that also in this case, some
parasitic capacitance should be taken into account. Only the phases for the unshielded case
show some discrepancy, mainly due to the experimental curves in the regions away from
the resonance being somehow higher than the expected π/2 value. This is likely due to
some instrumental error, which is not unlikely, given that the Pocket VNA is a low-cost
instrument. Similar considerations apply also to the curves depicted in Figure 14, which
refer to resonator 3.
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Figure 14. Top: plot of the modulus (left) and phase (right), normalized to π, of the input impedance
of resonator 3, both in standard configuration and with the HV probe attached to the open end.
The dashed curves are the fits obtained as described in the text. Bottom: same as above, but with the
addition of a conducting shield around the resonator.

The results of the fits for the two resonators are summarized in Table 1. It can be
seen that a characteristic impedance of about 1 kΩ was found for both resonators, which
was then reduced to one quarter and to a half, respectively, when the shield was placed.
The strong reduction in dissipation in the shielded case was confirmed. It is, however, to be
noticed that also the placement of the HV probe on the high voltage end led to a reduction
in dissipation, something which is not yet fully understood but which may depend on
the radiation pattern. It is remarkable to observe that in the case of resonator 3, both
measurements with the HV probe, with and without shield, led to a load capacitance of
around 4 pF, not dissimilar to the nominal value of 3 pF. In the case of resonator 2, two
slightly higher, and different, values of 5 and 7 pF were found. It is, however, to be noticed
that the quality of contacts and other issues, such as the proximity of the work bench
surface, may add parasitic capacitance. It is nevertheless remarkable that the correct order
of magnitude could be obtained.

Concerning the comparison with the predictions of the propagation model of Section 3,
for resonator 2 in the unshielded configuration, the model overestimates the characteristic
impedance by a factor 2.8 and the velocity factor by a factor 2.6, while in the shielded case,
the overestimate is by a factor 1.9. For resonator 3 in the unshielded configuration, there
is an overestimation of the characteristic impedance by a factor of 1.6 and of the velocity
factor by a factor of 2.2, whereas in the shielded case, the velocity factor is overestimated by
a factor 1.9. Overall, these results confirm that the propagation model needs to be somehow
updated to better match the experimental results.
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Table 1. Parameters resulting from the fit of the input impedance curves for resonators 2 and 3.
The load characteristic time τL and the associated load capacitance C are also reported.

Shield HV Probe Zc(Ω) αH Vf τL (ns) C (pF)

Resonator 2 No No 1003 0.119 0.025 - -
Resonator 2 No Yes 1003 0.047 0.025 5.58 5.56
Resonator 2 Yes No 272.4 0.011 0.016 - -
Resonator 2 Yes Yes 272.4 0.015 0.016 2.04 7.48
Resonator 3 No No 1064 0.173 0.055 - -
Resonator 3 No Yes 1064 0.026 0.055 4.54 4.26
Resonator 3 Yes No 501.7 0.004 0.036 - -
Resonator 3 Yes Yes 501.7 0.013 0.036 2.29 4.57

The voltage amplification factor was measured for both resonators 2 and 3 by tun-
ing the frequency on the resonance, that is, on the condition of maximum amplification.
The output voltage was measured, using the Tektronix P6015A high voltage probe, whereas
the input voltage was measured with a standard x10 oscilloscope probe, which was tested
and shown not to alter significantly the circuit behavior. The resulting voltage amplification
factors, for both resonators 2 and 3, unshielded and shielded, are given in Table 2, where
they are compared with the predicted values given by 1/αH, with αH resulting from the
fits. It can be seen that a reasonable agreement is achieved, confirming that the modeling
described above is adequate to predict the performance of a given resonator. It should
be emphasized that, as expected from the fit results, the best performance is given by the
shielded resonators. In particular, resonator 3 achieved a voltage amplification of 100, while
resonator 2 achieved a value of 80. In this latter case, this resulted in an actual measured
Vout of 4.3 kV—more than appropriate to ionize most gases in a wide pressure range. It
is to be remarked that the actual output voltage will depend on the input one, which in
itself will be determined by the power of the amplifier used as the power source, and by
the input impedance.

Table 2. Comparison of the experimental amplification factor at resonance with the expected value
1/αH predicted from the fit outcome, for resonators 2 and 3, with and without shield.

Shield 1/αH Vout /Vin

Resonator 2 No 21.4 41
Resonator 2 Yes 61.8 80
Resonator 3 No 38.0 30
Resonator 3 Yes 77.6 100

8. Conclusions

The production of RF plasmas requires both a good matching of the load to the
power supply and a method to magnify the voltage so as to achieve the gas breakdown.
The shielded helical resonator excited at a tap point near the grounded end is a concept
that allows, in principle, to achieve both goals, allowing a very simple construction for the
plasma source and a direct connection to the generator, without the need for a fault-prone
matching network. However, in order to achieve both goals, a proper design is needed.
In this paper, we derived formulas that allow a prediction of the resonator performance,
thus enabling the plasma scientist to properly design his source according to the parameters
required for his plasma, and we have tested them experimentally.

Clearly, what is missing in this treatment is the effect of the plasma itself, once it is
ignited. This puts an additional load on the resonator, and it is to be evaluated how much
it can bring the operational conditions away from the optimal ones, especially in relation
to the reflected power. This will be the topic of a subsequent study.

Similarly, the results concerning the treatment of the resonator as a transmission line
depend on the characteristic impedance, which, for the moment, can be explicitly calculated
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only for the shieldless case and needs to be measured experimentally in all other situations,
particularly for the fully shielded resonator. Furthermore, even in the shieldless case, it
was found that the formula gave a result different from the experimental one by a factor of
two, something which needs to be better investigated.

It is also to be remarked that to date, we have implicitly considered a capacitively
coupled plasma source, where the amplified voltage gives rise to an electrostatic field,
inducing breakdown. However, the very nature of the helical resonator makes it suitable
also for the transition to an inductive regime [28]. This possibility and the effects on the
load need also to be investigated.

In conclusion, it is our belief that a renewed interest in the helical resonator concept
could lead to new, simpler and more compact designs for RF plasma sources, increasing
the efficiency and the reliability. Furthermore, the concept of a circuit element where
the lumped circuit approximation fails and the pattern and speed of voltage propagation
become important, is in itself a stimulating and non-trivial idea that should be more widely
taught in plasma technology courses.
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Appendix A. Transmission Line Theory

We recall here the basic concepts of transmission line theory. A transmission line
is characterized by four distributed line parameters: the resistance per unit length R,
the inductance per unit length L, the capacitance per unit length C and the conductance
per unit length G of the dielectric separating the two conductors of the line.

The general solution at an angular frequency ω for the voltage and current along
a line, composed of the superposition of a forward-propagating wave and a backward-
propagating one is the following:

V(x) = V+
0 e−γx + V−

0 eγx (A1)

I(x) =
V+

0
Zc

e−γx − V−
0

Zc
eγx (A2)

where x is a coordinate running along the line, γ = α + iβ with α being the attenuation
constant and β the wave number of the propagating perturbations, and Zc is the character-
istic impedance of the line. These quantities are defined by the distributed line parameters,
in the limit R 	 ωL and G 	 ωC, by the following:

α =
1
2

(
R
Zc

+ GZc

)
β =

ω

vp
(A3)

where the characteristic impedance and the phase velocity are given by the following:

Zc =

√
L
C

vp =
1√
LC

. (A4)
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It is worth noting that, if G is negligible,

α =
R

2Zc
. (A5)

The actual values of the distributed parameters are difficult to predict from the spec-
ifications of the line for non-trivial geometries, so it seems better to consider vp (or the
velocity factor Vf = vp/c0), Zc and α as unknown parameters and derive them either by
studying the propagation properties of the line or by the fitting of the experimental data.
The attenuation coefficient α, however, remains still undetermined, and cannot be trivially
computed from Equation (A5) because the resistance per unit length can be substantially
different from the DC value and must be evaluated experimentally.

The reflection coefficient of the line is a position-dependent quantity defined as
follows:

Γ(x) =
V−

0 eγx

V+
0 e−γx =

V−
0

V+
0

e2γx = Γ(0)e2γx (A6)

The wave impedance is another position-dependent quantity defined as follows:

Z(x) =
V(x)
I(x)

= Zc
V+

0 e−γx + V−
0 eγx

V+
0 e−γx − V−

0 eγx = Zc
1 + V−

0 /V+
0 e2γx

1 − V−
0 /V+

0 e2γx . (A7)

Recalling the definition of the reflection coefficient, we have the following:

Z(x) = Zc
1 + Γ(0)e2γx

1 − Γ(0)e2γx = Zc
1 + Γ(x)
1 − Γ(x)

. (A8)

The reflection coefficient can be written in terms of impedance as follows:

Γ(x) =
Z(x)− Zc

Z(x) + Zc
. (A9)

Voltage and current can be written in terms of the reflection coefficient as follows:

V(x) = V+
0 e−γx(1 + Γ(x)) (A10)

I(x) =
V+

0
Zc

e−γx(1 − Γ(x)). (A11)
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Abstract: The aim of this paper is to investigate the process of growth of different carbon deposits
in low-current electrical microdischarges in argon with an admixture of cyclohexane as the carbon
feedstock. The method of synthesis of carbon structures is based on the decomposition of hydrocar-
bons in low-temperature plasma generated by an electrical discharge in gas at atmospheric pressure.
The following various types of microdischarges generated at this pressure were tested for both
polarities of supply voltage with regard to their applications to different carbon deposit synthesis:
Townsend discharge, pre-breakdown streamers, breakdown streamers and glow discharge. In these
investigations the discharge was generated between a stainless-steel needle and a plate made of a
nickel alloy, by electrode distances varying between 1 and 15 mm. The effect of distance between the
electrodes, discharge current and hydrocarbon concentration on the obtained carbon structures was
investigated. Carbon nanowalls and carbon microfibers were obtained in these discharges.

Keywords: plasma; microdischarge; electrical discharge; dusty plasma; hydrocarbon; carbon structures

1. Introduction

Methods of production and functionalization of different carbon structures has been
the subject of intense investigations in recent years. It has passed less than 30 years
since Iijima published his results of experimental investigations on the production of
carbon nanotubes in a high-current arc discharge. Since that time, many papers have
been published in the field of the synthesis of carbon nanotubes, carbon onions, diamond-
like carbon using various types of electrical discharges, chemical vapor deposition or
laser ablation.

Plasma generated by electrical discharges is used in various industrial processes, for
example, for thin film deposition, surface properties modification, sterilization, noxious
compound decomposition, particulate matter precipitation, micro- and nanostructures
synthesis, etching or electric-discharge-machining. These processes, operating at pressures
ranging from the atmospheric to the elevated to below one pascal, are generated by a
high voltage of various frequencies, such as direct-current (DC), alternating-current (AC),
radio-frequency (RF), microwaves (μW) or by pulsed discharges (PD). These discharges can
be generated between the following electrodes of different geometries: needle-plate, two
parallel plates, rod-plate, etc., with or without dielectric barrier between them. Nowadays,
a high-current arc discharge is one of the most effective methods used to obtain single-
and multi-walled carbon nanotubes [1]. The synthesis of carbon structures or thin film
deposition in low-power electrical discharges is rarely met in the literature. High voltage,
low current discharges, such as corona discharge, generate non-equilibrium plasma, but
can produce electrons of high kinetic energy, advantageous for such processes as ionization,
excitation, molecules decomposition or polymerization.

Usually, microplasma is generated in a gas at or near atmospheric pressure (0.1 MPa)
between electrodes spaced at small distances, ranging from a fraction of a millimeter to
10 mm. The word “microplasma” was probably used for the first time by Tachibana in
2003 [2], but “microdischarge” was found in a paper by Martynov and Ivanov [3] (see [4]).
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The main advantage of using microplasma-based processes is that the physical processes
and chemical reactions can occur in high-pressure gas flowing continuously through a
plasma reactor, contrary to low pressure plasma sources, which require vacuum installation.
In materials processing science, microplasma is used to synthesize nanoscale structures
such as, for example, SiO2 thin films [5], Si nanocones [6], carbon dendrites [7], or carbon
amorphous deposits [8]. Generally, the most popular discharge types for microplasma
generation are plasma-jet discharge and dielectric barrier discharge.

The investigations of carbon fiber synthesis between a needle and plate electrodes
were presented by Brock and Lim [9], but in n-heptane vapors, and nitrogen as a carrier
gas. The source of plasma was a corona glow discharge of negative polarity (a needle was
used as the cathode). Carbon fibers of grained and irregular morphology were obtained
as a result of discharge in that gas mixture. Similar structures, named carbon dendrites,
were obtained by Kozak et al. using a glow discharge generated in ethanol as the carbon
feedstock [7]. Raman spectra indicated that the synthesized dendrites have glassy carbon-
and pyrocarbon-like structures. A negative corona discharge was also used to deposit
carbon dendrites from the products obtained by the de-polymerization of polystyrene [10].

In recent years, low-current electrical discharges have also been tested as a method
of carbon nanostructures synthesis. For example, Li et al. [11] synthesized carbon nan-
otubes in a corona discharge at atmospheric pressure. During electrical discharge in a
methane/hydrogen mixture using an anodic aluminum oxide template on a stainless-steel
plate and cobalt as a catalyst, multi-walled carbon nanotubes with a diameter of about
40 nm were obtained. The discharge was generated from a tungsten needle supplied by
an AC voltage source of 8 kV/25 kHz. Sano and Nobuzawa [12] also obtained carbon
nanotubes (CNTs) using a tungsten needle as the DC discharge electrode, but without a
catalyst. A flat-ended graphite rod was used as a ground electrode and a tungsten wire
as the cathode. The feedstock of carbon was ethylene mixed with hydrogen. (C2H4:H2
(1:100)). The discharge voltage and current were 1.6 kV and 0.3 mA, respectively. The other
structures obtained, using a negative corona discharge, were carbon nanowalls. During
glow discharge with a rod used as the cathode and a plate as the anode, Mesko et al. [13]
synthesized carbon nanowalls from the vapors of ethanol or hexane. Sobczyk, using cy-
clohexane as the carbon feedstock in a positive corona discharge, obtained carbon fibers
synthesized at the needle electrode tip [14,15].

The carbon micro- and nanostructures could potentially be applied to the synthesis of
electrodes for ion batteries [16], anode to electrochemical oxidation [17], light-emitting devices,
organic transistors [18], catalyst carriers [19] or for other self-assembled nanostructures.

Polymer thin-films synthesized in low-temperature plasma have been found to be
a material with a low dielectric constant applied to microelectronics [20], and as thin
films with applications in gas sensors for the detection of ethanol and ammonia vapors
of concentrations ranging from 100 to 1000 ppm [21] or as a thin hydrophobic layer [22].
These experiments were carried out in a glow discharge in a low-pressure atmosphere.

One of the most popular liquid hydrocarbons used as a carbon feedstock is cyclohex-
ane. The products of decomposition of cyclohexane, such as ethylene and methane, have
been widely used for the synthesis of CNT or diamond-like structures.

Huang et al. [23] showed that the deposition rate of a plasma-polymerized thin layer
increases with a decrease in the H/C ratio. Cyclohexane is a hydrocarbon with a relatively
low H/C ratio, equal to two, and, for this reason, was used in the experiments presented
in this paper as a carbon feedstock for the synthesis of carbon microstructures in micro-
discharges. Additionally, the high vapor pressure (13 kPa at 298 K) of cyclohexane, and its
high auto-pyrolysis temperature (>1000 K), predestinate this hydrocarbon as a source of
carbon, which can be obtained at relatively low temperatures and at atmospheric pressures.

The aim of this paper is to investigate the process of synthesizing various carbon
structures from cyclohexane vapors in high-voltage, low-current electrical microdischarges
at atmospheric pressure between needle and plate electrodes. This configuration is typical
for corona discharges, but the distance between the electrodes was shorter in order to

32



Appl. Sci. 2021, 11, 5845

obtain at least one linear dimension of the active plasma area in the range of the order of
a few millimeters. This configuration allowed the initiation of microplasma in a limited
region between the electrodes.

2. Materials and Methods

A schematic of the experimental set-up is shown in Figure 1. The experiments were
carried out in an atmosphere of argon and cyclohexane as the carbon feedstock, at normal
pressure, in a reactor chamber of 0.1 dm3, made of PMMA. The hydrocarbon vapors were
fed to the reactor from a bubbling flask, with argon as the carrier gas. The concentration of
hydrocarbon in argon was controlled via mixing the cyclohexane vapors with additional
argon. The flow rates of argon flowing directly to the reactor and throughout the flask
were measured using flow meters. The temperature of liquid cyclohexane in the flask was
stabilized at 21 ± 1 ◦C and was slightly lower than the room temperature to avoid vapor
condensation on the pipe’s walls. The concentration of cyclohexane vapors was calculated
from the flow rates of the vapor of cyclohexane and argon. The total flow rate of the mixture
was kept constant at a level of 0.051 dm3/min. The concentration of cyclohexane was
changed in the range of 1 to 5%. Cyclohexane of purity of 99.5% was supplied by Chempur
(Poland) and argon of purity 99.999% by Linde gas. Before starting the experiment and
plasma ignition, the reactor was rinsed with the gas mixture for 10 min to remove the air
from the volume. Then, the voltage was switched on to the assumed magnitude set before.
The voltage was switched off after a required time period.

Figure 1. Experimental setup.

The electrical discharge was generated between a stainless-steel needle (composition
in wt.%: Fe, 70; Cr, 18; Ni, 10; Si, 1) and a plate made of a nickel alloy (composition in wt.%:
Ni, 75; Fe, 17; Mo, 5; Mn, 1.5). The diameter of the needle was 1 mm, the tip radius of the
needle was about 30 μm. The dimensions of the plate were 35 × 20 mm. The distance
between the electrodes was changed in the range of 1 mm to 15 mm.

The electrodes were supplied from high voltage power supply SPELLMAN HV SL 600
W/40 kV/PN (Spellman, Pulborough, UK) of a positive polarity. The discharge current was
stabilized by a series resistance with a value of 5 MΩ. The discharge current was changed
from 0.4 mA up to 3 mA. The voltage between the electrodes was measured with high
voltage probe TEKTRONIX P6015A (Tektronix, Beaverton, OR, USA). The current pulses
were measured by means of Rogowski type current monitor PEARSON 6600 (Pearson
Electronics, Palo Alto, CA, USA) and Differential Preamplifier Tektronix ADA400A as
amplifier of current signals. Both of the signals gained by these probes were recorded using
digital storage oscilloscope TEKTRONIX TDS 3032.
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The as-made carbon deposit grown on the needle tip or plate was carefully removed
from the reactor, placed at the microscopic stage covered with carbon tape, and examined
under a scanning electron microscope (Zeiss EVO 40, Carl Zeiss, Germany) equipped
with an energy dispersive spectroscope (EDS, Quantax 200, Bruker, UK). Renishaw inVia
Raman Microscope (Renishaw, UK) with a 100× objective lens and a laser with a power
of 1.5 mW at a wavelength of 514 nm was used in order to analyze the Raman spectra of
obtained carbon structures. The concentration of nanoparticles generated in microdischarge
and leaving the reactor was measured using GRIMM Condensation Particle Counter
5416 (GRIMM Aerosol Technik Ainring GmbH & Co. KG, Ainring, Germany). The size
distribution of aerosol particles was determined using Aerosol Particle Size Spectrometer
LAP 322 (Topas GmbH, Dresden, Germany).

3. Results

3.1. Discharge Modes

Five main modes of discharge in a gas at atmospheric pressure can be identified from
the following current–voltage characteristics of electric discharges: onset streamer, glow
corona, pulsed spark discharge and atmospheric pressure glow discharge [24,25].

The relationship between the voltage between the electrodes and the discharge current
flowing through the gas depends on the kind of gas, the gas pressure, the distance between
the electrodes, the geometry of the electrodes, and the electrode material. The current–
voltage characteristics of electrical discharge in a needle–plate electrode system for a
mixture of argon with cyclohexane at atmospheric pressure for different inter-electrode
distances for a positive polarity and a cyclohexane concentration of 5% are shown in
Figure 2.

Figure 2. Current–voltage characteristics of electric discharge in Ar+C6H12 (95:5) mixture at atmo-
spheric pressure for positive polarity of needle electrode, for three inter-electrode distances (2.5, 3.7
and 15 mm).

For a given magnitude of supply voltage, the time averaged discharge current was
measured, and the mean value of the voltage drop between the electrodes was calculated
using the following formula (see Figure 2):

Ud = Us − Id·R, (1)

where Ud is the voltage drop between the electrodes, Id is the discharge current, and R is
the resistance of the external ballast resistor in the circuit.

Figure 3 shows photographs of various forms of electrical discharges in a mixture of
argon and cyclohexane (95:5 by volume) for a positive polarity. All of the photographs
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were taken at the same optical magnification but with various exposures. The photographs
show different stages of the development of the discharge with increasing voltage.

Figure 3. Photographs of various forms of corona discharge (a), onset streamers (b) corona glow
(Hermstein glow), (c) pre-breakdown streamers and (d) atmospheric pressure glow discharge in a
mixture of Ar+C6H12 (95:5) for different supply voltages, for positive needle polarity (see [24]).

For voltages lower than the corona onset voltage, only dark discharge is generated.
The discharge current is very low (<0.1 μA) because the electrons and ions flowing toward
the electrodes, due to an applied electric field, are generated only by natural ionization.
The ionization and excitation processes are so weak that the discharge is not visible to the
“naked eye”. This discharge was also not visible in the photos taken at a long exposure
time of 15 s.
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With the voltage increasing, the Townsend discharge appears in the needle region,
and the current–voltage characteristics fulfil the quadratic Townsend law, for voltages
Ud > Ud0, until the pre-breakdown streamers begin, as follows:

Id = aUd(Ud − Ud0), (2)

where a is a constant depending on the configuration of electrodes, temperature, pressure
and the kind of gas; Id is the discharge current; Ud is the voltage between the electrodes,
and Ud0 is the corona onset voltage.

A corona discharge of positive polarity was visible as a faint glow at the anode tip,
the area and intensity of which increased with an increasing supply voltage. Outside
the luminous layer, the ionization processes are negligible—the number of electrons is
insignificant, their kinetic energy is too low and only an ionic current flows toward the
counter electrode (see [26,27]). This area is called the drift region. The kinetic energy of
electrons is too low to sustain the excitation or ionization process in the drift region.

With the supply voltage increasing to about 7–8 kV, the pre-breakdown streamers
appeared. The streamers are a spatially inhomogeneous phenomenon that occur over a
period of several hundreds of nanoseconds. The value of the discharge current temporarily
increased up to tens of microamperes from the lowest value for a given supply voltage.

A further increase in the supply voltage caused an increase in the discharge current
to about 0.8 mA. Due to the voltage drop across the ballast resistance, the inter-electrode
voltage decreased to about 5 kV. At this voltage, the electric field is still sufficiently high
to produce a sufficient number of ions and photons bombarding the cathode to initiate
the emission of secondary electrons from the negative electrode. At a potential leading to
breakdown, the current may increase significantly, and a glow discharge or spark discharge
could occur. The magnitude of the discharge current is limited by the ballast resistance in
this case.

This form of discharge at atmospheric pressure was characterized by a filamentary
plasma column that bridged two electrodes.

For pulsed discharge and atmospheric pressure glow discharges, carbon deposits
started to grow on both electrodes and the growth rate depended on the discharge current.
For a discharge current higher than 1.4 mA, a carbon deposit grew on the needle (anodic
carbon deposit) toward the plate electrode. In Figure 4 is shown the growing process
of the carbon deposit at the anode tip and the evolution of the plasma column in an
atmospheric pressure glow discharge (the bright zones in the photographs). The contours
of the discharge needle and the plate electrode surface are drawn with white lines. In these
photographs, the tip of the carbon fiber stretching out from the needle tip (not visible in the
photograph in Figure 5a) and the soot layer, or other carbonaceous materials at the plate
electrode, are indicated.

The properties of deposited carbon structures synthesized in plasma depend not only
on the gas properties, the carbon feedstock and discharge power, but also on the electric
field distribution in the plasma column and the voltage drop near the electrodes. The
magnitude of the electric field in the plasma column was determined by the measurement of
voltage drop between the electrodes, which depends on the distance between the electrodes.
This method is commonly used to determine the average voltage drop near the electrodes
and the electric field magnitude [28–31].
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Figure 4. Photographs of plasma column of atmospheric pressure glow discharge during growth of
carbon deposit in Ar+C6H12 (95:5) for a discharge current i = 1.78 mA: (a) inception of glow discharge,
(b) after 8 s and (c) after 26 s.

Figure 5. (a) Voltage drop between the electrodes for various inter-electrode distances, for discharge current i = 1.6 mA and
(b) magnitude of electrical field for various discharge currents.
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The distribution of the magnitude of the electric field in the plasma column was
determined assuming that the voltage drop between the electrodes is the sum of the
voltage drops across the anode and cathode and along the plasma column. By decreasing
the distance between the electrodes, the voltage drop is also reduced due to the shorter
length of the plasma column. The voltage drop near the electrodes is independent of the
plasma column length, and the value of the voltage drop near the anode and cathode is
constant regardless of the distance between them. Figure 5a shows the relationship between
the voltage drop between the electrodes and inter-electrode distances, for a discharge
current i = 1.6 mA. The sum of the voltage drops near electrodes can be determined by
drawing a straight line, y = ax + b in this plot, the slope of which is the voltage drop
across the plasma column, and the cutoff point, the sum of the anode and cathode drops.
Figure 5b shows the magnitude of the electric field after a breakdown in the plasma column
in a mixture of argon and cyclohexane versus the discharge current. The difference between
the maximum electric field obtained for a discharge current of i = 1.8 mA and the lowest
value for i = 1.4 mA, was not high (about 20 V), and the reduced electric field (E/N) was
about 10 Td.

The average diameter of plasma column was estimated from the full width at half of
the maximum brightness of the plasma column at photos taken for an exposure time of
1/2000 s. In a discharge between electrodes separated by an air gap of 3.7 and 15 mm, with
a discharge current of 2.0 mA, the mean power density was estimated from the plasma
column volume and the product of the discharge current and the inter-electrode voltage.
The results are shown in Figure 6. The discharge power density slightly increases with
the discharge current for large inter-electrode distances, but it decreases for small inter-
electrode gaps. The highest power density was obtained for inter-electrode distances of
2.55 and 3.55 mm for all discharge currents (Figure 6).

Figure 6. Power density of electrical discharge in a mixture of argon and cyclohexane (95:5 by vol.)
obtained for various inter-electrode distances.

Increasing the power density in a plasma column increases the excitation energy of
Ar, which could result in a more intense decomposition of cyclohexane. For temperatures
above 600 ◦C the cyclohexane should start to be thermally decomposed, and ethane and
butadiene are formed in the following reaction [32]:

c-C6H12 → C2H4 + C4H6 + H2. (3)

In the case of electrical discharges of energy above the metastable energy, the mainly
C6H12

+ ions are generated after collision with electrons. If the energy will be higher at a
level of Ar ionization energy, the main ionic product may be C4H8

+. The concentration of
C5H9

+ ions is more than three times lower. In the latter case, CH3 is a direct product of
dissociation [33].
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The power density vs. the discharge current in the case of a 15-millimeter inter-
electrode distance for different cyclohexane concentration is shown in Figure 7. For a
cyclohexane concentration in the range of 3 to 5%, the power density is nearly the same.
For a 1% cyclohexane concentration, the power density was about two times higher for a
discharge current in the range of 1.4–1.8 mA than for higher discharge currents.

Figure 7. Power density of electrical discharge in a mixture of argon and cyclohexane vs. discharge
current for different cyclohexane concentrations.

3.2. Discharge Diagnostics by OES

In this section, the results of optical emission spectroscopy (OES) investigations of
glow discharge in a mixture of argon and cyclohexane are presented. The dependence of
the concentration of activated species in the plasma and the composition of the working
gasses are analyzed using OES in the wavelength range of 300–1000 nm. A typical OES
result after breakdown is shown in Figure 8. The spectral lines and molecular bands were
identified and assigned using online data available from the National Institute of Standards
and Technology [34] and the book of Pearse and Gaydon [35], respectively. As can be seen,
the infrared spectrum (696.5–978.5 nm) is dominated by the atomic spectrum of Ar optical
emission lines, due to 1s-2p transitions (Table 1), whereas the visible spectrum (300–600 nm)
is much more complex, but less intense, than the infrared part. A very weak emission
at 516 nm was the C2 Swan system. It should be noted that there is also a low-intensity
emission band from N2 (Second Positive System). The species identified using optical
emission spectroscopy, which originated from cyclohexane decomposition, are listed in
Table 2. The intensity of individual components varied depending on the discharge power.
During the discharge, a continuous emission in the range of 350 to 450 nm was recorded.
The continuous emission could be the effect of free-bound or free-free emission [36]. Free-
bound continuous emission results from the capture of an electron by an ion, leading to
recombination (Ar++e→Ar*+hν). The second continuous emission is the effect of photon
emission due to a decrease in the energy of an electron in the electric field of an ion or
atomic nucleus (Ar++e→Ar++e+hν, Ar+e→Ar+e+hν, respectively). For a discharge current
of 0.8 mA and higher, the continuous emission spectrum was observed in the range of
500–1000 nm, emitted by the deposit on the needle electrode.
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Figure 8. Optical emission spectra taken from the tip of needle electrode and from plasma column at
2 mm from the needle tip, for various discharge currents and inter-electrode distances.

Table 1. Optical emission lines of argon used for the determination of excitation temperatures during
the discharge in Ar/C6H12 mixture [34].

Transition (Upper Level Energy—Lower Level Energy [eV]) Position [nm]

3s23p5(2P◦
1/2)4p →3s23p5(2P◦

3/2)4s (13.328–11.548) 696.5
3s23p5(2P◦

1/2)4p →3s23p5(2P◦
3/2)4s (13.328–11.624) 727.3

3s23p5(2P◦
1/2)4p →3s23p5(2P◦

3/2)4s (13.302–11.624) 738.4
3s23p5(2P◦

3/2)4p →3s23p5(2P◦
3/2)4s (13.171–11.548) 763.5

3s23p5(2P◦
1/2)4p →3s23p5(2P◦

1/2)4s (13.283–11.723) 794.8
3s23p5(2P◦

1/2)4p →3s23p5(2P◦
1/2)4s (13.328–11.828) 826.5

3s23p5(2P◦
1/2)4p →3s23p5(2P◦

3/2)4s (13.153–11.723) 866.8
3s23p5(2P◦

3/2)4p →3s23p5(2P◦
3/2)4s (12.907–11.548) 912.3

3s23p5(2P◦
3/2)4p →3s23p5(2P◦

1/2)4s (13.172–11.828) 922.5
3s23p5(2P◦

3/2)4p →3s23p5(2P◦
3/2)4s (12.907–11.624) 965.8

Table 2. Main features of the emission spectra observed during cyclohexane decomposition in
Ar/C6H12 mixtures [35].

Species System Transition Wavelength [nm]

C2 Swan system A3Π→X3Π, ground state 438–619
CH 4300 Å A2Δ→X2Π, ground state 430
H Balmer series 3→2 656.3

After the transition from pulsed to glow discharge, the intensity of all the optical
emission lines decreases. An example of the evolution of the intensity of argon lines and
C2, CH and H bands with time, before and after the discharge onset, recorded with a
time resolution of about 25 ms, is shown in Figure 9. After breakdown, a decrease in the
intensity of the optical emission lines at 996.5 and 763.5 nm to about half of their maximum
value (Figure 9a) was observed. The intensity of the C2 Swan System for ν(0–0) after the
onset of the discharge was much higher than the lines at 996.5 nm, resulting from excited
argon, but after about 2 s, the intensity decreased to a very low level (Figure 9b). The
emission intensities of the CH band and line from Hα were much lower than that of C2.
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Figure 9. Time variation of the emission intensity of (a) C2, ArI (at 696.5 nm) and Ar I (at 763.5 nm), and (b) CH, C2 and
Balmer series of hydrogen for a discharge current of i = 1.8 mA for a 15-millimeter inter-electrode distance.

The excitation energy of C2 and CH is not very high (about 2.9 and 2.5 eV, respectively),
but in order to obtain radicals from cyclohexane decomposition, much higher energy
is required, and the chemical processes are much more complex. The most probable
products, which could be obtained from cyclohexane decomposition, are ethane, methane
and acetylene. For example, the emission of C2 could be obtained by collision with
electrons [37], as follows:

C2H2 + e → C2H + H + e, (4)

C2H + C2H → C2 + C2H2, (5)

or argon via an energy transfer from the metastable argon particles Ar*, as follows:

C2H2 + Ar* → C2H + H + Ar, (6)

C2H + Ar* → C2 + H + Ar. (7)

For CH emission, the possible reactions could be as follows:

e + CH2 → CH + H + e, (8)

e + CH3 → CH + 2H + e, (9)

where CH2 and CH3 could be obtained by the decomposition of CH4 [38] or C2H2 in
electrical discharge [39].

Zhu et al. [40] measured the electron density in atmospheric pressure plasmas by
comparing the ratio of the intensity of lines of argon 2p-1s transitions and interpreting them
using a collisional–radiative model. The ratio of the intensity of lines of Ar (2p3 → 1s4)
at 738.4 nm and Ar (2p6 → 1s5) at 763.5 nm is very sensitive to the variations of electron
density in plasma in the range of 1014–1016 cm−3. By comparing these line ratios for
different discharge currents and different inter-electrode distances, it can be concluded that
the electron density in electrical discharge does not depend on the inter-electrode distance
in the range of 2.55–15 mm. Additionally, there was not a significant difference between
the discharge currents (Figure 10). The ratio of the intensity of the line was in the range of
0.25–0.3.
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Figure 10. Intensity ratio of two lines of ArI for various discharge currents.

Atmospheric-pressure microplasmas are generally in near-partial-local thermody-
namic equilibrium. The excitation temperature may be determined from Ar emission lines
intensities obtained using the Boltzmann plot method from the following expression [41]:

ln

(
Iijλij

gi Aij

)
= − Ei

kTexc
+ C, (10)

where Iij is the relative intensity of the emission line between the energy levels i and j, λij is
its wavelength, gi is the degeneracy or statistical weight of the emitting upper level i of
the studied transition and Aij is the probability of transition for a spontaneous radiative
emission from the level, i, to the lower level, j. Finally, Ei is the excitation energy of the level
i, k is the Boltzmann constant and C is a constant. An example of the linear Boltzmann plot
for Ar I transition lines is shown in Figure 11.

Figure 11. Linear Boltzmann plot for Ar I transition lines used to calculate excitation temperature
(0.3197 eV).

Figure 12 shows the calculated excitation temperature as a function of discharge
current for different inter-electrode distances. There is a difference between the excitation
temperature for shorter inter-electrode distances and for longer inter-electrode distances.
For a short inter-electrode distance (2.55 or 3.55 mm) the excitation temperature was about
two times higher than for 15 mm.
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Figure 12. Excitation temperature of Ar I for various inter-electrode distances.

Assigning the continuous emission to the blackbody radiation of a hot anodic carbon
deposit, the temperature of the deposit can be estimated through the fitting the continuous
emission spectrum to the Planck blackbody radiation function. The anodic deposit tem-
perature vs. discharge current for various inter-electrode distances is shown in Figure 13.
The temperature of the deposit was estimated to be in the range of 1400 to 2200 K and is
strongly dependent on the discharge current and inter-electrode distance. The temperature
of the deposit also decreases with the concentration of cyclohexane (Figure 14). For the
lowest concentration of cyclohexane (1%), the temperature of the anodic deposition was
in the range of 1200–1600 K, which was much lower than for the deposit obtained for 3
and 5% cyclohexane. Additionally, the temperature of the deposit obtained for a negative
polarity was lower, but it could be the effect of the deposit size (500 μm deposit diameter).

Figure 13. Anodic deposit temperature for various inter-electrode distances.
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Figure 14. Temperature of needle deposit for positive polarity for 1 and 5% cyclohexane, and for
negative polarity for 5% cyclohexane.

3.3. Carbon Deposit

Various forms of carbon deposit were obtained on the needle and plate electrodes as
an effect of hydrocarbon decomposition in electric-discharge plasma. The morphology and
growth rate of these deposits depended on the discharge current, the distance between the
electrodes and the concentration of cyclohexane in the gas mixture.

In the case of onset streamers and glow corona discharges, the deposit obtained on the
needle was in the form of irregular structures (Figure 15). The plate was coated by oiled
substances during these irregular discharges, and some small carbon deposits in the form
of a mound can also be obtained (photograph not shown). These kinds of structures were
observed for an inter-electrode distance in the range of 2.55 to 25 mm.

Figure 15. Deposit formed during glow discharge for discharge current of 0.1 mA, in a mixture of
Ar+C6H12 (95:5 vol.).

Corona discharge is characteristic for a discharge where one of the electrodes is of high
curvature. The magnitude of the electric field close to the electrode tip is large enough to
lead to collisional ionization processes. Primary electrons released as a result of collisional
ionization and secondary electrons released from the electrode by the bombardment of its
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surface by gaseous ions cause avalanche ionization in the presence of a strong electric field.
These processes only occur in a thin layer near the electrode because there is a sufficiently
strong electric field in this region (so-called ionization zone). The electric field in this area is
of the order of magnitude of 106 V/m. With such a high electric field, the electrons present
in this region are accelerated to a high kinetic energy sufficient for collisional ionization.

The main building blocks of carbon deposits obtained in the electric discharge mi-
croplasma in a mixture of argon and cyclohexane are radicals and neutral products of the
decomposition of cyclohexane. These products are obtained due to the collision of electrons
of sufficiently high energy with cyclohexane molecules; one example is the following:

c − C6H12 + e → Rm + Rn + e, (11)

where Rm and Rn are radicals.
A similar situation occurs when an argon atom is in the first excited state (metastable

state) after collision with an energetic electron and transfers its internal energy to a cyclo-
hexane molecule after an impact, as follows:

c − C6H12 + Arm → Ar(1S0) + Rm + Rn. (12)

As the energies of argon metastable states are relatively high, 11.55 eV and 11.72 eV, the
cyclohexane and all products of cyclohexane decomposition can be ionized or dissociated
to other products after collision. Radicals could interact with each other forming neutral
molecules and/or other new radicals.

The formation of an “oil” form of deposit remaining on the plate electrode can proceed
due to the interaction of radicals in the following reaction:

Rx + Ry → Px+y, (13)

where Px+y is a neutral product (hydrocarbon) of higher molecular weight than cyclohexane.
The gas temperature in this zone is low, and the interaction with charged or high energetic
particles is weak.

In the case of glow discharge, the interaction of atoms and molecules with electrons
and charged particles occurs for all inter-electrode distances. Figure 16 shows typical
SEM images of carbon deposits grown under different cyclohexane concentrations by a
discharge current of 1.8 mA. The change of the cyclohexane concentration influenced the
morphology of carbon fibers. For 1% cyclohexane, the surface of the deposited carbon
fibers was grainy, with large spaces between the grains (Figure 16a). With an increasing
concentration of cyclohexane, the edge of the grains appeared smoother and the space
between the grains became much smaller than those deposited under a lower concentration
of cyclohexane (Figure 16b). For a 3% cyclohexane concentration (Figure 16c), the structure
of the carbon deposit has a tendency to become hybrid: one part of the deposit was grainy,
and another part was smooth. For a 4 and 5% cyclohexane concentration, the surface
of the carbon fiber was smooth (Figure 16d,e). For these concentrations of cyclohexane,
soot particles were often stacked to the surface of the carbon deposit. The anodic carbon
deposits have a diameter in the range of 30 to 100 μm, depending on the diameter of the
plasma column.
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Figure 16. SEM pictures of carbon fibers obtained during corona discharge for a constant discharge
current (1.8 mA) but for different C6H12 concentrations: (a) 1%, (b) 2%, (c) 3%, (d) 4%, (e) 5% by
positive polarity of the needle electrode. Electrode distance: 15 mm.

The growth rate of the carbon deposit was dependent on the discharge current (i.e.,
the power density delivered to the plasma column for cyclohexane decomposition) and
the cyclohexane concentration. The volume growth rate of the carbon fibers deposited on
the needle tip is shown in Figure 17. The growth rate for 1% cyclohexane was 3–4 times
smaller than for 3 and 5% cyclohexane. For higher cyclohexane concentrations, the growth
rate was similar, and was nearly a linear function of the discharge current.
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Figure 17. Growth rate of carbon deposit synthesized on the needle tip during electrical discharges versus discharge current,
for three different cyclohexane concentrations: 1, 3 and 5%.

SEM images of the carbon deposit obtained on the cathode (needle electrode) during
a negative polarity discharge in a mixture of argon Ar+C6H12 (95:5), by a discharge current
of 1.8 mA are shown in Figure 18. For a negative polarity, the surface of the carbon deposit
consisted of nodular dendrites, which have a diameter in the range of 5 to 10 μm, with
large gaps between them. At a higher magnification, it is visible that each dendrite has
cauliflower structures and consists of smaller nodules.

Figure 18. SEM pictures of cathodic carbon deposit obtained during discharge in a mixture of argon
Ar+C6H12 (95:5) for negative polarity of the discharge electrode, with a discharge current of 1.8 mA.

Fragments of broken carbon deposits taken from the needle at a positive and negative
polarity are shown in Figure 19. The deposits synthesized for low hydrocarbon concentra-
tions and for a positive polarity of the discharge electrode are similar to those obtained for
a negative polarity for 5% cyclohexane. In both cases, the carbon deposits have a colum-
nar morphology with nodular dendrites, and the growth process is determined by the
carbon particles’ diffusion toward the electrodes (Peclet number >>1). Massuer et al. [42]
suggested that the columnar morphology with voids between the column results from the
process of columnar growth that occurs when the temperature of the deposit’s surface is
low and the energy of the ions bombarding the anodic deposit is low. The temperature
determined from the thermal spectrum was about 1300 K, for the positive and negative
polarities of the discharge electrode. The morphology obtained for a negative polarity, by
5% cyclohexane, could result from the diffusion-limited aggregation by low temperatures,
due to the reduced surface mobility of adatoms and the high sticking probability of radicals
and ions [43,44]. When a needle is used as a cathode, the main builders of the deposit
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could be positive ions, the main products of cyclohexane dissociation [45]. Additionally,
the cathode sheath could influence morphology (the voltage drop of a cathode should be
higher than for an anode).

Figure 19. Fragments of carbon deposit obtained at the anode for cyclohexane concentrations of (a) 1%, (b) 5% for positive
polarity and (c) 5% for negative polarity, with a discharge current of 1.8 mA.

The carbon deposit obtained for 5% cyclohexane is synthesized layer-by-layer with
smooth morphology. This structure could be named a carbon fiber according to IUPAC
nomenclature [46].

The SEM micrographs of the carbon deposits obtained for different discharge currents
with an inter-electrode distance of 3.75 mm and a 5% cyclohexane concentration are
shown in Figure 20. For a discharge current of 1.4 mA (Figure 20a), the carbon nanowalls
were indistinct and barely visible. When the discharge current was increased to 1.6 mA
(Figure 20b), the carbon nanowalls were large and densely packed. For a current of 1.8 mA
(Figure 20c), carbon nanowalls are not produced and only the nanowalls’ nuclei can be
noticed on the surface of the deposit. For a discharge current of 2 mA (Figure 20d), carbon
nanowalls did not grow.
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Figure 20. SEM pictures of carbon deposits obtained for different discharge currents: (a) 1.4 mA,
(b) 1.6 mA, (c) 1.8 mA and (d) 2.0 mA with an inter-electrode distance of 3.75 mm and a 5% cyclo-
hexane concentration. Left column: general view of carbon fiber, right column: close-up view of
fiber’s surface.
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A comparison of the growth rate of the carbon deposit synthesized on the needle for
different inter-electrode distances and various discharge currents is shown in Figure 21.
The slowest growth rate was observed for the lowest inter-electrode distance. Generally,
for an inter-electrode distance lower than 7 mm, the growth rate decreased, which could be
an effect of the different radicals obtained during the decomposition of cyclohexane. The
sticking probability of radicals such as CHx, C2Hx, CH and C differ in value [47], which
could be dependent on the temperature of the surface/substrate [48].

Figure 21. Growth rate of carbon deposit synthesized on the tip of needle electrode during electrical
discharges of positive polarity versus discharge current, for a 5% cyclohexane concentration.

Figure 22 shows the current density flowing through the anode deposit determined
from the discharge current divided by the average cross surface area of the carbon deposit
at its tip. Increasing the current density results in the increasing temperature of the deposit
surface due to Joule heating. The carbon deposits without carbon nanowalls had diameters
in the range of 15–30 μm, whereas the diameters of the deposits covered with carbon
nanowalls were in the range of 32–50 μm. The carbon deposits without carbon nanowalls
and with carbon nanowalls were obtained for a current density higher than 395 A/cm2

and lower than 320 A/cm2, respectively.

Figure 22. Current density on the anodic deposit for deposit with and without carbon nanowalls
obtained for various discharge currents.
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After deconvolution, the first-order Raman spectra of amorphous carbon material
consist of two main peaks between 1200 and 1700 cm−1. Similar results were obtained
for the synthesized carbon structures and are shown in Figure 23a. The peak located near
1600 cm−1 is called graphitic (G band) and is associated with an in-plane stretching of
sp2-bonded carbon atoms. The peak around 1350 cm−1 is called a disorder-induced or D
band. For single-crystal perfect graphite D band is not observed [49].

Figure 23. Raman spectra analysis of obtained carbon deposits: (a) Raman spectrum, (b) Raman shift
of G and D bands, (c) the ratio intensity of D band and G band vs. cyclohexane concentration, with a
discharge current of 1.8 mA.
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Additionally, the obtained carbon fibers had both peaks, G and D band. For 1%
cyclohexane, the G band was at about 1605 cm−1 and did not change significantly with an
increasing cyclohexane concentration from 1 to 5 wt.% (Figure 23b). The position of the
D band changed in the range of 1350 to 1360 cm−1, with the maximum shift at 1360 cm−1

for 3% cyclohexane. In addition to the D and G bands, small peaks at 1200, 1510 and
1550 cm−1 were also obtained. The peak at 1200 cm−1 is attributed to the sp2-sp3 bonds
or C-C and C=C stretching of vibrations of polyene-like structure [50] or vibrations of
disordered graphite lattices (A1g symmetry) [51]. Both of the peaks, at 1200 and 1550 cm−1,
were observed in the deposits obtained for both polarities, positive and negative, and
can be attributed to amorphous sp3-bonded carbon and sp2 carbon-based structures,
respectively [52]. The peak at 1510 cm−1 is associated with the amorphous carbon content
of soot [52] or C=C double-bond stretching vibrations [53]. It was also observed that the
width of the G peak increased with an increasing cyclohexane concentration in the mixture,
which could suggest an increase in the density of this deposit [54].

The degree of disorder of the carbon structures could be obtained from the relative
intensities of the D- and G-peaks. Wopenka et al. [55] related carbon structures to the
ratio of ID to IG, as follows: well-ordered graphite: ID/IG < 0.5, disordered graphite:
0.5 <ID/IG<1.1, glassy carbon ID/IG > 1.1. This suggest that carbon deposits obtained
for 2 and 3% cyclohexane have a glassy carbon structure (Figure 23c). For a 1 and 5%
cyclohexane concentration, the structures grown on the needle are disordered graphite.
For a negative polarity, for a cyclohexane concentration of 5% and a discharge current
i = 1.8 mA, the ID/IG ratio was about 1.7 (not shown).

An observed increase in ID/IG could result from the enhancement of the clustering of
an aromatic ring in the deposited structures [56]. Additionally, an increasing luminescence
background with an increasing cyclohexane concentration could result from a high content
of hydrogen [57–59]. The average hydrogen content, analyzed using a total combustion
method, of the carbon fibers obtained for i = 1.8 mA and 5% cyclohexane for a positive
polarity was about 1.46 wt.%; therefore, it could be supposed that for a carbon anodic
deposit obtained for a lower cyclohexane concentration, the hydrogen content should be
lower than for 5% cyclohexane.

3.4. Carbon Aerosol Produced in the Discharge

Besides the carbon deposit produced at the surface of electrodes during electrical
discharge in a mixture of cyclohexane and argon, aerosol particles, which leave the reactor
with the flowing gas, were also generated. The variations in the concentration of particles
produced during the discharge for two inter-electrode distances are shown in Figure 24.
The particle concentration for discharge currents of i = 1.4 and i = 2.4 mA was similar and
was higher than that for the discharge current of i = 1.8 mA. The total particle number
concentration for the inter-electrode distance of 3.75 mm was about one order of magnitude
higher than for 15 mm.
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Figure 24. Concentration of particles produced during discharge in a mixture of argon and cyclohex-
ane for two inter-electrode distances of (a) 3.75 mm and (b) 15 mm for different discharge currents.

The particle size distribution measured during discharge in a mixture of argon and
cyclohexane is shown in Figure 25. The particles generated for an inter-electrode distance of
3.75 mm are smaller than those generated for 15 mm. For a discharge current of i = 2.4 mA
and an inter-electrode distance of 15 mm, the concentration of particles larger than 300 nm
was 10 times higher than for same discharge current for lower inter-electrode distances,
which could be the effect of a higher concentration of soot precursor radicals. Shigeta
and Murphy [60] showed that nanoparticle growth takes place on the outer edge of the
plasma column.
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Figure 25. Particle size distribution produced during the discharge in a mixture of argon and cyclo-
hexane, for inter-electrode distances of (a) 3.75 mm and (b) 15 mm for different discharge currents.

Soot can nucleate and grow through both ion-related and neutral radical mechanisms.
Soot formation mostly occurs at the discharge boundary due to the relatively lower tem-
perature than that in the plasma column. For example, for methane plasma, a sudden
increase in the soot concentration occurs at temperatures above 1700 K [61]. In cyclohexane
plasma, it could be the effect of increasing temperature and the acetylene produced in the
discharge, which is known as a precursor of soot. The process of soot particle formation
from acetylene, known as the “Winchester mechanism” [62], could be due to the following
reactions with negative ions [63]:

C2H2 + e → C2H−+ H, (14)

C2nH2 + C2H →C2n + 2H− + H2n, n = 1,2,3 . . . , (15)
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or
C2H2 + e → H2CC−, (16)

H2CC− + C2H2 → C2n+2 + H2
− + H2n, n = 2,3,4 . . . . (17)

The same reactions could occur for positive ions.
For both inter-electrode distances, the mechanism should be the same, but the plasma

column had a higher diameter when the interelectrode distance was 15 mm than when it
was 3.75 mm.

4. Conclusions

The experimental results of the synthesis of carbon microstructures in low temperature
plasma generated by microdischarges were presented. The experiments were carried out
in a plasma reactor, between needle and plate electrodes, a configuration typical for corona
discharge. As an effect of the decomposition of cyclohexane in plasma, thin, 50–100 μm
in diameter, carbon microfibers were built at the tip of the needle electrode. Carbon
nanowalls, carbon powder, soot particles and other structures were deposited onto these
fibers. These various carbon structures, produced from cyclohexane vapors in high voltage,
low-current electrical discharges at atmospheric pressure, were synthesized for different
discharge currents, different electrode polarities, inter-electrode distances and cyclohexane
concentrations. For 1% cyclohexane, the growth rate of the carbon deposit was very low
compared to a higher concentration of this hydrocarbon, for the same discharge polarity
and inter-electrode distance. The growth rate obtained for 3 and 5% cyclohexane, for
1.8 mA was similar, about 0.5 mm/s, but SEM investigations showed that the morphology
of these deposits was different; they were semi grained and smooth surfaced, respectively.
For an inter-electrode distance equal to and smaller than 4.55 mm, and a discharge current
in the range of 1.4 to 1.8 mA, the growth rate was lower than for 15 mm, and the surface of
the carbon deposits was covered by carbon nanowalls.

The process of deposition can, however, be controlled by the discharge current, the
residence time in the reactor (flow rate), the gas composition and the geometry of electrode.
The optimal conditions can only be determined experimentally.

Due to its porous structures, the produced carbon micro- and nanostructures have
potential applications, for example, in the synthesis of electrodes for ion batteries, superca-
pacitors, fuel cells, gas sensor or catalyst carriers.
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janar@physics.muni.cz (J.J.); mzemanek@mail.muni.cz (M.Z.); jakub.kelar@mail.muni.cz (J.K.);
dusan.kovacik@mail.muni.cz (D.K.); cernak@physics.muni.cz (M.Č.)
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Featured Application: Surface selective etching of polymer substrates, metal-polymer composites,

e.g., transparent conductive substrates by atmospheric plasma roll-to-roll processing.

Abstract: We present a novel method of surface processing of complex polymer-metal composite
substrates. Atmospheric-pressure plasma etching in pure H2, N2, H2/N2 and air plasmas was
used to fabricate flexible transparent composite poly(methyl methacrylate) (PMMA)-based polymer
film/Ag-coated Cu metal wire mesh substrates with conductive connection sites by the selective
removal of the thin (~10–100 nm) surface PMMA layer. To mimic large-area roll-to-roll processing,
we used an advanced alumina-based concavely curved electrode generating a thin and high-power
density cold plasma layer by the diffuse coplanar surface barrier discharge. A short 1 s exposure to
pure hydrogen plasma, led to successful highly-selective etching of the surface PMMA film without
any destruction of the Ag-coated Cu metal wires embedded in the PMMA polymer. On the other
hand, the use of ambient air, pure nitrogen and H2/N2 plasmas resulted in undesired degradation both
of the polymer and the metal wires surfaces. Since it was found that the etching efficiency strongly
depends on the process parameters, such as treatment time and the distance from the electrode
surface, we studied the effect and performance of these parameters.

Keywords: hydrogen plasma; atmospheric pressure plasma; selective etching; polymer-metal mesh
composite foil; roll-to-roll processing

1. Introduction

Plasma technologies using a wide scale of plasma working gases has succeeded as a powerful
tool for surface cleaning, functionalization, adhesion improvement, deposition, sputtering and etching.
Hydrogen plasma is a very strong reducing agent already tested for the surface treatments of metals,
silicon, carbon, and polymer materials. A comprehensive summary of plasma etching of polymers and
polymeric materials including the hydrogen plasma etching can be found in the review of Puliyalil and
Cvelbar [1]. In general, when polymer surfaces are exposed to the hydrogen plasma, the bombardment
by plasma species (electrons, hydrogen ions and radicals) led to the degradation of the surface and
etching reactions will occur.

The effect of hydrogen content in low-pressure N2/H2 plasma for surface modification of polyethylene
(PE), poly(tetrafluoroethylene) (PTFE) and polyvinylidene fluoride (PVDF) studied Sara-Bournet et al. [2].
Hydrogen-containing plasma was found to causing dehydrohalogenation along the fluoropolymer
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backbone [3]. Subsequently, the co-process gas can covalently attach to these sites; thus, the hydrogen
plasma with a co-process gas can particularly improve the adhesive bonds of fluoropolymers.
Selective removal of polymeric PMMA residues on monolayer graphene by high-density, low pressure
H2 and H2/N2 plasmas without a damage to the graphene surface as examined by Cunge et al. [4].
Selective etching of graphene edges and graphene nanoribbons using hydrogen plasma reaction
at 300 ◦C and at a pressure of 300 mTorr was studied by Xie et al. [5]. The advantage of selective
plasma etching using hydrogen as etchant gas was used for selective preparation of metallic and
semiconducting single-wall carbon nanotubes by Hou et al. [6] and Zhang et al. [7].

Inline plasma surface treatments showed a significant potential for applications in high volume
and cost-effective roll-to-roll (R2R) fabrication of flexible electronics on a polymer web substrate
including, for example, flexible solar cell and wearable electronics fabrication. Virtually all these
applications need diffuse non-thermal plasma. We use the wording “diffuse plasma” in accordance
with the term published for the first time by Šimor et al. in 2002 [8]. The “diffusivity” of the plasma is
related to the visual uniformity of the generated plasma as observed by the human eye. So that we
used the term diffuse plasma to refer to the plasma which, when visually observed, is widely spread,
and not concentrated to individual plasma filaments. In our experience, the diffuse, visually uniform
plasma enables uniform plasma surface modification working at the plasma exposure times longer
than the time resolution of a human eye.

However, such plasma generated at low pressure in costly vacuum systems is at odds with
high throughput processing required in industry [9]. However, the developments in the field of
plasma physics during the last two decades have opened a way how to generate stable, diffuse and
non-thermal plasma at atmospheric pressure [10]. The research of atmospheric plasma, including the
atmospheric-pressure H2 plasma, has been driven by the need of replacing of expensive vacuum
systems by simpler, more cost-effective and high-throughput systems [9]. For example, [11] studied
plasma etching of various polymers like PP, PET, PEN, PEEK, PMMA, PLA, LDPE and Nylon 6.6 using
atmospheric pressure hydrogen plasma. Kwon et al. [12] used hydrogen plasma sintering process at
temperature 150 ◦C for reduction and densification of copper complex ink on flexible PET substrate.

The so-called Diffuse Coplanar Surface Barrier Discharge (DCSBD) is capable to generate visually
an almost uniform diffuse ambient air plasma with effective thickness of approximately 0.25 mm [13].
Large-area atmospheric-pressure hydrogen plasma generated by DCSBDs in a geometry mimicking R2R
treatment was studied for fast plasma reduction of graphene oxide film on flexible PET substrate [14].
It was also reported that DCSBD hydrogen plasma can be used for chemical reduction of a native
surface CuO/CuO2 layers [15] as well as for etching of thin SiO2/Si films [16] and reduction of diamond
nanoparticles [17]. Reducing DCSBD plasma was already used for surface modification [18] and
nanostructuring of PMMA, PET and PTFE polymeric substrates [19].

In this paper hydrogen atmospheric pressure plasma generated by a DCSBD with the electrode
geometry applicable for the R2R processing was used for etching of thin surface PMMA polymer layer
from the top of polymer-metal mesh substrate used as a flexible transparent conductive substrate.
The etching was studied by scanning electron microscopy (SEM) and using a laser confocal microscope.
A chemical reduction of plasma-modified surfaces was analyzed by energy dispersive x-ray analysis
(EDX). The effect of process parameters on the properties of etched surface was investigated too.
The selectivity of plasma etching was studied through the etching in mixtures of nitrogen and hydrogen.
DCSBD can generate atmospheric plasma in all technically important gases, such as ambient air,
nitrogen and hydrogen. Since the use of pure atmospheric pressure hydrogen can be of some safety
concern, we also tested the etching capability and selectivity of some other technically and economically
helpful plasma gases.

The novelty of this work is that the reducing, large-area hydrogen plasma generated at atmospheric
pressure was applied to a polymer-metal mesh substrate in order to carry out selective plasma etching
together with the optimization of etching parameters, in particular: plasma-substrate distance, etching time
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and working gas specification. The selectivity of plasma etching is of great importance especially in
case of processing of complex polymer-metal composite materials.

2. Materials and Methods

Plasma etching was performed on a composite mesh foil (Sefar AG, Thal, Switzerland), consisting of
a grid of polymer and metal wires embedded in a polymer PMMA foil. The thickness of the mesh foil
was 100 μm. Metal wires, from copper, of thickness 40 μm were coated with a thin 1 μm thick layer of
silver. The metal wires embedded in the foil were oriented longitudinally to the machine direction of
the plasma treater.

Figure 1 shows a reactor designed for roll-to-roll treatment and based on diffuse coplanar surface
barrier discharge with a concavely curved alumina ceramics used to etch polymer mesh samples by
non-thermal, low temperature (<80 ◦C) atmospheric pressure plasma. A 0.3-mm thin plasma layer
with surface power density 2.5 W cm−2 was generated in pure nitrogen and pure hydrogen (both
99.998%, Messer Technogas, Prague, Czech Republic) and its mixtures (5% and 50% of H2 in N2) at a
flow rate of 3.5 L/min. Plasma treatment in ambient air was done in a closed reactor without the flow
of working gas. The discharge was fed by a sinusoidal high-frequency high voltage (15 kHz) signal
at input power 400 W. The area of a thin layer of DCSBD plasma was 195 mm × 80 mm. To mimic
a roll-to-roll plasma etching conditions, the sample of 15 cm × 20 cm size was attached to the metal
roller covered by a rubber with a diameter of 296 mm. Plasma treatment time in the range 0.25–3 s
was changed by the setting of circumferential speed of the roller. The distance H between the sample
surface and the concave DCSBD electrode surface was set to 0.35 mm. The samples were studied using
SEM, EDX and confocal microscopy.

 

Figure 1. Reactor based on diffuse coplanar surface barrier discharge (DCSBD) with concavely curved
alumina ceramics for roll-to-roll treatment of flexible substrates. 1—Concavely curved DCSBD unit;
2—DCSBD plasma; 3—roller; 4—sample; 5—reactor chamber; 6—gas inlet; 7—gas outlet.

Confocal Laser Microscope (LEXT OLS4000 3D Laser Measuring Microscope) was employed to
observe the changes on plasma etched samples. Scanning Electron Microscopy with Energy dispersive
X-ray Analysis using a MIRA3 device (TESCAN, Brno, Czech Republic) was used to reveal the changes
in surface morphology, and chemical changes of plasma treated samples. SEM micrographs were taken
using the accelerating voltage 10 kV; the edge of the samples was observed at accelerating voltage
30 kV. All samples were coated with a 10-nm layer of Au before the SEM analysis.

3. Results

3.1. Plasma Etching of Thin Surface Polymer Layer

Pure atmospheric-pressure hydrogen plasma was employed to etch out the polymer film from the
surface of mesh foil and to expose free metal wire surface (Figure 2). The thickness of the polymer
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layer at the thinnest point over the top of a metal wire was ranging in the order of 1 nm up to 100 nm.
The removal of a thin surface polymer film is important to make conductive connection sites on the
surface before next processing steps.

 

Figure 2. Schematic sketch of plasma etching. The average thickness of the etched polymer over the
wire tops was about 10 nm. 1—polymer foil; 2—mesh of polymer and metal wires; 3—metal wire;
4—uncovered metal wires tops.

As seen in Figure 3, already a short plasma exposure time of 1 s can expose “isles” of free metal
surface. Figure 3a shows the surface of the untreated sample. More bright, uncovered metal areas
are visible in Figure 3b showing etched surface with details on single uncovered wires in Figure 3c,d.
Both SEM images Figure 3a,b were taken at the same magnification 26×, working distance 15.0 mm
and view field 10.7 mm at accelerating voltage 15.0 kV. The shorter exposure times (0.25 s and 0.5 s) led
to the etching of surface polymer film, however, not all metal wires tops were exposed (uncovered) on
the surface after such short plasma etchings.

 

Figure 3. The surface of (a) untreated mesh foil and (b) the mesh foil after H2 plasma etching (1 s) with
details on cross-section and upper surface of exposed wires (c) and upper surface detail (d). The distance
of the sample surface from the surface of concave DCSBD electrode system was H = 0.35 mm.

Figure 4 shows SEM micrograph of a single uncovered wire after 1 s etching in pure H2 plasma.
The SEM image is shown using secondary electrons (SE image) and also back-scattered electrons
(BSE image).
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Figure 4. SEM micrograph of the uncovered wire top after 1 s H2 plasma exposure (distance H = 0.35 mm).

Secondary electrons originate within a few nanometers from the sample surface [20]. Therefore,
SE image shows the best the topography of the analyzed surface. Since heavy elements in the specimen
reflect or backscatter electrons more effectively than the light elements, the atoms with a high atomic
number appear brighter in the BSE image [20]. Backscattered electrons can be then used to detect
contrast between areas with different chemical compositions. As seen in Figure 4 (BSE image), we can
distinguish a bright uncover metal wire from the dark area composed of light polymer material.

Figure 5a,b shows the EDX line scans in lateral and longitudinal direction, respectively. As observed,
surface polymer film was successfully removed uncovering the metal wire. Figure 6 shows composite
element map of single wire indicating removal of polymer on the entire area of the uncovered wire.
In the area of uncovered wire a strong signal of silver was evident, while only a small signal of
copper indicating concentration of copper less than 0.5 wt.% was discernible (Figure 6 and Table 1).
This indicates that the thin polymer film was removed from the area above the wire without damage
of metal wire and its silver coating. The presence of carbon and a small concentration of oxygen in the
area of uncovered wire as shown in Figure 5 can be explained by the surface contamination during
the manipulation with the sample, when the sample was exposed to air after the plasma etching for
several hours before the SEM EDX analysis. We suppose that this is also the reason for the higher
concentration of carbon in the plasma exposed area of pure polymer compared to the value expected
on the clean PMMA surface.

Figure 5. Longitudinal (a) and lateral (b) EDX line-scans taken on single uncovered wire on sample
treated 1 s in H2 plasma (distance H = 0.35 mm).
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Figure 6. Composite element map in the area of single uncovered wire. C—yellow, O—green, Ag—blue,
Cu—red (distance 0.35 mm, treatment time 1 s).

Table 1. Concentration of Carbon, Oxygen, Silver and Copper on the sample after 1 s etching at distance
0.35 mm measured in the areas A and B as shown in Figure 6.

Element
Concentration (at.%)

A B

C Carbon 34.5 92
O Oxygen 6.5 8

Ag Silver 58.5 -
Cu Copper 0.5 -

3.2. Selectivity of Hydrogen Plasma Etching

Figure 7 shows the details on the tops of uncovered metal wires after 3-s etching in ambient air
plasma (a), nitrogen plasma (b), H2/N2 plasma (50%) (c), hydrogen plasma (d) and after 1-s etching
in hydrogen plasma (e). As seen, ambient air plasma and nitrogen plasma led, besides the polymer
etching, also to significant damages of the metal wires. Sample (c) treated in a mixture of hydrogen and
nitrogen showed a degradation of polymer around uncovered metal tops. Sample (d) was multiple
treated with short exposures of 0.25 s and total treatment time 3.0 s (with a dead time 2.7 s between each
plasma exposure and 29.7 s in total). The reason for such non-continuous treatment was to decrease
the thermal load on the thermally sensitive PMMA-based substrate and to prevent the unwanted effect
of plasma over-exposure. Generally, it is evident that only the pure DCSBD hydrogen plasma has the
capability of selective etching of thin surface polymer accompanied by just a negligible effect on the
metal wires in the polymer mesh foil.

64



Appl. Sci. 2020, 10, 7356

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

Figure 7. Exposed metal wires after etching in (a) ambient air plasma, (b) nitrogen plasma, (c) H2/N2

plasma (50%) and (d,e) hydrogen plasma. Samples (a–d): treatment time 3 s (12 × 0.25 s for sample (d));
sample (e): treatment time 1 s in 100% hydrogen plasma.

3.3. The Effect of the Sample Distance from the DCSBD Plasma Layer on Plasma Etching

Diffuse coplanar surface barrier discharge in a configuration with a concavely curved electrode
arrangement is capable of generation of visually almost uniform diffuse plasma layer of some 0.3-mm
effective thickness. In this work, the polymer foil was treated at a distance in the range 0.2–0.6 mm
from the alumina ceramics.

It was already reported that DCSBD plasma consists of optically two distinctive regions: (i) diffuse
plasma located directly above strip electrodes and (ii) the gentle streamer filaments located above
the space between the electrodes [21]. It was shown that the decreasing gap between the conductive
sample and the ceramics with the plasma layer led to the change of generated plasma—extinction of
filamentary plasma was observed.

Figure 8 summarizes the results of 1 s plasma etching in pure H2 plasma at distances 0.2–0.6 mm.
Original SEM images appear in Figure 9. As observed, there is an optimal distance for plasma etching
of polymer mesh foil. If the distance is larger than 0.5 mm, the surface of the sample is disrupted by the
streamers which are generated perpendicularly to its surface. This results in inhomogeneous etching
and uncovering the metal wire only at a small area, as seen in Figure 9d, for the distance of 0.6 mm,
together with the rough transition zone between polymeric and metal area. If there was a small
gap between the sample and the plasma layer, the streamers could not be creating, and plasma was
generated preferably in the diffuse mode. On the other hand, a small gap between the sample and the
ceramics with the electrode system led to an increase of thermal heating of the polymer. As seen from
SEM micrograph in Figure 9a, thermal heating may cause a cracking of the polymer in the transition
zone around a free metal wire. A roughening of the wire and sputtering of the thin silver coating from
the wire was observed.
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Figure 8. The effect of the sample distance from DCSBD plasma layer, and H2 plasma treatment time
on the mechanism of the etching of polymer mesh foil.

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 9. SEM micrographs of free metal wires after 1 s plasma etching in pure H2 plasma at distance
of 0.2 mm (a), 0.3 mm (b), 0.4 mm (c) and 0.6 mm (d). Top row—SE image; bottom row—BSE image.

3.4. The Effect of the Treatment Time on Plasma Etching

As reported, only 1 s exposure to H2 plasma can etch the surface of polymer film sufficiently to
uncover of the metal wires tops. The exposures less than 0.5 s resulted in not completed etching when
not all metal wires tops were completely free of the polymer film. The longer etching in hydrogen
DCSBD plasma resulted in the cracks in the polymer around the uncovered wires tops and delamination
of the polymer as seen in Figure 10. This damage was caused by thermal degradation of the polymer
at longer exposures in plasma. The benefit of using 100% hydrogen plasma treatment is also in a
significantly lower thermal impact on the surface compared to 100% nitrogen atmospheric plasma
or H2/N2 gas mixture due to the absence of any heavy particle. A surface power density of 100%
hydrogen plasma was about 2.5 W cm−2, whereas the electron density and electron temperature were
1.3 × 1016 cm−3 and 19 × 103 K respectively [15].
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(a) 

 
(b) 

 
(c) 

Figure 10. SEM micrographs of free metal wires treated for (a) 1 s (b), 2 s (c) and 3 s at distance H = 0.3 mm.
Top row—SE image; bottom row—BSE image.

It was found that the unwanted thermal degradation of polymer foil can be prevented by applying
a multiple short-time plasma exposure on the etched surface. This is apparent from Figure 11 comparing
the samples etched for 3 s using single 3 s plasma exposure (Figure 11a) and the multiple very short
exposures (12 × 0.25 s) in hydrogen plasma (Figure 11b).

 
(a) 

 
(b) 

Figure 11. SEM micrographs of metal wires after 3 s plasma etching in pure H2 plasma at distance
H = 0.6 mm for single 3 s plasma exposure (a) and the multiple very short exposures (12 × 0.25 s) (b).
Top row—SE image; bottom row—BSE image.

4. Discussion

As confirmed by SEM/EDX analysis, the atmospheric pressure DCSBD plasmas generated in
ambient air, pure nitrogen, pure hydrogen and in mixtures of nitrogen with hydrogen is capable of
etching of PMMA polymer layers on polymer-metal mesh substrates. However, a strong degradation
of the polymer substrate and also the significant damages to the metal wires were observed. On the
other hand, it was found that using a short, 1 s exposure of the polymer surface to the pure hydrogen
plasma it is possible to etch selectively the surface polymer layer and to uncover the metal wires
without damaging them. As a consequence, we conclude that the pure hydrogen DCSBD plasma can
be used for the fast, selective etching of the polymer film surface without any destruction of the metal
wires. We observed that the etching mechanism strongly depends on the parameters such as treatment
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time and the distance of the sample from discharge. Therefore, the effect of these parameters was
discussed in more details.

The application of pure hydrogen plasma raises the questions about the safety of the process.
As in any other activity/process, it is necessary to find a trade-off between the safety, the process
performance, and the product requirements. The presented plasma modification method might be
improved by localized feeding of working gas just into the very narrow region where the plasma
is generated. Such technical solution would enable to decrease the working gas consumption and
together with smaller volume of (dangerous) working gas presented in the reactor chamber this would
lead to higher safety of the entire process and whole device.

In comparison to standard mechanical abrasion and low-pressure plasma etching of studied flexible
polymer-metal mesh substrate, the presented method utilizing atmospheric DCSBD plasma is easily
scalable and compatible with roll-to-roll processing of large-area substrates. To sum up, we conclude that
the DCSBD plasma sources can be used for fast, large-area, roll-to-roll, selective plasma etching of
complex materials like flexible transparent conductive substrates which can be applied e.g., for flexible
photovoltaic applications and other emerging technologies.
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Hydrogen Plasma Reduction of Inkjet-Printed Flexible Graphene Oxide Electrodes. ChemSusChem. 2018,
11, 941–947. [CrossRef] [PubMed]
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16. Krumpolec, R.; Čech, J.; Jurmanová, J.; Ďurina, P.; Černák, M. Atmospheric pressure plasma etching of silicon
dioxide using diffuse coplanar surface barrier discharge generated in pure hydrogen. Surf. Coatings Technol.
2017, 309, 301–308. [CrossRef]
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Abstract: To improve NO oxidation and energy efficiency, the effect of dielectric barrier discharge
reactor structure on NO oxidation was studied experimentally in simulated diesel exhaust at
atmospheric pressure. The mixture of 15% O2/N2 (balance)/860 ppm NOX (92% NO + 8% NO2)
was used as simulated diesel exhaust. The results show that DBD reactor with 100-mm electrode
length has the highest oxidation degree of NOX and energy efficiency. NO oxidation efficiency is
promoted and the generation of NO is inhibited significantly by increasing the inner electrode diameter.
Increasing the inner electrode diameter not only improve the E/N, but also makes the distribution of
E/N more concentrated in the gas gap. The secondary electron emission coefficient (γ) of electrode
material is closely related to electron energy and cannot be considered as a constant, which causes
the different performance of electrode material for NO oxidation under different gas gap conditions.
Compared with the rod electrode, the screw electrode has a higher electric field strength near the
top of the screw, which promotes the generation of N radicals and inhibits the generation of O
radicals. Rod electrode has a higher NO oxidation and energy efficiency than screw electrode under
oxygen-enriched condition.

Keywords: dielectric barrier discharge; NO oxidation; diesel exhaust; oxidation degree of NOX

1. Introduction

Ocean transportation undertakes more than 90% of the global freight transportation which has
the advantages of low cost and high security [1]. Furthermore, ships generally use diesel engines as
their main propulsion devices. Sometimes, high-sulfur oil is used as the alternative fuel in marine diesel
engines for lower shipping costs. As a result, their exhaust emissions cause serious air pollutions [2–4].
To control the exhaust pollution of marine diesel engine, the International Maritime Organization (IMO)
regulated the emission of NOX and SOX from marine diesel engine exhaust, as shown in Figure 1 [5,6].

For SOX removal, wet scrubbing can achieve a higher removal efficiency (more than 95%),
while, for NOX removal, wet scrubbing has a low removal efficiency. This because more than 90%
of NOX in the exhaust gas of marine diesel engine is NO, and NO has low solubility in water and
does not react with alkali solution. Some studies have shown that NO2 can promote the absorption
of NO by alkaline solution. When the oxidation degree of NOX is increased to ~50%, the absorption
efficiency of NOX by alkaline solution is the highest [7]. The technology of wet desulfurization and
denitrification is easy to integrate with existing desulfurization scrubber, reducing the investment and
space, which will be an important development trend in the future [4]. Therefore, non-thermal plasma
(NTP) oxidation combined with wet scrubbing for simultaneous desulfurization and denitrification was
widely studied [8–10]. Compared to electron beam (EB) and corona discharge (CD), dielectric barrier
discharge (DBD) has higher NO removal efficiency at lower specific energy density (SED) and shorter
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residence time [11]. There are many types of DBD, such as volume dielectric barrier discharge
(VDBD), surface dielectric barrier discharge (SDBD) and diffuse coplanar surface barrier discharge
(DCSBD) [12,13]. SDBD and DCSBD were widely used for surface modification. The VDBD reactor
was widely used for the treatment of NOX and SOX. The structure parameters of DBD reactor
have great impact on NO removal efficiency and energy consumption, which has become a research
hotspot [14–19].

 
(a) (b) 

Figure 1. (a) Regulation of NOX emission; and (b) regulation of SOX emission. ECA, emission control
area. Tier 1 took effect in 2000, Tier 2 in 2011 and Tier 3 in 2016.

In 2011 and 2012, Wanget al. studied the effect of inner electrode shape on discharge of DBD
reactor. They showed that the DBD reactor with multineedle-to-cylinder electrode had better discharge
performance than the regular DBD reactor [14,15]. In 2012 and 2013, Wang et al. used the mixture of
NO and N2 to simulate the exhaust gas. The effects of electrode shape, electrode material and barrier
medium thickness on NO removal were studied. They showed that tungsten electrode has a higher
NO removal efficiency than copper and stainless-steel electrode with the same SED, which has a higher
secondary electron emission coefficient. Screw electrode has a higher NO removal efficiency than rod
electrodes, due to the smaller air gap capacitance, which makes the driving power of DBD reactor lower
and dielectric loss lower [16,17]. In 2015 and 2016, Anaghizi and Talebizadeh et al. used the mixture of
NO and N2 as the simulated diesel exhaust. The effects of electrode length, electrode material and
electrode diameter on NO removal were studied [18,19].

Although the structure of DBD reactor has been studied in many previous investigations, most
denitrification was carried out under the condition of NOX/N2. In such circumstance, NOX is mainly
removed by reduction reaction. However, the real exhaust gas contains a large amount of O2,
which makes the reduction effect of NOX by collision with N radicals ignorable. NOX mainly reacts
with O, OH, HO2 and other radicals produced by O2 and H2O and needs wet scrubber for complete
removal [20]. There are few studies on the effect of DBD reactor structure parameters on NO oxidation
under oxygen-enriched condition. Therefore, this study used 860 ppm NOX (92% NO + 8% NO2)/15%
O2/N2 (balance) mixture as the simulated diesel exhaust gas. The effects of DBD structure parameters
(such as electrode length, inner electrode diameter, inner electrode material and inner electrode shape)
on NO oxidation performance were investigated. Supply voltage and discharge power were measured
as well.

2. Experiment and Methods

2.1. Experiment Setup

The schematic diagram of the experimental system is shown in Figure 2. The gas flow of each
component is controlled by the mass flow controller (MFC) and mixed uniformly by the gas mixer
before entering the DBD reactor. The exhaust gas after DBD treatment is absorbed by alkali liquor,
which reduces the damage to the environment. The concentrations of NO, NO2 and O2 were measured
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by flue gas analyzer (Horiba PG-350). The total gas flow rate is 5 L/min and the gas temperature
is 25 ◦C.

Figure 2. The schematic diagram of the experimental setup.

The high voltage AC (HVAC) power supply is used as the power supply of DBD reactor.
The supply voltage used to generate plasma in the DBD reactor is within 0–25 kV and discharge
frequency is 10 kHz. The discharge power of DBD reactor is controlled by changing the supply voltage.
The measurement capacitance (Cm) of DBD discharge transmission charge is 0.47 μF, and the discharge
voltage (voltage between inner and outer electrode) is decreased 1000 times by high voltage probe
(TEK P6015A), which is input into oscilloscope. The discharge power is calculated by Lissajous figure.
Figure 3 shows Lissajous figure obtained by digital oscilloscope (TEK TBS1052b).

Figure 3. Lissajous figure obtained by digital oscilloscope (supply voltage VPP =14 kV, DBD reactor
with inner electrode diameter 14 mm, electrode length 100 mm).

A cross-sectional view of DBD reactor and inner electrodes are shown in Figure 4. The DBD
reactor is coaxial cylindrical, and the dielectric barrier is a quartz tube. The length of the quartz tube
is 450 mm, the outer diameter is 18 mm, the inner diameter is 15 mm and the thickness is 1.5 mm.
The quartz tube is wrapped with copper foil as the outer electrode, and the length of discharge interval
is adjusted by changing the length of copper foil. The materials making up the inner electrode are
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copper, stainless steel and aluminum with diameters of 10, 12 and 14 mm. The shape of the inner
electrode is rod or screw.

(a) (b)

Figure 4. (a) A cross-sectional view of the DBD reactor; and (b) the various inner electrodes used in
the experiment.

2.2. Evaluation Methods of NO Oxidation and Energy Efficiency

In each test, the concentration of NO, NO2 and NOX (NO+NO2) were measured by gas analyzer
for 30 times, as shown in Figure 5. The standard deviations of NO, NO2 and NOX are 2.2, 3.3 and
1.8 ppm, respectively. The average concentrations of NO, NO2 and NOx were taken as the final
test results.

Figure 5. The concentration of NO, NO2 and NOX (NO+NO2) measured by gas analyzer.

To explore the effect of DBD structure on NO oxidation, the oxidation degree of NOX was selected
as the evaluation index. The oxidation degree of NOX is defined as follows:

α =
ϕ(NO2)

ϕ(NOx)
× 100% (1)

where α is oxidation degree of NOX; ϕ(NO2) is the concentration of NO2, ppm; and ϕ(NOx) is
the concentration of NOX, ppm. The discharge power was obtained by Lissajous figure (see Figure 3).
The calculation of discharge power is given in Equation (2):

P = f CmKxKyKA, (2)
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where f is discharge frequency, Hz; Kx is x-axis sensitivity of oscilloscope, V/grid; Ky is y-axis sensitivity
of oscilloscope, V/grid; K is voltage decrease ratio of high voltage probe, 1000:1; and A is area enclosed
by Lissajous figure. To evaluate the energy consumption level of DBD reactor, the specific energy
density (SED) is defined as follows:

SED =
P
Q
× 60, (3)

where SED is specific energy density, J/L; P is discharge power, W; and Q is gas flow, L/min.

3. Results and Discussion

3.1. Effect of Electrode Length on NO Oxidation

Figure 6 shows the effect of electrode length on NO oxidation under different SED. The experimental
results show that the 100- and 150-mm electrodes have a higher oxidation degree of NOX than 50-mm
electrode. The energy consumption is lower when the electrode length is 100 mm. Electrode length
determines the length of discharge interval, which mainly affects the residence time of gas in
the discharge interval of DBD reactor [18,21]. Plasma chemical reaction is mainly divided into two
stages. In the primary stage, the electrons are accelerated to form high-energy electrons by electric
field in the discharge range, and the high-energy electrons collide with gas molecules leading to
the ionization, excitation and dissociation of neutral molecules. In the secondary stage, free radicals,
excited-state molecules and ions interact to cause radical–radical, radical–neutrals and ion–ion reactions
in the downstream of the discharge range [22]. Therefore, the free radicals, excited molecules and
atoms generated in the discharge range have a significant impact on pollutant removal. Under oxygen-
enriched condition, the concentration of oxidative radicals in the discharge range of DBD reactor
gradually increased and reached equilibrium within several discharge cycles, and then it was basically
stable with time [23]. It can be seen from the experimental results in Figure 6 that, when the electrode
length is 50 mm, the maximum oxidation degree of NOX is lower than that of electrode lengths 100
and 150 mm due to the short residence time of gas in DBD reactor, and the oxidation radicals do
not reach the equilibrium concentration. When the electrode length is in the range of 100–150 mm,
the concentration of oxidation free radicals reaches equilibrium and does not change with the increase
of discharge time. Increasing the electrode length does not lead to higher NOX oxidation degree,
but higher energy consumption.

Figure 6. Effect of electrode length on oxidation degree of NOX.
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It is worth noticing that the oxidation degree of NOX rises first and then shows a decline trend
with the increase of SED under oxygen-enriched condition, which is different from the NOX removal
efficiency behavior under the condition of non-oxygen [19].

To analyze the mechanism, we measured the concentration changes of NO and NO2 in the process
of NO oxidation in DBD reactor under oxygen-enriched condition. Figure 7 shows that the concentration
of NO decreases first and then increases, while the concentration of NO2 increases first and then
decreases with the increase of SED. The main plasma chemical reactions involved in oxygen enriched
conditions are listed in Table 1.

Figure 7. Change of NO and NO2 concentration during discharge under oxygen-enriched condition
(electrode length 50 mm).

Table 1. Main reactions and their rate coefficients.

Reactions NO. Rate Coefficients (cm3/s or cm6/s) References

e + N2(X)→ e + N2(X, v) R1 f (E/N) [24]
e + N2(X)→ e + N2

(
A3∑+

u

)
R2 f (E/N) [25]

e + N2(X)→ e + N + N R3 f (E/N) [25]
e + O2 → e + O + O R4 f (E/N) [26]

e + O2 → e + O + O(1D) R5 f (E/N) [26]
O + O2 + N2 → O3 + N2 R6 k = 6.2× 10−34 ×

(
300
T

)2 [27]

O + O2 + O2 → O3 + O2 R7 k = 6.9× 10−34 ×
(

300
T

)1.25 [27]

O3 + NO→ NO2 + O2 R8 k = 1.4× 10−12 × exp
(
− 1310

T

)
[28]

O + NO + M→ NO2 + M R9 k = 1.03× 10−30
(

T
298

)−2.87
exp

(
780
T

)
[28]

N2(X, v ≥ 13) + O→ NO + N R10 k = 1× 10−13 [29]

N + O2 → NO + O R11 k = 1.1× 10−14 × T × exp
(
− 3150

T

)
[29]

N2
(
A3∑+

u

)
+ O2 → N2 + O + O R12 k = 1.63× 10−12 ×

(
T

300

)0.55 [29]

N2
(
A3∑+

u

)
+ O→ NO + N R13 k = 7× 10−12 [29]

N + O + N2 → NO + N2 R14 k = 1.76× 10−31 × T−0.5 [29]

N + O3 → NO + O2 R15 k = 5× 10−16 [29]

The discharge voltage increases with the increase of SED, as shown in Figure 8a. As a result,
the reduced electric field strength E/N (ratio of the electric field strength to the gas particle number
density) is increased (as shown in Figure 8b), which makes the mean electron energy increase [16].
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Because the dissociation energy of N2 (9.8 eV) is higher than that of O2 (5.1 eV), the formation of
O radicals is easier than that of N radicals in the process of plasma discharge [30]. O and O3 are
generated firstly in the DBD reactor, which promote the oxidation of NO to NO2 via R4–R9 [26–28].
Therefore, the concentration of NO decreases, the concentration of NO2 increases and the oxidation
degree of NOX increases gradually with the increase of SED at the initial discharge stage.

(a) (b)

Figure 8. (a) The effect of SED on discharge voltage; and (b) the effect of SED on E/N in gas gap of
DBD reactor (electrode length is 50 mm and Vpp means peak-to-peak voltage).

With the increase of SED, the E/N further increases, which promotes the dissociation of N2 to
generate N radicals via R3, especially when the E/N accesses 200 Td [16]. Under oxygen-enriched
condition, the N radicals will react with O, O2 and O3 to generate NO via R11, R14 and R15 [29],
which causes the increase of NO.

To analyze the effect of E/N on the generation of radicals and excitation species in NTP process,
BOLSIG+were used to calculate the electron energy distribution function (EEDF) and mean electron
energy under different E/N conditions. The electron Boltzmann equation (BE) in an ionized gas is [31]:

∂ f
∂t

+ v·∇ f − e
m

E·∇V f = C[ f ] (4)

where f is the electron distribution in six-dimensional phase space, v are the velocity coordinates, e is
the elementary charge, m is the electron mass, E is the electric field, ∇V is the velocity-gradient operator
and C represents the rate of change in f due to collisions.

The mean electron energy was given by:

ε =

∫ ∞

0
ε3/2 f0dε (5)

where ε is the mean electron energy, f0 is isotropic part of EEDF.
The rate coefficient related to electron collisions is defined as:

kk =

√
2e
m

∫ ∞

0
εσk f0dε (6)

where σk is the cross section of collision process k. The electron–molecule collision cross sections are
derived from LXCat [24–26].

The efficiency for a particular electron collision process can be calculated by [32]:

G value = 100k/(vdE/N) (7)
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where k is the rate coefficient of a particular electron collision process and vd is the drift velocity of
electron. The G value represents the number of reactions per 100 eV of input energy. The rate coefficient
k represents the number of reactions in a unit volume per unit time. The quantity vdE/N represents
the amount of energy expended by the electrons in a unit volume per unit time.

The drift velocity vd can be calculated from the solution f0 by Equation (8) [33]:

vd = − E
3N

√
2e
m

∫ ∞

0

ε
Q
∂ f0
∂ε

dε (8)

where Q is the effective total momentum-transfer cross section.
The simulation results are shown in Figure 9. Figure 9a shows the effect of E/N on mean electron

energy. Obviously, the mean electron energy increases with the increase of E/N.

 
(a) (b) 

Figure 9. (a) The effect of E/N on mean electron energy; and (b) the effect of E/N on G-value of
particularly reaction process (The G-value of reaction R1 is drawn separately on the left vertical axis).

Figure 9b shows the effect of the E/N on the efficiency for a particular electron collision process.
The results show that the G-value of the reaction R1 for the generation of N2(X, v) (which has been
proven to be an important species for the generation of NO via R10 and R11 [34]) decreases rapidly
with the increase of E/N. The G-values of the main reactions R4 and R5 for the generation of O radicals
increase rapidly in the range of 100–250 Td. As a result, NO is transformed to NO2 via R8 and R9,
which causes the concentration of NO2 increases, and the oxidation degree of NOX increases with
the increase of SED at the initial discharge stage (as shown in Figures 6 and 7).

The G-value of the reaction R3 for the generation of N radicals increases rapidly when E/N exceeds
250 Td. Although the G-value of the reaction R2 for the formation of N2

(
A3∑+

u

)
(which was considered

as an important species to generate NO via R13 [35]) decreases when E/N exceeds 250 Td, the generation
efficiency of NO is higher due to the higher reaction rate coefficient of N for NO generation than that of
N2
(
A3∑+

u

)
[30,35,36]. As a result, the generation efficiency of O radical decreases and the generation

of NO increases when the E/N exceeds 250 Td, which causes the oxidation degree of NOX to decrease
with the increase of SED (as shown in Figures 6 and 7).

3.2. Effect of Electrode Diameter on NO Oxidation

Figure 10 shows the effect of electrode diameter on NO oxidation under different SED conditions.
The experimental results show that increasing the electrode diameter can obtain higher oxidation
degree of NOX and reduce the energy consumption of DBD reactor. Increasing inner electrode diameter
can reduce the gas gap of DBD reactor, which promotes the E/N of gas gap with the same supply
voltage [16,19]. As E/N increases, the mean electron energy increases as well; thus, increasing the inner
electrode diameter makes it easier for DBD reactor to generate O radicals and promote NO oxidation.
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Figure 10. Effect of electrode diameter on oxidation degree of NOX (electrode length is 100 mm;
inner electrode diameter is 10, 12 and 14 mm; and gas gap is 2.5, 1.5 and 0.5 mm, respectively).

Figure 11 shows the relationship between SED and discharge voltage for different electrode
diameters. The results show that the discharge voltage decreases with the increase of inner electrode
diameter under the same SED. The breakdown voltage (Ub) of coaxial cylindrical DBD reactor can be
calculated by the following formula [37]:

Ub =
BPd

ln
(

APd
1+ 1
γ

) (9)

where Ub is the gas breakdown voltage; P is the gas pressure; d is the distance between the electrodes;
γ is the secondary electron emission coefficient; and A and B are gas-related constants.

(a) (b)

Figure 11. (a) The influence of electrode diameter on breakdown voltage; and (b) the relationship
between SED and discharge voltage for different electrode diameters.

It can be seen from Equation (9) that increasing the diameter of the inner electrode can reduce
the distance between the electrodes (d), thus the breakdown voltage (Ub) is reduced, as shown in
Figure 11a. Increasing inner electrode diameter reduces the gas gap of DBD reactor and makes gas
discharge easier. Therefore, the DBD reactor with smaller gas gap has better discharge performance
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and higher oxidation efficiency under the same SED [38]. In addition, according to the theory of
Townsend discharge, the discharge current increases exponentially with the increase of gas gap [39]:

I = I0eax (10)

where I is the discharge current; I0 is the initial electron flow from the cathode; x is the gas gap; and a is
the first Townsend ionization coefficient.

It can be seen from Equation (10) that the larger the gas gap (x) has stronger electron avalanche
effect and higher current growth rate [39]. Therefore, the DBD reactor with smaller the electrode
diameter has a smaller discharge voltage change during the increase of SED, as shown in Figure 11b.
This indicates that the DBD reactor with smaller electrode diameter needs to consume more SED
to increase the discharge voltage and E/N. In addition, the stronger electron avalanche effect causes
a greater heat loss of DBD reactor, which also increases the energy consumption. As a result, the energy
efficiency of DBD reactor decreases with the decrease of electrode diameter.

However, it cannot accurately explain the experimental results only from the perspective of E/N
and electron avalanche. The increase of E/N increases the electron energy, resulting in more O radicals,
but also more N radicals. N radicals generate more NO via reactions R11, R14 and R15, which causes
the increase of total NOX concentration under oxygen-enriched condition. Comparing the change of
NOX concentration of DBD reactors with different electrode diameter during the discharge process
(as shown in Figure 12), we can find that the NOX concentration at the outlet of DBD reactor with 14-mm
electrode diameter is lower than that at the inlet during the whole discharge process, which indicates that
increasing the electrode diameter can improve the production of O radicals and inhibit the generation
of NOX at the same time.

Figure 12. The change of NOX concentration at the outlet of DBD reactor during the discharge.

To analyze the mechanism, the distribution of E/N in the gas gap of DBD reactor with different
inner electrode diameter was simulated, as shown in Figure 13. The simulation results show that E/N
changes (ΔE/N) in the gas gap of DBD reactors with 14-, 12- and 10-mm electrode diameter are 21.6,
51.8 and 68.5 Td, respectively. Increasing the electrode diameter does not simply improve the E/N,
but also makes the distribution of E/N more centralized, which makes it easier for DBD reactor to
operate at high O radical generation efficiency. It is difficult for the DBD reactor with 10-mm electrode
diameter to inhibit the generation of N2(X, v ≥ 13) and N radicals simultaneously due to the large
ΔE/N in the gas gap. Therefore, the DBD reactor with 10-mm electrode diameter is easier to generation
NOX and has a lower NO oxidation efficiency.
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Figure 13. Distribution of E/N in gas gap of DBD reactor with different inner electrode diameter
(the E/N of DBD reactor with different inner electrode diameter were calculated under their maximum
oxidation degree of NOX conditions).

3.3. Effect of Inner Electrode Material

Figure 14 shows the effect of electrode material on oxidation degree of NOX in the DBD reactor
with 10-mm electrode diameter (gas gap of 2.5 mm). The results show that stainless-steel electrode has
the best performance on NO oxidation and the highest energy efficiency. However, this experimental
result is different from results of Wang and Talebizadeh, which indicate that aluminum and tungsten
electrodes have higher NO removal and energy efficiency than copper and stainless-steel electrodes
due to the higher secondary electron emission coefficients γ [16,19]. γ is not a constant, which is related
to the electron energy [40]. As a result, the performance of electrode material for NO treatment may
also different under different E/N conditions.

Figure 14. Effect of electrode materials on oxidation degree of NOX (electrode length is 100 mm and
inner electrode diameter is 10 mm).

Therefore, we experimentally studied the influence of electrode materials on NO oxidation
in the DBD reactor with 14-mm electrode diameter (gas gap of 0.5 mm), as shown in Figure 15.
The experimental results show that copper electrode has a higher NO oxidation and energy efficiency
than stainless-steel electrode. Obviously, the performance of electrode material for NO oxidation is
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different under different gas gap condition. There is obvious interaction between gas gap and electrode
material. The E/N of the gas gap increases with the decrease of gas gap, which causes the increase of
the mean electron energy [16]. Therefore, γ of electrode material will change under different gas gaps,
resulting in the interaction between gas gap and electrode material.

Figure 15. Effect of electrode materials on oxidation degree of NOX (electrode length is 100 mm and
inner electrode diameter is 14 mm).

3.4. Effect of Inner Electrode Shape

The effect of electrode shape on NO oxidation is shown in Figure 16. The results show that
both the rod electrode and the screw electrode can make the oxidation degree of NOX reach 45%.
However, the energy efficiency of the rod electrode is higher. The experimental result is different
from the result of Wang and Talebizadeh under NO/N2 condition, as they showed screw electrode has
a higher NO removal and energy efficiency [16,18,19].

Figure 16. The effect of electrode shape on oxidation degree of NOX under oxygen-enriched condition
(electrode length is 100 mm, diameter of round rod electrode is 14 mm, diameter of external thread of
threaded electrode is 14 mm, pitch is 1.5 mm and thread depth is 1 mm).

To explore the reasons, the NO, NO2 and NOX concentration were measured during the discharge
process, as shown in Figure 17. The experiment results show that screw electrode has a higher NO and
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NOX concentration and a lower NO2 concentration under the same SED. The distribution of E in the gas
gap of DBD reactor with different inner electrode shape was simulated to analyze the mechanism,
as shown in Figure 18. The simulation result shows that electric field strength (E) of the screw electrode
near the top of the screw is much higher than the surface of rod electrode, which promotes the generation
of N radical and the reduction efficiency of NO under NO/N2 component [41]. However, the reduction
of NO with N radicals is almost completely counterbalanced by the production of NO at 10% O2

concentration [30,42]. Moreover, the high E/N makes the generation efficiency of O radicals decrease,
as shown in Figure 9b. As a result, the NO oxidation and energy efficiency of DBD reactor with screw
electrode decreases under oxygen-enriched condition.

Figure 17. Effect of electrode shape on NO, NO2 and NOX concentration (R means, rod electrode;
S, screw electrode).

(a) (b)

(c) (d)

Figure 18. (a) Distribution of E in DBD reactor with screw electrode; (b) distribution of E in DBD
reactor with rod electrode; (c) distribution of E in gas gap of DBD reactor with screw electrode;
and (d) distribution of E in gas gap of DBD reactor with rod electrode. (Supply voltage is 5 kV,
relative dielectric constant of the dielectric barrier is 3.7 and relative dielectric constant of the gas is 1.).
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4. Conclusions

This paper investigates the effect of DBD structure parameters on NO oxidation, including the effects
of electrode length, electrode diameter, electrode material and electrode shape on discharge characteristics
and NO oxidation. The experimental results show that there is an optimal electrode length for a certain
flow of gas, which makes DBD reactor have the best performance on NO oxidation and energy efficiency.
Too long electrode length cannot achieve higher NOX oxidation degree, but increases the energy
consumption of DBD reactor. The oxidation degree of NOX increases first and then decreases with
the increase of SED under oxygen-enriched condition, which is different from the experimental results
that NOX removal efficiency increases with the increase of SED under the condition of no oxygen.
Increasing the diameter of inner electrode not only improves the E/N, but also makes the distribution of
E/N more concentrated in the gas gap, which promotes the oxidation and energy efficiency of DBD reactor.
The performance of electrode material for NO oxidation is different under different gas gap condition,
due to the change of E/N and secondary electron emission coefficient (γ). Compared with the rod
electrode, the screw electrode has a higher electric field strength near the top of the screw, which promotes
the generation of N radicals and inhibits the generation of O radicals. As a result, rod electrode has
a higher NO oxidation and energy efficiency than screw electrode under oxygen-enriched condition.
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Abstract: The Coulomb focusing effect on the electron–atom bremsstrahlung spectrum is investigated
in nonthermal Lorentzian plasmas. The universal expression of the cross section of nonrelativistic
electron–atom bremsstrahlung process is obtained by the solution of the Thomas-Fermi equation with
the effective atomic charge. The effective Coulomb focusing for the electron–atom bremsstrahlung cross
section near the threshold domain is also investigated by adopting the modified Elwert-Sommerfeld
factor with the mean effective charge for the bremsstrahlung process. In addition, the bremsstrahlung
emission rates are obtained by considering encounters between nonthermal electrons and atoms such
as Fe and W atoms. We found that the bremsstrahlung emission rates for nonthermal electron–atoms
are lower than those for thermal plasmas. Various nonthermal effects on the bremsstrahlung emission
rates in Lorentzian plasmas are also discussed.

Keywords: Lorentzian plasmas; coulomb focusing; bremsstrahlung

1. Introduction

The bremsstrahlung processes [1–12] in thermal and nonthermal plasmas have received
considerable attention in astrophysics and plasma physics since the continuum X-ray spectra due to
the electron–nucleus and electron–atom bremsstrahlung processes have long been used for plasma
diagnostics in various weakly coupled astrophysical plasmas. Most research papers have considered the
bremsstrahlung process for the electron-ion collision rather than for the electron–atom process, because
of the smaller population of neutral atoms in highly ionized plasmas. Especially the electron–nucleus
bremsstrahlung cross section [13] in weakly coupled plasmas has been extensively investigated by
using the Yukawa-type Debye-Hückel potential. The electron–atom bremsstrahlung process [9,14,15]
is quite important in weakly ionized plasmas, i.e., where the scattering of electrons by neutral atoms is
important. In the electron–atom bremsstrahlung or scattering case, the screening [1,9] by the bound
atomic electrons plays a crucial role in the cross section and the spectrum of the bremsstrahlung
process. The influence of atomic screening on the electron–atom bremsstrahlung cross section can be
studied with the Thomas-Fermi statistical model [16] for many-electron atoms. In addition, the doubly
differential electron–atom bremsstrahlung cross section with form factor based on the approximate
self-consistent Dirac-Hartree-Fock-Slater calculations has been obtained at high energies [15]. It is
obvious that the Coulomb focusing factor for the electron-ion bremsstrahlung process is not the same
with the electron–atom bremsstrahlung process because the effective charge of the bound atomic
electrons is different from the total charge of the nucleus. However, the influence of Coulomb focusing
on the electron–atom bremsstrahlung cross section and the radiation spectrum has not been investigated
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yet. In many plasmas, the coupling of the thermal plasma with the external radiation field produces
the nonthermal plasma whose distribution is quite different from that of a Maxwellian plasma [17,18].
It has also been shown that the plasma electrons that deviated from the Maxwellian distribution
are well represented by the Lorentzian distribution since the interaction potential in nonthermal
plasmas cannot be appropriately obtained by using the conventional Debye-Hückel potential [18–21].
Therefore, we are motivated to study the bremsstrahlung process for electron–atom collision under
the influence of atomic screening and Coulomb focusing correction in nonthermal plasmas. In this
work, we derive the bremsstrahlung cross section for the electron–atom system by employing the
Thomas-Fermi method with the effective charge of the atom. The Coulomb focusing correction for the
electron–atom bremsstrahlung cross section near the threshold domain is also obtained by the modified
Elwert-Sommerfeld factor with the mean effective charge for the electron–atom interaction based on the
Thomas-Fermi solution. In addition, we obtain the Coulomb focused bremsstrahlung emission rates
by encounters of nonthermal electrons and neutral atoms such as Fe (iron) and W (tungsten) atoms.

This paper is composed as follows: in Section 2, we introduce the Thomas-Fermi model for
atoms and discuss the solution of the Thomas-Fermi model. We also obtain the mean effective charge
based on the Thomas-Fermi method. In Section 3, we discuss the nonrelativistic electron–atom
bremsstrahlung process and the Elwert-Sommerfeld Coulomb focusing factor. In Section 4, we
obtain the modified electron–atom bremsstrahlung cross section by using the Thomas-Fermi solution
including the Coulomb focusing factor with the mean effective charge of many-electron atoms. In
Section 5, we obtain the closed form of the bremsstrahlung emission rates in nonthermal plasmas
using the Lorentzian distribution function. In Section 6, the influence of nonthermal plasma on the
electron–atom bremsstrahlung spectrum is investigated in nonthermal plasmas represented by the
Lorentzian distribution function. Finally, the conclusions are given in Section 7.

2. Mean Effective Charge

The electron–atom interaction potential Ve−a(r) for the electron–atom bremsstrahlung process is
represented by:

Ve−a(r) = − Ze2

r
−
∫

d3r′
eρe(r′)
| r − r′ | , (1)

where r and r′ denote the position of the projectile electron with respect to the center of the target atom
and the position of the bound electron, respectively, Z is the charge number of the nucleus, e is the
electron charge, and ρb(r

′)[ = − enb(r
′)] is the bound electron density of the target atom with nb(r

′)
being the bound electron number density. Then, the Fourier transformation Ṽe−a(q) of Equation (1) is
obtained as:

Ṽe−a(q) =
∫

d3r e− i q · r Ve−a(r)

= − 4πe2

q2 [Z − Fa(q)] ,
(2)

where Fa(q) denote the atomic form factor due to the distribution of bound atomic electrons given by
Fa(q) =

∫
d3r′ e− i q · rnb(r

′). It is obvious that Fa(q) is zero in the electron-ion bremsstrahlung process
since there are no atomic electrons in the target ion. The Thomas-Fermi model [22] is very useful to
study the process in the many-electron atoms and the collision dynamics in the neutral atoms. Using
the typical parameters in the Thomas-Fermi model, Fa(q) is represented by:

Fa(q) = 4π
q

b2

Z2/3

∫ ∞
0 dx x sin(qx) nb(x)

= Z[1 − q H(q)] ,
(3)

where the parameter b = (1/2)(3π/4)2/3a0, a0( = �2/me2) is the Bohr radius of the hydrogen atom,
� is the Planck constant divided by 2π, m is the electron mass, q (≡ qb/Z1/3) is the dimensionless
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momentum transfer, x (≡ r′Z1/3/b) is the dimensionless distance, and nb(x) is the Thomas-Fermi
number density given by:

nb(x) =
Z2

4πb3

[
X(x)

x

]3/2

, (4)

with X(x) being the solution of the Thomas-Fermi equation, d2X/dx2 = X3/2/x1/2 (with the boundary
condition X(0) = 1), and H(q) is the screening function of the atomic electrons in the Thomas-Fermi
scheme defined by:

H(q) =

∫ ∞

0
dx sin(qx)X(x) . (5)

The approximate Thomas-Fermi solution can be often given in the form of single-exponential
Mott-Massey solution [9,16], such as:

XMM(x) � e− sx , (6)

where s � 0.66. Since the boundary conditions [16] for the Thomas-Fermi equation, d2X/dx2 =

X3/2/x1/2, are known as X(0) = 1 and X(∞) = 0, the single-exponential approximate Mott-Massey
solution, XMM(x) � e− sx , would be reasonably reliable to investigate the atomic collision and radiation
processes including many-electron neutral atoms. By taking of the Mott-Massey’s Thomas-Fermi
solution given by Equation (6), the atomic form factor is obtained as:

Fa(q) = Z

⎛⎜⎜⎜⎜⎝1 − q2

q2 + s2

⎞⎟⎟⎟⎟⎠ . (7)

Now, Equation (2) based on Mott-Massey’s single-exponential Thomas-Fermi solution becomes:

Ṽ′e−a(q) = − 4πZe2

q2

(
b

Z1/3

)2 q2

q2 + s2
. (8)

Hence, the effective charge of the target atom can take the form:

Ze f f (q) = Z − Fa(q)

= Z q2

q2 + s2
.

(9)

The mean effective charge Ze f f for the electron–atom bremsstrahlung process is then given by:

Ze f f (qm) = Z q2
m

q2
m + s2

=
Z q2

m
q2

m + s2Z2/3/b2 ,
(10)

where qm is defined by qm( = qmb/Z1/3) = (1/2)(3π/4)2/3Z2/3 and qm is the maximum momentum
transfer given by qm ≈ 1/aZ, with aZ( = a0/Z) being the Bohr radius of the hydrogenic ion and Ze
being the nuclear charge. Here, it is expected that Equation (10) is the universal expression of the mean
effective charge Ze f f for the bremsstrahlung and collision processes with many electron atoms since
the effective charge is obtained by the Thomas-Fermi solution and the maximum momentum transfer
is given by the main contribution region for the binary-encounter. Since the mean effective charge
Ze f f has a universal expression, Equation (10) can be the general expression of the effective charge for
collision and radiation processes including neutral atoms with nuclear charge Ze.
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3. Electron–Atom Bremsstrahlung and Coulomb Focusing

Using the second-order nonrelativistic perturbation analysis [8,14], the differential electron-ion
bremsstrahlung cross section d2σb can be written as:

d2σb = dσC·dWω , (11)

where dσC(q) is the differential elastic scattering cross section:

dσC(q) =
1

2π�v2
0

∣∣∣ Ṽ(q)
∣∣∣2q dq , (12)

v0 is the initial velocity of the projectile electron, Ṽ(q) is the Fourier transformation of the
interaction potential V(r):

Ṽ(q) =

∫
d3r e− iq · r V(r) , (13)

where q( = k0 − k f ) is the momentum transfer, and k0 and k f are the wave vectors of the initial
and final states of the projectile electron, respectively. Here, dWω/dΩ is the differential probability of
emitting a photon of frequency between ω and ω + dω in the solid angle dΩ:

dWω
dΩ

=
α

4π2 Λ2
∑

ê

∣∣∣ ê ·q ∣∣∣2 dω
ω

, (14)

where Λ is the Compton wave number given by Λ = �/mc, α is the fine structure constant, and ê

is the unit photon polarization vector. By integrating over the directions of the radiation photon in
Equation (14), we obtain the bremsstrahlung cross section in the form:

d2σb(q) =
1

3π2β2
0

α

(mc2)2

∣∣∣ Ṽ(q)
∣∣∣2q3 dq

dω
ω

, (15)

since the summation over polarizations gives the angular distribution factor sin2 θ, where θ is the angle
between k0 and q. In Equation (15), the quantity β0 is defined as β0 = v0/c. In the nonrelativistic Born
approximation, it is known that the domain of applicability is v0 > Zαc since the projectile energy
E0(≡ mv2

0/2) is greater than Z2Ry, where Ry( = me4/2�2
∫ ≈ 13.6 eV) is the Rydberg constant. It

has been also known that the nonrelativistic Bethe-Heitler formula is invalid for the final state of
the projectile electron near the cutoff region mv2

0/2
∫ ≈ �ω owing to the inaccuracy of the Born

approximation for v0 ≈ Zαc. Therefore, the nonrelativistic Bethe-Heitler formula must be corrected
for hard spectral photon energies. In order to correct the Bethe-Heitler cross section, we must consider
the motion of the initial and final states of the projectile electron in the external field of the target ion
using a continuum wave function for the Coulomb potential since the final Coulomb wave function
must be different from the initial Coulomb wave function due to the momentum transfer and the
energy loss of the initial projectile electron. It has been shown that the Coulomb correction to the
nonrelativistic Bethe-Heitler bremsstrahlung formula [1,3] using the Born approximation is obtained by
the Elwert-Sommerfeld factor which is given by the ratio of the absolute square of the Coulomb wave
functions at infinity (r → ∞) and at the origin (r = 0). The Coulomb correction in the Hamiltonian
transition matrix element can be well approximated by the ratio of the absolute square of the final

Coulomb s-wave function [22]
∣∣∣Ψ f (0)

∣∣∣2[ = πη f eπη f /sinh(πη f )] to the initial Coulomb s-wave wave

function
∣∣∣Ψi(0)

∣∣∣2[ = πηieπηi /sinh(πηi)] at the origin, since l = 0 survives for r → 0 and the mutual
Coulomb interaction between the electron and the target ion is quite effective for the small separation
due to the Coulomb focusing effect, where η f = Ze2/�v f and ηi = Ze2/�v0. Therefore, the square of
the Coulomb wave function at the origin, r = 0, when the incident amplitude of the wave normalized

to unity at infinity, r → ∞ , is given by
∣∣∣Ψ(0)

∣∣∣2[ = πηeπη/sinh(πη)]. It is quite obvious that the main
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contribution to emission due to the bremsstrahlung process comes from the wave near the center of
the scattering system since the acceleration of the projectile electron is largest near the scattering center.
Hence, the Coulomb correction known as the Elwert-Sommerfeld Coulomb focusing factor [3,14,23] is
represented by:

fCF(ηi, η f ) =

∣∣∣Ψ f (0)
∣∣∣2∣∣∣Ψi(0)
∣∣∣2 =

η f

ηi

1 − exp(− 2πηi)

1 − exp(− 2πη f )
, (16)

and fCF(ηi, η f ) → 1 in the Born limit, i.e., ηi >> 1 and η f >> 1. It has been also shown that the
Elwert-Sommerfeld factor can correctly modified the electron-impact excitation cross section near the
threshold domain [23]. As we see in Equation (15), the Coulomb focusing factor diverges at the spectral
cutoff. However, this divergence compensates for the vanishing of the nonrelativistic Bethe-Heitler
cross section at the cutoff, correctly resulting in a finite Bethe-Heitler cross section at the cutoff spectrum.
The detailed discussion of the Coulomb correction using the Elwert-Sommerfeld Coulomb focusing
factor is given in a recent work of Gould [14]. In the nonrelativistic electron–atom bremsstrahlung
process, the charge number Z can be replaced by the effective charge number Ze f f [Equation (10)],
including the influence of screening by bound electrons.

4. Coulomb Focused Bremsstrahlung Cross Section

Using Equations (4) and (15) with the integration over the momentum transfer q for the domain
qmin[ = (k0 − k f )] ≤ q ≤ qmax[ = (k0 + k f )], the electron–atom bremsstrahlung cross section [9]
(dσb/dε)MM

e−a per photon energy using Mott-Massey’s single-exponential Thomas-Fermi solution
XMM(x) is given by:

( dσb
dε

)MM

e−a
= 16

3
Z2αr2

0c2

εv2
0

{
1
2 ln

[
ξ

2
+ (
√

E0 +
√

E0 − ε)
2

ξ
2
+ (
√

E0 −
√

E0 − ε)
2

]

+
2ξ

2√
E0

√
E0 − ε

[ξ
2
+ (
√

E0 +
√

E0 − ε)
2
][ξ

2
+ (
√

E0 −
√

E0 − ε)
2
]

}
,

(17)

where ε( = �ω) is the bremsstrahlung photon energy, r0( = e2/mc2) is the classical electron radius,
ξ = ξZ1/3, ξ( = sa0/b) = 0.7455, E0 ≡ E0/Ry, and ε ≡ ε/Ry. For the electron-ion bremsstrahlung
process [14], the expression of the bremsstrahlung cross section (dσb/dε)e−i is rather simple due to the
omission of the screening effects:

(
dσb
dε

)
e−i

=
16
3

Z2αr2
0c2

εv2
0

ln

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
√

E0 +

√
E0 − ε√

E0 −
√

E0 − ε

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ . (18)

However, the Coulomb focusing effect in the electron–atom bremsstrahlung process has not been
investigated in the previous work of Jung and Lee [9], thus, the electron–atom bremsstrahlung cross
section has to be corrected in the low-energy region. It is expected that Equations (6) and (15) provide
the Coulomb focusing for the bremsstrahlung with neutral atoms since Ze f f describes the effective
charge of the neutral atom by the electron-encounter since the Coulomb focusing factor is needed
for the modification of the bremsstrahlung cross section near the threshold region. The modified
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Elwert-Sommerfeld Coulomb focusing factor fCF(E0, ε, Ze f f ) for the electron–atom bremsstrahlung
process is then given by:

fCF(E0, ε, Ze f f ) = v0
v f

1− exp(− 2πZe f fαc/v0)

1− exp(− 2πZe f fαc/v f )

=

√
E0√

E0 − ε

1− exp

⎡⎢⎢⎢⎢⎣− 2π√
E0

Z3

Z2 + ξ
2

⎤⎥⎥⎥⎥⎦
1− exp

⎡⎢⎢⎢⎢⎣− 2π√
E0 − ε

Z3

Z2 + ξ
2

⎤⎥⎥⎥⎥⎦
,

(19)

since the expression of the standard Elwert-Sommerfeld factor [14] is given by fCF(ηi, η f ) =

(η f /ηi)[1 − exp(− 2πηi)]/[1 − exp(− 2πη f )]. Hence, Equation (19) is the universal formula for
the Coulomb focusing factor for the bremsstrahlung process with neutral atoms. The scaled form
of the Coulomb focused nonrelativistic electron–atom bremsstrahlung cross section (dσb/dε)CF

e−a[ =

(dσb/dε)MM
e−a fCF(E0, ε, Ze f f )/(πa2

0/Ry)] per photon energy in units of πa2
0/Ry including the influence

of bound atomic electrons and Coulomb focusing at the spectral cutoff is then represented by:

( dσb
dε

)CF

e−a
= 16

3π
Z2α3

ε
√

E0

√
E0 − ε

{
1
2 ln

[
ξ

2
+ (
√

E0 +
√

E0 − ε)
2

ξ
2
+ (
√

E0 −
√

E0 − ε)
2

]

− 2ξ
2√

E0

√
E0 − ε

[ξ
2
+ (
√

E0 +
√

E0 − ε)
2
][ξ

2
+ (
√

E0 −
√

E0 − ε)
2
]

}

×
1− exp

⎛⎜⎜⎜⎜⎝− 2π√
E0

Z3

Z2 + ξ
2

⎞⎟⎟⎟⎟⎠
1− exp

⎛⎜⎜⎜⎜⎝− 2π√
E0 − ε

Z3

Z2 + ξ
2

⎞⎟⎟⎟⎟⎠
.

(20)

Since the electron–atom bremsstrahlung cross section [Equation (20)] has been obtained by
the Thomas-Fermi solution XMM(x) and the modified Elwert-Sommerfeld Coulomb focusing factor
fCF(E0, ε, Ze f f ) with the mean effective charge Ze f f for the electron–atom interaction, the modified

electron–atom bremsstrahlung cross section (dσb/dε)CF
e−a would be quite reliable for investigating the

physical properties of atomic bremsstrahlung spectra over wide range of electron energy including
the spectral cutoff region. The bremsstrahlung emission rates in nonthermal Lorentzian astrophysical
plasmas will also be discussed in the following section.

5. Bremsstrahlung Emission Rates in Lorentzian Kappa Plasmas

In most astrophysical and space plasmas, the external disturbances in thermal plasmas would
produce the high-energy tail in the distribution of plasma electrons so that the deviations from the
thermal Maxwellian distribution is expected due to the interaction between the plasma and the
external perturbations. A pioneering work by Hasegawa, Mima, and Duong-van [17] showed that
the nonthermal distribution due to the entropy generalization mechanism in the presence of external
radiation field in astrophysical plasmas obeys the Lorentzian (kappa) velocity distribution function
fL(v) [17,18,24] in the form:

fL(v) = ne

( m
2πκEκ

)3/2 Γ(κ+ 1)
Γ(κ− 1/2)

(
1 +

mv2

2κEκ

)− (κ+ 1)

, (21)

where v and ne are the velocity and the density of electron, κ(> 3/2) is the spectral index in the
Lorentzian distribution, Eκ[≡ (κ − 3/2)EM/κ] is the effective energy of the Lorentzian electrons,
EM ≡ kBT, kB is the Boltzmann constant, T is the electron temperature, and Γ(z) represents the
gamma function with the argument z. Then, the differential Lorentzian electron distribution function
can be represented by dnL(v) = 4πv2 fL(v)dv. It has been also shown that the radiation interaction
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modifies the conventional diffusion process in astrophysical plasmas so that the correction on the
total diffusion coefficient can be represented by the factor (1 + αRv2

)
, where αR is a constant related

to the external radiation field intensity, since the non-Coulombic diffusion coefficient is found to
be proportional to the square of the electron velocity v and can be also induced by the interaction
with the field [17]. It is also interesting to note that the Lorentzian distribution acquiesces a simple

power-law form at high energies, i.e., we have fL(v) ∝ (mv2/2κEκ)
− (κ+ 1) when mv2/2 >> κEκ.

Moreover, the nonthermal astrophysical Lorentzian distribution with the infinity spectral index κ,
equivalent to the absence of the external interaction, turns out to be the thermal distribution for all
velocities such as fL(κ → ∞) ∝ exp(−mv2/2Eκ→∞) owing to the mathematical limiting relation:
lim

t→∞(1 + x/t)t = ex, where Eκ→∞ corresponds to the thermal energy in the Maxwellian plasmas,

i.e., kBT( = EM) [17]. Hence, we have found that the Lorentzian distribution fL(v) encompasses a
wide range of plasma velocity distributions from the Maxwellian distribution to the inverse power
law distribution. In addition, the effective Debye length λκ in nonthermal Lorentzian plasmas can be
represented by λκ = λDμκ [18] where λD is the conventional Debye length in Maxwellian plasmas
and μκ[≡

√
(κ − 3/2)/(κ − 1/2)] stands for the fractional measure of the nonthermal population in

astrophysical Lorentzian plasmas. Hence, the bremsstrahlung emission rate Pε for a given differential
Lorentzian electron density distribution dnL(v0) can be written by:

Pε =
dErad

dVdtdε
=

∫
dnL(v0) na v0 ε

(
dσb
dε

)MM

e−a
fCF(E0, ε, Ze f f ) , (22)

where Erad is the bremsstrahlung radiation energy and na is the atom density. Then, the scaled
bremsstrahlung emission rate Pε( = Pε/P0) in units of P0[ = (32/3π1/2)r2

0cnena] is represented by:

Pε = Z2

(κEκ)
3/2

Γ(κ+ 1)
Γ(κ− 1/2)

∫ ∞
ε

dE0

(
1 +

E
2
0

2κEκ

)− (κ+ 1)

×
√

E0√
E0 − ε

1− exp

⎛⎜⎜⎜⎜⎝− 2π√
E0

Z3

Z2 + ξ
2
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1− exp
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E0 − ε

Z3
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2
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(23)

where ε in the lower bound of the integral represents the cutoff, i.e., mv2
0/2 ≈ �ω, Eκ ≡ Eκ/Ry[ =

T(κ − 3/2)/κ], and T ≡ kBT/Ry. The nonthermal effects on the bremsstrahlung emission rate as well
as the electron–atom bremsstrahlung cross sections will be discussed in the following section.

6. Nonthermal and Coulomb Focusing Effects in Lorentzian (Kappa) Plasmas

The neutral elements in a plasma can be detected by using spatially resolved plasma
spectroscopy [25]. Since Fe and W atoms are important elements in astrophysical and laboratory
plasmas, we shall consider the electron–atom bremsstrahlung process with those elements in nonthermal
Lorentzian plasmas. In order to investigate the behavior of the electron–atom bremsstrahlung in wide
spectral ranges such as the soft- and hard-photon ranges, we choose E0 = 15 (>> 1), i.e., E0 >> Ry.

Figure 1 shows the electron-ion bremsstrahlung cross sections (dσb/dε)e−i and the electron–atom
bremsstrahlung cross sections (dσb/dε)e−a per photon energy in units of πa2

0/Ry as functions of the
scaled photon energy ε for W and Fe atoms. In this figure, we see that the electron–atom bremsstrahlung
cross section is quite different from the electron-ion bremsstrahlung cross section due to the screening
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effect caused by the bound electrons in the atom. We also see that the bremsstrahlung cross section
is suppressed by the influence of bound atomic electrons. Figure 2 represents the scaled form of the
electron–atom bremsstrahlung cross sections (dσb/dε)e−a per photon energy in units of πa2

0/Ry as
functions of the scaled photon energy ε for W and Fe atoms. As shown in this figure, the Coulomb
focusing enhances the bremsstrahlung cross section, especially for high-energy photons, for example,
about 30% at ε = 6. In addition, we see that the Coulomb focusing effect on the electron–atom
bremsstrahlung cross section increases with an increase of the radiation photon energy. Hence, the
Coulomb focused electron–atom bremsstrahlung cross sections including the influence of Coulomb
focusing would be especially accurate for high-energy photons since the Coulomb focusing effect is
significant near the cutoff spectral domain. Figure 3 shows the bremsstrahlung emission rate Pε in
units of P0[ = (32/3π1/2)r2

0cnena] as a function of ε for W atom with different values of κ when the
Coulomb focusing is not considered. Figure 4 shows the Coulomb focused bremsstrahlung emission
rate Pε, CF in units of P0[ = (32/3π1/2)r2

0cnena] as a function of ε for W atom with different κ including
the Coulomb focusing effect. Figure 5 shows Pε as a function of ε for Fe atom with different κ excluding
the Coulomb focusing effect. Figure 6 shows Pε, CF as a function of ε for Fe atom with different κ
including the effect of Coulomb focusing. As shown in Figures 3–6, the bremsstrahlung emission rates
for the electron–atom bremsstrahlung process in Maxwellian plasmas are always greater than those
in nonthermal plasmas. In addition, the nonthermal effects on the bremsstrahlung emission rate for
the soft photon case are found to be more significant than those for the hard photon case. Moreover,
the influence of Coulomb focusing on the bremsstrahlung emission rate decreases with a decrease
of the spectral index κ. Therefore, the Coulomb focusing effect on the bremsstrahlung emission rate
is more significant in thermal plasmas and in hard spectral ranges. As shown in these figures, the
nonthermal effect on Pε, CF decreases with decreasing ε. Hence, the classification of the nonthermal
character of plasmas by using the bremsstrahlung spectrum would be quite significant in hard spectral
regions. It is known that the states of free-electron in a dense plasma would be blocked by electrons
occupying a quantum state by using the blocking factor [26,27]. The quantum blocking effect on the
bremsstrahlung spectrum in dense quantum plasmas will be treated elsewhere.

Figure 1. The scaled form of the bremsstrahlung cross section per photon energy in units of πa2
0/Ry

as a function of the scaled photon energy ε for W and Fe atoms when E0 = 15. The black solid line
is the electron-ion bremsstrahlung cross section (dσb/dε)e−i for the W atom. The blue dashed line is
the electron–atom bremsstrahlung cross section (dσb/dε)CF

e−a for the W atom including the influence
of Coulomb focusing. The green dot-dashed line is the electron-ion bremsstrahlung cross section
(dσb/dε)e−i for the Fe atom. The red dotted line is the electron–atom bremsstrahlung cross section
(dσb/dε)CF

e−a for the Fe atom including the influence of Coulomb focusing.
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Figure 2. The scaled form of the electron–atom bremsstrahlung cross section (dσb/dε)e−a per photon
energy in units of πa2

0/Ry as a function of the scaled photon energy ε for W and Fe atoms when E0 = 15.

The black solid line is the Coulomb focused electron–atom bremsstrahlung cross section (dσb/dε)CF
e−a

for the W atom including the influence of Coulomb focusing. The blue dashed line is the electron–atom
bremsstrahlung cross section (dσb/dε)e−a for the W atom without the Coulomb focusing effect. The
green dot-dashed line is the Coulomb focused electron–atom bremsstrahlung cross section (dσb/dε)CF

e−a
for the Fe atom including the influence of Coulomb focusing. The red dotted line is the electron–atom
bremsstrahlung cross section (dσb/dε)e−a for the Fe atom without the Coulomb focusing effect.

Figure 3. The bremsstrahlung emission rate Pε in units of P0[ = (32/3π1/2)r2
0cnena] as a function of

the scaled photon energy ε for the W atom when E0 = 15 without the Coulomb focusing effect. The
solid line is the case of the thermal case, i.e., κ → ∞ . The dotted line is the case of κ = 3. The dashed
is the case of κ = 2.
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Figure 4. The Coulomb focused bremsstrahlung emission rate Pε in units of P0[ = (32/3π1/2)r2
0cnena]

as a function of the scaled photon energy ε for the W atom when E0 = 15 including the influence of
Coulomb focusing. The solid line is the case of the thermal case, i.e., κ → ∞ . The dotted line is the
case of κ = 3. The dashed is the case of κ = 2.

Figure 5. The bremsstrahlung emission rate Pε in units of P0[ = (32/3π1/2)r2
0cnena] as a function of

the scaled photon energy ε for the Fe atom when E0 = 15 without the Coulomb focusing effect. The
solid line is the case of the thermal case, i.e., κ → ∞ . The dotted line is the case of κ = 3. The dashed
is the case of κ = 2.
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Figure 6. The Coulomb focused bremsstrahlung emission rate Pε, CF in units of P0[ = (32/3π1/2)r2
0cnena]

as a function of the scaled photon energy ε for the W atom when E0 = 15 including the influence of
Coulomb focusing. The solid line is the case of the thermal case, i.e., κ → ∞ . The dotted line is the
case of κ = 3. The dashed is the case of κ = 2.

7. Conclusions

In this work, we have investigated the Coulomb focused bremsstrahlung spectrum due to the
electron–atom bremsstrahlung process in nonthermal plasmas. We derived the universal expression
of the electron–atom bremsstrahlung cross section by using the Thomas-Fermi model with the
effective charge method. We also derived the effective Coulomb focusing factor for the electron–atom
bremsstrahlung process by using the modified Elwert-Sommerfeld factor with the mean effective charge
for the binary-encounter. The Coulomb focused electron–atom bremsstrahlung cross section and the
Coulomb focused bremsstrahlung emission rates in Lorentzian plasmas with Fe and W atoms were also
obtained. The Coulomb focusing is found to increase the bremsstrahlung cross section. The effect of the
Coulomb focusing on the electron–atom bremsstrahlung cross section becomes bigger with an increase
of the radiation photon energy. Moreover, the bremsstrahlung emission rates for the electron–atom
bremsstrahlung process in thermal Maxwellian plasmas are always greater than those in nonthermal
Lorentzian plasmas. The nonthermal effect on the bremsstrahlung emission rate for the soft photon case
is more significant than those for the hard photon case. Hence, it is expected that the hard-photon X-ray
spectroscopy of the electron–atom bremsstrahlung process would be useful to explore the physical
properties of nonthermal plasmas. In addition, we have found that the Coulomb focusing effect on
the bremsstrahlung emission rate is important in thermal plasmas and in hard spectral ranges. It was
shown that the synchrotron radiation image would be important for the investigation of the degree of
anisotropy in fusion plasmas [28]. It was also shown that the screening effect plays a significant role in
the photoionization process in weakly coupled plasmas [29,30]. Hence, the Coulomb focusing effects
on the bremsstrahlung process in magnetized plasmas and on the photoionization process will also be
investigated elsewhere by using the modified effective charge method [31,32]. Recently, the physical
significance of dusty plasmas has received a considerable attention since the dusty plasmas can be
found in various astrophysical complex plasmas as well as in laboratory plasma devices [33–38]. The
investigation of the influence of Coulomb focusing on the bremsstrahlung process in dusty plasmas will
also be treated elsewhere since the charging of the dust grains takes a crucial role in the bremsstrahlung
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spectrum. It is quite obvious that the simple universal theoretical model such as the Thomas-Fermi
model [39] provides a necessary intellectual framework for the collision and radiation processes as well
as the geometrical configurations of the physical system. In addition, the simple analytical model can
be used to understand simulations and experiments [40,41], and to extract more physical information
from them. Hence, our results for the analytic expressions of the Coulomb focused electron–atom
bremsstrahlung cross section and the Coulomb focused bremsstrahlung emission rates in Lorentzian
plasmas would provide the useful information on the astrophysical and laboratory nonthermal X-ray
radiations. In this work, we have found that the nonthermal character of the plasma as well as the
Coulomb focusing effect plays a very important role in the electron–atom bremsstrahlung process
in Lorentzian plasma. These results should be useful for the investigation of radiation processes in
nonthermal plasmas.
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Featured Application: Synthesis of carbon nanotubes on 304 stainless steel using ethanol as a

carbon source at 500–800 ◦C by atmospheric pressure microwave plasma chemical vapor deposition.

Abstract: In this paper, we synthesize carbon nanotubes (CNTs) by using atmospheric pressure
microwave plasma chemical vapor deposition (AMPCVD). In AMPCVD, a coaxial plasma generator
provides 200 W 2.45 GHz microwave plasma at atmospheric pressure to decompose the precursor.
A high-temperature tube furnace provides a suitable growth temperature for the deposition of CNTs.
Optical fiber spectroscopy was used to measure the compositions of the argon–ethanol–hydrogen
plasma. A comparative experiment of ethanol precursor decomposition, with and without plasma,
was carried out to measure the role of the microwave plasma, showing that the 200 W microwave
plasma can decompose 99% of ethanol precursor at any furnace temperature. CNTs were prepared
on a stainless steel substrate by using the technology to decompose ethanol with the plasma power of
200 W at the temperatures of 500, 600, 700, and 800 ◦C; CNT growth increases with the increase in
temperature. Prepared CNTs, analyzed by SEM and HRTEM, were shown to be multiwalled and
tangled with each other. The measurement of XPS and Raman spectroscopy indicates that many
oxygenated functional groups have attached to the surface of the CNTs.

Keywords: microwave plasma; AMPCVD; CNTs

1. Introduction

Since Iijima synthesized carbon nanotubes (CNTs) by the arc discharge process in 1991 [1],
many CNT synthesis processes have been developed. Notably, the chemical vapor deposition
(CVD) process has been one of the most successful methods to make multiwalled carbon nanotubes
(MWCNTs) [2–5]. In order to improve the yield of CNTs, direct current plasma chemical vapor
deposition (DC-PECVD) [6], radio-frequency plasma chemical vapor deposition (RF-PECVD) [7,8],
and microwave plasma chemical vapor deposition (MPCVD) [9–12] were developed based on thermal
CVD. Process temperatures for CVD production of CNTs typically lie in the range of 700 to 1200 ◦C
in the pressure range of 10–105 Pa [2–5]. The typical temperature range for the synthesis of CNTs
by PECVD is 520–1000 ◦C at the pressure range of 40–3000 Pa [6–11]. It has also been reported that
PECVD has realized CNT synthesis at 340 ◦C [12]. Compared with thermal CVD, the CNT growth
rates of DC-PECVD, RF-PECVD, and MPCVD are increased by 2–5 times at the same temperatures and
pressures. They indicate that the plasma is very significant for the improvement of the growth rate of
CNTs due to the plasma’s higher activation at the high temperatures on the precursor, which enhances
reaction rates.
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So far, all kinds of PECVD processes work under low pressure (<104 Pa). However, the atmospheric
pressure microwave plasma has the advantages of higher electron density, electron activity, electron
temperature, and stronger molecular decomposition, which are very powerful in the synthesis of
nanomaterials. By atmospheric pressure microwave plasma, free-standing CNTs were synthesized with
900–1500 W plasma power and 1000 ◦C [13–15]; the CNT growth rate increased more than ten times
by thermal CVD. Most atmospheric pressured microwave plasma nanomaterial synthesis systems
use waveguide plasma generators with large volumes and high power. Usually, it needs more than
900 W microwave power to maintain high-power atmospheric pressure waveguide microwave plasma.
It has several problems in the nanomaterial synthesis process because of the system structure and
the high power: (1) The atmosphere of the system is not closed, making the synthesis area impure;
there is residual air in the synthetic environment. (2) The growth area is small, and the flow rate is
high, limiting the process in nanomaterial synthesis. Nevertheless, there is still great potential in the
synthesis of nanomaterials by atmospheric pressure microwave plasma.

In this paper, a kind of AMPCVD system that includes a small-scaled 200 W atmospheric pressure
2.45 GHz coaxial microwave plasma generator and a heating device is presented. The combination
of atmospheric pressure microwave plasma and a CVD tube furnace makes the technology have a
strong precursor decomposition, a pure nanomaterial synthesis atmosphere, a large control range of
particles density, and accurate temperature control, which overcomes the pressure limits of PECVD
and achieves accurate control of the nanomaterials synthesis process. For now, this is the only study of
nanomaterial synthesis by AMPCVD.

The CNTs are synthesized by using AMPCVD at the temperature of 500–800 ◦C. Compared with
the CVD and all kinds of PECVD, the CNT growth rate of AMPCVD significantly increases. Compared
with the experiments in [13–15], the decomposition capacity of 200 W atmospheric pressure microwave
plasma of the AMPCVD is high enough to decompose the precursors completely.

2. Materials and Methods

2.1. AMPCVD

Figure 1 shows the AMPCVD, as well as the optical detection for emission spectroscopy
measurements and exhaust gas detection devices. The 200 W atmospheric pressure 2.45 GHz microwave
plasma generator includes a solid-state microwave source, a coaxial plasma generator, and a gas control
system. The coaxial microwave plasma generator consists of two copper tubes. The diameters of
the central and outer tubes are 6 and 20 mm, respectively, and their length is 90 mm. Through the
center tunnel, a mixture of Ar gas and ethanol vapor is pumped into the plasma. H2 gas fills the space
between the center and outer tubes for shaping the plasma. The solid-state microwave source provides
a stable 200 W microwave power for the generator to produce atmospheric pressure plasma. The gas
control system includes three mass flowmeters to give an axial gas and a swirling gas to sustain the
plasma flame.

Ar

H2

Ethanol

Axial Gas Inlet

Swirl Gas 
Inlet

2.45GHz 
Microwave

Spectrometer V A 800 °C 

Furnace

Plasma

Temperature 
Controller
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Exhaust 
Gas

Quartz Tube

Substrate

PC
Gas 
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Figure 1. Schematic diagram of the atmospheric pressure microwave plasma chemical vapor deposition
(AMPCVD) used for carbon nanotube (CNT) synthesis.
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In the experiment, ethanol was used as the carbon source because it is cheap, easy to access,
and safe—the concentration of ethanol vapor is controlled by the temperature. The 304 stainless
steel sheet was used as both the substrate and the catalyst because it has a high content of iron and
nickel, which are well-known catalysts for the synthesis of CNTs [16]. Briefly, 200 sccm (standard cubic
centimeter per minute) argon (Ar) for the bubbling of ethanol was maintained at a temperature of 20 ◦C
as the carbon source and 800 sccm Ar was pumped into the plasma generator through the center gas
path. Via a tangential injection hole, 200 sccm hydrogen (H2) was swirled into the plasma generator.
Central two-way airflow was used to control the precursor concentration and the side hydrogen was
used to stabilize the plasma and work as the deoxidizer. The exhaust gas was emitted into the air
through a gas-washing bottle, and the gas-washing bottle prevented air return to the tube furnace
chamber. The 304 stainless steel substrate (solid sheet, 10 × 10 × 0.2 mm) was placed at the center of
the high-temperature zone as the substrate for CNTs.

2.2. Experimental Setup

The pretreatment processes of the substrates are as follows: (1) Prepare a 10 × 10 × 2 mm
304 stainless steel sheet as substrate. (2) Use an automatic polishing machine to polish the substrate
with 80#, 800#, and 1000# sandpaper for 30 min at 120 r/min, and then polish the substrate for 1 h
with cleaning cloth. (3) After polishing, sonicated the substrate in acetone, acetic acid (20%), ethanol,
and deionized water for 10 min. (4) The substrate is then dried at 60 ◦C for 30 min and put it into the
tube furnace with the polishing plate upward.

The preparatory steps are as follows: (1) Empty the air in the quartz tube (inner diameter: 52 mm,
length: 600 mm) for 10 min using a vacuum pump. (2) Swirl H2 into the apparatus with a flow of
200 sccm. When the pressure is raised to the atmosphere, the valve of the gas-washing bottle should be
turn on. (3) The furnace is heated to 800 ◦C for 20 min to further reduce the oxygen in the quartz tube.
(4) Adjust the furnace temperature to 400–1000 ◦C for the reaction. (5) After the furnace temperature is
stable, 800 sccm Ar and 200 sccm mixture gas of Ar and ethanol vapor are pumped into the plasma
generator to excite the plasma. (6) The synthesis process of CNTs lasts for 30 min, then the system is
turned off. (7) Cool the apparatus down to room temperature under the H2 environment. The CNTs
are now prepared on the surface of the stainless-steel substrate.

2.3. Characterizations

In this study, an Ocean Optics MAYA-pro 2000+ optical fiber spectrometer with the spectral
range of 200–1100 nm and the resolution of 1.3 nm was employed to measure the ethanol vapor
microwave plasma at atmospheric pressure. Two sets of spectra were measured: the first one was for
Ar-H2 plasma, and the other one was for Ar-Ethanol-H2. The composition from the decomposition of
ethanol in the plasma emits spectral lines at a specific frequency, which are detected through analysis
of the spectrum line differences between these spectral lines. The decomposition rates of the ethanol
precursor at different temperatures, with and without plasma, were measured by an Agilent 6890N gas
chromatograph to measure the decomposition ability of the atmospheric pressure microwave plasma.
A scanning electron micrograph (SEM; Hitachi S-5000 20 kV) and a high-resolution transmission
electron microscope (HRTEM; FEI Tecnai G2 F20 200 kV) were used to examine the morphology and
the microstructure of the CNTs. The composition and the contents of the samples were measured by
X-ray photoelectron spectroscopy (XPS; Thermo Fisher Escalab Xi+) and Raman spectroscopy (Thermo
Fisher DXD).

3. Results and Discussion

3.1. Plasma Parameters

The intensity of a spectral line is proportional to the population density in the upper level of the
associated transition. Variations in the strength of the lines emitted relate to the processes that take
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place in the plasma. Thus, the spectral was measured to determine the gas composition of the ethanol
vapor microwave plasma.

Figure 2 shows the emission spectrums of Ar-H2 and Ar-ethanol-H2 microwave plasma. The main
luminescent groups in the plasma are Hα (656.19 nm), Hβ (486.25 nm), Hγ (434.09 nm), CH (389.02 nm,
431.31 nm), C2 (471.06 nm, 516.08 nm, 563.1 nm), and OH (308.75 nm). The intensity of Hα lines in
both spectrums is almost equal, indicating a high H radical concentration in the plasma. H radicals can
effectively etch the sp2 carbon phase and graphite phase, which is conducive to the preparation of
high-purity CNTs. The relative intensity of the spectral lines between 690 and 900 nm are all Ar I lines
and almost equal strength between both spectrums, indicating that the ethanol does not change the
energy state of the microwave plasma.

Figure 2. The measured spectrums of Ar-H2 and Ar-ethanol-H2 microwave plasma in atmospheric pressure.

3.2. Exhaust Gas Detection

The experiment was carried out to understand the role of plasma in the decomposition of
precursors. The research was divided into two groups: one was an experimental group with the 200 W
atmospheric pressure microwave plasma, and the other was without plasma. When the plasma is
turned off at room temperature, we measure the initial concentration of the exhaust gas and then
use gas chromatography to detect the specific density of the exhausted gas treated by the different
temperatures of 400, 500, 600, 700, 800, 900, and 1000 ◦C, with and without plasma. The ethanol content
rates are obtained by comparing the ethanol content at different temperatures with the original content.
Through the comparative analysis of exhaust gas composition at different temperatures, the roles of
microwave plasma and temperature can be figured out.

Figure 3 shows the ethanol content rates at the temperature of 400, 500, 600, 700, 800, 900,
and 1000 ◦C, with and without microwave plasma. When the plasma is turned off, the apparatus will
become an atmospheric pressure CVD; the ethanol content rates decreased with the increase of furnace
temperatures. When the furnace temperature was as high as 1000 ◦C, the ethanol content rate was
26.86%. However, the ethanol content rate was all about 1% at any furnace temperature when the
microwave plasma was turned on. In the experiment, no other organic hydrocarbon except ethanol was
found in the gas chromatograph test results, indicating that the active group did not recombine into
hydrocarbons. Therefore, we can conclude that the 200 W atmospheric pressure microwave plasma
almost completely decomposes the precursor.
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Figure 3. The ethanol contents at different temperatures in the exhaust gas, with and without
plasma treatment.

3.3. CNTs

Figure 4 shows the Raman spectra of the samples grown at 500, 600, 700, and 800 ◦C on the surface
of the substrate with the laser of 514 nm at room temperature. In all curves, two peaks centered at
1360 and 1593 cm−1 were observed. Both of them correspond to the D and G bands of the graphitic
phase, indicating the presence of crystalline graphitic MWCNTs [16]. With the increase of the synthesis
temperature, the D peak narrowed and the G peak heights increased. The intensity ratio of D peak
and G peak (ID/IG) is sensitive to structural defects in the MWCNTs. The smaller the ratio, the higher
the degree of graphitization. The ID/IG ratio decreased with the increase of the synthesis temperature
from 600 to 800 ◦C; the lowest ID/IG ratio (1.0) was found at 800 ◦C. The G peak of pure graphite is at
1582 cm−1; the defects in the samples caused the blue shift of G peak, verifying that the products’ defect
concentration is relatively high. From the view of the HRTEM, the products are mainly nanotubes,
as shown in Figure 6; we can prove that the products are CNTs. The ID/IG ratio of CNTs grown on
stainless steel substrate by PECVD [17–21] is 1.0–1.5, similar to that by AMPCVD. The ID/IG ratio of
CNTs grown on 316 stainless steel pretreated by oxidation processes is 0.48–0.56 at 800–900 ◦C [16],
indicating that the stainless steel substrate mainly determines the quality of the CNTs and the quality
of CNTs synthesized by AMPCVD is as good as other kinds of PECVD processes.

Figure 4. Raman spectra of the samples obtained at 500, 600, 700, and 800 ◦C on the substrate.

According to the results of plasma spectrum detection and exhaust gas detection, the ethanol
precursor almost completely decomposed into active groups by 200 W atmospheric pressure microwave
plasma. The recombination of carbon groups into CNTs mainly depends on temperature. We introduced
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the concept of conversion efficiency of carbon to describe the effect of temperature on the growth of
CNTs. It represents the ratio of the carbon content of the grown CNTs to the total ethanol precursor.

Figure 5 shows the SEM micrographs and the diameter distribution of the CNTs grown on the
substrate with 200 sccm ethanol precursors at the temperature of 500, 600, 700, and 800 ◦C. The CNTs
synthesized on the stainless steel substrate lie on the substrate face, with disordered orientation and
uniform distribution, consistent with the results reported in the literature [19,21], which use stainless
steel substrate to grow CNTs by CVD and PECVD. It is proved that the morphology of CNTs is
caused by the stainless-steel substrate. Figure 5a,d,g,j and 5b,e,h,k is the low magnification and high
magnification images of the CNTs grown at the temperature of 500, 600, 700, and 800 ◦C, respectively.
The total mass of CNTs increased with the increase of the temperature at the range of 500–800 ◦C.
When the temperature is 800 ◦C, the total mass of CNTs is 300 mg. The carbon content of the total
ethanol precursor is about 312 mg, indicating that approximately 96% of the precursor converted into
CNTs. The precursor conversion efficiency at 500, 600, 700, and 800 ◦C was calculated, and they are 2%,
17%, 42%, and 96%, respectively. In the temperature range of 700–800 ◦C, the conversion efficiency of
precursor increases significantly, indicating that the most suitable temperature for the growth of CNTs
should be in the range of 700–800 ◦C; this needs further research.

Figure 5c,f,i,l are the diameter distribution of the CNTs grown at the temperature of 500, 600, 700,
and 800 ◦C, respectively. With the increase in temperature, the diameter of CNTs gradually increase.
The reason is that the active Fe nanoparticle, as the “seed” of the CNTs produced on the stainless-steel
substrate, needs a suitable temperature range. These active nanoparticles act as catalysts during the
growth of CNTs. The size and quantity of active Fe nanoparticles on the substrate increases with the
increase of temperature. It makes the diameter and the precursor conversion efficiency of the CNTs
increase. When the tube furnace temperature is 400 ◦C and 1000 ◦C, no CNTs grow on the substrate.
The reason is that the surface activity of the stainless-steel substrate is too low to catalyze the growth of
the CNTs when the temperature of the furnace is 400 ◦C. At 1000 ◦C, the surface of the stainless-steel
substrate melts completely, which then cannot provide “seeds” for the growth of the CNTs.

Figure 6 shows the HRTEM micrographs of CNT ethanol dispersions dropped on a carbon-coated
TEM grid. The CNTs tangle with each other, and their layers are in the range of 10–20, respectively.
The wall thickness and distance between layers of the CNTs at different temperatures were measured,
as shown in Figure 6. The walls of the CNTs at all temperatures are tightly aligning with a high
density of graphite sheets, with a distance between layers of 0.35–0.38 nm. The layer number and wall
thickness of carbon nanotubes increase with the increase of temperature. A large number of amorphous
carbon layers attached to the CNTs produced at low temperatures, as shown by red arrows in Figure 6.
With the increase of the temperature, the content of amorphous carbon decreased. This phenomenon is
consistent with our Raman analysis results. The CNTs prepared at 700 and 800 ◦C consist of hollow
compartments, looking like bamboo, which are not apparent at 500 and 600 ◦C. The carbon walls of
the hollow always bulge towards the root of the CNTs. According to the vapor–liquid–solid growth
method, in the growth process of CNTs, active liquid Fe nanoparticles dissolve gaseous carbon particles
and then precipitate carbon atoms to form CNTs. The carbon dissolution rate of active liquid Fe
nanoparticles at the temperature of 700 and 800 ◦C is higher than that at 500 and 600 ◦C, so the growth
rate of CNTs is faster. When the carbon dissolution rate of Fe nanoparticles is higher than that of
precipitation, new carbon layers formed, resulting in the bamboo structure.

Compared with the carbon walls of the CNTs, we found that the carbon layers of CNTs grown at
high temperatures are smoother and cleaner than that grown at low temperatures. The reason is that
high temperature makes the process of dissolving and precipitating carbon faster and makes it easier
to grow continuous carbon layers. Figure 6j,k shows the magnified view of the joint between the wall
and the hollow and the open end structure of the CNTs. XPS further characterized the CNTs prepared
at 800 ◦C.
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Figure 5. The SEM micrographs of the CNTs grown on the substrate with 200 sccm ethanol precursor at
the temperature of 500, 600, 700, and 800 ◦C. (a,d,g,j): the low magnification images; (b,e,h,k): the high
magnification images; (c,f,i,l): the diameter distribution of samples.

XPS measurement was carried out to investigate the surface functional groups of the synthesized
CNTs. As shown in Figure 7a,b, the CNTs contain C, N, and O, and the magnified view of C1s

peak indicate that they are mainly composed of C-C/C=C (284.8 eV, 59.27%), and the surface defects
of CNTs are -C-OH/C-N (285.7 eV, 5.33%), -C=O (287.1 eV, 26.73%), and -COOH (288.6 eV, 8.67%).
The oxygenated functional groups on the surface of CNTs were mainly from the hydroxyl groups
obtained from ethanol decomposition, which caused the high defect concentration of the CNTs.
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Figure 6. HRTEM images of CNTs prepared by APMCVD at the temperature of 500, 600, 700, and 800 ◦C.
(a–d): low magnification images; (e–h): high magnification images; (i–k): specific structure of the CNTs
grown at 800 ◦C.

 
Figure 7. XPS and Raman spectra of CNTs prepared at 800◦C. (a): the global spectra; (b): the magnification
view of C1s.

4. Conclusions

We achieved the utilization of the AMPCVD to decompose ethanol precursor by microwave
plasma and the controllable synthesis of nanomaterial in a high-temperature tube furnace separately.
The emission spectrum of the Ar-ethanol-H2 microwave plasma shows that the plasma decomposed the
ethanol precursor into CH, C2, and OH groups. The results of the ethanol contents in the exhausted gas
at the temperature of 400, 500, 600, 700, 800, 900, and 1000 ◦C, with and without plasma, also show that
the decomposition capacity of 200 W atmospheric pressure microwave plasma is powerful. The CNTs
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were synthesized by the AMPCVD using ethanol vapor as the carbon source, with a temperature of
500, 600, 700, and 800 ◦C at atmospheric pressure. The tube furnace temperature controls the growth
of CNTs. The Raman spectra show that the defect concentration of CNTs decreases with the rise of
furnace temperature, and the quality of CNTs obtained at 800 ◦C is relatively high. The prepared CNTs,
characterized by SEM, HRTEM, and XPS, show that the CNTs are multiwalled, tangled with each other,
bamboo-shaped structured, and have a large amount of oxygen-containing functional groups on the
surface, especially aldehydes. Compared with CVD, the CNTs synthesized by AMPCVD have a higher
growth rate and lower defect concentration with the same substrate. Compared with DC-PECVD,
RF-PECVD, and MPCVD, the quality of the CNTs synthesized by AMPCVD is similar, but with
no vacuum equipment required. This indicates AMPCVD has excellent potential in nanomaterial
synthesis, and further research is needed.

Author Contributions: Conceptualization and supervision, L.T., and D.L.; methodology, D.L.; validation, L.T.,
and B.G.; formal analysis, D.L., and L.T.; resources, D.L.; data curation, D.L.; writing—original draft preparation,
D.L. and L.T.; writing—review and editing, D.L. All authors have read and agreed to the published version of
the manuscript.

Funding: This work is supported by the National Key Research and Development Program of China (2016YFF0102100)
and the Pre-research Project of Civil Aerospace Technology of China (D040109).

Acknowledgments: The high temperature tube furnace and sealing technology are supported by Tianjin
ZHONGHUAN Electric Furnace Co. Ltd.

Conflicts of Interest: The authors declare no conflict of interest. The funders had no role in the design of the
study; in the collection, analyses, or interpretation of data; in the writing of the manuscript, or in the decision to
publish the results.

References

1. Iijima, S. Helical microtubules of graphitic carbon. Nature 1991, 354, 56–58. [CrossRef]
2. Ren, Z.F.; Lan, Y.C.; Wang, Y. Physics, Concepts, Fabrication and Devices. In Aligned Carbon Nanotubes;

Avouris, P., Bhushan, B., Bimberg, D., Klitzing, K., Sakaki, H., Weesendanger, R., Eds.; Springer: Berlin/Heidelberg,
Germany, 2013; pp. 67–71.

3. Cheng, J.; Zou, X.P.; Yang, G.Q. Temperature Effects on Synthesis of Multi-Walled Carbon Nanotubes by
Ethanol Catalyst Chemical Vapor Deposition. Adv. Mater. Res. 2010, 123, 799–802. [CrossRef]

4. Li, W.Z.; Xie, S.S.; Qian, L.X.; Chang, B.H.; Zou, B.S. Large-Scale Synthesis of Aligned Carbon Nanotubes.
Science 1996, 274, 1701. [CrossRef] [PubMed]

5. Eres, G.; Puretzky, A.A.; Geohegan, D.B. In situ control of the catalyst efficiency in chemical vapor deposition of
vertically aligned carbon nanotubes on predeposited metal catalyst film. Appl. Phys. Lett. 2004, 84, 1759–1761.
[CrossRef]

6. Suman, N.; Mauricio, L.; Melissa, C. Synthesis and field emission properties of vertically aligned carbon
nanotube arrays on copper. Carbon 2012, 50, 2641–2650.

7. Wang, Y.H.; Lin, J.; Huan, C.H. Synthesis of large area aligned carbon nanotube arrays from C2H2-H2
mixture by rf plasma-enhanced chemical vapor deposition. Appl. Phys. Lett. 2001, 79, 680–682. [CrossRef]

8. Caughman, J.B.O.; Baylor, L.R.; Guillorn, M.A.; Merkulov, V.I.; Lowndes, D.H. Growth of vertically aligned
carbon nanofibers by low-pressure inductively coupled plasma-enhanced chemical vapor deposition.
Appl. Phys. Lett. 2003, 83, 1207. [CrossRef]

9. Okai, M.; Muneyoshi, T.; Yaguchi, T.; Sasaki, S. Structure of carbon nanotubes grown by microwave-plasma-
enhanced chemical vapor deposition. Appl. Phys. Lett. 2000, 77, 3468. [CrossRef]

10. Kuttel, O.M.; Groening, O.; Emmenegger, C.; Schlapbach, L. Electron field emission from phase pure nanotube
films grown in a methane/hydrogen plasma. Appl. Phys. Lett. 1998, 73, 2113. [CrossRef]

11. Bower, C.; Zhu, W.; Jin, S.H.; Zhou, O. Plasma-induced alignment of carbon nanotubes. Appl. Phys. Lett.
2000, 77, 830. [CrossRef]

12. Xiao, Y.; Ahmed, Z.; Ma, Z.C.; Zhou, C.J.; Zhang, L.N.; Chan, M. Low Temperature Synthesis of High-Density
Carbon Nanotubes on Insulating Substrate. Nanomaterials 2019, 9, 473. [CrossRef] [PubMed]

13. Chen, C.K.; Perry, W.L.; Xu, H. Plasma torch production of macroscopic carbon nanotube structures. Carbon
2003, 41, 2555–2560. [CrossRef]

109



Appl. Sci. 2020, 10, 4468

14. Shin, D.H.; Hong, Y.C.; Uhm, H.S. Production of Carbon Nanotubes by Microwave Plasma-Torch at
Atmospheric Pressure. Phys. Plasmas 2005, 12, 053504.

15. Lenka, Z.; Marek, E.; Ondrej, J. Characterization of Carbon Nanotubes Deposited in Microwave Torch at
Atmospheric Pressure. Plasma Process Polym. 2007, 4, S245–S249.

16. Tripathi, P.V.; Durbach, S.; Coville, N.J. Synthesis of Multi-Walled Carbon Nanotubes from Plastic Waste
Using a Stainless-Steel CVD Reactor as Catalyst. Nanomaterials 2017, 7, 284. [CrossRef] [PubMed]

17. Abad, M.D.; Sanchez, J.C.; Berenguer, A.; Golovko, V.B. Catalytic growth of carbon nanotubes on stainless
steel: Characterization and frictional properties. Diam. Relat. Mater. 2008, 17, 1853–1857. [CrossRef]

18. Park, D.; Kim, Y.H.; Lee, J.K. Pretreatment of stainless steel substrate surface for the growth of carbon
nanotubes by PECVD. J. Mater. Sci. 2003, 38, 4933–4939. [CrossRef]

19. Park, D. Synthesis of carbon nanotubes on metallic substrates by a sequential combination of PECVD and
thermal CVD. Carbon 2003, 41, 1025–1029. [CrossRef]

20. Yao, B.D.; Wang, N. Carbon nanotube arrays prepared by MWCVD. J. Phys. Chem. B 2001, 105, 11395–11398.
[CrossRef]

21. Hashempour, M.; Vicenzo, A.; Zhao, F.; Bestetti, M. Direct growth of MWCNTs on 316 stainless steel by
chemical vapor deposition: Effect of surface nano-features on CNT growth and structure. Carbon 2013, 63,
330–347. [CrossRef]

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

110



applied  
sciences

Article

A Practical Method for Controlling the Asymmetric
Mode of Atmospheric Dielectric Barrier Discharges

Ling Luo 1, Qiao Wang 1, Dong Dai 1,*, Yuhui Zhang 2 and Licheng Li 1

1 School of Electric Power, South China University of Technology, Guangzhou 510641, China;
epluoling@mail.scut.edu.cn (L.L.); epjoking@mail.scut.edu.cn (Q.W.)

2 Department of Electrical, Computer, and Systems Engineering, Rensselaer Polytechnic Institute,
Troy, NY 12180, USA; zhangy79@rpi.edu (Y.Z.); lilc@scut.edu.cn (L.L.)

* Correspondence: ddai@scut.edu.cn

Received: 20 January 2020; Accepted: 11 February 2020; Published: 16 February 2020

Abstract: Atmospheric pressure dielectric barrier discharges (DBDs) have been applied in a very
broad range of industries due to their outstanding advantages. However, different discharge modes
can influence the stability of atmospheric DBDs, such as the density and composition of active species
in discharge plasmas, thereby impacting the effect of related applications. It is necessary and valuable
to investigate the control of nonlinear modes both in theoretical and practical aspects. In this paper,
we propose a practical, state-controlling method to switch the discharge mode from asymmetry to
symmetry through changing frequencies of the applied voltage. The simulation results show that
changing frequencies can effectively alter the seed electron level at the beginning of the breakdown
and then influence the subsequent discharge mode. The higher controlling frequency is recommended
since it can limit the dissipative process of residual electrons and is in favor of the formation of
symmetric discharge in the after-controlling section. Under our simulation conditions, the discharges
with an initial driving frequency of 14 kHz can always be converted to the symmetric period-one
mode when the controlling frequency is beyond 30 kHz.

Keywords: plasma; dielectric barrier discharges; state-controlling method

1. Introduction

Atmospheric dielectric barrier discharges (DBDs), due to their advantages in producing
low-temperature plasmas without a precise vacuum chamber, have been widely used in a lot of
industrial applications such as surface modification, energy transformation, biomedical sterilization,
and pollution abatement [1–5]. Such pervasive applications have already made DBDs a prospective
and an active research topic for many years.

Being a nonequilibrium dissipative system, DBDs can exhibit an abundance of nonlinear
characteristics or phenomena which are extremely sensitive to the operational environment and
controlled parameters [6]. Typically, it is well known that in most cases atmospheric DBDs appear as a
symmetric period-one discharge (henceforth called SP1), that is, the shape and amplitude of positive
and negative current pulses are basically identical and repeat every one applied voltage cycle [7].
However, under certain conditions, a lot of simulation and experimental research has reported that
DBDs can also work in various nonlinear modes such as asymmetric period-one (henceforth called
AP1), multi-period, quasi-period and chaos through different evolution routes [8–11]. Since different
discharge modes can influence the stability of DBDs in terms of the density and composition of
active species in discharge plasmas and then impact their efficacy in related applications [12,13], the
investigation on the control of nonlinear modes is valuable and imperative both in theoretical and
practical aspects. It is worth noting that before bifurcating into other nonlinear modes from SP1, the
discharge always first transforms into the asymmetric mode as a transition phase [14]. Therefore,
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investigating the mechanisms related to the asymmetric discharge mode could serve as a stepping-stone
for the interpretation of other, more complex nonlinear behaviors in DBDs and deserve more attention.

The initiation mechanism regarding the SP1-AP1 transition was first reported by Golubovskii
et al. in 2003 [15]. Through the numerical simulation of a homogeneous DBD, they observed the
SP1-AP1 transition at both lower and higher concentrations of nitrogen impurities, and they concluded
that such a mode transition is contributed by the residual quasi-neutral (plasma) region. Our group
has also made some effort on this aspect. According to our previous works, the SP1-AP1 transition
in shorter gaps might be attributed to the discordance of the evolutionary paces between electrons
and ions [16], while, in longer gaps, the rise in seed electron level induced by the electron backflow
is the main reason for the generation of AP1 discharge [17], and the traditional explanations such
as “residual positive column” [7] or “instantaneous anode” [18] in essence are special forms of the
“electron backflow region”. Furthermore, we also proposed a preliminary state-controlling method
which can adjust the discharge mode from AP1 to SP1 by applying a first-peak-leveled driving voltage
from the beginning of the discharge [19].

Despite all those discoveries, there are still many obstacles that hinder the application of mode
controlling in practical industrial applications. For example, the most favored condition in practical
applications is that the discharge mode needs to switch to SP1 mode right after asymmetric discharges
occur, which was not achieved in previous studies. In addition, the existing method needs to compute
the initial moment of the flat-top stage, which is inconvenient for practical devices. Note that the
frequency of the applied voltage can also influence the distribution of seed electrons as the amplitude
of the voltage does, and changing the frequency of the power supply is much easier to implement
for practical power supply devices. Therefore, in this paper, we try to use a more practical method to
switch AP1 discharge into SP1 discharge by changing the driving frequency. More specifically, we
first adjust the original driving frequency f d to a different controlling frequency f c for a certain period
of time, right after the establishment of AP1 discharge. Once the discharge stabilizes under f c, the
driving frequency will be changed back to the initial value (i.e., f d). The rest of this paper is organized
as follows: Section 2 briefly introduces the one-dimensional fluid model and its qualitative validation;
the numerical regulating example and its underneath mechanism are shown in Section 3; the key
conclusions are drawn in Section 4; Appendix A presents the chemical scheme used in our simulation.

2. Model Description

As shown in Figure 1, the atmospheric DBD considered in the simulation is generated in a gap
filled with pure helium between two parallel-plate electrodes, both covered by a thin dielectric layer
with a relative permittivity of 7.5, corresponding to the value of mica glass. The upper electrode is
connected to a sinusoidal voltage with an amplitude Vam of 2 kV, whereas the lower one is grounded.
The width of the gas gap dg is fixed to 4.4 mm and the dielectric layer thickness db is 1 mm. Note that
the gap width is not very large (<5 mm) and much shorter compared with the radius of electrodes
(≈56.4 mm) [20]; in this case, the radially homogeneous assumption should be reasonable and accepted.
On this basis, a one-dimensional fluid model is appropriate to simulate the discharge process, which
has also been successfully applied to investigate the nonlinear phenomena in [6,21,22].

In the 1-D fluid model, electron properties, including the electron density and energy density,
are governed by the Boltzmann equation under drift-diffusion approximation [23–25], as given by
Equations (1)–(4); Equations (5) and (6) are multi-component transport equations [26,27] determining
the flux of heavy species. Besides, in order to determine the electric field distribution, Poisson’s
equation is firmly coupled.

∂ne

∂t
+ ∇ · Γe = Se (1)

∂nε

∂t
+ ∇ · Γε + EΓe = Sen (2)

Γe = −μeneE−De∇ · ne (3)
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Γε = −5
3
μenεE− 5

3
De∇ · nε (4)

ρ
∂ωk
∂t

= ∇ · Jk + Sk (5)

Jk = ρωk(Dk
∇ωk
ωk

+ Dk
∇Mn

Mn
− zkμkE) (6)

Here, ne, nε, Γe, and Γε respectively denote the electron number density, electron energy, total
electron flux, and electron energy flux; Jk is the flux vector for heavy species k, and its mass fraction
and charge number are ωk and zk, respectively; Se, Sen, and Sk respectively represent the source
terms describing the net changing rate of electron density, electron energy loss/gain, and the source
term for heavy species k; the electron mobility μe is solved by Bolsig+ with the cross-section data
from IST-Lisbon Database [28–30], then the electron diffusion coefficient De can be obtained through
Einstein’s relation [29]; the mobility and diffusion coefficient for heavy species k, i.e., μk and Dk, are
referenced from [25]; E is the electric field intensity; the mixture properties ρ and Mn stand for the
density of mixture and its mean molar mass.

 

Figure 1. Schematic of the model geometry. ε denotes the relative permittivity of the dielectric layer; db

and dg represent the widths of the dielectric layer and gas gap, respectively.

The “wall” boundary applied at the surfaces sandwiched between plasma and dielectrics provides
two sets of equations, describing the particle flux (Equations (7)–(9)) and the charge accumulation
(Equations (10) and (11)), respectively.

n · Γe =
1
2

ve,thne − αsneμeE · n−
∑

i

γi(Γi · n) (7)

n · Γε =
5
6

ve,thnε − αsnεμεE · n−
∑

i

γiεi(Γi · n) (8)

n · Γk = MkRsurf,k + αsMkckμk,mzkE · n (9)

dσs

dt
= Je · n + Ji · n (10)

σs = (D2 −D1) · n (11)

Here, n is the unit normal vector towards the surface; both Γk and Γi stand for the boundary flux
of heavy species but the latter only denotes the term for ions; ve,th is the thermal velocity; Mk represents
the molar weight; Rsurf,k is the surface reaction rate; γi is the emission coefficient of the secondary
electron cited from [25] and εi is its mean energy; σs represents the surface charge density on the wall,
and Je and Ji respectively denote the electron density and the ion density there; D1 and D2 are the
electric displacement vectors on both sides of the interface; αs is a switching function as given below.

αs =

{
1, sgn(q)E · n > 0
0, sgn(q)E · n ≤ 0

(12)

Here, q represents the signed charge.
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For chemical kinetics, we reused ones from our previous work [19]. To be specific, the model
sustains itself under the pressure of 760 Torr and temperature of 300 K, and it considers six particles
(i.e., e (electron), He, He*, He2*, He+ and He2

+) and 27 reactions which are listed in Table A1 in the
Appendix A. The initial densities of e, He+, and He2

+ were set to 1 × 1013 m−3, 5 × 1012 m−3, and
5 × 1012 m−3, respectively, to ensure the initial neutral condition. The whole calculating domains
were discretized through finite element method (log formulation, linear shape function), and a direct
solver PARDISO of COMSOL software was employed to solve the above equations. Besides, we
have taken a numerical test in terms of the initial densities and concluded that such values did not
significantly influence the results in the steady state but affected the calculation time. Based on
the above, a qualitative validation compared with the experimental results presented by Mangolini
et al. [28] is further given, as shown in Figure 2.

 
Figure 2. Comparison between (a) and (c) previous experimental waveforms and (b) and (d) their
corresponding simulation results obtained from our model under mostly the same conditions. J, Va,
and Vg respectively denote the total discharge current density, applied voltage, and gap voltage. The
experiment was assumed to have 100 ppm nitrogen impurities, whereas our simulation considers the
pure helium. The main external parameters in (a) and (b) are: Vam = 1776 V, f = 10 kHz, dg = 5 mm,
db = 1 mm; in (c) and (d) are: Vam = 1813 V, f = 10 kHz, dg = 5 mm, db = 1.5 mm.

Obviously, although the discharge current phase in the experiment was slightly ahead of that in
our model, and the current pulse magnitude shows a difference between the experiment and simulation,
the sketches of the total discharge current density (J) and gap voltage (Vg) waveforms predicted by our
model principally match well with those observed in the experiment. Note that such a discrepancy
in the current waveform might be contributed to the Penning ionization induced by the nitrogen
impurities; that is, the extra Penning ionization causes a higher seed electron level which boosts the
breakdown though this causes extinguishment more quickly. Therefore, our model is qualified to
study the discharge characteristics in the homogeneous He DBD under atmospheric pressure.
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3. Examples and Mechanisms of the Discharge Mode Control

3.1. SP1, AP1P, and AP1N

Before discussing the specific examples of manipulating the discharge symmetry, it is necessary to
first clarify the three period-one discharge modes, i.e., SP1 discharge, asymmetric period-one discharge
with a higher positive current pulse (denoted as AP1P hereinafter), and asymmetric period-one
discharge with a higher negative current pulse (denoted as AP1N hereinafter), as shown in Figure 3,
where the waveforms of total discharge current density under different driving frequencies are given,
as well as the corresponding spatiotemporal distributions of electron density.

 
Figure 3. Waveforms of the total discharge current density (a–c) and the corresponding spatiotemporal
distributions of electron density (d–f) under different driving frequencies. The voltage amplitude Vam,
gap width dg, and dielectric thickness db are fixed at 2 kV, 4.4 mm, and 1 mm, respectively.

Figure 3a shows a typical SP1 discharge where the cycles of the discharge current and the applied
voltage are equal, and the shape of the discharge current in positive and negative half-cycles are also
identical. Figure 3b presents an AP1P discharge whose current cycle is the same as that of the applied
voltage, but the peak value of the positive current pulse is 15 times as large as that of the negative
one. Contrary to AP1P, the peak value of the negative current pulse exceeds the positive current
amplitude in AP1N mode, as shown in Figure 3c. Moreover, Figure 3d–f illustrate the corresponding
spatiotemporal distributions of electron density in SP1, AP1P, and AP1N mode, respectively, in order to
explain the reasons for the formation of three discharge modes. From Figure 3d, one can see that, before
the initiation of each discharge, the residual electrons generated by the last discharge have decayed
to a relatively low level. Therefore, the subsequent discharge can develop to a strong one, whose
intensity is the same as that of the last discharge. Under this circumstance, the SP1 discharge mode
is maintained. Figure 3e illustrates the influence of the massive residual electrons on the discharge
performance in AP1P mode. With a strong positive current pulse, a large number of electrons are
generated within the discharge phase. Thus, there are still a lot of electrons left in the gas gap prior
to the negative discharge, which serves as the seed electrons of the subsequent negative discharge.
Since a high seed electron density leads to a relatively low breakdown voltage [29], the subsequent
negative discharge will start earlier, and a weak multi-pulse feature will be observed. As a result,
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AP1P discharge ensues. The generation process of AP1N discharge is similar to AP1P, and the only
difference lies in the polarity of the strong current pulse, as shown in Figure 3f.

3.2. Numerical Regulating Example and the Underlying Mechanism

Under the source parameters and initial values described in Section 2, the discharge under f d

of 14 kHz will finally stabilize in the AP1P mode after about 10 applied voltage cycles, as shown in
Figure 4a. Starting from the 15th cycle, we change f d to a different frequency for 20 cycles, and then
adjust the frequency back to 14 kHz at the 35th cycle. The results indicate that the final stabilized
discharge mode depends on f c to some extent. Figure 4b shows that when f c is set to 8 kHz, the
discharge mode at the frequency-altered stage is SP1. However, after this stage, the discharge mode
evolves back to AP1P; when f c is set to 20 kHz, the discharge mode of the control section and the section
after the 35th cycles are both AP1N, as shown in Figure 4c; when f c increases to 30 kHz, an AP1P
discharge is observed at the frequency-altered stage, but the discharge mode after the 35th cycle evolves
into SP1, as shown in Figure 4d. Note that, when f c rises beyond 30 kHz (the largest f c considered in
our simulation is 100 kHz), the initial AP1P discharge under 14 kHz can always be adjusted to SP1.

Figure 4. Temporal profiles of current density when the controlling frequency f c is set to be (a) 14 kHz,
(b) 8 kHz, (c) 20 kHz and (d) 30 kHz respectively.

At first sight, the discharge mode of the controlling section, as illustrated in Figure 4, is not directly
relevant to that of the after-controlling section. To gain a deeper insight into how the frequency impacts
the discharge mode, the evolution of the seed electron level has been extracted as a function of the
breakdown number, as further given in Figure 5. Combined with two such figures, one can observe
that, before the first breakdown of the controlling section, although the seed electron maintains at the
same level (the first red circle in Figure 5), the discharge intensity and residual electron density of the
subsequent breakdown show an obvious difference. This phenomenon may be qualitatively related
to the equivalent gap resistance. Since the lower driving frequency causes lower angular frequency
but higher equivalent gap resistance, the discharge intensity of the first breakdown in the controlling
section is relatively weak when f c is lower than f d (14 kHz). On this basis, when f c is set to a lower
value like 8 kHz, the discharge in the controlling section develops from a relatively lower seed electron
density and provides sufficient dissipative time for the residual electrons before the next breakdown,
leading to an SP1 mode. The opposite leading to AP1 mode can be inferred by analogy.
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Figure 5. Evolution of the seed electron level as a function of the breakdown number, i.e., the average
electron density right at the beginning moment of each breakdown. The f c in (a–c) are 8 kHz, 20 kHz,
30 kHz, respectively. The red circles indicate the transition points of the driving frequency.

Through 20 controlling cycles, the driving frequency is adjusted back to 14 kHz. Theoretically
speaking, the period of controlling section is not fixed, and the criteria considered here is to choose
one relatively long period of time that ensures the discharge in the controlling section to achieve the
steady state. As can be observed in Figure 5a,b, both low and high seed electron levels (the second
red circle) will trigger the AP1 mode in the after-controlling section. In this case, one can understand
that, in order to generate an SP1 discharge, the seed electron must retain a moderate level. Figure 6
presents the space–average seed electron relationship and the peak current density under the driving
frequency of 14 kHz. In particular, the seed electron density in Figure 6a indicates the value before
the breakdown, whereas the one in Figure 6b represents the residual value after the breakdown and
dissipative stage. Obviously, if the seed electron density maintains at a low level at the beginning of
a discharge (<2 × 1013 m−3), then the discharge intensity of the subsequent discharge will be strong
(>1.23 mA/cm2). Correspondingly, the residual electron density after the breakdown, as further depicted
in Figure 7a, can not be dissipated completely and exceeds 1 × 1017 m−3 (Figure 6b). Such a high initial
value of electron density can only ignite an unmatured discharge, forming an AP1 mode. Analogously,
if the seed electron density reaches a high level at the beginning of discharge (>8 × 1015 m−3), then the
subsequent discharge cannot develop to a mature one and will form several weak current pulses with
the maximum density being less than 0.2 mA/cm2, as shown in Figures 6a and 7b.
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Figure 6. The relationship between the average electron density and discharge current density.
(a) average electron density at the starting moment of the discharge vs. current density at the instant of
current peak, (b) current density at the instant of current peak vs. maximum average electron density.

 
Figure 7. Spatiotemporal distribution of log10 (ne) during the 33, 34, 35, 36 and 37 applied voltage cycle
when f c is set to be (a) 8 kHz, (b) 20 kHz, (c)30 kHz. The black dashed lines divide off different applied
voltage cycles.

Based on the above analyses, the seed electron density for pursuing SP1 mode should be
approximately limited in the range from 2 × 1013 to 8 × 1015 m−3 under our simulation conditions.
Ignited by an appropriate seed electron level, the intensity of the subsequent discharge should be
moderate so that the residual electrons can be dissipated completely, as shown in Figure 7c, leading to
the SP1 mode. It should be pointed out that, being a control method of seed electron density, the higher
driving frequency is able to limit the dissipative process of discharge. Therefore, the cooperation
between seed electron level and dissipative time will lead to a less intense AP1 mode when f c is beyond
30 kHz, as can be seen from the current waveform and seed electron evolution illustrated by Figures 4
and 5. We have carried out a parameterized sweep in terms of f c from 30 to 100 kHz, and the results
show that, within this range of frequency, such a less intense AP1 discharge can impose a restriction on
the drastic variation of the seed electron density and finally, the initial density of electrons before the
breakdown varies within the abovementioned range (from 2 × 1013 to 8 × 1015 m−3). That is to say,

118



Appl. Sci. 2020, 10, 1341

increasing the driving frequency would be a practical strategy to manipulate the discharge symmetry
and some more in-depth investigations would be carried out in our future study.

4. Conclusions

In this paper, we put forward a practical method for controlling the discharge symmetry of
atmospheric homogeneous dielectric barrier discharges by adjusting the driving frequency. Through a
qualitatively validated 1D fluid model, the discharge evolution, manipulating process, and underlying
mechanism are presented. Some important conclusions are drawn as follows:

(1) The practical control strategy proposed here first changes the original driving frequency to a
relatively larger one until the discharge stabilizes again, and then turns the driving frequency
back to the original one;

(2) Three period-one discharge modes can be converted to each other by applying different
control frequencies;

(3) The effectiveness of the control strategy is determined by the seed electron level at the frequency-
altered phase, and there is a critical range of the seed electron density. Under the original
driving frequency of 14 kHz, the seed electron level approximately ranges from 2 × 1013 m−3 to
8 × 1015 m−3;

(4) The higher driving frequency in the controlling section can limit the dissipative process of
discharge, and further induce a less intense AP1 mode through the cooperation between seed
electron level and dissipative time. In our simulations, the discharges with an initial driving
frequency of 14 kHz can always be converted to SP1 mode when the control frequency is beyond
30 kHz.

Author Contributions: Conceptualization, L.L. (Ling Luo); Funding acquisition, D.D.; Methodology, Q.W.
and Y.Z.; Project administration, D.D.; Supervision, L.L. (Licheng Li); Writing—original draft, L.L. (Ling Luo);
Writing—review & editing, Q.W. All authors have read and agreed to the published version of the manuscript.

Funding: This work is supported by the National Natural Science Foundation of China (Grant No. 51877086).

Conflicts of Interest: The authors declared no conflict of interest.

Appendix A

Table A1. Chemical reactions considered in the model.

Index Reaction Rate Coefficient Reference

R1 e + He => e + He f (Te) [30]
R2 e + He => e + He∗ f (Te) [30]
R3 e + He => 2e + He+ f (Te) [30]
R4 e + He∗ => 2e + He+ 1.28× 10−7 × T0.6

e × exp(−4.78/Te) [31]
R5 e + He∗ => e + He 2.9× 10−9 [31]
R6 e + He∗2 => e + 2He 3.8× 10−9 [31]
R7 2e + He+ => e + He∗ 5.82× 10−20 × (Te/0.026)−4.4 [31]
R8 2e + He+2 => He∗ + He + e 2.8× 10−20 [31]
R9 e + He + He+2 => He∗ + 2He 3.5× 10−27 [31]

R10 2e + He+2 => He∗2 + e 1.2× 10−21 [31]
R11 e + He + He+2 => He∗2 + He 1.5× 10−27 [31]
R12 e + He+ => He∗ 6.76× 10−13 × T−0.5

e [32]
R13 e + He + He+ => He + He∗ 1× 10−26 × (Te/0.026)−2 [33]
R14 e + He+2 => He∗ + He 8.82× 10−9 × (Te/0.026)−1.5 [33]
R15 e + He+2 => 2He 1.0× 10−8 [33]
R16 e + He + He+2 => 3He 2.0× 10−27 [31]
R17 e + He∗2 => 2e + He+2 9.75× 10−16 × T0.71

e × exp(−3.4/Te) [32]
R18 He∗ + 2He => 3He 2.0× 10−34 [31]
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Table A1. Cont.

Index Reaction Rate Coefficient Reference

R19 He∗ + He∗ => e + He+2 2.03× 10−9 [31]
R20 He∗ + He∗ => e + He + He+ 8.7× 10−10 [15]
R21 He+ + 2He => He+2 + He 1.4× 10−31 [31]
R22 He∗ + 2He => He∗2 + He 2.0× 10−34 [34]
R23 He∗ + He∗2 => He+ + 2He + e 5.0× 10−10 [15]
R24 He∗ + He∗2 => He+2 + He + e 2.0× 10−9 [35]
R25 He∗2 + He∗2 => He+ + 3He + e 3.0× 10−10 [35]

R26
He∗2 + He∗2 =>

He+2 + 2He + e
1.2× 10−9 [15]

R27 He∗2 + He => 3He 1.5× 10−15 [33]

Note: Te denotes the electron temperature in eV. He∗ represents He(23 S) and He(21 S). He∗2 represents He2(a3Σ+
u ).

ne is the electron density in m-3. The unit of reaction rate coefficient for two body reactions and three body reactions
are m3/s and m6/s, respectively. f (Te) indicates the rate coefficient as function of the electron mean temperature
calculated by Bolsig+ [30], and the cross-section data from IST-Lisbon database [36] was used as the input parameter
of the calculation.

References

1. Sun, B.; Liu, D.; Iza, F.; Sui, W.; Yang, A.; Liu, Z.; Rong, M.; Wang, X. Global model of an atmospheric-pressure
capacitive discharge in helium with air impurities from 100 to 10000 ppm. Plasma Sources Sci. Technol. 2018,
28, 35006. [CrossRef]

2. Shao, T.; Wang, R.; Zhang, C.; Yan, P. Atmospheric-pressure pulsed discharges and plasmas: Mechanism,
characteristics and applications. High Volt. 2018, 3, 14–20. [CrossRef]

3. Zhen, Y.; Sun, H.; Wang, W.; Jia, M.; Jin, D. Thermal characterisation of dielectric barrier discharge plasma
actuation driven by radio frequency voltage at low pressure. High Volt. 2018, 3, 154–160. [CrossRef]

4. Shao, T.; Yang, W.; Zhang, C.; Niu, Z.; Yan, P.; Schamiloglu, E. Enhanced surface flashover strength in vacuum
of polymethylmethacrylate by surface modification using atmospheric-pressure dielectric barrier discharge.
Appl. Phys. Lett. 2014, 105, 71607.

5. Wang, S.; Yang, D.; Zhou, R.; Zhou, R.; Fang, Z.; Wang, W.; Ostrikov, K. Mode transition and plasma
characteristics of nanosecond pulse gas–liquid discharge: Effect of grounding configuration. Plasma Process.
Polym. 2019, e1900146. [CrossRef]

6. Li, X.; Liu, R.; Jia, P.; Wu, K.; Ren, C.; Yin, Z. Influence of driving frequency on discharge modes in the
dielectric barrier discharge excited by a triangle voltage. Phys. Plasmas 2018, 25, 13512. [CrossRef]

7. Dai, D.; Hou, H.; Hao, Y. Influence of gap width on discharge asymmetry in atmospheric pressure glow
dielectric barrier discharges. Appl. Phys. Lett. 2011, 98, 131503.

8. Zhang, D.; Wang, Y.; Wang, D. Numerical study on the discharge characteristics and nonlinear behaviors of
atmospheric pressure coaxial electrode dielectric barrier discharges. Chin. Phys. B 2017, 26, 65206. [CrossRef]

9. Zhang, D.; Wang, Y.; Wang, D. The nonlinear behaviors in atmospheric dielectric barrier multi pulse
discharges. Plasma Sci. Technol. 2016, 18, 826. [CrossRef]

10. Wang, Y.; Shi, H.; Sun, J.; Wang, D. Period-two discharge characteristics in argon atmospheric dielectric-barrier
discharges. Phys. Plasmas 2009, 16, 63507. [CrossRef]

11. Ouyang, J.; Li, B.; He, F.; Dai, D. Nonlinear phenomena in dielectric barrier discharges: Pattern, striation and
chaos. Plasma Sci. Technol. 2018, 20, 103002. [CrossRef]

12. Walsh, J.L.; Iza, F.; Janson, N.B.; Kong, M.G. Chaos in atmospheric-pressure plasma jets. Plasma Sources Sci.
Technol. 2012, 21, 34008. [CrossRef]

13. Walsh, J.L.; Iza, F.; Janson, N.B.; Law, V.J.; Kong, M.G. Three distinct modes in a cold atmospheric pressure
plasma jet. J. Phys. D Appl. Phys. 2010, 43, 75201. [CrossRef]

14. Zhang, D.; Wang, Y.; Wang, D. The transition mechanism from a symmetric single period discharge to a
period-doubling discharge in atmospheric helium dielectric-barrier discharge. Phys. Plasmas 2013, 20, 63504.
[CrossRef]

15. Golubovskii, Y.B.; Maiorov, V.A.; Behnke, J.; Behnke, J.F. Modelling of the homogeneous barrier discharge in
helium at atmospheric pressure. J. Phys. D Appl. Phys. 2002, 36, 39. [CrossRef]

120



Appl. Sci. 2020, 10, 1341

16. Ning, W.; Dai, D.; Zhang, Y.; Hao, Y.; Li, L. Transition from symmetric discharge to asymmetric discharge in
a short gap helium dielectric barrier discharge. Phys. Plasmas 2017, 24, 73509. [CrossRef]

17. Zhang, Y.; Dai, D.; Ning, W.; Li, L. Influence of electron backflow on discharge asymmetry in atmospheric
helium dielectric barrier discharges. AIP Adv. 2018, 8, 95327. [CrossRef]

18. Ha, Y.; Wang, H.; Wang, X. Modeling of asymmetric pulsed phenomena in dielectric-barrier
atmospheric-pressure glow discharges. Phys. Plasmas 2012, 19, 12308. [CrossRef]

19. Zhang, Y.; Ning, W.; Dai, D. Numerical investigation on the transient evolution mechanisms of nonlinear
phenomena in a helium dielectric barrier discharge at atmospheric pressure. IEEE Trans. Plasma Sci. 2018, 47,
179–192. [CrossRef]

20. Zhang, Y.; Ning, W.; Dai, D. Influence of nitrogen impurities on the performance of multiple-current-pulse
behavior in a homogeneous helium dielectric-barrier discharge at atmospheric pressure. J. Phys. D Appl.
Phys. 2018, 52, 45203. [CrossRef]

21. Zhang, Y.; Ning, W.; Dai, D. Numerical investigation on the dynamics and evolution mechanisms of
multiple-current-pulse behavior in homogeneous helium dielectric-barrier discharges at atmospheric
pressure. AIP Adv. 2018, 8, 35008. [CrossRef]

22. Zhang, Z.; Nie, Q.; Zhang, X.; Wang, Z.; Kong, F.; Jiang, B.; Lim, J. Ionization asymmetry effects on the
properties modulation of atmospheric pressure dielectric barrier discharge sustained by tailored voltage
waveforms. Phys. Plasmas 2018, 25, 43502. [CrossRef]

23. Yan, W.; Xia, Y.; Bi, Z.; Song, Y.; Wang, D.; Sosnin, E.A.; Skakun, V.S.; Liu, D. Numerical and experimental
study on atmospheric pressure ionization waves propagating through a U-shape channel. J. Phys. D Appl.
Phys. 2017, 50, 345201. [CrossRef]

24. Huang, Z.; Hao, Y.; Yang, L.; Han, Y.; Li, L. Two-dimensional simulation of spatiotemporal generation of
dielectric barrier columnar discharges in atmospheric helium. Phys. Plasmas 2015, 22, 123509. [CrossRef]

25. Lazarou, C.; Belmonte, T.; Chiper, A.S.; Georghiou, G.E. Numerical modelling of the effect of dry air traces in
a helium parallel plate dielectric barrier discharge. Plasma Sources Sci. Technol. 2016, 25, 55023. [CrossRef]

26. Lazarou, C.; Koukounis, D.; Chiper, A.S.; Costin, C.; Topala, I.; Georghiou, G.E. Numerical modeling of the
effect of the level of nitrogen impurities in a helium parallel plate dielectric barrier discharge. Plasma Sources
Sci. Technol. 2015, 24, 35012. [CrossRef]

27. Lazarou, C.; Chiper, A.S.; Anastassiou, C.; Topala, I.; Mihaila, I.; Pohoata, V.; Georghiou, G.E. Numerical
simulation of the effect of water admixtures on the evolution of a helium/dry air discharge. J. Phys. D Appl.
Phys. 2019, 52, 195203. [CrossRef]

28. Mangolini, L.; Anderson, C.; Heberlein, J.; Kortshagen, U. Effects of current limitation through the dielectric
in atmospheric pressure glows in helium. J. Phys. D Appl. Phys. 2004, 37, 1021. [CrossRef]

29. Wang, Q.; Ning, W.; Dai, D.; Zhang, Y. How does the moderate wavy surface affect the discharge behavior in
an atmospheric helium dielectric barrier discharge model? Plasma Process. Polym. 2019, e1900182. [CrossRef]

30. Hagelaar, G.; Pitchford, L.C. Solving the Boltzmann equation to obtain electron transport coefficients and
rate coefficients for fluid models. Plasma Sources Sci. Technol. 2005, 14, 722. [CrossRef]

31. Deloche, R.; Monchicourt, P.; Cheret, M.; Lambert, F. High-pressure helium afterglow at room temperature.
Phys. Rev. A 1976, 13, 1140. [CrossRef]

32. Yuan, X.; Raja, L.L. Computational study of capacitively coupled high-pressure glow discharges in helium.
IEEE Trans. Plasma Sci. 2003, 31, 495–503. [CrossRef]

33. Wang, Q.; Economou, D.J.; Donnelly, V.M. Simulation of a direct current microplasma discharge in helium at
atmospheric pressure. J. Appl. Phys. 2006, 100, 23301. [CrossRef]

34. Konstantinovskii, R.S.; Shibkov, V.M.; Shibkova, L.V. Effect of a gas discharge on the ignition in the
hydrogen-oxygen system. Kinet. Catal. 2005, 46, 775–788. [CrossRef]

35. Stalder, K.R.; Vidmar, R.J.; Nersisyan, G.; Graham, W.G. Modeling the chemical kinetics of high-pressure
glow discharges in mixtures of helium with real air. J. Appl. Phys. 2006, 99, 93301. [CrossRef]

36. IST-Lisbon Database. Available online: https://www.lxcat.net/ (accessed on 1 January 2020).

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

121





MDPI
St. Alban-Anlage 66

4052 Basel
Switzerland

Tel. +41 61 683 77 34
Fax +41 61 302 89 18

www.mdpi.com

Applied Sciences Editorial Office
E-mail: applsci@mdpi.com

www.mdpi.com/journal/applsci





MDPI  

St. Alban-Anlage 66 

4052 Basel 

Switzerland

Tel: +41 61 683 77 34 

Fax: +41 61 302 89 18

www.mdpi.com ISBN 978-3-0365-2126-8 


	Plasma  cover
	[Applied Sciences] Special Issue Book Plasma From Materials to Emerging Technologies.pdf
	Plasma  cover.pdf
	空白页面



