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## Preface to "Theory and Application of Fixed Point"

This book collects the published manuscripts submitted to a Special Issue of Axioms entitled "Theory and Application of Fixed Point".

Fixed point theory is initiated with the famous Banach contraction mapping principle, and has been a subject of considerable and increasing interest. It has applications in many areas of mathematics, science, engineering, economics and even medicine. The pioneering work of Banach and the huge application potential of fixed point theory have inspired numerous researchers to advance the theoretical studies in different directions related to the conditions on the contraction mappings and the relevant spaces. This has resulted in many important achievements in the field.

This book contains some very recent theoretical results related to some new types of contraction mappings defined in various types of spaces. There are also studies related to applications of the theoretical findings to mathematical models of specific problems, and their approximate computations. In this sense, this book will contribute to the area and provide directions for further developments in fixed point theory and its applications.
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#### Abstract

Common coupled fixed point theorems for generalized T-contractions are proved for a pair of mappings $S: X \times X \rightarrow X$ and $g: X \rightarrow X$ in a $b_{v}(s)$-metric space, which generalize, extend, and improve some recent results on coupled fixed points. As an application, we prove an existence and uniqueness theorem for the solution of a system of nonlinear integral equations under some weaker conditions and given a convergence criteria for the unique solution, which has been properly verified by using suitable example.
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## 1. Introduction

In the last three decades, the definition of a metric space has been altered by many authors to give new and generalized forms of a metric space. In 1989, Bakhtin [1] introduced one such generalization in the form of a b-metric space and in the year 2000 Branciari [2] gave another generalization in the form a rectangular metric space and generalized metric space. Thereafter, using the above two concepts, many generalizations of a metric space appeared in the form of rectangular b-metric space [3], hexagonal b-metric space [4], pentagonal b-metric space [5], etc. The latest such generalization was given by Mitrović and Radenović [6] in which the authors defined a $b_{v}(s)$-metric space which is a generalization of all the concepts told above. Some recent fixed point theorems in such generalized metric spaces can be found in [6-9]. In [10-12], one can find some interesting coupled fixed point theorems and their applications proved in some generalized forms of a metric space. In the present note, we have given coupled fixed point results for a pair of generalized $T$-contraction mappings in a $b_{v}(s)$-metric space. Our results are new and it extends, generalize, and improve some of the coupled fixed point theorems recently dealt with in [10-12].

In recent years, fixed point theory has been successfully applied in establishing the existence of solution of nonlinear integral equations (see [11-15] ). We have applied one of our results to prove the existence and convergence of a unique solution of a system of nonlinear integral equations using some weaker conditions as compared to those existing in literature.

## 2. Preliminaries

Definition 1. [6] Let $X$ be a nonempty set. Assume that, for all $x, y, \in X$ and distinct $u_{1}, \cdots, u_{v} \in X-\{x, y\}$, $d_{v}: X \times X \rightarrow R$ satisfies :

1. $d_{v}(x, y) \geq 0$ and $d_{v}(x, y)=0$ if and only if $x=y$,
2. $\quad d_{v}(x, y)=d_{v}(y, x)$,
3. $d_{v}(x, y) \leq s\left[d_{v}\left(x, u_{1}\right)+d_{v}\left(u_{1}, u_{2}\right)+\cdots+d_{v}\left(u_{v-1}, u_{v}\right)+d_{v}\left(u_{v}, y\right)\right]$, for some $s \geq 1$.

Then, $\left(X, d_{v}\right)$ is a $b_{v}(s)$-metric space.
Definition 2. [6] In the $b_{v}(s)$-metric space $\left(X, d_{v}\right)$, the sequence $<u_{n}>$
(a) converges to $u \in X$ if $d_{v}\left(u_{n}, u\right) \rightarrow 0$ as $n \rightarrow \infty$;
(b) is a Cauchy sequence if $d_{v}\left(u_{n}, u_{m}\right) \rightarrow 0$ as $n, m \rightarrow+\infty$.

Clearly, $b_{1}(1)$-metric space is the usual metric space, whereas $b_{1}(s), b_{2}(1), b_{2}(s)$, and $b_{v}(1)$-metric spaces are, respectively, the $b$-metric space ([1]), rectangular metric space ([2]), rectangular b-metric space ([3]), and $v$-generalized metric space ([2]).

Lemma 1. [6] If $\left(X, d_{v}\right)$ is a $b_{v}(s)$-metric space, then $\left(X, d_{v}\right)$ is a $b_{2 v}\left(s^{2}\right)$-metric space.
Definition 3. An element $(u, v) \in X \times X$ is called a coupled coincidence point of $S: X \times X \rightarrow X$ and $g: X \rightarrow X$ if $g(u)=S(u, v)$ and $g(v)=S(v, u)$. In this case, we also say that $(g(u), g(v))$ is the point of coupled coincidence of $S$ and $g$. If $u=g(u)=S(u, v)$ and $v=g(v)=S(v, u)$, then we say that $(u, v)$ is a common coupled fixed point of $S$ and $g$.

We will denote by $\operatorname{COCP}\{S, g\}$ and $\operatorname{CCOFP}\{S, g\}$ respectively the set of all coupled coincidence points and the set of all common coupled fixed points of $S$ and $g$.

Definition 4. $S: X \times X \rightarrow X$ and $g: X \rightarrow X$ are said to be weakly compatible if and only if $S(g(u), g(v))=$ $g(S(u, v))$ for all $(u, v) \in \operatorname{COCP}\{S, g\}$.

## 3. Main Results

We will start this section by proving the following lemma which is an extension of Lemma 1.12 of [6] to two sequences:

Lemma 2. Let $\left(X, d_{v}\right)$ be a $b_{v}(s)$-metric space and let $<u_{n}>$ and $<v_{n}>$ be two sequences in $X$ such that $u_{n} \neq u_{n+1}, v_{n} \neq v_{n+1}(n \geq 0)$. Suppose that $\lambda \in[0,1)$ and $c_{1}, c_{2}$ are real nonnegative numbers such that

$$
\begin{equation*}
K_{m, n} \leq \lambda K_{m-1, n-1}+c_{1} \lambda^{m}+c_{2} \lambda^{n}, \text { for all } m, n \in \mathbb{N}, \tag{1}
\end{equation*}
$$

where $K_{m, n}=\max \left\{d_{v}\left(u_{m}, u_{n}\right), d_{v}\left(v_{m}, v_{n}\right)\right\}$ or $K_{m, n}=d_{v}\left(u_{m}, u_{n}\right)+d_{v}\left(v_{m}, v_{n}\right)$. Then, $<u_{n}>$ and $<v_{n}>$ are Cauchy sequences.

Proof. From (1), we have

$$
\begin{align*}
K_{n, n+1} \leq & \lambda K_{n-1, n}+c_{1} \lambda^{n}+c_{2} \lambda^{n+1} \\
& \leq \cdots \\
& \leq \lambda^{n} K_{0,1}+c_{1} n \lambda^{n}+c_{2} n \lambda^{n+1}  \tag{2}\\
& \leq \lambda^{n} K_{0,1}+C_{0} n \lambda^{n} .
\end{align*}
$$

For $m, n, k \in N$, by (1), we have

$$
\begin{align*}
K_{m+k, n+k} \leq & \left.\lambda \max \left\{K_{m+k-1, n+k-1}, c_{1} \lambda^{m+k-1}+c_{2} \lambda^{n+k-1}\right)\right\} \\
& \left.\leq \lambda K_{m+k-1, n+k-1}+c_{1} \lambda^{m+k}+c_{2} \lambda^{n+k}\right)  \tag{3}\\
& \cdots \\
& \leq \lambda^{k} K_{m, n}+k C_{1} \lambda^{k}\left(\lambda^{m}+\lambda^{n}\right)
\end{align*}
$$

Since $0<\lambda<1$, we can find a positive integer $q_{k}$ such that $0<\lambda^{q_{k}}<\frac{1}{s}$. Now, suppose $v \geq 2$. Then, by using condition 3 . of a $b_{v}(s)$-metric and inequalities (2) and (3), we have

$$
\begin{aligned}
K_{m, n} \leq & s\left[K_{m, m+1}+K_{m+1, m+2}+\cdots+K_{m+v-3, m+v-2}+K_{m+v-2, m+q_{k}}+K_{m+q_{k}, n+q_{k}}+K_{n+q_{k}, n}\right] \\
& \leq s\left[\lambda^{m}+\lambda^{m+1}+\cdots+\lambda^{m+v-3}\right] K_{0}+s C_{0}\left[m \lambda^{m}+(m+1) \lambda^{m+1}+\cdots+(m+v-3) \lambda^{m+v-2}\right] \\
& +s\left[\lambda^{m} K_{v-2, q_{k}}+m \lambda^{m}\left(\lambda^{v-2}+\lambda^{q_{k}}\right) K_{0}\right] \\
& +s\left[\lambda^{q_{k}} K_{m, n}+q_{k} \lambda^{q_{k}}\left(\lambda^{m}+\lambda^{n}\right) K_{0}\right]+s\left[\lambda^{n} K_{q_{k}, 0}+n \lambda^{n}\left(\lambda^{q_{k}}+1\right) K_{0}\right] .
\end{aligned}
$$

Then,

$$
\begin{aligned}
K_{m, n} \leq & \frac{s \lambda^{m}}{\left(1-s \lambda^{q_{k}}\right)(1-\lambda)} K_{0,1}+\frac{s(m+v-3) \lambda^{m}}{(1-\lambda)\left(1-s \lambda^{q_{k}}\right)} \\
& +\frac{s}{1-s \lambda^{q_{k}}}\left[\lambda^{m} K_{v-2, q_{k}}+m \lambda^{m}\left(\lambda^{v-2}+\lambda^{q_{k}}\right) K_{0,1}\right] \\
& +\frac{s}{1-s \lambda^{q_{k}}}\left[q_{k} \lambda^{q_{k}}\left(\lambda^{m}+\lambda^{n}\right) K_{0,1}\right]+\frac{s}{1-s \lambda^{q_{k}}}\left[\lambda^{n} K_{q_{k}, 0}+n \lambda^{n}\left(\lambda^{q_{k}}+1\right) K_{0,1}\right]
\end{aligned}
$$

Thus, from the definition of $K_{m, n}$, we see that, as $m, n \rightarrow+\infty, d_{v}\left(u_{m}, u_{n}\right) \rightarrow 0$ and $d_{v}\left(v_{m}, v_{n}\right) \rightarrow 0$ and thus $<u_{n}>$ and $<v_{n}>$ are Cauchy sequences.

### 3.1. Coupled Fixed Point Theorems

We now present our main theorems as follows:
Theorem 1. Let $\left(X, d_{v}\right)$ be a $b_{v}(s)$-metric space, $T: X \rightarrow X$ be a one to one mapping, $S: X \times X \rightarrow X$ and $g: X \rightarrow X$ be mappings such that $S(X \times X) \subset g(X), T g(X)$ is complete. If there exist real numbers $\lambda, \mu, v$ with $0 \leq \lambda<1,0 \leq \mu, v \leq 1, \min \{\lambda \mu, \lambda v\}<\frac{1}{s}$ such that, for all $u, v, w, z \in X$

$$
\begin{align*}
d_{v}(T S(u, v), T S(w, z)) \leq & \lambda \max \left\{d_{v}(T g u, T g w), d_{v}(T g v, T g z), \mu d_{v}(T g u, T S(u, v)), \mu d_{v}(T g v, T S(v, u),\right.  \tag{4}\\
& \left.v d_{v}(T g w, T S(w, z)), v d_{v}(T g z, T S(z, w))\right\}
\end{align*}
$$

then the following holds:

1. There exist $w_{x_{0}}, w_{y_{0}}$ in $X$, such that sequences $<T g u_{n}>$ and $<T g v_{n}>$ converge to $T g w_{x_{0}}$ and $T g w_{y_{0}}$ respectively, where the iterative sequences $<g u_{n}>$ and $<g v_{n}>$ are defined by $g u_{n}=S\left(u_{n-1}, v_{n-1}\right)$ and $g v_{n}=S\left(v_{n-1}, u_{n-1}\right)$ for some arbitrary $\left(u_{0}, v_{0}\right) \in X \times X$.
2. $\left(w_{x_{0}}, w_{y_{0}}\right) \in \operatorname{COCP}\{S, g\}$.
3. If $S$ and $g$ are weakly compatible, then $S$ and $g$ have a unique common coupled fixed point.

Proof. 1. We shall start the proof by showing that the sequences $<T g u_{n}>$ and $<T g v_{n}>$ are Cauchy sequences, where $<g u_{n}>$ and $<g v_{n}>$ are as mentioned in the hypothesis.

By (4), we have

$$
\begin{align*}
d_{v}\left(T g u_{n}, T g u_{n+1}\right)= & d_{v}\left(T S\left(u_{n-1}, v_{n-1}\right), T S\left(u_{n}, v_{n}\right)\right) \\
\leq & \lambda \max \left\{d_{v}\left(T g u_{n-1}, T g u_{n}\right), d_{v}\left(T g v_{n-1}, T g v_{n}\right), \mu d_{v}\left(T g u_{n-1}, T S\left(u_{n-1}, v_{n-1}\right)\right),\right. \\
& \left.\mu d_{v}\left(T g v_{n-1}, T S\left(v_{n-1}, u_{n-1}\right)\right), v d_{v}\left(T g u_{n}, T S\left(u_{n}, v_{n}\right)\right), v d_{v}\left(T g v_{n}, T S\left(v_{n}, u_{n}\right)\right)\right\}  \tag{5}\\
\leq & \lambda \max \left\{d_{v}\left(T g u_{n-1}, T g u_{n}\right), d_{v}\left(T g v_{n-1}, T g v_{n}\right), d_{v}\left(T g u_{n-1}, T g u_{n}\right),\right. \\
& \left.d_{v}\left(T g v_{n-1}, T g v_{n}\right), d_{v}\left(T g u_{n}, T g u_{n+1}\right), d_{v}\left(T g v_{n}, T g v_{n+1}\right)\right\} .
\end{align*}
$$

Similarly, we get

$$
\begin{align*}
d_{v}\left(T g v_{n}, T g v_{n+1}\right) \leq & \lambda \max \left\{d_{v}\left(T g v_{n-1}, T g v_{n}\right), d_{v}\left(T g u_{n-1}, T g u_{n}\right), d_{v}\left(T g v_{n-1}, T g v_{n}\right),\right. \\
& \left.d_{v}\left(T g u_{n-1}, T g u_{n}\right), d_{v}\left(T g v_{n}, T g v_{n+1}\right), d_{v}\left(T g u_{n}, T g u_{n+1}\right)\right\} . \tag{6}
\end{align*}
$$

Let $K_{n}=\max \left\{d_{v}\left(T g u_{n}, T g u_{n+1}\right), d_{v}\left(T g v_{n}, T g v_{n+1}\right)\right\}$. By (5) and (6), we get

$$
\begin{equation*}
K_{n} \leq \lambda \max \left\{d_{v}\left(T g v_{n-1}, T g v_{n}\right), d_{v}\left(T g u_{n-1}, T g u_{n}\right), d_{v}\left(T g v_{n}, T g v_{n+1}\right), d_{v}\left(T g u_{n}, T g u_{n+1}\right)\right\} . \tag{7}
\end{equation*}
$$

If

$$
\begin{array}{r}
\max \left\{d_{v}\left(T g v_{n-1}, T g v_{n}\right), d_{v}\left(T g u_{n-1}, T g u_{n}\right), d_{v}\left(T g v_{n}, T g v_{n+1}\right), d_{v}\left(T g u_{n}, T g u_{n+1}\right)\right\} \\
=d_{v}\left(T g v_{n}, T g v_{n+1}\right) \text { or } d_{v}\left(T g u_{n}, T g u_{n+1}\right),
\end{array}
$$

then (7) will yield a contradiction. Thus, we have

$$
\begin{array}{r}
\max \left\{d_{v}\left(T g v_{n-1}, T g v_{n}\right), d_{v}\left(T g u_{n-1}, T g u_{n}\right), d_{v}\left(T g v_{n}, T g v_{n+1}\right), d_{v}\left(T g u_{n}, T g u_{n+1}\right)\right\} \\
=\max \left\{d_{v}\left(T g v_{n-1}, T g v_{n}\right), d_{v}\left(T g u_{n-1}, T g u_{n}\right)\right\},
\end{array}
$$

and then (7) gives

$$
\begin{equation*}
K_{n} \leq \lambda \max \left\{d_{v}\left(T g v_{n-1}, T g v_{n}\right), d_{v}\left(T g u_{n-1}, T g u_{n}\right)\right\}=\lambda K_{n-1} \preceq \lambda^{2} K_{n-2} \preceq \cdots \preceq \lambda^{n} K_{0} . \tag{8}
\end{equation*}
$$

For any $m, n \in N$, we have

$$
\begin{aligned}
d_{v}\left(T g u_{m}, T g u_{n}\right)= & d_{v}\left(T S\left(u_{m-1}, v_{m-1}\right), T S\left(u_{n-1}, v_{n-1}\right)\right. \\
\leq & \lambda \max \left\{d_{v}\left(T g u_{m-1}, T g u_{n-1}\right), d_{v}\left(T g v_{m-1}, T g v_{n-1}\right),\right. \\
& \mu d_{v}\left(T g u_{m-1}, T S\left(u_{m-1}, v_{m-1}\right)\right), \mu d_{v}\left(T g v_{m-1}, T S\left(v_{m-1}, u_{m-1}\right)\right), \\
& \left.v d_{v}\left(T g u_{n-1}, T S\left(u_{n-1}, v_{n-1}\right)\right), v d_{v}\left(T g v_{n-1}, T S\left(v_{n-1}, u_{n-1}\right)\right)\right\} \\
\leq & \lambda \max \left\{d_{v}\left(T g u_{m-1}, T g u_{n-1}\right), d_{v}\left(T g v_{m-1}, T g v_{n-1}\right), d_{v}\left(T g u_{m-1}, T g u_{m}\right),\right. \\
& \left.d_{v}\left(T g v_{m-1}, T g v_{m}\right), d_{v}\left(T g u_{n-1}, T g u_{n}\right), d_{v}\left(T g v_{n-1}, T g v_{n}\right)\right\} .
\end{aligned}
$$

Then, by using (8), we get

$$
\begin{align*}
d_{v}\left(T g u_{m}, T g u_{n}\right) \leq & \lambda \max \left\{d_{v}\left(T g u_{m-1}, T g u_{n-1}\right), d_{v}\left(T g v_{m-1}, T g v_{n-1}\right)\right\} \\
& \left.+\left(\lambda^{m}+\lambda^{n}\right) K_{0}\right\} . \tag{9}
\end{align*}
$$

Similarly, we have

$$
\begin{align*}
d_{v}\left(T g v_{m}, T g v_{n}\right) \leq & \lambda \max \left\{d_{v}\left(T g u_{m-1}, T g u_{n-1}\right), d_{v}\left(T g v_{m-1}, T g v_{n-1}\right)\right\} \\
& \left.+\left(\lambda^{m}+\lambda^{n}\right) K_{0}\right\} . \tag{10}
\end{align*}
$$

Let $K_{m, n}=\max \left\{d_{v}\left(T g u_{m}, T g u_{n}\right), d_{v}\left(T g v_{m}, T g v_{n}\right)\right\}$. By (9) and (10), we get

$$
K_{m, n} \leq \lambda K_{m-1, n-1}+\left(\lambda^{m}+\lambda^{n}\right) K_{0} .
$$

Thus, we see that inequality (1) is satisfied with $c_{1}=c_{2}=K_{0}$. Hence, by Lemma $2,<\operatorname{Tg} u_{n}>$ and $\left\langle T g v_{n}\right\rangle$ are Cauchy sequences. For $v=1$, the same follows from Lemma 1.
Since $(T g(X), d)$ is complete, we can find $w_{x_{0}}, w_{y_{0}} \in X$ such that

$$
\lim _{n \rightarrow \infty} T g u_{n}=T g w_{x_{0}} \text { and } \lim _{n \rightarrow \infty} T g v_{n}=T g w_{y_{0}}
$$

2. Now,

$$
\begin{align*}
& d_{v}\left(T S\left(w_{x_{0}}, w_{y_{0}}\right), T g w_{x_{0}}\right) \leq s\left[d _ { v } \left(T S\left(w_{x_{0}}, w_{y_{0}}\right), T S\left(u_{n}, v_{n}\right)+d_{v}\left(T S\left(u_{n}, v_{n}\right), T S\left(u_{n+1}, v_{n+1}\right)\right)\right.\right. \\
& +\cdots+d_{v}\left(T S\left(u_{n+v-2}, v_{n+v-2}\right), T S\left(u_{n+v-1}, v_{n+v-1}\right)+d_{v}\left(T S\left(u_{n+v-1}, v_{n+v-1}\right), T g w_{x_{0}}\right)\right. \\
\leq & s\left[\lambda \operatorname { m a x } \left\{d_{v}\left(T g w_{x_{0}}, T g u_{n}\right), d_{v}\left(T g w_{y_{0}}, T g v_{n}\right), \mu d_{v}\left(T g w_{x_{0}}, T S\left(w_{x_{0}}, w_{y_{0}}\right)\right),\right.\right. \\
& \mu d_{v}\left(T g w_{y_{0}}, T S\left(w_{y_{0}}, w_{x_{0}}\right), v d_{v}\left(T g u_{n}, T S\left(u_{n}, v_{n}\right)\right), v d_{v}\left(T g v_{n}, T S\left(v_{n}, u_{n}\right)\right)\right\} \\
& +d_{v}\left(T g u_{n+1}, T g u_{n+2}\right)+\cdots+d_{v}\left(T g u_{n+v-1}, T g u_{n+v}\right)+d_{v}\left(T g u_{n+v}, T g w_{x_{0}}\right)  \tag{11}\\
\leq & s\left[\lambda \operatorname { m a x } \left\{d_{v}\left(T g w_{x_{0}}, T g u_{n}\right), d_{v}\left(T g w_{y_{0}}, T g v_{n}\right), \mu d_{v}\left(T g w_{x_{0}}, T S\left(w_{x_{0}}, w_{y_{0}}\right)\right),\right.\right. \\
& \mu d_{v}\left(T g w_{y_{0}}, T S\left(w_{y_{0}}, w_{x_{0}}\right), v d_{v}\left(T g u_{n}, T g u_{n+1}\right), v d_{v}\left(T g v_{n}, T g v_{n+1}\right)\right\} \\
& +d_{v}\left(T g u_{n+1}, T g u_{n+2}\right)+\cdots+d_{v}\left(T g u_{n+v-1}, T g u_{n+v}+d_{v}\left(T g u_{n+v}, T g w_{x_{0}}\right) .\right.
\end{align*}
$$

Note that, since $<T g u_{n}>$ and $<T g v_{n}>$ are Cauchy sequences, by definition, $d_{v}\left(T g u_{n}, T g u_{n+1}\right) \rightarrow 0, d_{v}\left(T g v_{n}, T g v_{n+1}\right) \rightarrow 0$ as $n \rightarrow \infty$. Thus, from (11), as $n \rightarrow \infty$, we get

$$
d_{v}\left(T S\left(w_{x_{0}}, w_{y_{0}}\right), T g w_{x_{0}}\right) \leq s \lambda \max \left\{\mu d_{v}\left(T g w_{x_{0}}, T S\left(w_{x_{0}}, w_{y_{0}}\right)\right), \mu d_{v}\left(T g w_{y_{0}}, T S\left(w_{y_{0}}, w_{x_{0}}\right)\right)\right\}
$$

Similarly, we get

$$
d_{v}\left(T S\left(w_{y_{0}}, w_{x_{0}}\right), T g w_{y_{0}}\right) \leq s \lambda \max \left\{\mu d_{v}\left(T g w_{x_{0}}, T S\left(w_{x_{0}}, w_{y_{0}}\right)\right), \mu d_{v}\left(T g w_{y_{0}}, T S\left(w_{y_{0}}, w_{x_{0}}\right)\right\}\right.
$$

Thus, we have

$$
\begin{align*}
& \max \left\{d_{v}\left(T S\left(w_{x_{0}}, w_{y_{0}}\right), T g w_{x_{0}}\right), d_{v}\left(T S\left(w_{y_{0}}, w_{x_{0}}\right), T g w_{y_{0}}\right)\right\} \\
\leq & s \lambda \mu \max \left\{d_{v}\left(T g w_{x_{0}}, T S\left(w_{x_{0}}, w_{y_{0}}\right)\right), d_{v}\left(T g w_{y_{0}}, T S\left(w_{y_{0}}, w_{x_{0}}\right)\right\} .\right. \tag{12}
\end{align*}
$$

Proceeding along the same lines as above, we also have

$$
\begin{align*}
& \max \left\{d_{v}\left(T g w_{x_{0}}, T S\left(w_{x_{0}}, w_{y_{0}}\right)\right), d_{v}\left(T g w_{y_{0}}, T S\left(w_{y_{0}}, w_{x_{0}}\right)\right)\right\} \\
\leq & s \lambda v \max \left\{d_{v}\left(T g w_{x_{0}}, T S\left(w_{x_{0}}, w_{y_{0}}\right)\right), d_{v}\left(T g w_{y_{0}}, T S\left(w_{y_{0}}, w_{x_{0}}\right)\right\} .\right. \tag{13}
\end{align*}
$$

Using (12) and (13) along with the condition $\min \{\lambda \mu, \lambda \nu\}<\frac{1}{s}$, we get $T S\left(w_{x_{0}}, w_{y_{0}}\right)=T g w_{x_{0}}$ and $T S\left(w_{y_{0}}, w_{x_{0}}\right)=T g w_{y_{0}}$. As $T$ is one to one, we have $S\left(w_{x_{0}}, w_{y_{0}}\right)=g w_{x_{0}}$ and $S\left(w_{y_{0}}, w_{x_{0}}\right)=g w_{y_{0}}$. Therefore, $\left(w_{x_{0}}, w_{y_{0}}\right) \in \operatorname{COCP}\{S, g\}$.
3. Suppose $S$ and $g$ are weakly compatible. First, we will show that, if $\left(w_{x_{0}}^{*}, w_{y_{0}}^{*}\right) \in \operatorname{COCP}\{S, g\}$, then $g w_{x_{0}}^{*}=g w_{x_{0}}$ and $g w_{y_{0}}^{*}=g w_{y_{0}}$, or in other words the point of coupled coincidence of $S$ and $g$ is unique. By (5), we have

$$
\begin{aligned}
d_{v}\left(T g w_{x_{0}}^{*}, T g w_{x_{0}}\right)= & d_{v}\left(T S\left(w_{x_{0}}^{*}, w_{y_{0}}^{*}\right), T S\left(w_{x_{0}}, w_{y_{0}}\right)\right) \\
& \leq \lambda \max \left\{d_{v}\left(T g w_{x_{0}}^{*}, T g w_{x_{0}}\right), d_{v}\left(T g w_{y_{0}}^{*}, T g w_{y_{0}}\right), \mu d_{v}\left(T g w_{x_{0}}^{*}, T S\left(w_{x_{0}}^{*}, w_{y_{0}}^{*}\right)\right),\right. \\
& \mu d_{v}\left(T g w_{y_{0}}^{*}, T S\left(w_{y_{0}}^{*}, w_{x_{0}}^{*}\right), v d_{v}\left(T g w_{x_{0}}, T S\left(w_{x_{0}}, w_{y_{0}}\right)\right), v d_{v}\left(T g w_{y_{0}}, T S\left(w_{y_{0}}, w_{x_{0}}\right)\right)\right\} \\
& \leq \lambda \max \left\{d_{v}\left(T g w_{x_{0}}^{*}, T g w_{x_{0}}\right), d_{v}\left(T g w_{y_{0}}^{*}, T g w_{y_{0}}\right)\right\} .
\end{aligned}
$$

Similarly, we have

$$
d_{v}\left(T g w_{y_{0}}^{*}, T g w_{y_{0}}\right) \leq \lambda \max \left\{d_{v}\left(T g w_{x_{0}}^{*}, T g w_{x_{0}}\right), d_{v}\left(T g w_{y_{0}}^{*}, T g w_{y_{0}}\right)\right\} .
$$

Thus, from the above two inequalities, we get

$$
\max \left\{d_{v}\left(T g w_{x_{0}}^{*}, T g w_{x_{0}}\right), d_{v}\left(T g w_{y_{0}}^{*}, T g w_{y_{0}}\right) \leq \lambda \max \left\{d_{v}\left(\operatorname{Tg} w_{x_{0}}^{*}, T g w_{x_{0}}\right), d_{v}\left(\operatorname{Tg} w_{y_{0}}^{*}, T g w_{y_{0}}\right)\right\}\right.
$$

which implies that $T g w_{x_{0}}^{*}=T g w_{x_{0}}$ and $T g w_{y_{0}}^{*}=T g w_{y_{0}}$. Since $T$ is one to one, we get $g w_{x_{0}}^{*}=g w_{x_{0}}$ and $g w_{y_{0}}^{*}=g w_{y_{0}}$, which is the point of coupled coincidence of $S$ and $g$ is unique. Since $S$ and $g$ are weakly compatible and, since $\left(w_{x_{0}}, w_{y_{0}}\right) \in \operatorname{COCP}\{S, g\}$, we have

$$
g g w_{x_{0}}=g S\left(w_{x_{0}}, w_{y_{0}}\right)=S\left(g w_{x_{0}}, g w_{y_{0}}\right)
$$

and

$$
g g w_{y_{0}}=g S\left(w_{y_{0}}, w_{x_{0}}\right)=S\left(g w_{y_{0}}, g w_{x_{0}}\right)
$$

which shows that $\left(g w_{x_{0}}, g w_{y_{0}}\right) \in \operatorname{COCP}\{S, g\}$. By the uniqueness of the point of coupled coincidence, we get $g g w_{x_{0}}=g w_{x_{0}}$ and $g g w_{y_{0}}=g w_{y_{0}}$ and thus $\left(g w_{x_{0}}, g w_{y_{0}}\right) \in \operatorname{CCOFP}\{S, g\}$. Uniqueness of the coupled fixed point follows easily from (4).

Our next result is a generalized version of Theorem 2.1 of Gu [10].
Theorem 2. Let $\left(X, d_{v}\right), T, S$ and $g$ be as in Theorem 1 and suppose there exist $\beta_{1}, \beta_{2}, \beta_{3}$ in the interval $[0,1)$, such that $\beta_{1}+\beta_{2}+\beta_{3}<1$, minimum $\left\{\beta_{2}, \beta_{3}\right\}<\frac{1}{s}$ and for all $u, v, w, z \in X$

$$
\begin{array}{r}
d_{v}\left(T S(u, v), T S(w, z)+d_{v}\left(T S(v, u), T S(z, w) \leq \beta_{1}\left(d_{v}(T g u, T g w)+d_{v}(T g v, T g z)\right)+\right.\right. \\
\beta_{2}\left(d_{v}(T g u, T S(u, v))+d_{v}(T g v, T S(v, u))+\beta_{3}\left(d_{v}(T g w, T S(w, z))+d_{v}(T g z, T S(z, w))\right) .\right. \tag{14}
\end{array}
$$

Then, conclusions 1, 2, and 3 of Theorem 1 are true.
Proof. Let $K_{n}^{\prime}=d_{v}\left(T g u_{n}, T g u_{n+1}\right)+d_{v}\left(T g v_{n}, T g v_{n+1}\right)$ and $K_{m, n}^{\prime}=d_{v}\left(T g u_{m}, T g u_{n}\right)+$ $d_{v}\left(T g v_{m}, T g v_{n}\right)$. From condition (14), we obtain

$$
\begin{aligned}
& d_{v}\left(T g u_{n}, T g u_{n+1}\right)+d_{v}\left(T g v_{n}, T g v_{n+1}\right)=d_{v}\left(T S\left(u_{n-1}, v_{n-1}\right), T S\left(u_{n}, v_{n}\right)\right)+ \\
& d_{v}\left(T S\left(v_{n-1}, u_{n-1}\right), T S\left(v_{n}, u_{n}\right)\right) \\
\leq & \beta_{1}\left[d_{v}\left(T g u_{n-1}, T g u_{n}\right)+d_{v}\left(T g v_{n-1}, T g v_{n}\right)\right]+\beta_{2}\left[d_{v}\left(T g u_{n-1}, T S\left(u_{n-1}, v_{n-1}\right)\right)\right. \\
& \left.+d_{v}\left(T g v_{n-1}, T S\left(v_{n-1}, u_{n-1}\right)\right)\right]+\beta_{3}\left[d_{v}\left(T g u_{n}, T S\left(u_{n}, v_{n}\right)\right)+d_{v}\left(T g v_{n}, T S\left(v_{n}, u_{n}\right)\right)\right] \\
\leq & \left(\beta_{1}+\beta_{2}\right)\left[d_{v}\left(T g u_{n-1}, T g u_{n}\right)+d_{v}\left(T g v_{n-1}, T g v_{n}\right)\right] \\
& +\beta_{3}\left[d_{v}\left(T g u_{n}, T g u_{n+1}\right)+d_{v}\left(T g v_{n}, T g v_{n+1}\right)\right] .
\end{aligned}
$$

Therefore,

$$
d_{v}\left(T g u_{n}, T g u_{n+1}\right)+d_{v}\left(T g v_{n}, T g v_{n+1}\right) \leq \lambda^{\prime}\left[d_{v}\left(T g u_{n-1}, T g u_{n}\right)+d_{v}\left(T g v_{n-1}, T g v_{n}\right)\right]
$$

where $\lambda^{\prime}=\frac{\beta_{1}+\beta_{2}}{1-\beta_{3}}<1$. Thus, we get

$$
\begin{equation*}
K_{n}^{\prime} \leq \lambda^{\prime} K_{n-1}^{\prime} \leq \cdots \leq \lambda^{\prime n} K_{0}^{\prime} \tag{15}
\end{equation*}
$$

For any $m, n \in \mathbb{N}$, we have

$$
\begin{aligned}
d_{v}\left(T g u_{m}, T g u_{n}\right)+ & d_{v}\left(T g v_{m}, T g v_{n}\right)=d_{v}\left(T S\left(u_{m-1}, v_{m-1}\right), T S\left(u_{n-1}, v_{n-1}\right)+\right. \\
& d_{v}\left(T S\left(v_{m-1}, u_{m-1}\right), T S\left(v_{n-1}, u_{n-1}\right)\right. \\
\leq & \beta_{1}\left[d_{v}\left(T g u_{m-1}, T g u_{n-1}\right)+d_{v}\left(T g v_{m-1}, T g v_{n-1}\right)\right] \\
& +\beta_{2}\left[d_{v}\left(T g u_{m-1}, T S\left(u_{m-1}, v_{m-1}\right)\right)+d_{v}\left(T g v_{m-1}, T S\left(v_{m-1}, u_{m-1}\right)\right)\right] \\
& +\beta_{3}\left[d_{v}\left(T g u_{n-1}, T S\left(u_{n-1}, v_{n-1}\right)\right)+d_{v}\left(T g v_{n-1}, T S\left(v_{n-1}, u_{n-1}\right)\right)\right] \\
\leq & \left.\beta_{[ } d_{v}\left(T g u_{m-1}, T g u_{n-1}\right)+d_{v}\left(T g v_{m-1}, T g v_{n-1}\right)\right]+\beta_{2}\left[d_{v}\left(T g u_{m-1}, T g u_{m}\right)\right. \\
& \left.+d_{v}\left(T g v_{m-1}, T g v_{m}\right)\right]+\beta_{3}\left[d_{v}\left(T g u_{n-1}, T g u_{n}\right)+d_{v}\left(T g v_{n-1}, T g v_{n}\right)\right] .
\end{aligned}
$$

Then, by using (15), we get

$$
\begin{aligned}
d_{v}\left(T g u_{m}, T g u_{n}\right)+d_{v}\left(T g v_{m}, T g v_{n}\right) \leq & \beta_{1}\left[d_{v}\left(T g u_{m-1}, T g u_{n-1}\right)+d_{v}\left(T g v_{m-1}, T g v_{n-1}\right)\right] \\
& \left.+\left(\beta_{2} \lambda^{\prime m}+\beta_{3} \lambda^{\prime \prime}\right) K_{0}^{\prime}\right\} .
\end{aligned}
$$

That is,

$$
K_{m, n}^{\prime} \leq \lambda K_{m-1, n-1}^{\prime}+\left(\lambda^{m}+\lambda^{n}\right) K_{0}^{\prime}
$$

where $\lambda^{\prime}=\beta_{1}+\beta_{2}+\beta_{3}<1$. Now for $m, n, r \in N$. Thus, we see that inequality (1) is satisfied with $c_{1}=c_{2}=K_{0}$. Hence, by Lemma $2,<T g u_{n}>$ and $<T g v_{n}>$ are Cauchy sequences. For $v=1$, the same follows from Lemma 1.

Since $(T g(X), d)$ is complete, we can find $w_{x_{0}}, w_{y_{0}} \in X$ such that

$$
\lim _{n \rightarrow \infty} T g u_{n}=T g w_{x_{0}} \text { and } \lim _{n \rightarrow \infty} T g v_{n}=T g w_{y_{0}} .
$$

Again, from condition 3 in Definition 1, we have

$$
\begin{aligned}
\left.d_{v}\left(T S\left(w_{x_{0}}, w_{y_{0}}\right), T g w_{x_{0}}\right)\right) \leq & s\left[d_{v}\left(T S\left(w_{x_{0}}, w_{y_{0}}\right), T S\left(u_{n}, v_{n}\right)\right)+d_{v}\left(T S\left(u_{n}, v_{n}\right), T S\left(u_{n+1}, v_{n+1}\right)\right)+\cdots+\right. \\
& +d_{v}\left(T S\left(u_{n+v-2}, v_{n+v-2}\right), T S\left(u_{n+v-1}, v_{n+v-1}\right)\right)+ \\
& \left.\left.d_{v}\left(T S\left(u_{n+v-1}, v_{n+v-1}\right), T g w_{x_{0}}\right)\right)\right]
\end{aligned}
$$

and

$$
\begin{aligned}
\left.d_{v}\left(T S\left(w_{y_{0}}, w_{x_{0}}\right), T g w_{y_{0}}\right)\right) \leq & s\left[d_{v}\left(T S\left(w_{y_{0}}, w_{x_{0}}\right), T S\left(v_{n}, u_{n}\right)\right)+d_{v}\left(T S\left(v_{n}, u_{n}\right), T S\left(v_{n+1}, u_{n+1}\right)\right)+\cdots+\right. \\
& d_{v}\left(T S\left(v_{n+v-2}, u_{n+v-2}\right), T S\left(v_{n+v-1}, u_{n+v-1}\right)\right)+ \\
& \left.\left.d_{v}\left(T S\left(v_{n+v-1}, u_{n+v-1}\right), T g w_{x_{0}}\right)\right)\right] .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
& d_{v}\left(T S\left(w_{x_{0}}, w_{y_{0}}\right), T g w_{x_{0}}\right)+d_{v}\left(T S\left(w_{y_{0}}, w_{x_{0}}\right), T g w_{y_{0}}\right) \leq s\left[d _ { v } \left(T S\left(w_{x_{0}}, w_{y_{0}}\right), T S\left(u_{n}, v_{n}\right)\right.\right. \\
& +d_{v}\left(T S\left(w_{y_{0}}, w_{x_{0}}\right), T S\left(v_{n}, u_{n}\right)\right. \\
& +d_{v}\left(T S\left(u_{n}, v_{n}\right), T S\left(u_{n+1}, v_{n+1}\right)\right)+\cdots+d_{v}\left(T S\left(u_{n+v-2}, v_{n+v-2}\right), T S\left(u_{n+v-1}, v_{n+v-1}\right)\right) \\
& +d_{v}\left(T S\left(v_{n}, u_{n}\right), T S\left(v_{n+1}, u_{n+1}\right)\right)+\cdots+d_{v}\left(T S\left(v_{n+v-2}, u_{n+v-2}\right), T S\left(v_{n+v-1}, u_{n+v-1}\right)\right) \\
& \left.+d_{v}\left(T S\left(u_{n+v-1}, v_{n+v-1}\right), T g w_{x_{0}}\right)+d_{v}\left(T S\left(v_{n+v-1}, u_{n+v-1}\right), T g w_{y_{0}}\right)\right] \\
& \leq s\left[\beta_{1}\left(d_{v}\left(T g w_{x_{0}}, T g u_{n}\right)+d_{v}\left(T g w_{y_{0}}, T g v_{n}\right)\right)+\beta_{2}\left(d_{v}\left(T g w_{x_{0}}, T S\left(w_{x_{0}}, w_{y_{0}}\right)\right)+\right.\right. \\
& \left.d_{v}\left(T g w_{y_{0}}, T S\left(w_{y_{0}}, w_{x_{0}}\right)\right)+\beta_{3}\left(d_{v}\left(T g u_{n}, T S\left(u_{n}, v_{n}\right)\right)+d_{v}\left(T g v_{n}, T S\left(v_{n}, u_{n}\right)\right)\right)\right\} \\
& +d_{v}\left(T g u_{n}, T g u_{n+1}\right)+\cdots+d_{v}\left(T g u_{n-1}, T g u_{n}\right)++d_{v}\left(T g v_{n}, T g v_{n+1}\right)+\cdots+d_{v}\left(T g v_{n-1}, T g v_{n}\right) \\
& \left.+d_{v}\left(T g u_{n+v-1}, T g w_{x_{0}}\right)+d_{v}\left(T g v_{n+v-1}, T g w_{y_{0}}\right)\right] .
\end{aligned}
$$

As $n \rightarrow \infty$, we get

$$
\begin{align*}
& d_{v}\left(T S\left(w_{x_{0}}, w_{y_{0}}\right), T g w_{x_{0}}\right)+d_{v}\left(T S\left(w_{y_{0}}, w_{x_{0}}\right), T g w_{y_{0}}\right) \\
\leq & s \beta_{2}\left[d_{v}\left(T g w_{x_{0}}, T S\left(w_{x_{0}}, w_{y_{0}}\right)\right)+d_{v}\left(T g w_{y_{0}}, T S\left(w_{y_{0}}, w_{x_{0}}\right)\right)\right] . \tag{16}
\end{align*}
$$

Similarly, we can show that

$$
\begin{align*}
& d_{v}\left(T g w_{x_{0}}, T S\left(w_{x_{0}}, w_{y_{0}}\right)\right)+d_{v}\left(T g w_{y_{0}}, T S\left(w_{y_{0}}, w_{x_{0}}\right)\right) \\
\leq \quad & s \beta_{3}\left[d_{v}\left(T g w_{x_{0}}, T S\left(w_{x_{0}}, w_{y_{0}}\right)\right)+d_{v}\left(T g w_{y_{0}}, T S\left(w_{y_{0}}, w_{x_{0}}\right)\right]\right. \tag{17}
\end{align*}
$$

Using (16) and (17) along with the condition $\min \left\{\beta_{2}, \beta_{3}\right\}<\frac{1}{s}$, we get $d_{v}\left(T g w_{x_{0}}, T S\left(w_{x_{0}}, w_{y_{0}}\right)\right)+$ $d_{v}\left(T g w_{y_{0}}, T S\left(w_{y_{0}}, w_{x_{0}}\right)\right)=0$, i.e., $T S\left(w_{x_{0}}, w_{y_{0}}\right)=T g w_{x_{0}}$ and $T S\left(w_{y_{0}}, w_{x_{0}}\right)=T g w_{y_{0}}$. As $T$ is one to one, we have $S\left(w_{x_{0}}, w_{y_{0}}\right)=g w_{x_{0}}$ and $S\left(w_{y_{0}}, w_{x_{0}}\right)=g w_{y_{0}}$. Therefore, $\left(w_{x_{0}}, w_{y_{0}}\right) \in \operatorname{COCP}\{S, g\}$.

If $\left(w_{x_{0}}^{*}, w_{y_{0}}^{*}\right) \in \operatorname{COCP}\{S, g\}$, then, by (14), we have

$$
\begin{aligned}
d_{v}\left(T g w_{x_{0}}^{*}, T g w_{x_{0}}\right)+ & d_{v}\left(T g w_{y_{0}}^{*}, T g w_{y_{0}}\right)=d_{v}\left(T S\left(w_{x_{0}}^{*}, w_{y_{0}}^{*}\right), T S\left(w_{x_{0}}, w_{y_{0}}\right)\right)+d_{v}\left(T S\left(w_{y_{0}}^{*}, w_{x_{0}}^{*}\right), T S\left(w_{y_{0}}, w_{x_{0}}\right)\right) \\
& \leq \beta_{1}\left[d_{v}\left(T g w_{x_{0}}^{*}, T g w_{x_{0}}\right)+d_{v}\left(T g w_{y_{0}}^{*}, T g w_{y_{0}}\right)\right]+\beta_{2}\left[d_{v}\left(T g w_{x_{0}}^{*}, T S\left(w_{x_{0}}^{*}, w_{y_{0}}^{*}\right)\right)\right. \\
& +d_{v}\left(T g w_{y_{0}}^{*}, T S\left(w_{y_{0}}^{*}, w_{x_{0}}^{*}\right)\right]+\beta_{3}\left[d_{v}\left(T g w_{x_{0}}, T S\left(w_{x_{0}}, w_{y_{0}}\right)\right)+d_{v}\left(T g w_{y_{0}}, T S\left(w_{y_{0}}, w_{x_{0}}\right)\right)\right] \\
& \leq \beta_{1}\left[d_{v}\left(T g w_{x_{0}}^{*}, T g w_{x_{0}}\right)+d_{v}\left(T g w_{y_{0}}^{*}, T g w_{y_{0}}\right)\right] .
\end{aligned}
$$

Thus, $d_{v}\left(T g w_{x_{0}}^{*}, T g w_{x_{0}}\right)+d_{v}\left(T g w_{y_{0}}^{*}, T g w_{y_{0}}\right)=0$, which implies that $T g w_{x_{0}}^{*}=T g w_{x_{0}}$ and $T g w_{y_{0}}^{*}=T g w_{y_{0}}$. Since $T$ is one to one, we get $g w_{x_{0}}^{*}=g w_{x_{0}}$ and $g w_{y_{0}}^{*}=g w_{y_{0}}$, which is the point of coupled coincidence of $S$, and $g$ is unique. The remaining part of the proof is the same as in the proof of Theorem 1.

The next results can be proved as in Theorems 1 and 2 and so we will not give the proof.
Theorem 3. Theorem 1 holds if we replace condition (4) with the following condition:
There exist $\beta_{i} \in[0,1), i \in\{1, \ldots, 6\}$ such that $\sum_{i=1}^{6} \beta_{i}<1, \min \left\{\beta_{3}+\beta_{4}, \beta_{5}+\beta_{6}\right\}<\frac{1}{s}$ and for all $u, v, w, z \in X$,

$$
\begin{align*}
& d_{v}(T S(u, v), T S(w, z)) \leq \beta_{1} d_{v}(T g u, T g w)+\beta_{2} d_{v}(T g v, T g z)+\beta_{3} d_{v}(T g u, T S(u, v)) \\
& +\beta_{4} d_{v}\left(T g v, T S(v, u)+\beta_{5} d_{v}(T g w, T S(w, z))+\beta_{6} d_{v}(T g z, T S(z, w))\right. \tag{18}
\end{align*}
$$

Taking $T$ to be the identity mapping in Theorems 1-3, we have the following:

Corollary 1. Let $\left(X, d_{v}\right), S, g, \lambda, \mu$ and $v$ be as in Theorem 1 such that, for all $u, v, w, z \in X$, the following holds :

$$
\begin{align*}
d_{v}(S(u, v), S(w, z) \leq & \lambda \max \left\{d_{v}(g u, g w), d_{v}(g v, g z), \mu d_{v}(g u, S(u, v)), \mu d_{v}(g v, S(v, u),\right. \\
& \left.v d_{v}(g w, S(w, z)), v d_{v}(g z, S(z, w))\right\} . \tag{19}
\end{align*}
$$

Then, $\operatorname{COCP}\{S, g\} \neq \phi$. Furthermore, if $S$ and $g$ are weakly compatible, then $S$ and $g$ has a unique common coupled fixed point. Moreover, for some arbitrary $\left(u_{0}, v_{0}\right) \in X \times X$, the iterative sequences $\left(<g u_{n}\right\rangle$ ,$\left.<g v_{n}>\right)$ defined by $g u_{n}=S\left(u_{n-1}, v_{n-1}\right)$ and $g v_{n}=S\left(v_{n-1}, u_{n-1}\right)$ converge to the unique common coupled fixed point of $S$ and $g$.

Corollary 2. Corollary 1 holds if the condition (19) is replaced with the following condition:
There exist $\beta_{1}, \beta_{2}, \beta_{3}$ in the interval $[0,1)$, such that $\beta_{1}+\beta_{2}+\beta_{3}<1, \min \left\{\beta_{2}, \beta_{3}\right\}<\frac{1}{s}$ and for all $u, v, w, z \in X$

$$
\begin{array}{r}
d_{v}\left(S(u, v), S(w, z)+d_{v}\left(S(v, u), S(z, w) \leq \beta_{1}\left(d_{v}(g u, g w)+d_{v}(g v, g z)\right)+\right.\right. \\
\beta_{2}\left(d_{v}(g u, S(u, v))+d_{v}(g v, S(v, u))+\beta_{3}\left(d_{v}(g w, S(w, z))+d_{v}(g z, S(z, w))\right) .\right. \tag{20}
\end{array}
$$

Corollary 3. Corollary 1 holds if the condition (19) is replaced with the following condition:
There exist $\beta_{i} \in[0,1), i \in\{1, \ldots 6\}$ such that $\sum_{i=1}^{6} \beta_{i}<1, \min \left\{\beta_{3}+\beta_{4}, \beta_{5}+\beta_{6}\right\}<\frac{1}{s}$ and, for all $u, v, w, z \in X$,

$$
\begin{array}{r}
d_{v}(S(u, v), S(w, z)) \leq \beta_{1} d_{v}(g u, g w)+\beta_{2} d_{v}(g v, g z)+ \\
\beta_{3} d_{v}(g u, S(u, v))+\beta_{4} d_{v}\left(g v, S(v, u)+\beta_{5} d_{v}(g w, S(w, z))+\beta_{6} d_{v}(g z, S(z, w)) .\right. \tag{21}
\end{array}
$$

Remark 1. Since every b-metric space is a $b_{1}(s)$ metric space, we note that Theorem 1 is a substantial generalization of Theorem 2.2 of Ramesh and Pitchamani [11]. In fact, we do not require continuity and sub sequential convergence of the function $T$.

Remark 2. Note that condition (2.1) of Gu [10] implies (20) and hence Corollary 2 gives an improved version of Theorem 2.1 of Gu [10].

Remark 3. Condition (3.1) of Hussain et al. [12] implies (18) and hence Theorem 3 is an extended and generalized version of Theorem 3.1 of [12].

### 3.2. Application to a System of Integral Equations

In this section, we give an application of Theorem 1 to study the existence and uniqueness of solution of a system of nonlinear integral equations.

Let $X=C[0, A]$ be the space of all continuous real valued functions defined on $[0, A], A>0$. Our problem is to find $(u(t), v(t)) \in X \times X, t \in[0, A]$ such that, for $f:[0, A] \times R \times R \rightarrow R$ and $G:[0, A] \times[0, A] \rightarrow R$ and $K \in C([0, A]$, the following holds:

$$
\begin{align*}
u(t) & =\int_{0}^{A} G(t, r) f(t, u(r), v(r)) d r+K(t) \\
v(t) & =\int_{0}^{A} G(t, r) f(t, v(r), u(r)) d r+K(t) \tag{22}
\end{align*}
$$

Now, suppose $F: X \times X \rightarrow X$ is given by

$$
F(u(t), v(t))=\int_{0}^{A} G(t, r) f(t, u(r), v(r)) d r+K(t)
$$

$$
F(v(t), u(t))=\int_{0}^{A} G(t, r) f(t, v(r), u(r)) d r+K(t)
$$

Then, (22) is equivalent to the coupled fixed point problem $F(u(t), v(t))=u(t), F(v(t), u(t))=v(t)$.
Theorem 4. The system of Equation (22) has a unique solution provided the following holds:
(i) $G:[0, A] \times[0, A] \rightarrow R$ and $f:[0, A] \times R \times R \rightarrow R$ are continuous functions.
(ii) $K \in C([0, A]$.
(iii) For all $x, y, u, v \in X$ and $t \in[0, A]$, we can find a function $g: X \rightarrow X$ and real numbers $p \geq 1, \lambda, \mu, v$ with $0 \leq \lambda<1,0 \leq \mu, v \leq 1$, minimum $\{\lambda \mu, \lambda v\}<\frac{1}{3^{s-1}}$ satisfying

$$
\begin{aligned}
(\text { iii }-a): \mid f(t, u(r), v(r)))-f(t, x(r), y(r)))\left.\right|^{p} \leq & \lambda^{p} \max \left\{|g(u(r))-g(x(r))|^{p},|g(v(r))-g(y(r))|^{p,}\right. \\
& \mu|g(u(r))-F(u(r), v(r))|^{p}, \mu|g(v(r))-F(v(r), u(r))|^{p,} \\
& \left.v|g(x(r))-F(x(r), y(r))|^{p}, v|g(y(r))-F(y(r), x(r))|^{p}\right\} .
\end{aligned}
$$

(iii-b) $F(g(u(t)), g(v(t)))=g(F(u(t), v(t)))$.
(iv) $\sup _{t \in[0, A]} \int_{0}^{A}|G(t, r)|^{p} d r \leq \frac{1}{\lambda^{p-1}}$.

Moreover, for some arbitrary $u_{0}(t), v_{0}(t)$ in $X$, the sequence $\left.\left(<g u_{n}(t)\right\rangle,\left\langle g v_{n}(t)\right\rangle\right)$ defined by

$$
\begin{align*}
& g u_{n}(t)=\int_{0}^{A} G(t, r) f\left(t, u_{n-1}(r), v_{n-1}(r)\right) d r+K(t) \\
& g v_{n}(t)=\int_{0}^{A} G(t, r) f\left(t, v_{n-1}(r), u_{n-1}(r)\right) d r+K(t) \tag{23}
\end{align*}
$$

converges to the unique solution.
Proof. Define $d_{v}: X \times X \rightarrow R$ such that for all $u, v \in X$,

$$
\begin{equation*}
d_{v}(u, v)=\sup _{t \in[0, A]}|u(t)-v(t)|^{s} \tag{24}
\end{equation*}
$$

Clearly, $d_{v}$ is a $b_{v}\left((v+1)^{s-1}\right)$-metric space.
For some $r \in[0, A]$, we have

$$
\begin{aligned}
\mid F(u(t), v(t))= & \left.F(x(t), y(t))\right|^{p} \\
= & \left|\int_{0}^{A} G(t, r) f(t, u(r), v(r)) d r+g(t)-\int_{0}^{A} G(t, r) f(t, x(r), y(r)) d r+g(t)\right|^{p} \\
\leq & \int_{0}^{A}|G(t, r)|^{p}|f(t, u(r), v(r))-f(t, x(r), y(r))|^{p} d r \\
\leq & \left(\int_{0}^{A}|G(t, r)|^{p} d r\right) \lambda^{p}\left[\operatorname { m a x } \left\{|g(u(r))-g(x(r))|^{p},|g(v(r))-g(y(r))|^{p},\right.\right. \\
& \mu|g(u(r))-F(u(r), v(r))|^{p}, \mu|g(v(r))-F(v(r), u(r))|^{p}, \\
& \left.v|g(x(r))-F(x(r), y(r))|^{p}, v|g(y(r))-F(y(r), x(r))|^{p}\right\} . \\
\leq & \left(\int_{0}^{A}|G(t, r)|^{p} d r\right) \lambda^{p}\left[\operatorname { m a x } \left\{d_{v}(g(u), g(x)), d_{v}(g(v), g(y)), \mu d_{v}(g(u), F(u, v)), \mu d_{v}(g(v), F(v, u)),\right.\right. \\
& \left.v d_{v}(g(x), F(x, y)), v d_{v}(g(y), F(y, x))\right\} .
\end{aligned}
$$

Thus, using condition (iv), we have

$$
\begin{aligned}
d_{v}(F(u, v), F(x, y))= & \sup _{t \in[0, A]}|F(u(t), v(t))-F(x(t), y(t))|^{p} \\
\leq & \lambda\left[\operatorname { m a x } \left\{d_{v}(g(u), g(x)), d_{v}(g(v), g(y)), \mu d_{v}(g(u), F(u, v)), \mu d_{v}(g(v), F(v, u)),\right.\right. \\
& \left.v d_{v}(g(x), F(x, y)), v d_{v}(g(y), F(y, x))\right\}
\end{aligned}
$$

Thus, all the conditions of Corollary 1 are satisfied and so $F$ has a unique coupled fixed point $\left(u^{\prime}, v^{\prime}\right) \in C([0, A] \times C([0, A]$, which is the unique solution of (22) and the sequence $\left(<g u_{n}(t)>,<g v_{n}(t)>\right)$ defined by (23) converges to the unique solution of (22).

Example 1. Let $X=C[0,1]$ be the space of all continuous real valued functions defined on $[0,1]$ and define $d_{3}: X \times X \rightarrow R$ such that, for all $u, v \in X$,

$$
\begin{equation*}
d_{3}(u, v)=\sup _{t \in[0,1]}|u(t)-v(t)|^{2} \tag{25}
\end{equation*}
$$

Clearly, $d_{3}$ is a $b_{2}$ (3)-metric. Now, consider the functions $f:[0,1] \times R \times R \rightarrow R$ given by $f(t, u, v)=t^{2}+\frac{9}{20} u+\frac{8}{20} v, G:[0,1] \times[0,1] \rightarrow R$ given by $G(t, r)=\frac{\sqrt{45}(t+r)}{10}, K \in C([0,1]$ given by $K(t)=t$. Then, Equation (22) becomes

$$
\begin{align*}
u(t) & =t+\int_{0}^{1} \frac{\sqrt{45}(t+r)}{10}\left(t^{2}+\frac{9}{20} u(r)+\frac{8}{20} v(r)\right) d r \\
v(t) & =t+\int_{0}^{1} \frac{\sqrt{45}(t+r)}{10}\left(t^{2}+\frac{9}{20} v(r)+\frac{8}{20} u(r)\right) d r \tag{26}
\end{align*}
$$

Then,

$$
\begin{aligned}
|f(t, u, v)-f(t, x, y)|^{2} & =\left|\frac{9}{20}(u-x)+\frac{8}{20}(v-y)\right|^{2} \\
& \leq\left|\operatorname{Max}\left\{\frac{9}{10}(u-x), \frac{8}{10}(v-y)\right\}\right|^{2} \\
& \left.\leq\left.\frac{81}{100} \operatorname{Max}\left\{|u-x|^{2}, \mid v-y\right)\right|^{2}\right\}
\end{aligned}
$$

In addition,

$$
\sup _{t \in[0,1]} \int_{0}^{1}|G(t, r)|^{2} d r=\int_{0}^{1} \frac{45}{100}(t+r)^{2} d r=1.05
$$

We see that all the conditions of Theorem 4 are satisfied, with $\lambda=\frac{9}{10}, \mu=0, v=0, p=2$ and $g=I_{X}$ (Identity mapping). Hence, Theorem 4 ensures a unique solution of (26). Now, for $u_{0}(t)=1$ and $v_{0}(t)=0$, we construct the sequence $\left(<u_{n}(t)>,<v_{n}(t)>\right\}$ given by

$$
\begin{align*}
& u_{n}(t)=t+\int_{0}^{1} \frac{\sqrt{45}(t+r)}{10}\left(t^{2}+\frac{9}{20} u_{n-1}(r)+\frac{8}{20} v_{n-1}(r)\right) d r \\
& v_{n}(t)=t+\int_{0}^{1} \frac{\sqrt{45}(t+r)}{10}\left(t^{2}+\frac{9}{20} v_{n-1}(r)+\frac{8}{20} u_{n-1}(r)\right) d r \tag{27}
\end{align*}
$$

Using MATLAB, we see that above sequence converges to $\left\{0.6708 t^{3}+0.3354 t^{2}+2.2339 t+\right.$ $\left.0.7677,0.6708 t^{3}+0.3354 t^{2}+2.2339 t+0.7677\right\}$, and this is the unique solution of the system of nonlinear integral Equation (26). The convergence table is given in Table 1 below.

Table 1. Convergence of sequences $\left\langle u_{n}(t)\right\rangle$ and $\left.<v_{n}(t)\right\rangle$.

| n | $\begin{gathered} u_{n}(t)=t+\int_{0}^{1} \frac{\sqrt{45}(t+r)}{10}\left(t^{2}+\frac{9}{20} u_{n-1}(r)+\right. \\ \left.\frac{8}{20} v_{n-1}(r)\right) d r \end{gathered}$ | $\begin{gathered} v_{n}(t)=t+\int_{0}^{1} \frac{\sqrt{45}(t+r)}{10}\left(t^{2}+\frac{9}{20} v_{n-1}(r)+\right. \\ \left.\frac{8}{20} u_{n-1}(r)\right) d r \end{gathered}$ |
| :---: | :---: | :---: |
| 1 | $\left.u_{1}(t)=t+0.0167(2 t+1)\left(20 t^{2}+9\right)\right)$ | $\left.v_{1}(t)=t+.0671(2 t+1)\left(5 t^{2}+2\right)\right)$ |
| 2 | $u_{2}(t)=0.6708 t^{3}+0.3354 t^{2}+1.3 t+0.5007$ | $v_{2}(t)=0.6708 t^{3}+0.3354 t^{2}+1.29 t+0.5115$ |
| 3 | $u_{3}(t)=0.6708 t^{3}+0.3354 t^{2}+1.8210 t+0.5174$ | $v_{3}(t)=0.6708 t^{3}+0.3354 t^{2}+1.8208 t+0.5171$ |
| 4 | $u_{4}(t)=0.6708 t^{3}+0.3354 t^{2}+1.9734 t+0.6179$ | $v_{4}(t)=0.6708 t^{3}+0.3354 t^{2}+1.9734 t+0.6178$ |
| 5 | $u_{5}(t)=0.6708 t^{3}+0.3354 t^{2}+2.0743 t+0.6755$ | $v_{5}(t)=0.6708 t^{3}+0.3354 t^{2}+2.0743 t+0.6755$ |
| 6 | $u_{6}(t)=0.6708 t^{3}+0.3354 t^{2}+2.1359 t+0.7111$ | $v_{6}(t)=0.6708 t^{3}+0.3354 t^{2}+2.1359 t+0.7111$ |
| 7 | $u_{7}(t)=0.6708 t^{3}+0.3354 t^{2}+2.1737 t+0.73298$ | $v_{7}(t)=0.6708 t^{3}+0.3354 t^{2}+2.1737 t+0.73298$ |
| 8 | $u_{8}(t)=0.6708 t^{3}+0.3354 t^{2}+2.19699 t+0.7464$ | $v_{8}(t)=0.6708 t^{3}+0.3354 t^{2}+2.19699 t+0.7464$ |
| 9 | $u_{9}(t)=0.6708 t^{3}+0.3354 t^{2}+2.2113 t+0.7547$ | $v_{9}(t)=0.6708 t^{3}+0.3354 t^{2}+2.2113 t+0.7547$ |
| 10 | $u_{10}(t)=0.6708 t^{3}+0.3354 t^{2}+2.2200 t+0.7597$ | $v_{10}(t)=0.6708 t^{3}+0.3354 t^{2}+2.2200 t+0.7597$ |
| 11 | $u_{11}(t)=0.6708 t^{3}+0.3354 t^{2}+2.2254 t+0.7628$ | $v_{11}(t)=0.6708 t^{3}+0.3354 t^{2}+2.2254 t+0.7628$ |
| 12 | $u_{12}(t)=0.6708 t^{3}+0.3354 t^{2}+2.2287 t+0.7647$ | $v_{12}(t)=0.6708 t^{3}+0.3354 t^{2}+2.2287 t+0.7647$ |
| 13 | $u_{13}(t)=0.6708 t^{3}+0.3354 t^{2}+2.2308 t+0.7658$ | $v_{13}(t)=0.6708 t^{3}+0.3354 t^{2}+2.2308 t+0.7658$ |
| 14 | $u_{14}(t)=0.6708 t^{3}+0.3354 t^{2}+2.23199 t+0.7666$ | $v_{14}(t)=0.6708 t^{3}+0.3354 t^{2}+2.23199 t+0.7666$ |
| 15 | $u_{15}(t)=0.6708 t^{3}+0.3354 t^{2}+2.2328 t+0.7671$ | $v_{15}(t)=0.6708 t^{3}+0.3354 t^{2}+2.2328 t+0.7671$ |
| 16 | $u_{16}(t)=0.6708 t^{3}+0.3354 t^{2}+2.2333 t+0.7674$ | $v_{16}(t)=0.6708 t^{3}+0.3354 t^{2}+2.2333 t+0.7674$ |
| 17 | $u_{17}(t)=0.6708 t^{3}+0.3354 t^{2}+2.2336 t+0.7675$ | $v_{17}(t)=0.6708 t^{3}+0.3354 t^{2}+2.2336 t+0.7675$ |
| 18 | $u_{18}(t)=0.6708 t^{3}+0.3354 t^{2}+2.2338 t+0.7676$ | $v_{18}(t)=0.6708 t^{3}+0.3354 t^{2}+2.2338 t+0.7676$ |
| 19 | $u_{19}(t)=0.6708 t^{3}+0.3354 t^{2}+2.2339 t+0.7677$ | $v_{19}(t)=0.6708 t^{3}+0.3354 t^{2}+2.2339 t+0.7677$ |
| 20 | $u_{20}(t)=0.6708 t^{3}+0.3354 t^{2}+2.2339 t+0.7677$ | $v_{20}(t)=0.6708 t^{3}+0.3354 t^{2}+2.2339 t+0.7677$ |

Remark 4. Condition (iv) of Theorem 4 above is weaker than the corresponding conditions used in similar theorems of [11,13,14].

Remark 5. In example 1 above, we see that sup $p_{t \in[0,1]} \int_{0}^{1}|G(t, r)|^{2} d r=\int_{0}^{1} \frac{45}{100}(t+r)^{2} d r=1.05>1$ and thus condition (v) of Theorem 3.1 of [11], condition (30) of Theorem 3.1 of [13] and condition (iii) of Theorem 3.1 of [14] are not satisfied.
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#### Abstract

In this manuscript we investigate the existence of start-points for the generalized weakly contractive multi-valued mappings in the setting of left $K$-complete quasi-pseudo metric space. We provide an example to support the given result.
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## 1. Introduction and Preliminaries

The quasi-pseudo metric space, which is obtained by relaxing the symmetry condition, is one of the refinements of the notion of metric space. In the point view of fixed point theory, the lack of the symmetry axiom leads to consider the orientation in this new structure. Roughly speaking, fixed points for mappings are usually limits of the Picard sequence, which is constructed by the recursive iteration of the operator by starting with an arbitrarily chosen point. On the other hand, in this new structure, the distance function is not symmetric. Consequently, for an arbitrary initial value $\xi_{0}$, the value of the distance from its $n$-th iteration, $T^{n} x_{0}$, to its limit, say $x^{*}$ (if exists), and the value of the distance from its limit, $x^{*}$ (if exists), to its $n$-th iteration, $T^{n} x_{0}$, need not be equal. Under this motivation, the notions of start-point, end-point, $\varepsilon$-start-point, and $\varepsilon$-end-point were defined in [1]. In other words, fixed point has been investigated in the oriented structure, quasi-pseudo metric space, under the names of start-point and end-point. It is clear that, under the condition symmetry, the start-points and end-points coincide with the fixed points [2-5].

An initial result in the theory of start-point was given in [1] in order to extend the idea of fixed points for multi-valued mappings defined on quasi-pseudo metric spaces. A series of three papers, see [1,6,7], has given a more or less detailed introduction to the subject. The theory of start-point came to extend the idea of fixed points for multi-valued mappings that are defined on quasi-pseudo metric spaces. More detailed introduction to the subject can be read in [1,6-13].

In this paper, we investigate the existence of start-points and end-points for a class of mappings, which are known as generalized weakly contractive multi-valued maps, in the context of left K -complete quasi-pseudo metric space.

Intuitively, as we mentioned above, the appropriate framework for the theory of start-point is the quasi-metric setting. For the sake of completeness, we recollect, in the present manuscript, the necessary notations and fundamental concepts from the literature. We first recall the basic notions regarding quasi-metric spaces as well as some additional definitions that are related to multi-valued maps on these spaces[14-16]. For a general approach in metric fixed point theory for multi-valued operators, see [17-19].

Definition 1 (See [1]). Let $q: X \times X \rightarrow[0, \infty)$ be a function where $X$ is a non-empty set. The function is called a quasi-pseudometric (respectively, $T_{0}$-quasi-metric) on $X$ if $\left(q_{1}\right)$ and $\left(q_{2}\right)$ (respectively, $\left(q_{1}\right)^{*}$ and $\left(q_{2}\right)$ ) hold, where
$\left(q_{1}\right) q(\xi, \xi)=0 \quad$ for all $\xi \in X$,
$\left(q_{1}\right)^{*} q(\xi, \eta)=0=q(\eta, \xi)$ implies $\xi=y$, and
$\left(q_{2}\right) \quad q(\xi, \zeta) \leq q(\xi, \eta)+q(\eta, \zeta) \quad$ for all $\xi, \eta, \zeta \in X$.
Note that the condition $\left(q_{1}\right)^{*}$ is known as the $T_{0}$-condition. Furthermore, for a quasi-pseudo metric $q$ on $X$, the function $q^{-1}: X \times X \rightarrow[0, \infty)$, which is defined by $q^{-1}(\xi, \eta)=q(\eta, \xi)$ for all $\xi, \eta \in X$, forms a quasi-pseudo metric on the same set $X$ and is named as the conjugate of $q$. For a $T_{0}$-quasi-metric $d$ on $X$, a distance function $d_{q}: X \times X \rightarrow[0, \infty)$, defined by $d_{q}(\xi, \eta)=\max \{q(\xi, \eta), q(\eta, \xi)\}$ for all $(\xi, \eta) \in X \times X$, becomes a metric on $X$.

Remark 1. In some sources, the quasi-pseudo metric is called hemi-metric (see [20]). Moreover, $T_{0}$-quasi-metric is known also as a quasi-metric in the literature.

In what follows, we consider three well-known examples in order to illustrate the validity of Definition 1.

Example 1 (Truncated difference). Set $\mathbb{R}_{0}^{+}:=[0, \infty)$ and $\delta: \mathbb{R}_{0}^{+} \times \mathbb{R}_{0}^{+} \rightarrow \mathbb{R}_{0}^{+}$be given, for any $\xi, \eta \in X$, by

$$
\delta(\xi, \eta)=\max \{0, \xi-\eta\}
$$

Under these conditions, $\delta$ forms a $T_{0}$-quasi-metric. Further, the pair $\left(\mathbb{R}_{0}^{+}, \delta\right)$ becomes a $T_{0}$-quasi-metric space.
Example 2 (cf. [21]). Let $A, B$ be two non-empty set, such that $A \cap B \neq \varnothing$. Set $X=A \cup B$ and $q: X \times X \rightarrow[0, \infty)$ be given, for any $a, b \in X, b y$

$$
q(a, b)=\left\{\begin{array}{rr}
0 & \text { if } a=b \\
\frac{3}{2} & \text { if } a \in A, b \in B \\
2 & \text { if } b \in A, a \in B \\
1 & \text { otherwise }
\end{array}\right.
$$

Under these conditions, q forms a $T_{0}$-quasi-metric. Further, the pair $(X, q)$ becomes a $T_{0}$-quasi-metric space.
Example 3 (cf. [22]). Set $\mathbb{I}:=[0,1]$, and define $\delta: \mathbb{I} \times \mathbb{I} \rightarrow \mathbb{R}_{0}^{+}$be defined as

$$
\delta(\xi, \eta)= \begin{cases}\xi-\eta, & : \xi \geq \eta \\ 1, & : \xi<\eta\end{cases}
$$

Under these conditions, $\delta$ forms a quasi-pseudo metric that is obviously not $T_{0}$.
For a quasi-pseudo metric space $(X, q)$, we define an open $\varepsilon$-ball at a point $\xi$ as follows: For $\xi \in X$ and $\varepsilon>0$,

$$
B_{q}(\xi, \varepsilon)=\{\eta \in X: q(\xi, \eta)<\varepsilon\}
$$

Let $(X, q)$ be a quasi-pseudo metric space. We say that the sequence $\left\{\xi_{n}\right\}$ is $q$-convergent to $\xi$ (or left-convergent to $\xi$ ), if

$$
q\left(\xi_{n}, \xi\right) \longrightarrow 0
$$

and we denote this fact by $\xi_{n} \xrightarrow{q} \xi$. More precisely, $\left\{\xi_{n}\right\}$ converges to $\xi$ with respect to $\tau(q)$.
In a similar manner, a sequence $\left\{\xi_{n}\right\}$ is $q^{-1}$-convergent to $\xi$ (or right-convergent to $\xi$ ), if

$$
\begin{equation*}
q\left(\xi, \xi_{n}\right) \longrightarrow 0 \tag{1}
\end{equation*}
$$

fact denoted by $\xi_{n} \xrightarrow{q^{-1}} \xi$. Actually, $\left\{\xi_{n}\right\}$ converges to $\xi$ with respect to $\tau\left(q^{-1}\right)$
A sequence $\left\{\xi_{n}\right\}$, in the setting of a quasi-pseudo metric space $(X, q)$, is said to be $d_{q}$-convergent to $\xi$ in the case the sequence converges to $\xi$ from left and right, which is,

$$
\xi n \xrightarrow{q} \xi \text { and } \xi n \xrightarrow{q^{-1}} \xi
$$

Moreover, it is denoted as $\xi_{n} \xrightarrow{d_{q}} \xi$ (or, $\xi_{n} \longrightarrow \xi$, if there is no confusion).
Remark 2. From the definition of $d_{q}$-convergence, we have

$$
d_{q} \text {-convergence implies } q \text {-convergence. }
$$

The reverse implication does not hold in general, as demonstrated in the following example.
Example 4 (cf. [22]). Set $\mathbb{I}:=[0,1]$, and define $q: \mathbb{I} \times \mathbb{I} \rightarrow \mathbb{R}_{0}^{+}$be defined as

$$
q(\xi, \eta)= \begin{cases}0 & : \xi \leq y \\ 1 & : \xi>y\end{cases}
$$

Subsequently, it is evident that $(X, q)$ forms a quasi-pseudo metric space.
Consider

$$
\xi_{n}=\left\{\begin{array}{cc}
\frac{1}{2}+2^{-n} & : n \text { is odd } \\
\frac{1}{3}+3^{-n} & : n \text { is even }
\end{array}\right.
$$

It is easy to see that the sequence $\left\{\xi_{n}\right\}$ is right-convergent (to $1 / 3$ ) and left-convergent (to 1 ), but not $d_{q}$-convergent.

Definition 2 (See e.g., [1]). A sequence $\left\{\xi_{n}\right\}$ in a quasi-pseudo metric space $(X, q)$ is called left $K$-Cauchy if for every $\varepsilon>0$, there exists $n_{0} \in \mathbb{N}$, such that

$$
\text { for all } n, k: n_{0} \leq k \leq n \quad q\left(\xi_{k}, \xi_{n}\right)<\varepsilon
$$

Similarly, we define right $K$-Cauchy sequences and observe that a sequence is left $K$-Cauchy with respect to $q$ if and only if it is right $K$-Cauchy with respect to $q^{-1}$.

Example 5 (See [8]). Set $\mathbb{I}:=(0,1)$, and define $\delta: \mathbb{O} \times \mathbb{O} \rightarrow \mathbb{R}_{0}^{+}$be defined as

$$
q(\xi, \eta)= \begin{cases}\xi-\eta & : \xi \geq \eta \\ 1 & : \xi<\eta\end{cases}
$$

Let us define the sequence $\left\{\xi_{n}\right\}$ given by $\xi_{n}=(n+1)^{-1}$. Subsequently,

$$
q\left(\tilde{\xi}_{r}, \xi_{s}\right)<r^{-1}
$$

for all $s>r$; hence, $\left\{\xi_{n}\right\}$ is left K-Cauchy. However, $\left\{\xi_{n}\right\}$ is not right K-Cauchy, since whenever $\xi \in X, q\left(\xi_{m}, \xi\right)=1$ after a certain stage. On the other hand, if one considers the sequence $\left\{\eta_{n}\right\}$ where $\eta_{n}=1-(n+1)^{-1}$, one could easily see that it is right K-Cauchy.

Definition 3 (See $[1,13])$. We say that $(X, q)$ is left- $K$-complete if any left $K$-Cauchy sequence is $q$-convergent. Furthermore, we say that quasi-pseudo metric space $(X, q)$ is Smyth complete if any left $K$-Cauchy sequence is $d_{q}$-convergent.

It is easy to see that every Smyth-complete quasi-metric space is left $K$-complete [13], and the converse implication does not hold.

Definition 4 ([1]). We say that a $T_{0}$-quasi-metric space $(X, q)$ is said to be bicomplete if the corresponding metric $d_{q}$ on X is complete.

Example 6. Let us again consider Example 1. In that case, for any $\xi, \eta \in X=[0, \infty)$, we have that $d_{q}(\xi, \eta)=\max \{\xi-\eta, \eta-\xi\}=|\xi-\eta|$. We know that $(\mathbb{R},|\cdot|)$ is a complete metric space; hence, $([0, \infty),|\cdot|)$ is a example of bicomplete $T_{0}$-quasi-metric space.

However, if we take the quasi-pseudo metric that is defined in Example 3, it is clear that $(X, \delta)$ is not bicomplete, since $(X, \delta)$ is not even $T_{0}$.

Definition 5 ([1]). Let A be a subset of a quasi-pseudo metric space $(X, q)$. We say that $A$ is bounded if there exists a $\Delta>0$, such that $\eta(\xi, \eta)<\Delta$ whenever $\xi, \eta \in A$.

## Example 7.

1. Let $X=\{a, b, c\}$. The map $q: X \times X \rightarrow[0, \infty)$ defined by $q(a, b)=q(a, c)=0, q(b, a)=q(b, c)=1$, $q(c, a)=q(c, b)=2$ and $q(\xi, \xi)=0$ for all $\xi \in X$ is a bounded $T_{0}$-quasi-metric on $X$. Indeed, for any $\xi, \eta \in X, q(\xi, \eta) \leq 2$.
2. The quasi-pseudo metric presented in Example 4 is bounded, as for any $\xi, \eta \in X, q(\xi, \eta) \leq 1$.

Let $(X, q)$ be a quasi-pseudo metric space. We set $\mathscr{P}_{0}(X):=\mathscr{P}_{0}(X) \backslash\{\varnothing\}$, where $\mathscr{P}_{0}(X)$ denotes the power set of $X$.

$$
\begin{aligned}
\mathscr{P}_{c b}(X): & =\left\{A \in \mathscr{P}_{0}(X): A \text { closed and bounded }\right\}, \\
\mathscr{P}_{k}(X): & =\left\{A \in \mathscr{P}_{0}(X): A \text { compact }\right\}, \\
\mathscr{P}_{c}(X): & =\left\{A \in \mathscr{P}_{0}(X): A \text { closed }\right\} .
\end{aligned}
$$

For $\xi \in X$ and $A \in \mathscr{P}_{0}(X)$, we set:

$$
q(\xi, A):=\inf \{q(\xi, a), a \in A\}, \quad q(A, \xi):=\inf \{q(a, \xi), a \in A\} .
$$

We also define the map $H: \mathscr{P}_{0}(X) \times \mathscr{P}_{0}(X) \rightarrow[0, \infty]$ by

$$
H(A, B)=\max \left\{\sup _{a \in A} q(a, B), \sup _{b \in B} q(A, b)\right\} \text { whenever } A, B \in \mathscr{P}_{0}(X)
$$

Subsequently, the distance function $H$ is called the Hausdorff extended quasi-pseudo metric on $\mathscr{P}_{0}(X)$. Notice that, here, the word "extended" is use to emphasize that $H$ can attain the value $\infty$ as it appears in the definition.

Finally, we recall some concepts that are related to the classical fixed point notions in the setting of a quasi-pseudo metric space.

Definition 6 (cf.[1]). Let $(X, q)$ be a quasi-pseudo metric space and $F: X \rightarrow \mathscr{P}_{0}(X)$ be a multi-valued map. Suppose that $H$ is a Hausdorff quasi-pseudo metric on $\mathscr{P}_{0}(X)$. We say that $\xi \in X$ is
(i) a fixed point of $F$ if $\xi \in F \xi$,
(ii) a strict fixed point if $F \xi=\{\xi\}$,
(iii) a start-point of $F$ if $H(\{\xi\}, F \xi)=0$, and
(iv) an end-point of $F$ if $H(F \xi,\{\xi\})=0$.

In this context, we can also write $H(\eta, F \eta):=H(\{\eta\}, F \eta), \eta \in X$. Notice that $H(\{\eta\}, F \eta)=$ $\sup _{\psi \in F \eta} q(\eta, \psi)$, while $H(F \eta,\{\eta\})=\sup _{\psi \in F \eta} q(\psi, \eta)$.

## 2. Main Results

In this section, we give a new start-point theorem for a generalized weakly contractive multi-valued map.

As we dive into the topic, it could be very interesting to point out this known fact, which is always good to remember. That is, if $\xi$ is both a start-point and an end-point of a multi-valued $F$, then $\xi$ is a fixed point of $F$. In fact, $F \xi$ is a singleton. Observe that a fixed point of a multi-valued $F$ need not be a start-point or an end-point. We provide the following three examples in order to illustrate that fact.

Example 8. Consider the $T_{0}$-quasi-pseudo metric space $(X, q)$, where $X=\{a, b, c\}$ and $q$ defined by $q(a, b)=q(a, c)=0, q(b, a)=q(b, c)=2, q(c, a)=q(c, b)=4$ and $q(\xi, \xi)=0$ for $\xi=a, b, c$. The multi-valued map $F: X \rightarrow \mathscr{P}_{0}(X)$ is considered by $F a=\{a, b\}$ and $F \xi=X \backslash\{\xi\}$ for $\xi=b, c$. Obviously, $a$ is a fixed point for $F$. Moreover, since

$$
H(\{a\}, F a)=\max \{q(a, a), q(a, b)\}=0
$$

we derive that $a$ is a start-point, but, since

$$
H(F a,\{a\})=\max \{q(a, a), q(b, a)\}=2 \neq 0
$$

we derive that a is not an end-point. Furthermore, there is no other start-point or end-point for $F$.
Example 9. Consider the $T_{0}$-quasi-pseudo metric space $(X, q)$, as defined in the previous example (Example 8). The multi-valued map $F: X \rightarrow \mathscr{P}_{0}(X)$ is considered by $F \xi=\{a, b\}$ for $\xi=a, b, c$. Obviously, $a, b$ are fixed points for F. Again, a is a start-point, but not an end-point. Observe this time around that $b$ is an end-point, but not a start-point.

Example 10. Consider the $T_{0}$-quasi-pseudo metric space $(X, q)$, as defined in the previous example (Example 8). The multi-valued map $F: X \rightarrow \mathscr{P}_{0}(X)$ is considered by $F a=\{b\}, F b=\{c\}, F c=\{a\}$. The map $F$ does not have any fixed point. However, we can easily that $a$ is the only start-point and $c$ the only end-point for $F$.

Remark 3. So far in the examples, we have been obtaining fixed points. Let us observe what happens when we are in the presence of a strict fixed point.

Example 11. Consider the $T_{0}$-quasi-pseudo metric space $(X, q)$, where $X=\{a, b, c\}$ and $q$ defined by $q(a, b)=$ $q(a, c)=q(b, c)=0, q(b, a)=2, q(c, a)=q(c, b)=4$ and $q(\xi, \xi)=0$ for $\xi=a, b, c$. We define, on $X$, the multi-valued map $F: X \rightarrow \mathscr{P}_{0}(X)$ by $F a=\{a\}$ and $F b=F c=\{b, c\}$ for $\xi=b, c$.

$$
H(\{a\}, F a)=q(a, a)=0,
$$

and

$$
H(F a,\{a\})=q(a, a)=0,
$$

i.e., $a$ is is both a start-point and an end-point for $F$.

The point $b$ is both a fixed point (which is not strict) and end-point for $F$, while $c$ is neither a (strict) fixed point nor a start-point nor an end-point for $F$.

In fact, the above example illustrates the following fact:
Lemma 1. Let $X$ be non-empty set and $H$ the Hausdorff quasi-pseudo metric that is derived by a quasi-pseudo metric $q$. Let $F: X \rightarrow \mathscr{P}_{0}(X)$ be a multi-valued map. If $\xi \in X$ is a strict fixed point, then $\xi$ is both a start-point and an end-point.

Proof. The result is immediate, since, for $F \xi=\{\xi\}$, we have

$$
H(\{\xi\}, F \xi)=q(\xi, \xi)=0=q(\xi, \xi)=H(F \xi,\{\tilde{\xi}\})=0 .
$$

We begin with the following intermediate result.
Lemma 2. Let $(X, q)$ be $T_{0}$-quasi-metric space and $A \subset X$. If $A$ is a compact subset of $\left(X, d_{q}\right)$, then it is a closed subset of $(X, q)$. That is, $\mathscr{P}_{k}(X) \subset \mathscr{P}_{c}(X)$.

Proof. Let $\left\{\xi_{n}\right\}$ be a sequence in $A$, such that $q\left(\xi_{,} \xi_{n}\right) \rightarrow 0$ for some $\xi \in X$. Because $A$ is a compact subset of $\left(X, d_{q}\right)$, there exists a subsequence $\left\{\xi_{n_{k}}\right\}$ of $\left\{\xi_{n}\right\}$ and a point $\zeta \in A$, such that $d_{q}\left(\zeta, \xi_{n_{k}}\right) \rightarrow 0$. Thus, we have $q\left(\xi_{n_{k}}, \zeta\right) \rightarrow 0$. While using the triangle inequality, we have

$$
q(\xi, \zeta) \leq q\left(\xi, \xi n_{k}\right)+q\left(\xi_{n_{k}}, \zeta\right) .
$$

Letting $k \rightarrow \infty$ in above inequality, we obtain $\xi=\zeta$ and $\xi \in A$. Thus, $A$ is a closed subset of $(X, q)$.
The concept of weakly contractive maps that appeared in [23] (Definition 1) is one of the generalizations of contractions on metric spaces. In [23], the authors defined such maps for single valued maps on Hilbert spaces and proved the existence of fixed points. Later, it was shown that most of the results of [23] still hold in any Banach space, see e.g., Rhoades[24-29]. As it is expected, this notion was extended to multi-valued maps and it was characterized in the setting of quasi-metric spaces.

In the literature, one of the useful auxiliary function is the comparison function that is initiated by [30], and, later, discussed and investigated densely by Rus [31] and many others. A function $\varphi:[0, \infty) \rightarrow[0, \infty)$ is called a comparison function $[30,31]$ if it is increasing and $\varphi^{n}(t) \rightarrow 0$ as $n \rightarrow \infty$ for every $t \in[0, \infty)$, where $\varphi^{n}$ is the $n$-th iterate of $\varphi$. A simple example of such mappings is $\varphi(t)=\frac{k t}{n}$, where $k \in[0,1)$ and $n \in\{2,3, \cdots\}$.

Let $\Gamma$ be the family of functions $\gamma:[0, \infty) \rightarrow[0, \infty)$ satisfying the following conditions:
$\left(\Gamma_{1}\right) \gamma$ is nondecreasing;
( $\left.\Gamma_{2}\right) \sum_{n=1}^{+\infty} \gamma^{n}(t)<\infty$ for all $t>0$.
Subsequently, a function $\phi \in \Gamma$ is called (c)-comparison function, see also [31,32].
Lemma 3 ([31]). If $\gamma:[0, \infty) \rightarrow[0, \infty)$ is a comparison function, then

1. each iterate $\gamma^{k}$ of $\gamma, k \geq 1$ is also a comparison function;
2. $\gamma$ is continuous at 0 ; and,
3. $\gamma(t)<t$ for all $t>0$.

The listed properties above are also valid for (c)-comparison functions, since the class of (c)-comparison functions is a subclass of comparison functions.

For our own purpose, we introduce the (c)*-comparison function, as follows:
Definition 7. A function $\gamma:[0, \infty) \rightarrow[0, \infty)$ is called $a(c)^{*}$-comparison function if
$\left(\gamma_{1}\right) \quad \gamma$ is nondecreasing with $\gamma(0)=0$ and $0<\gamma(t)<t$ for each $t>0$; and,
$\left(\gamma_{2}^{*}\right)$ for any sequence $\left\{t_{n}\right\}$ of $(0, \infty), \sum_{n=1}^{\infty} \gamma\left(t_{n}\right)<\infty$ implies $\sum_{n=1}^{\infty} t_{n}<\infty$.
Definition 8. Let $(X, q)$ be $T_{0}$-quasi-metric space.

1. A multi-valued map $F: X \rightarrow \mathscr{P}_{0}(X)$ is called weakly contractive if there exists a $(c)^{*}$-comparison function $\gamma$, such that, for each $\xi \in X$ there exists $\eta \in F \xi$ satisfying

$$
\begin{equation*}
H(\eta, F \eta) \leq q(\xi, \eta)-\gamma(q(\xi, \eta)) \tag{2}
\end{equation*}
$$

2. A single-valued map $f: X \rightarrow X$ is called weakly contractive if there exists a $(c)^{*}$-comparison function $\gamma$, such that

$$
\begin{equation*}
q(f \xi, f \eta) \leq q(\xi, \eta)-\gamma(q(\xi, \eta)), \text { for every } \xi, \eta \in X \tag{3}
\end{equation*}
$$

The following is the main result of the paper.
Theorem 1. Let $(X, q)$ be a left $K$-complete quasi-pseudo metric space, $F: X \rightarrow \mathscr{P}_{c b}(X)$ be a weakly contractive multi-valued mapping. Subsequently, F has a start-point in X.

Proof. Let $\xi_{0} \in X$ be arbitrary. By (2), there exists $\xi_{1} \in F \xi_{0}$, such that, for every $\xi_{2} \in F \xi_{1}$, we have

$$
q\left(\xi_{1}, \xi_{2}\right) \leq H\left(\xi_{1}, F \xi_{1}\right) \leq q\left(\xi_{0}, \xi_{1}\right)-\gamma\left(q\left(\xi_{0}, \xi_{1}\right)\right)
$$

Again, by (2), there exists an element $\xi_{2} \in F \xi_{1}$, such that, for every $\xi_{3} \in F \xi_{2}$, we have

$$
q\left(\xi_{2}, \xi_{3}\right) \leq H\left(\xi_{2}, F \xi_{2}\right) \leq q\left(\xi_{1}, \xi_{2}\right)-\gamma\left(q\left(\xi_{1}, \xi_{2}\right)\right) \leq q\left(\xi_{1}, \xi_{2}\right) \leq H\left(\xi_{1}, F \xi_{1}\right)
$$

Continuing this process, we can find a sequence $\left\{\xi_{n}\right\} \subset X$, such that, for $n \in\{0,1,2, \cdots\}$, we have

$$
\xi_{n+1} \in F \xi_{n}
$$

and

$$
q\left(\xi_{n+1}, \xi_{n+2}\right) \leq H\left(\xi_{n+1}, F \xi_{n+1}\right) \leq q\left(\xi_{n}, \xi_{n+1}\right)-\gamma\left(q\left(\xi_{n}, \xi_{n+1}\right)\right) \leq q\left(\xi_{n}, \xi_{n+1}\right) \leq H\left(\xi_{n}, F \xi_{n}\right)
$$

Thus, the sequence $\left\{q\left(\xi_{n}, \xi_{n+1}\right)\right\}$ is non-increasing and so we can conclude that $\lim _{n \rightarrow \infty} q\left(\xi_{n}, \xi_{n+1}\right)=l$ for some $l \geq 0$. We show that $l=0$. Suppose that $l>0$. Subsequently, we have

$$
q\left(\xi_{n}, \xi_{n+1}\right) \leq q\left(\xi_{n-1}, \xi_{n}\right)-\gamma\left(q\left(\xi_{n-1}, \xi_{n}\right)\right) \leq q\left(\xi_{n-1}, \xi_{n}\right)-\gamma(l)
$$

and so

$$
q\left(\xi_{n+N}, \xi_{n+N+1}\right) \leq q\left(\xi_{n-1}, \xi_{n}\right)-N \gamma(l)
$$

which is a contradiction for $N$ large enough. Thus, we have

$$
\lim _{n \rightarrow \infty} q\left(\xi_{n}, \xi_{n+1}\right)=0
$$

For $m \in \mathbb{N}$ with $m \geq 3$, we have

$$
\begin{aligned}
q\left(\xi_{m-1}, \xi_{m}\right) & \leq q\left(\xi_{m-2}, \xi_{m-1}\right)-\gamma\left(q\left(\xi_{m-2}, \xi_{m-1}\right)\right) \cdots \\
& \leq q\left(\xi_{1}, \xi_{2}\right)-\gamma\left(q\left(\xi_{1}, \xi_{2}\right)\right)-\cdots-\gamma\left(q\left(\xi_{m-2}, \xi_{m-1}\right)\right)
\end{aligned}
$$

Hence, we get

$$
\sum_{k=1}^{m-2} \gamma\left(q\left(\xi_{k}, \xi_{k+1}\right)\right) \leq q\left(\xi_{1}, \xi_{2}\right)-q\left(\xi_{m-1}, \xi_{m}\right)
$$

Letting $m \rightarrow \infty$ in above inequality, we obtain

$$
\sum_{k=1}^{\infty} \gamma\left(q\left(\xi_{k}, \xi_{k+1}\right)\right) \leq q\left(\xi_{1}, \xi_{2}\right)<\infty,
$$

which implies, using $\left(\gamma_{2}^{*}\right)$, that

$$
\sum_{k=1}^{\infty} q\left(\xi_{k}, \xi_{k+1}\right)<\infty
$$

We conclude that $\left\{\xi_{n}\right\}$ is a left $K$-Cauchy sequence. On account of the left $K$-completeness, there exists $\xi^{*} \in X$, such that $\xi_{n} \xrightarrow{q} \xi^{*}$.

Given the function $h \xi:=H(\xi, F \xi)$, observe that the sequence $\left\{h \xi_{n}\right\}=\left\{H\left(\xi_{n}, F \xi_{n}\right)\right\}$ is decreasing and it converges to 0 . Recall that $h$ is $\tau(q)$-lower semicontinuous (as supremum of $\tau(q)$-lower semicontinuous functions), which yields

$$
0 \leq h \xi^{*} \leq \operatorname{liminff}_{n \rightarrow \infty} h \xi_{n}=0
$$

Hence, $h \xi^{*}=0$, i.e. $H\left(\left\{\xi^{*}\right\}, F \zeta^{*}\right)=0$. This completes the proof.
Remark 4. It is clear that, if we replace the condition (2) by the dual condition

$$
\begin{equation*}
H(F \eta, \eta) \leq q(\eta, \xi)-\gamma(q(\eta, \xi)), \tag{4}
\end{equation*}
$$

then the conclusion of Theorem 1 would be that the multi-valued function F possesses an end-point. Moreover for the multi-valued function F to admit a fixed point, it is enough that

$$
\begin{equation*}
H^{d_{q}}(F \eta, \eta) \leq \min \{q(\xi, \eta)-\gamma(q(\xi, \eta)), q(\eta, \xi)-\gamma(q(\eta, \xi))\} \tag{5}
\end{equation*}
$$

where

$$
H^{d_{q}}(A, B)=\max \left\{\sup _{a \in A} d_{q}(a, B), \sup _{b \in B} d_{q}(A, b)\right\} \text { whenever } A, B, \in \mathscr{P}_{0}(X)
$$

If let $\gamma(t)=(1-k) t$ for $k \in[0,1)$ in Theorem 1, then we obtain the following version of Nadler's theorem in the setting of left $K$-complete quasi-pseudo metric space.

Theorem 2. Let $(X, q)$ be a left $K$-complete quasi-pseudo metric space and $F: X \rightarrow \mathscr{P}_{c b}(X)$ be a multi-valued mapping. If there exists $k \in[0,1)$, such that, for each $\xi \in X$, there exists $\eta \in F \xi$ satisfying

$$
H(\eta, F \eta) \leq k q(\xi, \eta)
$$

then $F$ possesses a start-point in $X$.
We conclude this part of the paper with the following illustrative example:

Example 12. Let

$$
X=\left\{\frac{1}{2^{n}}: n=0,1,2, \cdots\right\} \cup\{0\}
$$

and let

$$
q(\xi, \eta)= \begin{cases}\eta-\xi, & \text { if } \eta \geq \xi \\ 2(\xi-\eta), & \text { if } \xi>\eta\end{cases}
$$

Subsequently, $(X, q)$ is a left $K$-complete $T_{0}$-quasi-metric space. Set $\gamma(t)=\frac{t}{2}$ for all $t \geq 0$. Let $F: X \rightarrow$ $\mathscr{P}_{c b}(X)$ be a multi-valued map defined as

$$
F \xi=\left\{\begin{array}{l}
\left\{\frac{1}{2^{n+1}}, 0\right\} \quad \text { if } \xi=\frac{1}{2^{n}}: n=0,1,2, \cdots \\
\{0\}, \quad \text { if } \xi=0
\end{array}\right.
$$

We now show that $F$ satisfies condition (2).
Case 1. $\xi=0$, there exists $\eta=0 \in F \xi=F 0=\{0\}$ such that

$$
0=H(\eta, F \eta)=H(0, F 0) \leq q(0,0)-\gamma(q(0,0))=0
$$

Case 2. $\xi=\frac{1}{2^{n}}$, there exists $\eta=0 \in F \xi=\left\{\frac{1}{2^{n}}, 0\right\}$, such that

$$
0=H(\eta, F \eta)=H(0, F 0) \leq q\left(\frac{1}{2^{n}}, 0\right)-\gamma\left(q\left(\frac{1}{2^{n}}, 0\right)\right)
$$

The map F satisfies the assumptions of Theorem 1, so it has a start-point, which, in this case, is 0.
In the case of a single-valued mapping, Theorem 1 produces the following existence result.
Theorem 3. Let $(X, q)$ be a left K-complete quasi-pseudo metric space and $f: X \rightarrow X$ be a weakly contractive single-valued mapping. Subsequently, $f$ possesses at least one start-point in $X$, i.e., there exists $\xi^{*} \in X$, such that $q\left(\mathcal{\xi}^{*}, f \xi^{*}\right)=0$.

We conclude the paper with a start-point result for a multi-valued mapping satisfying a stronger weakly contractive type condition. In this case, we can obtain a stability result for the start-point problem.

Definition 9. Let $(X, q)$ be $T_{0}$-quasi-metric space. A multi-valued mapping $F: X \rightarrow \mathscr{P}_{0}(X)$ is called s-weakly contractive if there exists a $(c)^{*}$-comparison function $\gamma$, such that, for each $\xi \in X$, there exists $\eta \in F \xi$ satisfying

$$
\begin{equation*}
H(\eta, F v) \leq q(\xi, v)-\gamma(q(\xi, v)), \text { for every } v \in X \tag{6}
\end{equation*}
$$

Notice that any s-weakly contractive multi-valued mapping is weakly contractive, but not reversely.

The following existence and stability result holds for s-weakly contractive multi-valued mappings. For the sake of simplicity, we will present the result when $\gamma(t)=(1-k) t, t \in[0, \infty)$, with some $k \in[0,1)$.

Theorem 4. Let $(X, q)$ be a left $K$-complete quasi-pseudo metric space and $F: X \rightarrow \mathscr{P}_{c b}(X)$ be a multi-valued mapping. Suppose that there exists $k \in[0,1)$, such that, for each $\xi \in X$, there exists $\eta \in F \xi$ satisfying

$$
H(\eta, F v) \leq k q(\xi, v), \text { for every } v \in X
$$

Then:
(a) F possesses a start-point in X; and,
(b) the start-point problem for $F$ is Ulam-Hyers stable with respect to the end-point problem for $F$, in the sense that there exists $C>0$, such that, for any $\varepsilon>0$ and any $\rho^{*} \in X$ with $H\left(F \rho^{*}, \rho^{*}\right) \leq \varepsilon$, there exists a start-point $\xi^{*} \in X$ of $F$, such that $q\left(\xi^{*}, \rho^{*}\right) \leq C \varepsilon$.

## Proof.

(a) follows by Theorem 1. Denote, by $\xi^{*} \in X$, a start-point of $F$.
(b) For any $u \in F \xi^{*}$, we can write

$$
q\left(\xi^{*}, \rho^{*}\right) \leq H\left(\xi^{*}, F \xi^{*}\right)+H\left(u, F \rho^{*}\right)+H\left(F \rho^{*}, \rho^{*}\right)=H\left(u, F \rho^{*}\right)+H\left(F \rho^{*}, \rho^{*}\right)
$$

For $\zeta^{*} \in X$, there exists $u^{*} \in F \xi^{*}$, such that $H\left(u^{*}, F \rho^{*}\right) \leq k q\left(\zeta^{*}, \rho^{*}\right)$.
Thus,

$$
q\left(\xi^{*}, \rho^{*}\right) \leq \frac{1}{1-k} \varepsilon .
$$
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#### Abstract

In this paper, we propose and study an iterative algorithm that comprises of a finite family of inverse strongly monotone mappings and a finite family of Lipschitz demicontractive mappings in an Hadamard space. We establish that the proposed algorithm converges strongly to a common solution of a finite family of variational inequality problems, which is also a common fixed point of the demicontractive mappings. Furthermore, we provide a numerical experiment to demonstrate the applicability of our results. Our results generalize some recent results in literature.
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## 1. Introduction

The classical variational inequality problem (VIP) is defined in a real Hilbert space setting as: find $x \in D$ such that

$$
\begin{equation*}
\langle T x, y-x\rangle \geq 0 \forall y \in D \tag{1}
\end{equation*}
$$

where $T$ is a nonlinear operator defined on $D$ and $D$ is a nonempty subset of the Hilbert space. The theory of VIP combines concepts of nonlinear operators and convex analysis in such a way that it generalizes both and is used to model nonlinear problems of physical phenomena in economics, sciences and engineering (see [1] for details). The VIP (1) was first introduced in finite dimensional spaces by Stampacchia [2], and since then researchers have devoted a lot of attention to VIP in finite and infinite dimensional spaces (see [3-8] and other references therein). Another form of the VIP widely studied in real Hilbert space settings (see [9,10] and the references therein) is defined as: find $x \in D$ such that

$$
\begin{equation*}
\langle x-T x, y-x\rangle \geq 0 \forall y \in D . \tag{2}
\end{equation*}
$$

Several algorithms have been developed for solving VIP and related optimization problems in Hilbert and Banach spaces (see [3,7,11-16] and other references therein). It is well known that many of the problems in practical applications of optimization are constrained optimization problems, where the constraints are nonlinear, non-convex and non-smooth. Hence, it is pertinent to extend the study of these optimization problems to the nonlinear space settings, due to its ability to see non-convex and non-smooth constrained optimization problems as convex, smooth and unconstrained problems.

For this reason, Németh [17] introduced and generalized the existence and uniqueness results of the classical VIP from Euclidean spaces to complete Riemannian manifolds. This development led to increasing interest from researchers in the study of VIPs and their generalizations in nonlinear spaces (see [18-27] and other references therein). Despite the increasing attention of researchers in this direction, little attention has been given to other more general nonlinear spaces apart from the Riemannian manifolds. In 2015, Khatibzadeh and Ranjbar [28] extended the study of VIP (2) to the framework of complete CAT(0) spaces. They formulated the VIP as follows:

$$
\begin{equation*}
\text { Find } x \in D \text { such that }\langle\overrightarrow{T x x}, \overrightarrow{x y}\rangle \geq 0 \forall y \in D, \tag{3}
\end{equation*}
$$

where $D$ is a nonempty, closed and convex subset of an Hadamard space $X$ and $T$ is a nonexpansive mapping. They established the existence of solutions for the VIP (3) and also employed an inexact proximal point algorithm to approximate a fixed point of the nonexpansive mapping which is also a solution of (3). They obtained convergence result for the algorithm under suitable conditions on the control sequences. Very recently, Alizadeh-Dehghan-Moradlou [29] introduced the notion of inverse strongly monotone mappings in metric spaces as follows: Let $D$ be a nonempty subset of a metric space $X$ and $T: D \rightarrow X$ be a mapping. $T$ is called $\alpha$-inverse strongly monotone if there exists $\alpha>0$ such that

$$
\begin{equation*}
d^{2}(x, y)-\langle\overrightarrow{T x T y}, \overrightarrow{x y}\rangle \leq \alpha \Phi_{T}(x, y), \forall x, y \in D \tag{4}
\end{equation*}
$$

where $\Phi_{T}(x, y)=d^{2}(x, y)+d^{2}(T x, T y)-2\langle\overrightarrow{T x T y}, \overrightarrow{x y}\rangle$.
Additionally, in [29], the authors studied the VIP (3) in an Hadamard space, where $T$ is an inverse strongly monotone mapping. They established the existence of solutions for the VIP (3) associated with an inverse strongly monotone mapping. Furthermore, they introduced the following iterative algorithm to solve the VIP (3): for arbitrary $x_{1} \in D$, the sequence $\left\{x_{n}\right\}$ is generated by

$$
\left\{\begin{array}{l}
y_{n}=P_{D}\left[\beta_{n} x_{n} \oplus\left(1-\beta_{n}\right) T x_{n}\right]  \tag{5}\\
x_{n+1}=P_{D}\left[\alpha_{n} x_{n} \oplus\left(1-\alpha_{n}\right) S x_{n}\right], n \geq 1
\end{array}\right.
$$

where $\left\{\beta_{n}\right\}$ and $\left\{\alpha_{n}\right\} \in(0,1), P_{D}$ is a metric projection, $T$ is inverse strongly monotone and $S$ is nonexpansive mapping. They obtained that Algorithm (5) $\Delta$-converges to a solution of the VIP (3), which is also a fixed point of the nonexpansive mapping $S$.

Very recently, Osisiogu et al. [30] proposed and studied the following Halpern-type algorithm in Hadamard spaces for approximating a common solution of a finite family of the VIP (3):

$$
\left\{\begin{array}{l}
y_{n}=\bigoplus_{i=1}^{N} \beta_{i} P_{D} T_{\lambda_{i}} x_{n}  \tag{6}\\
x_{n+1}=\alpha_{n} u \oplus \beta_{n} x_{n} \oplus \gamma_{n} S y_{n} \forall n \geq 1
\end{array}\right.
$$

where $T_{\lambda_{i}}=\left(1-\lambda_{i}\right) x \oplus \lambda_{i} T x, 0<\lambda_{i}<2 \alpha_{i}$, for each $i=1,2, \cdots, N,\left\{\beta_{n}\right\},\left\{\alpha_{n}\right\}$ and $\left\{\gamma_{n}\right\} \in(0,1)$, $T$ is an inverse strongly monotone mapping and $S$ is a nonexpansive mapping. They obtained a strong convergence result of Algorithm (6) under some suitable conditions.

Motivated by the results of Khatibzadeh and Ranjbar [28], Alizadeh-Dehghan-Moradlou [29] and Osisiogu et al. [30], we propose and study a viscosity iterative algorithm (from the fact that viscosity-type algorithms converge faster than Halpern-type algorithms and also Halpern-type algorithms are particular cases of viscosity-type algorithms, see [31,32]) that comprises of a finite family of inverse strongly monotone mappings (3) and a finite family of Lipchitz demicontractive mappings in an Hadamard space. Additionally, we establish that the proposed algorithm converges strongly to a common solution of a finite family of VIPs, which is also a common fixed point of a finite family of Lipchitz demicontractive mappings in the framework of Hadamard spaces. Furthermore, we provide a
numerical experiment to demonstrate the applicability of our results. Our result generalizes the works of Alizadeh-Dehghan-Moradlou [29] and Osisiogu et al. [30] and other similar works in literature.

## 2. Preliminaries

Let $(X, d)$ be a metric space, $x, y \in X$ and $I=[0, d(x, y)]$ be an interval. A curve $c$ (or simply a geodesic path) joining $x$ to $y$ is an isometry $c: I \rightarrow X$ such that $c(0)=x, c(d(x, y))=y$ and $d\left(c(t), c\left(t^{\prime}\right)\right)=\left|t-t^{\prime}\right|$ for all $t, t^{\prime} \in I$. The image of a geodesic path is called the geodesic segment, which is denoted by $[x, y]$ whenever it is unique. We say that a metric space $X$ is a geodesic space if for every pair of points $x, y \in X$, there is a minimal geodesic from $x$ to $y$. A geodesic triangle $\Delta\left(x_{1}, x_{2}, x_{3}\right)$ in a geodesic metric space ( $X, d$ ) consists of three vertices (points in $X$ ) with geodesic segments between each pair of vertices. For any geodesic triangle, there is a comparison (Alexandrov) triangle $\bar{\Delta} \subset \mathbb{R}^{2}$ such that $d\left(x_{i}, x_{j}\right)=d_{\mathbb{R}^{2}}\left(\bar{x}_{i}, \bar{x}_{j}\right)$ for $i, j \in\{1,2,3\}$. A geodesic space $X$ is a CAT(0) space if the distance between arbitrary pair of points on a geodesic triangle $\Delta$ does not exceed the distance between its pair of corresponding points on its comparison triangle $\bar{\Delta}$. If $\Delta$ is a geodesic triangle and $\bar{\Delta}$ is its comparison triangle in $X$, then $\Delta$ is said to satisfy the CAT(0) inequality for all points $x, y$ of $\Delta$ and $\bar{x}, \bar{y}$ of $\bar{\Delta}$, if

$$
\begin{equation*}
d(x, y)=d_{\mathbb{R}^{2}}(\bar{x}, \bar{y}) \tag{7}
\end{equation*}
$$

Let $x, y, z$ be points in $X$ and $y_{0}$ be the midpoint of the segment $[y, z]$; then the $\operatorname{CAT}(0)$ inequality implies

$$
\begin{equation*}
d^{2}\left(x, y_{0}\right) \leq \frac{1}{2} d^{2}(x, y)+\frac{1}{2} d^{2}(x, z)-\frac{1}{4} d(y, z) \tag{8}
\end{equation*}
$$

Inequality (8) is known as $C N$ inequality of Bruhat and Tits [33]. A geodesic space $X$ is said to be a CAT(0) space if all geodesic triangles satisfy the CN inequality. Equivalently, $X$ is called a CAT(0) space if and only if it satisfies the CN inequality. Examples of CAT(0) spaces includes Hadamard manifold, $\mathbb{R}$-trees [34], pre-Hilbert spaces [35], hyperbolic metric [36] and Hilbert balls [37].

Let $D$ be a nonempty subset of a metric space $(X, d)$. A point $x \in X$ is called a fixed point of a nonlinear mapping $T: D \rightarrow X$, if $x=T x$. We denote by $F(T)$ the set of fixed points of $T$. The mapping $T$ is said to be:

1. $L$-Lipschitz, if there exists $L>0$ such that

$$
d(T x, T y) \leq L d(x, y), \forall x, y \in X
$$

if $L=1$, then $T$ is called nonexpansive;
2. Firmly nonexpansive (see [38]), if

$$
d^{2}(T x, T y) \leq\langle\overrightarrow{T x T y}, \overrightarrow{x y}\rangle \quad \forall x, y \in X
$$

3. Quasi-nonexpansive, if $F(T) \neq \varnothing$ and

$$
d(T x, p) \leq d(x, p) \forall x \in X \text { and } p \in F(T)
$$

4. $k$-demicontractive, if $F(T) \neq \varnothing$ and there exists $k \in[0,1)$ such that

$$
d^{2}(T x, p) \leq d^{2}(x, p)+k d^{2}(x, T x) \forall x, y \in X, \text { and } p \in F(T)
$$

Obviously, the class of quasi-nonexpansive are $k$-demicontractive mappings. However, the converse is not true (see [39] Example 1.1).

Definition 1. [40] Let a pair $(a, b) \in X \times X$, denoted by $\overrightarrow{a b}$, be called a vector in $X \times X$. The quasilinearization map $\langle. .\rangle:.(X \times X) \times(X \times X) \rightarrow \mathbb{R}$ is defined by

$$
\begin{equation*}
\langle\overrightarrow{a b}, \overrightarrow{c d}\rangle=\frac{1}{2}\left(d^{2}(a, d)+d^{2}(b, c)-d^{2}(a, c)-d^{2}(b, d)\right), \forall a, b, c, d \in X \tag{9}
\end{equation*}
$$

It is easy to see that $\langle\overrightarrow{b a}, \overrightarrow{c d}\rangle=-\langle\overrightarrow{a b}, \overrightarrow{c d}\rangle,\langle\overrightarrow{a b}, \overrightarrow{c d}\rangle=\langle\overrightarrow{a c}, \overrightarrow{c d}\rangle+\langle\overrightarrow{e b}, \overrightarrow{c d}\rangle$ and $\langle\overrightarrow{a b}, \overrightarrow{c d}\rangle=\langle\overrightarrow{c d}, \overrightarrow{a b}\rangle$ for all $a, b, c, d, e \in X$. Furthermore, a geodesic space $X$ is said to satisfy the Cauchy-Schwarz inequality if

$$
\langle\overrightarrow{a b}, \overrightarrow{c d}\rangle \leq d(a, b) d(c, d), \forall a, b, c, d \in X
$$

It is known from [41] that a geodesically connected metric space is a CAT(0) space if and only if it satisfies the Cauchy-Schwarz inequality.

We state some known and useful results which will be needed in the proof of our main results. In the sequel, we denote strong and $\Delta$-convergence by " $\rightarrow$ " and " $\rightharpoonup$ " respectively.

Let $\left\{x_{n}\right\}$ be a bounded sequence in $X$ and $r\left(.,\left\{x_{n}\right\}\right): X \rightarrow[0, \infty)$ be a continuous mapping defined by $r\left(x,\left\{x_{n}\right\}\right)=\limsup _{n \rightarrow \infty} d\left(x, x_{n}\right)$. The asymptotic radius of $\left\{x_{n}\right\}$ is given by $r\left(\left\{x_{n}\right\}\right):=\inf \left\{r\left(x,\left\{x_{n}\right\}\right)\right.$ : $x \in X\}$ while the asymptotic center of $\left\{x_{n}\right\}$ is the set $A\left(\left\{x_{n}\right\}\right)=\left\{x \in X: r\left(x,\left\{x_{n}\right\}\right)=r\left(\left\{x_{n}\right\}\right)\right\}$. It is known that in an Hadamard space $X, A\left(\left\{x_{n}\right\}\right)$ consists of exactly one point. A sequence $\left\{x_{n}\right\}$ in $X$ is said to be $\Delta$-convergent to a point $x \in X$, if $A\left(\left\{x_{n_{k}}\right\}\right)=\{x\}$ for every subsequence $\left\{x_{n_{k}}\right\}$ of $\left\{x_{n}\right\}$. In this case, we write $\Delta$ - $\lim _{n \rightarrow \infty} x_{n}=x$ (see [42,43]).

Definition 2. Let $D$ be a nonempty, closed and convex subset of an Hadamard space $X$. The metric projection is a mapping $P_{D}: X \rightarrow D$ which assigns to each $x \in X$, the unique point $P_{D} x \in D$ such that

$$
d\left(x, P_{D} x\right)=\inf \{d(x, y): y \in D\}
$$

Lemma 1. [44] Let $D$ be a nonempty, closed convex subset of an Hadamard space $X, x \in X$ and $u \in D$. Then $u=P_{D} x$ if and only if $\langle\overrightarrow{x u}, \overrightarrow{u y}\rangle \geq 0$, for all $y \in D$.

Lemma 2. [29] Let $D$ be a nonempty convex subset of an Hadamard space $X$ and $T: D \rightarrow X$ be an $\alpha$-inverse strongly monotone mapping. Assume $\lambda \in[0,1]$ and define $T_{\lambda}: D \rightarrow X$ by $T_{\lambda} x=(1-\lambda) x \oplus \lambda T x$. If $0<\lambda<2 \alpha$, then $T_{\lambda}$ is nonexpansive and $F\left(T_{\lambda}\right)=F(T)$.

Lemma 3. [29] Let $D$ be a nonempty convex subset of an Hadamard space $X$ and $T: D \rightarrow X$ be a mapping. Then

$$
V I(D, T)=V I\left(D, T_{\lambda}\right)
$$

where $\lambda \in(0,1]$ and $T_{\lambda}: D \rightarrow X$ is a mapping defined by $T_{\lambda} x=(1-\lambda) x \oplus \lambda T x$, for all $x \in D$.
Remark 1. Observe from Lemma 2 that

$$
F\left(P_{D} T\right)=V I(D, T)=V I\left(D, T_{\lambda}\right)=F\left(P_{D} T_{\lambda}\right)
$$

Lemma 4. [29] Let $D$ be a nonempty bounded closed convex subset of an Hadamard space $X$ and $T: D \rightarrow X$ be an $\alpha$-inverse-strongly monotone mapping. Then $\operatorname{VI}(D, T)$ is nonempty, closed and convex.

Lemma 5. [41,45] Let $X$ be an Hadamard space. Then for all $x, y, z \in X$ and all $t, s \in[0,1]$, we have
(i) $d(t x \oplus(1-t) y, z) \leq t d(x, z)+(1-t) d(y, z)$,
(ii) $d^{2}(t x \oplus(1-t) y, z) \leq t d^{2}(x, z)+(1-t) d^{2}(y, z)-t(1-t) d^{2}(x, y)$,
(iii) $d^{2}(z, t x \oplus(1-t) y) \leq t^{2} d^{2}(z, x)+(1-t)^{2} d^{2}(z, y)+2 t(1-t)\langle\overrightarrow{z x}, \overrightarrow{z y}\rangle$.

Lemma 6. [46] Let $X$ be a $C A T(0)$ space and $z \in X$. Let $x_{1}, \cdots, x_{N} \in X$ and $\gamma_{1}, \cdots, \gamma_{N}$ be real numbers in $[0,1]$ such that $\sum_{i=1}^{N} \gamma_{i}=1$. Then the following inequality holds:

$$
d^{2}\left(\sum_{i=1}^{N} \oplus \gamma_{i} x_{i}, z\right) \leq \sum_{i=1}^{N} \gamma_{i} d^{2}\left(x_{i}, z\right)-\sum_{i, j=1, i \neq j}^{N} \gamma_{i} \gamma_{j} d^{2}\left(x_{i}, x_{j}\right)
$$

Lemma 7. [47] Every bounded sequence in an Hadamard space has a $\Delta$-convergent subsequence.
Lemma 8. [48] Let $X$ be an Hadamard space, $\left\{x_{n}\right\}$ be a sequence in $X$ and $x \in X$. Then $\left\{x_{n}\right\} \Delta$-converges to $x$ if and only if

$$
\limsup _{n \rightarrow \infty}\left\langle\overrightarrow{x_{n}} \vec{x}, \overrightarrow{y x}\right\rangle \leq 0, \quad \forall y \in X
$$

Definition 3. Let $D$ be a nonempty, closed and convex subset of an Hadamard space $X$. A mapping $T$ : $D \rightarrow D$ is said to be $\Delta$-demiclosed, if for any bounded sequence $\left\{x_{n}\right\}$ in $X$, such that $\Delta-\lim _{n \rightarrow \infty} x_{n}=x$ and $\lim _{n \rightarrow \infty} d\left(x_{n}, T x_{n}\right)=0$, then $x=T x$.

Lemma 9. [49] Let $X$ be an Hadamard space and $T: X \rightarrow X$ be a nonexpansive mapping. Then $T$ is $\Delta$-demiclosed.

Lemma 10. [50,51] Let $\left\{a_{n}\right\}$ be a sequence of non-negative real numbers satisfying

$$
a_{n+1} \leq\left(1-\alpha_{n}\right) a_{n}+\delta_{n}, \quad n \geq 0
$$

where $\left\{\alpha_{n}\right\}$ and $\left\{\delta_{n}\right\}$ satisfy the following conditions:
(i) $\left\{\alpha_{n}\right\} \subset[0,1], \sum_{n=0}^{\infty} \alpha_{n}=\infty$,
(ii) $\quad \limsup \sin _{n \rightarrow \infty} \frac{\delta_{n}}{\alpha_{n}} \leq 0$ or $\sum_{n=0}^{\infty}\left|\delta_{n}\right| \leq \infty$.

Then $\lim _{n \rightarrow \infty} a_{n}=0$.
Lemma 11. [52] Let $\left\{a_{n}\right\}$ be a sequence of non-negative real numbers such that there exists a subsequence $\left\{n_{j}\right\}$ of $\{n\}$ with $a_{n_{j}}<a_{n_{j}+1}$ for all $j \in \mathbb{N}$. Then there exists a nondecreasing sequence $\left\{m_{k}\right\} \subset \mathbb{N}$ such that $m_{k} \rightarrow \infty$ and the following properties are satisfied by all (sufficiently large) numbers $k \in \mathbb{N}$ :

$$
a_{m_{k}} \leq a_{m_{k}+1} \text { and } a_{k} \leq a_{m_{k}+1}
$$

In fact, $m_{k}=\max \left\{i \leq k: a_{i}<a_{i+1}\right\}$.

## 3. Main Results

In this section, we present our strong convergence results.
Theorem 1. Let $X$ be an Hadamard space and $D$ be a nonempty, closed and convex subset of $X$. Let $S_{i}$ : $D \rightarrow D$ be a finite family of $L_{i}$-Lipschitz $k_{i}$-demicontractive mappings and $\Delta$-demiclosed such that $L>$ $0, L=\max \left\{L_{i}, i=1,2, \cdots, N\right\}, k \in[0,1), k=\max \left\{k_{i}, i=1,2, \cdots, N\right\}, k_{i} \in[0,1), i=1,2, \cdots, N$. Let $T_{i}: D \rightarrow X$ be a finite family of $\alpha_{i}$-inverse strongly monotone mappings and $f$ be a contraction on $D$ with coefficient $\theta \in(0,1)$. Suppose that $\Gamma:=\cap_{i=1}^{N} V I\left(D, T_{i}\right) \cap \cap_{i=1}^{N} F\left(S_{i}\right) \neq \varnothing$. For arbitrary $x_{1} \in D$, let the sequence $\left\{x_{n}\right\}$ be generated by

$$
\left\{\begin{array}{l}
w_{n}=\gamma_{n} f\left(x_{n}\right) \oplus\left(1-\gamma_{n}\right) x_{n}  \tag{10}\\
y_{n}=\beta_{n, 0} w_{n} \oplus \sum_{i=1}^{N} \oplus \beta_{n, i} P_{D} T_{\lambda_{i}} w_{n} \\
x_{n+1}=\alpha_{n, 0} y_{n} \oplus \sum_{i=1}^{N} \oplus \alpha_{n, i} S_{i} y_{n}, \quad \forall n \geq 1
\end{array}\right.
$$

where $T_{\lambda_{i}}=\left(1-\lambda_{i}\right) x \oplus \lambda_{i} T_{i} x, 0<\lambda_{i}<2 \alpha_{i}$, for each $i=1,2, \cdots, N,\left\{\gamma_{n}\right\},\left\{\beta_{n, i}\right\}$ and $\left\{\alpha_{n, i}\right\} \in(0,1)$ such that the following conditions are satisfied:
(A1) $\lim _{\substack{n \rightarrow \infty \\ \infty}} \gamma_{n}=0$;
(A2) $\sum_{n=1}^{\infty} \gamma_{n}=\infty$,
(A3) $0<a \leq \beta_{n, i}, \alpha_{n, i} \leq b<1 ; \sum_{i=0}^{N} \alpha_{n, i}=1$ and $\sum_{i=0}^{N} \beta_{n, i}=1$;
(A4) $0<c \leq \alpha_{n, 0}-k \leq d<1$.
Then, the sequence $\left\{x_{n}\right\}$ converges strongly to an element $\bar{z}=P_{\Gamma} f(\bar{z})$, where $P_{\Gamma}$ is the metric projection of $X$ onto $\Gamma$.

Proof. Let $p \in \Gamma$; then by (10), condition (A3), Lemma 6 and the fact that $P_{D} T_{\lambda}$ is nonexpansive, we have

$$
\begin{align*}
d^{2}\left(y_{n}, p\right) & =d^{2}\left(\beta_{n, 0} w_{n} \sum_{i=1}^{N} \oplus \beta_{n, i} P_{D} T_{\lambda_{i}} w_{n}, p\right) \\
& \leq \beta_{n, 0} d^{2}\left(w_{n}, p\right)+\sum_{i=1}^{N} \beta_{n, i} d^{2}\left(P_{D} T_{\lambda_{i}} w_{n}, p\right)-\sum_{i=1}^{N} \beta_{n, 0} \beta_{n, i} d^{2}\left(P_{D} T_{\lambda_{i}} w_{n}, w_{n}\right) \\
& \leq d^{2}\left(w_{n}, p\right)-\sum_{i=1}^{N} \beta_{n, 0} \beta_{n, i} d^{2}\left(P_{D} T_{\lambda_{i}} w_{n}, w_{n}\right) \tag{11}
\end{align*}
$$

Additionally, since $S_{i}$ is demicontractive, we have from (10) and Lemma 6 that

$$
\begin{align*}
d^{2}\left(x_{n+1}, p\right) & \leq \alpha_{n, 0} d^{2}\left(y_{n}, p\right)+\sum_{i=1}^{N} \alpha_{n, i} d^{2}\left(S_{i} y_{n}, p\right)-\sum_{i=1}^{N} \alpha_{n, 0} \alpha_{n, i} d^{2}\left(y_{n}, S_{i} y_{n}\right) \\
& \leq \alpha_{n, 0} d^{2}\left(y_{n}, p\right)+\sum_{i=1}^{N} \alpha_{n, i}\left[d^{2}\left(y_{n}, p\right)+k d^{2}\left(S_{i} y_{n}, y_{n}\right)\right]-\sum_{i=1}^{N} \alpha_{n, 0} \alpha_{n, i} d^{2}\left(y_{n}, S_{i} y_{n}\right) \\
& =d^{2}\left(y_{n}, p\right)-\sum_{i=1}^{N} \alpha_{n, i}\left(\alpha_{n, 0}-k\right) d^{2}\left(y_{n}, S_{i} y_{n}\right) \tag{12}
\end{align*}
$$

From (11), (12) and condition (A4), we have

$$
\begin{aligned}
d\left(x_{n+1}, p\right) & \leq \gamma_{n} d\left(f\left(x_{n}\right), p\right)+\left(1-\gamma_{n}\right) d\left(x_{n}, p\right) \\
& \leq \gamma_{n} \theta d\left(x_{n}, p\right)+\gamma_{n} d(f(p), p)+\left(1-\gamma_{n}\right) d\left(x_{n}, p\right) \\
& \leq\left(1-\gamma_{n}(1-\theta)\right) d\left(x_{n}, p\right)+\gamma_{n} d(f(p), p) . \\
& \leq \max \left\{d\left(x_{n}, p\right), \frac{1}{1-\theta} d(f(p), p)\right\} \\
& \vdots \\
& \leq \max \left\{d\left(x_{1}, p\right), \frac{1}{1-\theta} d(f(p), p)\right\} .
\end{aligned}
$$

Thus, $\left\{x_{n}\right\}$ is bounded. Consequently, $\left\{w_{n}\right\},\left\{y_{n}\right\},\left\{S y_{n}\right\}$ and $\left\{P_{D} T_{\lambda_{i}} w_{n}\right\}$ are also bounded.
Now we divide the rest of the proof into two cases:

Case 1: Assume that $\left\{d^{2}\left(x_{n}, p\right)\right\}$ is a monotonically non-increasing sequence. Then, $\left\{d^{2}\left(x_{n}, p\right)\right\}$ is convergent and

$$
d^{2}\left(x_{n}, p\right)-d^{2}\left(x_{n+1}, p\right) \rightarrow 0, \text { as } n \rightarrow \infty
$$

Hence, from (11) and (12), we have

$$
\begin{align*}
d^{2}\left(x_{n+1}, p\right) & \leq d^{2}\left(w_{n}, p\right)-\sum_{i=1}^{N} \beta_{n, 0} \beta_{n, i} d^{2}\left(P_{D} T_{\lambda_{i}} w_{n}, w_{n}\right)-\sum_{i=1}^{N} \alpha_{n, i}\left(\alpha_{n, 0}-k\right) d^{2}\left(y_{n}, S_{i} y_{n}\right) \\
& \leq \gamma_{n} d^{2}\left(f\left(x_{n}\right), p\right)+\left(1-\gamma_{n}\right) d^{2}\left(x_{n}, p\right)-\sum_{i=1}^{N} \beta_{n, 0} \beta_{n, i} d^{2}\left(P_{D} T_{\lambda_{i}} w_{n}, w_{n}\right)-\sum_{i=1}^{N} \alpha_{n, i}\left(\alpha_{n, 0}-k\right) d^{2}\left(y_{n}, S_{i} y_{n}\right), \tag{13}
\end{align*}
$$

which implies

$$
\sum_{i=1}^{N} \beta_{n, 0} \beta_{n, i} d^{2}\left(P_{D} T_{\lambda_{i}} w_{n}, w_{n}\right) \leq \gamma_{n}\left(d^{2}\left(f\left(x_{n}\right), p\right)-d^{2}\left(x_{n}, p\right)\right)+d^{2}\left(x_{n}, p\right)-d^{2}\left(x_{n+1}, p\right)
$$

By conditions (A1) and (A3), we obtain that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} d\left(P_{D} T_{\lambda_{i}} w_{n}, w_{n}\right)=0, i=0,1,2, \cdots, N . \tag{14}
\end{equation*}
$$

Similarly, from (13) and condition (A1), we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} d\left(S_{i} y_{n}, y_{n}\right)=0, i=0,1,2, \cdots, N \tag{15}
\end{equation*}
$$

Additionally,

$$
\begin{equation*}
d\left(w_{n}, x_{n}\right) \leq \gamma_{n} d\left(f\left(x_{n}\right), x_{n}\right) \rightarrow 0 \text { as } n \rightarrow \infty . \tag{16}
\end{equation*}
$$

Again from (10) and Lemma 6, we have

$$
\begin{aligned}
d^{2}\left(y_{n}, x_{n}\right) & \leq \beta_{n, 0} d^{2}\left(w_{n}, x_{n}\right)+\sum_{i=1}^{N} \beta_{n, i} d^{2}\left(P_{D} T_{\lambda_{i}} w_{n}, x_{n}\right) \\
& \leq \beta_{n, 0} d^{2}\left(w_{n}, x_{n}\right)+\sum_{i=1}^{N} \beta_{n, i}\left[d\left(P_{D} T_{\lambda_{i}} w_{n}, w_{n}\right)+d\left(w_{n}, x_{n}\right)\right]^{2}
\end{aligned}
$$

Hence, from (14) and (16), we obtain

$$
\begin{equation*}
d\left(y_{n}, x_{n}\right) \rightarrow 0 \text { as } n \rightarrow \infty \tag{17}
\end{equation*}
$$

Additionally, from (15) and (17), we have

$$
\begin{equation*}
d\left(S_{i} y_{n}, x_{n}\right) \leq d\left(S_{i} y_{n}, y_{n}\right)+d\left(y_{n}, x_{n}\right) \rightarrow 0, \text { as } n \rightarrow \infty, i=0,1,2, \cdots, N . \tag{18}
\end{equation*}
$$

Since $S_{i}$ is Lipschitz, then from (17) and (18), we have that

$$
\begin{align*}
d\left(S_{i} x_{n}, x_{n}\right) & \leq d\left(S_{i} x_{n}, S_{i} y_{n}\right)+d\left(S_{i} y_{n}, x_{n}\right) \\
& \leq L d\left(x_{n}, y_{n}\right)+d\left(S_{i} y_{n}, x_{n}\right) \rightarrow 0, \text { as } n \rightarrow \infty, i=0,1,2, \cdots, N . \tag{19}
\end{align*}
$$

Hence, from (14), (16) and Lemma 2, we obtain that

$$
\begin{align*}
d\left(P_{D} T_{\lambda_{i}} x_{n}, x_{n}\right) & \leq d\left(P_{D} T_{\lambda_{i}} x_{n}, P_{D} T_{\lambda_{i}} w_{n}\right)+d\left(P_{D} T_{\lambda_{i}} w_{n}, w_{n}\right)+d\left(w_{n}, x_{n}\right) \\
& \leq d\left(x_{n}, w_{n}\right)+d\left(P_{D} T_{\lambda_{i}} w_{n}, w_{n}\right)+d\left(w_{n}, x_{n}\right) \rightarrow 0, \text { as } n \rightarrow \infty, i=0,1,2, \cdots, N . \tag{20}
\end{align*}
$$

Since $\left\{x_{n}\right\}$ is bounded, by Lemma 7 there exists a subsequence $\left\{x_{n_{k}}\right\}$ of $\left\{x_{n}\right\}$ such that $\Delta-$ $\lim _{k \rightarrow \infty} x_{n_{k}}=z$ for some $z \in D$. Then, it follows from (16) that there exists a subsequence $\left\{w_{n_{k}}\right\}$ of $\left\{w_{n}\right\}$, such that $\Delta$ - $\lim _{k \rightarrow \infty} w_{n_{k}}=z$. Additionally, from (17), we have that $\Delta$ - $\lim _{k \rightarrow \infty} y_{n_{k}}=z$. Since $S_{i}$ is $\Delta$-demiclosed for each $i=1,2, \cdots, N$, it follows from (19) that $z \in \cap_{i=0}^{N} F\left(S_{i}\right)$. Additionally, $P_{D} T_{\lambda_{i}}$ is nonexpansive (by Lemma 2) for each $i=1,2, \cdots, N$, thus we obtain from (20) and Remark 1 that $z \in \cap_{i=0}^{N} F\left(P_{D} T_{\lambda_{i}}\right)=\cap_{i=0}^{N} F\left(P_{D} T_{i}\right)$. Hence, $z \in \Gamma$.

Next we show that $\left\{x_{n}\right\}$ converges strongly to $\bar{z}=P_{\Gamma} f(\bar{z})$. Since $\left\{x_{n}\right\}$ is bounded, we may choose without loss of generality, a subsequence $\left\{x_{n_{k}}\right\}$ of $\left\{x_{n}\right\}$ such that $\left\{x_{n_{k}}\right\} \Delta$-converges to $z$ and

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left\langle\overrightarrow{f(\vec{z}) \vec{z}}, \overrightarrow{x_{n}} \vec{z}\right\rangle=\lim _{k \rightarrow \infty}\left\langle\overrightarrow{f(\vec{z}) \vec{z}}, \overrightarrow{x_{n_{k}}} \vec{z}\right\rangle \tag{21}
\end{equation*}
$$

Thus, by (21) and Lemma 1, we obtain that

$$
\begin{equation*}
\limsup _{k \rightarrow \infty}\left\langle\overrightarrow{f(\vec{z}) \vec{z}}, \overrightarrow{x_{n} \vec{z}}\right\rangle=\langle\overrightarrow{f(\vec{z}) \bar{z}}, \vec{z} \vec{z}\rangle \leq 0 \tag{22}
\end{equation*}
$$

From (12), Lemma 5 (iii) and quasilinearization properties in Definition 1, we have that

$$
\begin{aligned}
d^{2}\left(x_{n+1}, \bar{z}\right) & \leq \gamma_{n}^{2} d^{2}\left(f\left(x_{n}\right), \bar{z}\right)+\left(1-\gamma_{n}\right)^{2} d^{2}\left(x_{n}, \bar{z}\right)+2 \gamma_{n}\left(1-\gamma_{n}\right)\left\langle\overrightarrow{f\left(x_{n}\right)} \vec{z}, \overrightarrow{x_{n}} \vec{z}\right\rangle \\
& \leq \gamma_{n}^{2} d^{2}\left(f\left(x_{n}\right), \bar{z}\right)+\left(1-\gamma_{n}\right)^{2} d^{2}\left(x_{n}, \bar{z}\right)+2 \gamma_{n}\left(1-\gamma_{n}\right)\left[\left\langle\overrightarrow{f\left(x_{n}\right) f(\vec{z})}, \overrightarrow{x_{n} \vec{z}}\right\rangle+\left\langle\overrightarrow{f(\vec{z})} \overrightarrow{\bar{z}}, \overrightarrow{x_{n} \vec{z}}\right\rangle\right] \\
& \leq \gamma_{n}^{2} d^{2}\left(f\left(x_{n}\right), \vec{z}\right)+\left(1-\gamma_{n}\right)^{2} d^{2}\left(x_{n}, \bar{z}\right)+2 \gamma_{n}\left(1-\gamma_{n}\right)\left[\theta d^{2}\left(x_{n}, \vec{z}\right)+\left\langle\overrightarrow{f(\vec{z}) \vec{z}}, \overrightarrow{\left.x_{n} \vec{z}\right\rangle}\right]\right. \\
& \leq\left(1-2 \gamma_{n}+2 \gamma_{n} \theta\right) d^{2}\left(x_{n}, \bar{z}\right)+2 \gamma_{n}\left(1-\gamma_{n}\right)\left\langle\overrightarrow{f(\vec{z}) \vec{z},} \overrightarrow{x_{n} \vec{z}}\right\rangle+\gamma_{n}^{2}\left(d^{2}\left(f\left(x_{n}\right), \vec{z}\right)+d^{2}\left(x_{n}, \bar{z}\right)\right) \\
& =1-2 \gamma_{n}(1-\theta) d^{2}\left(x_{n}, \bar{z}\right)+2 \gamma_{n}(1-\theta)\left[\frac{1-\gamma_{n}}{1-\theta}\left\langle\overrightarrow{f(\vec{z}) \vec{z}}, \overrightarrow{x_{n}} \vec{z}\right\rangle+\frac{\gamma_{n}}{2(1-\theta)}\left(d^{2}\left(f\left(x_{n}\right), \bar{z}\right)+d^{2}\left(x_{n}, \bar{z}\right)\right)\right] .
\end{aligned}
$$

That is,

$$
\begin{equation*}
d^{2}\left(x_{n+1}, \bar{z}\right) \leq 1-2 \gamma_{n}(1-\theta) d^{2}\left(x_{n}, \bar{z}\right)+2 \gamma_{n}(1-\theta) M_{n} \tag{23}
\end{equation*}
$$

where

$$
M_{n}=\left[\frac{1-\gamma_{n}}{1-\theta}\left\langle\overrightarrow{f(\vec{z}) \vec{z}}, \overrightarrow{x_{n} \vec{z}}\right\rangle+\frac{\gamma_{n}}{2(1-\theta)}\left(d^{2}\left(f\left(x_{n}\right), \bar{z}\right)+d^{2}\left(x_{n}, \bar{z}\right)\right)\right]
$$

Thus from (22), (23) and condition (A1), we conclude by Lemma 10 that $\left\{x_{n}\right\}$ converges strongly to $\bar{z}=P_{\Gamma} f(\bar{z})$.
Case 2: Suppose there exists a subsequence $\left\{n_{k}\right\}$ of $\{n\}$ such that $d^{2}\left(x_{n_{k}}, p\right) \leq d^{2}\left(x_{k+1}, p\right)$ for all $k \in \mathbb{N}$. Then by Lemma 11, there exists a nondecreasing sequence $\left\{m_{k}\right\} \subset \mathbb{N}$ such that $m_{k} \rightarrow \infty$ :

$$
\begin{equation*}
d\left(x_{m_{k}}, p\right)<d\left(x_{m_{k+1}}, p\right), \text { and } d\left(x_{k}, p\right)<d\left(x_{k+1}, p\right) \forall k \in \mathbb{N} . \tag{24}
\end{equation*}
$$

Therefore

$$
\begin{aligned}
0 & \leq \lim _{k \rightarrow \infty}\left(d\left(x_{m_{k+1}}, p\right)-d\left(x_{m_{k}}, p\right)\right) \\
& \leq \limsup _{n \rightarrow \infty}\left(d\left(x_{n+1}, p\right)-d\left(x_{n}, p\right)\right) \\
& \leq \limsup _{n \rightarrow \infty}\left(\gamma_{n} d\left(f\left(x_{n}\right), p\right)+\left(1-\gamma_{n}\right) d\left(x_{n}, p\right)-d\left(x_{n}, p\right)\right) \\
& =\limsup _{n \rightarrow \infty}\left(\gamma_{n}\left(d\left(f\left(x_{n}\right), p\right)-d\left(x_{n}, p\right)\right)\right)=0 .
\end{aligned}
$$

This implies that

$$
\begin{equation*}
\lim _{k \rightarrow \infty}\left(d\left(x_{m_{k+1}}, p\right)-d\left(x_{m_{k}}, p\right)\right)=0 \tag{25}
\end{equation*}
$$

Following the arguments as in Case 1, we get

$$
\begin{equation*}
\lim _{k \rightarrow \infty}\left\langle\overrightarrow{f(\vec{z}) \vec{z}}, \overrightarrow{x_{m_{k}} z}\right\rangle \leq 0 \tag{26}
\end{equation*}
$$

Hence, from (23), we obtain that

$$
d^{2}\left(x_{m_{k+1}}, \bar{z}\right) \leq 1-2 \gamma_{m_{k}}(1-\theta) d^{2}\left(x_{m_{k}}, \bar{z}\right)+2 \gamma_{m_{k}}(1-\theta) M_{m_{k}}
$$

Additionally, from (24), we have that

$$
d^{2}\left(x_{m_{k}}, \bar{z}\right) \leq M_{m_{k}}
$$

which implies that

$$
\lim _{k \rightarrow \infty} d^{2}\left(x_{m_{k}}, \bar{z}\right)=0
$$

Thus, from cases 1 and 2, we conclude that $\left\{x_{n}\right\}$ converges to $\bar{z}=P_{\Gamma} f(\bar{z})$ which is an element of $\Gamma$.

We present some consequences of our main results.
Now, by setting $S_{i}$ to be a family of quasi-nonexpansive mappings in Theorem 1, we obtain the following result:

Corollary 2. Let $X$ be an Hadamard space and $D$ be a nonempty, closed and convex subset of $X$. Let $S_{i}: D \rightarrow D$ be a finite family of quasi-nonexpansive mappings, $T_{i}: D \rightarrow X$ be a finite family of $\alpha_{i}$-inverse strongly monotone mappings and $f$ be a contraction on $D$ with coefficient $\theta \in(0,1)$. Suppose that $\Gamma:=\cap_{i=1}^{N} V I\left(D, T_{i}\right) \cap$ $\cap_{i=1}^{N} F\left(S_{i}\right) \neq \varnothing$. For arbitrary $x_{1}, \in D$, let the sequence $\left\{x_{n}\right\}$ be generated by

$$
\left\{\begin{array}{l}
w_{n}=\gamma_{n} f\left(x_{n}\right) \oplus\left(1-\gamma_{n}\right) x_{n}  \tag{27}\\
y_{n}=\beta_{n, 0} w_{n} \oplus \sum_{i=1}^{N} \oplus \beta_{n, i} P_{D} T_{\lambda_{i}} w_{n} \\
x_{n+1}=\alpha_{n, 0} y_{n} \oplus \sum_{i=1}^{N} \oplus \alpha_{n, i} S_{i} y_{n}, \forall n \geq 1
\end{array}\right.
$$

where $T_{\lambda_{i}}=\left(1-\lambda_{i}\right) x \oplus \lambda_{i} T_{i} x, 0<\lambda_{i}<2 \alpha_{i}$, for each $i=1,2, \cdots, N,\left\{\gamma_{n}\right\},\left\{\beta_{n_{i}}\right\}$ and $\left\{\alpha_{n_{i}}\right\} \in(0,1)$ such that conditions (A1)-(A3) of Theorem 1 are satisfied. Then, the sequence $\left\{x_{n}\right\}$ converges strongly to an element $\bar{z}=P_{\Gamma} f(\bar{z})$, where $P_{\Gamma}$ is the metric projection of $X$ onto $\Gamma$.

Proof. The proof follows from the proof of Theorem 1.
By setting $N=1$ in Corollary 2, we obtain the following result:
Corollary 3. Let $X$ be an Hadamard space and $D$ be a nonempty, closed and convex subset of $X$. Let $S: D \rightarrow D$ be a quasi-nonexpansive mapping, $T: D \rightarrow X$ be an $\alpha$-inverse strongly monotone mapping and $f$ be a
contraction on $D$ with coefficient $\theta \in(0,1)$. Suppose that $\Gamma:=V I(D, T) \cap F(S) \neq \varnothing$. For arbitrary $x_{1} \in D$, let the sequence $\left\{x_{n}\right\}$ be generated by

$$
\left\{\begin{array}{l}
w_{n}=\gamma_{n} f\left(x_{n}\right) \oplus\left(1-\gamma_{n}\right) x_{n}  \tag{28}\\
y_{n}=\beta_{n, 0} w_{n} \oplus \beta_{n, 1} P_{D} T_{\lambda} w_{n} \\
x_{n+1}=\alpha_{n, 0} y_{n} \oplus \alpha_{n, 1} S y_{n}, \quad \forall n \geq 1
\end{array}\right.
$$

where $T_{\lambda}=(1-\lambda) x \oplus \lambda T x, 0<\lambda<2 \alpha,\left\{\gamma_{n}\right\}$ and $\left\{\alpha_{n}\right\} \in(0,1)$ such that $0<a \leq \beta_{n, i}, \alpha_{n, i} \leq b<$ 1, for $i=0,1, \sum_{i=0}^{1} \alpha_{n, i}=1, \sum_{i=0}^{1} \beta_{n, i}=1$ and conditions (A1)-(A2) of Theorem 1 are satisfied. Then, the sequence $\left\{x_{n}\right\}$ converges strongly to an element $\bar{z}=P_{\Gamma} f(\bar{z})$, where $P_{\Gamma}$ is the metric projection of $X$ onto $\Gamma$.

Suppose $u=f(x)$ for arbitrary but fixed $u \in X$ and for all $x \in X$ in Theorem 1, we obtain the following result:

Corollary 4. Let $X$ be an Hadamard space and $D$ be a nonempty, closed and convex subset of X. Let $S_{i}$ : $D \rightarrow D$ be a finite family of $L_{i}$-Lipschitz demicontractive mappings and $\Delta$-demiclosed such that $L>0, L=$ $\max \left\{L_{i}, i=1,2, \cdots, N\right\}, k \in[0,1), k=\max \left\{k_{i}, i=1,2, \cdots, N\right\}, k_{i} \in[0,1), i=1,2, \cdots, N$. Let $T_{i}$ : $D \rightarrow X$ be a finite family of $\alpha_{i}$-inverse strongly monotone mappings and suppose that $\Gamma:=\cap_{i=1}^{N} V I\left(D, T_{i}\right) \cap$ $\cap_{i=1}^{N} F\left(S_{i}\right) \neq \varnothing$. For arbitrary $x_{1}, u \in D$, let the sequence $\left\{x_{n}\right\}$ be generated by

$$
\left\{\begin{array}{l}
w_{n}=\gamma_{n} u \oplus\left(1-\gamma_{n}\right) x_{n}  \tag{29}\\
y_{n}=\beta_{n, 0} w_{n} \oplus \sum_{i=1}^{N} \oplus \beta_{n, i} P_{D} T_{\lambda_{i}} w_{n} \\
x_{n+1}=\alpha_{n, 0} y_{n} \oplus \sum_{i=1}^{N} \oplus \alpha_{n, i} S_{i} y_{n}, \forall n \geq 1
\end{array}\right.
$$

where $T_{\lambda_{i}}=\left(1-\lambda_{i}\right) x \oplus \lambda_{i} T_{i} x, 0<\lambda_{i}<2 \alpha_{i}$, for each $i=1,2, \cdots, N,\left\{\gamma_{n}\right\},\left\{\beta_{n_{i}}\right\}$ and $\left\{\alpha_{n_{i}}\right\} \in(0,1)$ such that conditions (A1)-(A4) of Theorem 1 are satisfied. Then, the sequence $\left\{x_{n}\right\}$ converges strongly to an element $\bar{z} \in \Gamma$ which is the nearest point to $u$.

By setting $S_{i} \equiv I$ for all $i=1,2, \cdots, N$ in Theorem 1, we obtain the following result:
Corollary 5. Let $X$ be an Hadamard space and $D$ be a nonempty, closed and convex subset of $X$. Let $T_{i}: D \rightarrow X$ be a finite family of $\alpha_{i}$-inverse strongly monotone mappings and $f$ be a contraction on $D$ with coefficient $\theta \in(0,1)$. Suppose that $\Gamma:=\cap \cap_{i=1}^{N} V I\left(D, T_{i}\right) \neq \varnothing$. For arbitrary $x_{1} \in D$, let the sequence $\left\{x_{n}\right\}$ be generated by

$$
\left\{\begin{array}{l}
w_{n}=\gamma_{n} f\left(x_{n}\right) \oplus\left(1-\gamma_{n}\right) x_{n}  \tag{30}\\
y_{n}=\beta_{n, 0} w_{n} \oplus \sum_{i=1}^{N} \oplus \beta_{n, i} P_{D} T_{\lambda_{i}} w_{n} \\
x_{n+1}=\alpha_{n, 0} y_{n} \oplus \sum_{i=i}^{N} \oplus \alpha_{n, i} y_{n} \forall n \geq 1
\end{array}\right.
$$

where $T_{\lambda_{i}}=\left(1-\lambda_{i}\right) x \oplus \lambda_{i} T_{i} x, 0<\lambda_{i}<2 \alpha_{i}$, for each $i=1,2, \cdots, N,\left\{\gamma_{n}\right\},\left\{\beta_{n_{i}}\right\}$ and $\left\{\alpha_{n_{i}}\right\} \in(0,1)$ such that conditions (A1)-(A3) of Theorem 1 are satisfied. Then, the sequence $\left\{x_{n}\right\}$ converges strongly to an element $\bar{z}=P_{\Gamma} f(\bar{z})$, where $P_{\Gamma}$ is the metric projection of $X$ onto $\Gamma$.

## 4. Numerical Example

In this section, we give a numerical experiment to show the applicability of our result.

Example 1. [29] Let $X=\mathbb{R}^{2}$ be an $R$-tree with radial metric $d_{r}$, where $d_{r}(x, y)=d(x, y)$ if $x$ and $y$ are situated on a Euclidean straight line passing through the origin and $d_{r}(x, y)=d(x, \mathbf{0})+d(y, \mathbf{0})$ otherwise. We put $p=(0,1), q=(1,0)$ and $D=A \cup B \cup C$, where

$$
A=\{(0, t): t \in[2 / 3,1]\}, \quad B=\{(t, 0): t \in[2 / 3,1]\}, \quad C=\{(t, s): t+s=1, t \in(0,1)\}
$$

Define $T: D \rightarrow X$ by

$$
T x=\left\{\begin{array}{l}
q \text { if } x \in A  \tag{31}\\
p \text { if } x \in B \\
x \text { if } x \in C
\end{array}\right.
$$

then $T$ is $\frac{1}{4}$-inverse strongly monotone in $\left(X, d_{r}\right)$.
Now, define $S: D \rightarrow D$ by $S x=\frac{5}{8} x$. We make the following choices of parameters: $\lambda=\frac{1}{4}, \gamma_{n}=\frac{1}{n+1}$, $\alpha_{n, 0}=\frac{2 n}{5 n+7}, \alpha_{n, 1}=\frac{3 n+7}{5 n+7}, \beta_{n, 0}=\frac{n}{3 n+2}, \beta_{n, 1}=\frac{2 n+2}{3 n+2} \forall n \geq 1$ and $f(x)=\frac{1}{2} x \forall x \in X$; then the conditions (A1)-(A3) of Theorem 2 are satisfied. Therefore, for $x_{1} \in X$, Algorithm (28) becomes

$$
\left\{\begin{array}{l}
w_{n}=\frac{1}{n+1} f\left(x_{n}\right) \oplus\left(1-\frac{1}{n+1}\right) x_{n}  \tag{32}\\
y_{n}=\beta_{n, 0} w_{n} \oplus \beta_{n, 1} P_{D} T_{\lambda} w_{n} \\
x_{n+1}=\alpha_{n, 0} y_{n} \oplus \alpha_{n, 1} S y_{n} \forall n \geq 1
\end{array}\right.
$$

We now consider the following 3 cases for our numerical experiments given in Figure 1 above.
Case 1: $x_{1}=(-0.5,0.5)^{T}$.
Case 2: $x_{1}=(0.5,-0.5)^{T}$.
Case 2: $x_{1}=(1,2)^{T}$.
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Figure 1. Errors vs. iteration numbers (n) for Example 1: case 1 (a); case 2 (b); case 3 (c).
Author Contributions: Conceptualization of the article was given by K.O.A., C.I. and O.T.M., methodology by H.A.A., K.O.A., and C.I., software by C.I., validation by O.T.M. and C.I., formal analysis, investigation, data curation, and writing-original draft preparation by K.O.A., H.A.A. and C.I. resources by K.O.A., C.I., H.A.A. and O.T.M. writing-review and editing by K.O.A., C.I. and O.T.M., visualization by C.I. and O.T.M., project administration by O.T.M., Funding acquisition by O.T. All authors have read and agreed to the published version of the manuscript.
Funding: C.I. is funded by National Research Foundation (NRF) South Africa (S\&F-DSI/NRF Free Standing Postdoctoral Fellowship; grant number: 120784); H.A.A. is funded by Department of Science and Technology and National Research Foundation, Republic of South Africa Center of Excellence in Mathematical and Statistical Sciences (DST-NRF COE-MaSS) and O.T.M. is funded by National Research Foundation (NRF) of South Africa Incentive Funding for Rated Researchers (grant number 119903).
Acknowledgments: The authors sincerely thank the anonymous reviewers for their careful reading, constructive comments and fruitful suggestions that substantially improved the manuscript.
Conflicts of Interest: The authors declare no conflict of interest.

## References

1. Oden, J.T.; Kikuchi, N. Theory of variational inequalities with applications to problems of flow through porous media. Int. J. Eng. Sci. 1980, 18, 1173-1284. [CrossRef]
2. Stampacchia, G. Variational inequalities. In Theory and Applicalions of Monotone Operators; Ghizzetti, A., Ed.; Edizioni Oderisi: Gubbio, Italy, 1969; pp. 102-192.
3. Alakoya, T.O.; Jolaoso, L.O.; Mewomo, O.T. Modified inertia subgradient extragradient method with self adaptive stepsize for solving monotone variational inequality and fixed point problems. Optimization 2020. [CrossRef]
4. Alakoya, T.O.; Jolaoso, L.O.; Mewomo, O.T. Two modifications of the inertial Tseng extragradient method with self-adaptive step size for solving monotone variational inequality problems. Demonstr. Math. 2020, 53, 208-224. [CrossRef]
5. Allen, G. Variational inequalities, complementarity problems, and duality theorems. J. Math. Anal. Appl. 1977, 58, 1-10. [CrossRef]
6. Izuchukwu, C.; Mebawondu, A.A.; Mewomo, O.T. A New Method for Solving Split Variational Inequality Problems without Co-coerciveness. J. Fixed Point Theory Appl. 2020, 22, 1-23. [CrossRef]
7. Jolaoso, L.O.; Taiwo, A.; Alakoya, T.O.; Mewomo, O.T. Strong convergence theorem for solving pseudo-monotone variational inequality problem using projection method in a reflexive Banach space. J. Optim. Theory Appl. 2020, 185, 744-766. [CrossRef]
8. Khan, S.H.; Alakoya, T.O.; Mewomo, O.T. Relaxed projection methods with self-adaptive step size for solving variational inequality and fixed point problems for an infinite family of multivalued relatively nonexpansive mappings in Banach spaces. Math. Comput. Appl. 2020, 25, 54. [CrossRef]
9. Marino, G.; Xu, H.K. Explicit hierarchical fixed point approach to variational inequalities. J. Optim. Theory. Appl. 2011, 149, 61-78. [CrossRef]
10. Moudafi, A. Viscosity approximation methods for fixed-point problems. J. Math. Anal. Appl. 2000, 241, 46-55. [CrossRef]
11. Alakoya, T.O.; Jolaoso, L.O.; Mewomo, O.T. A self adaptive inertial algorithm for solving split variational inclusion and fixed point problems with applications. J. Ind. Manag. Optim. 2020. [CrossRef]
12. Gibali, A.; Jolaoso, L.O.; Mewomo, O.T.; Taiwo, A. Fast and simple Bregman projection methods for solving variational inequalities and related problems in Banach spaces. Results Math. 2020, 75, 1-36. [CrossRef]
13. Izuchukwu, C.; Ogwo, G.N.; Mewomo, O.T. An Inertial Method for solving Generalized Split Feasibility Problems over the solution set of Monotone Variational Inclusions. Optimization 2020. [CrossRef]
14. Jolaoso, L.O.; Alakoya, T.O.; Taiwo, A.; Mewomo, O.T. Inertial extragradient method via viscosity approximation approach for solving Equilibrium problem in Hilbert space. Optimization 2020. [CrossRef]
15. Oyewole, O.K.; Abass, H.A.; Mewomo, O.T. A Strong convergence algorithm for a fixed point constrainted split null point problem. Rend. Circ. Mat. Palermo II 2020. [CrossRef]
16. Taiwo, A.; Owolabi, A.O.-E.; Jolaoso, L.O.; Mewomo, O.T.; Gibali, A. A new approximation scheme for solving various split inverse problems. Afr. Mat. 2020. [CrossRef]
17. Németh, S.Z. Variational inequalities on Hadamard manifolds. Nonlinear Anal. 2003, 52, 1491-1498. [CrossRef]
18. Aremu, K.O.; Abass, H.A.; Izuchukwu, C.; Mewomo, O.T. A viscosity-type algorithm for an infinitely countable family of $(f, g)$-generalized k -strictly pseudononspreading mappings in CAT( 0 ) spaces. Analysis 2020, 40, 19-37. [CrossRef]
19. Aremu, K.O.; Izuchukwu, C.; Ogwo, G.N.; Mewomo, O.T. Multi-step Iterative algorithm for minimization and fixed point problems in p-uniformly convex metric spaces. J. Ind. Manag. Optim. 2020. [CrossRef]
20. Aremu, K.O.; Izuchukwu, C.; Ugwunnadi, G.C.; Mewomo, O.T. On the proximal point algorithm and demimetric mappings in CAT(0) spaces. Demonstr. Math. 2018, 51, 277-294. [CrossRef]
21. Bento, G.C.; Ferreira, O.P.; Oliveira, P.R. Proximal point method for a special class of non convex functions on Hadamard manifolds. Optimization 2015, 64, 289-319. [CrossRef]
22. Chen, S.L.; Huang, N.J. Vector variational inequalities and vector optimization problems on Hadamard manifolds. Optim. Lett. 2016, 10, 753-767. [CrossRef]
23. Dehghan, H.; Izuchukwu, C.; Mewomo, O.T.; Taba, D.A.; Ugwunnadi, G.C. Iterative algorithm for a family of monotone inclusion problems in CAT( 0 ) spaces. Quaest. Math. 2020, 43, 975-998. [CrossRef]
24. Ogwo, G.N.; Izuchukwu, C.; Aremu, K.O.; Mewomo, O.T. A viscosity iterative algorithm for a family of monotone inclusion problems in an Hadamard space. Bull. Belg. Math. Soc. Simon Stevin 2020, 27, 127-152. [CrossRef]
25. Ogwo, G.N.; Izuchukwu, C.; Aremu, K.O.; Mewomo, O.T. On $\theta$-generalized demimetric mappings and monotone operators in Hadamard spaces. Demonstr. Math. 2020, 53, 95-111. [CrossRef]
26. Taiwo, A.; Jolaoso, L.O.; Mewomo, O.T. Viscosity approximation method for solving the multiple-set split equality common fixed-point problems for quasi-pseudocontractive mappings in Hilbert Spaces. J. Ind. Manag. Optim. 2017. [CrossRef]
27. Ugwunnadi, G.C.; Izuchukwu, C.; Mewomo, O.T. Strong convergence theorem for monotone inclusion problem in CAT(0) spaces. Afr. Mat. 2019, 31, 151-169. [CrossRef]
28. Khatibzadeh, H.; Ranjbar, S. A variational inequality in complete CAT(0) spaces. J. Fixed Point Theory Appl. 2015, 17, 557-574. [CrossRef]
29. Alizadeh, S.; Dehghan, H.; Moradlou, F. $\Delta$-convergence theorem for inverse strongly monotone mapping in CAT(0) spaces. Fixed Point Theory 2018, 19, 45-56. [CrossRef]
30. Osisiogu, U.A.; Adum, F.L.; Efor, T.E. Strong convergence results for variational inequality problem in CAT(0) spaces. Adv. Nonlinear Var. Inequal. 2020, 23, 84-101.
31. Izuchukwu, C.; Okeke, C.C.; Isiogugu, F.O. Viscosity iterative technique for split variational inclusion problem and fixed point problem between Hilbert space and Banach space. J. Fixed Point Theory Appl. 2018, 20, 1-25. [CrossRef]
32. Song, Y.; Liu, X. Convergence comparison of several iteration algorithms for the common fixed point problems. Fixed Point Theory Appl. 2009, 2009, 824374. [CrossRef]
33. Bruhat, F.; Tits, J. Groupes réductits sur un cor local. In Donneés Radicielles Valueés; Institut des Hautes Études Scientifiques: Bures-sur-Yvette, France, 1972; Volume 41.
34. Kirk, W.A. Fixed point theorems in CAT(0) spaces and $\mathbb{R}$-trees. Fixed Point Theory Appl. 2004, 2004, 309-316. [CrossRef]
35. Bridson, M.R.; Haefliger, A. Metric Spaces of Non-Positive Curvature. In Fundamental of Mathematical Sciences; Springer: Berlin, Germany, 1999; Volume 319.
36. Reich, S.; Shafrir, I. Nonexpansive iterations in hyperbolic spaces. Nonlinear Anal. 1990, 15, 537-558. [CrossRef]
37. Goebel, K.; Reich, S. Uniform Convexity, Hyperbolic Geometry and Nonexpansive Mappings; Marcel Dekker: New York, NY, USA, 1984.
38. Khatibzadeh, H.; Ranjbar, S. Monotone operators and the proximal point algorithm in complete CAT(0) metric spaces. J. Aust. Math. Soc. 2017, 103, 70-90. [CrossRef]
39. Aremu, K.O.; Jolaoso, L.O.; Izuchukwu, C.; Mewomo, O.T. Approximation of common solution of finite family of monotone inclusion and fixed point problems for demicontractive mappings in CAT(0) spaces. Ric. Mat. 2020, 69, 13-34. [CrossRef]
40. Berg, I.D.; Nikolaev, I.G. Quasilinearization and curvature of Alexandrov spaces. Geom. Dedicata 2008, 133, 195-218. [CrossRef]
41. Dhompongsa, S.; Panyanak, B. On $\Delta$-convergence theorems in CAT(0) spaces. Comp. Math. Appl. 2008, 56, 2572-2579. [CrossRef]
42. Dhompongsa, S.; Kirk, W.A.; Sims, B. Fixed points of uniformly Lipschitzian mappings. Nonlinear Anal. 2006, 65, 762-772. [CrossRef]
43. Kirk, W.A.; Panyanak, B. A concept of convergence in geodesic spaces. Nonlinear Anal. 2008, 68, 3689-3696. [CrossRef]
44. Dehghan, H.; Rooin, J. A characterization of metric projection in CAT(0) spaces. arXiv 2013, arXiv:1311.4174VI.
45. Dehghan, H.; Rooin, J. Metric projection and convergence theorems for nonexpansive mapping in Hadamard spaces. arXiv 2014, arXiv:1410.1137VI.
46. Chidume, C.E.; Bello, A.U.; Ndambomve, P. Strong and $\Delta$-convergence theorems for common fixed points of a finite family of multivalued demicontractive mappings in CAT(0) soaces. Abstr. Appl. Anal. 2014, 2014, 805168. [CrossRef]
47. Leustean, L. Nonexpansive iterations in uniformly convex W-hyperbolic spaces. arXiv 2013, arXiv:0810.4117.
48. Kakavandi, B.A.; Amini, M. Duality and subdifferential for convex functions on complete CAT(0) metric spaces. Nonlinear Anal. 2010, 73, 3450-3455. [CrossRef]
49. Dhompongsa, S.; Kirk, W.A.; Panyanak, B. Nonexpansive set-valued mappings in metric and Banach spaces. J. Nonlinear Convex Anal. 2007, 8, 35-45.
50. Taiwo, A.; Alakoya, T.O.; Mewomo, O.T. Halpern-type iterative process for solving split common fixed point and monotone variational inclusion problem between Banach spaces. Numer. Algorithms 2020. [CrossRef]
51. $\mathrm{Xu}, \mathrm{H} . \mathrm{K}$. Iterative algorithms for nonlinear operators. J. Lond. Math. Soc. 2002, 66, 240-256. [CrossRef]
52. Taiwo, A.; Jolaoso, L.O.; Mewomo, O.T.; Gibali, A. On generalized mixed equilibrium problem with $\alpha-\beta-\mu$ bifunction and $\mu-\tau$ monotone mapping. J. Nonlinear Convex Anal. 2020, 21, 1381-1401.

Publisher's Note: MDPI stays neutral with regard to jurisdictional claims in published maps and institutional affiliations.

## Article

# Iterative Sequences for a Finite Number of Resolvent Operators on Complete Geodesic Spaces 

Kengo Kasahara * and Yasunori Kimura<br>Department of Information Science, Toho University, Miyama, Funabashi, Chiba 274-8510, Japan; yasunori@is.sci.toho-u.ac.jp<br>* Correspondence: 7518001k@st.toho-u.jp

Citation: Kasahara, K.; Kimura, Y. Iterative Sequences for a Finite Number of Resolvent Operators on Complete Geodesic Spaces. Axioms 2021, 10, 15. https://doi.org/ 10.3390/axioms 10010015

Academic Editor: Erdal Karapinar
Received: 16 December 2020
Accepted: 18 January 2021
Published: 26 January 2021

Publisher's Note: MDPI stays neutral with regard to jurisdictional claims in published maps and institutional affiliations

Copyright: © 2021 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (https:// creativecommons.org/licenses/by/ 4.0/).


#### Abstract

We consider Halpern's and Mann's types of iterative schemes to find a common minimizer of a finite number of proper lower semicontinuous convex functions defined on a complete geodesic space with curvature bounded above.


Keywords: geodesic space; convex minimization problem; resolvent; common fixed point; iterative scheme

## 1. Introduction

We consider finding a common fixed point of a finite number of resolvents operators for proper lower semicontinuous convex functions on a geodesic space. To find this point, we often use iterative schemes. We focus on Mann's [1] and Halpern's [2] iterative schemes. We know many authors have considered these schemes by using nonexpansive mappings. In a Banach space, Reich [3] proved weak convergence of Mann-type iteration, and Takahashi and Tamura [4] proved that by using two nonexpansive mappings. In a Hilbert space, Wittmann [5] proved strong convergence of the Halpern-type iteration.

We also know many researchers have proved iterative schemes on geodesic spaces. In a CAT(0) space, Dhompongsa and Panyanak [6] proved $\Delta$-convergence of Mann's iterative scheme, and Saejung [7] also proved convergence of Halpern's iterative scheme. We know a large number of results by using Mann's and Halpern's iterative schemes in a CAT(1) space. Pia̧tek [8] considered Halpern's iterative scheme by using a nonexpansive mapping in CAT(1) space. Kimura and Satô [9] proved that by using a strongly quasi-nonexpansive and $\Delta$-demiclosed mapping in a complete CAT(1) space. Kimura, Saejung, and Yotkaew [10] also proved convergence of Halpern's iterative schemes under the same setting. Kimura and Kohsaka [11] proved convergence of Mann and Halpern types of iterative schemes with a sequence of resolvent operators for a single proper lower semicontinuous convex function. We are particularly interested in these results [9-11], and obtain Theorems 1 and 2 with a finite number of resolvent operators in a complete CAT(1) space.

In a Hilbert space, the resolvent operator $J_{f}$ is defined as follows. Let $f$ be a proper lower semicontinuous convex function from a Hilbert space $H$ to $]-\infty,+\infty]$. Then, $J_{f}$ is defined by

$$
J_{f} x=\underset{y \in H}{\operatorname{argmin}}\left\{f(y)+\frac{1}{2}\|y-x\|^{2}\right\}
$$

for all $x \in H$. We know the resolvent $J_{f}$ is a single-valued mapping from $H$ to $H$ and it is nonexpansive. For a proper lower semicontinuous convex function $f$ from a complete CAT(0) space $X$ into $]-\infty,+\infty$ ], Jost [12] and Mayer [13] defined the resolvent $R_{f}$ of $f$ by

$$
R_{f} x=\underset{y \in X}{\operatorname{argmin}}\left\{f(y)+\frac{1}{2} d(y, x)^{2}\right\}
$$

for all $x \in X$. We also know the resolvent $R_{f}$ is a single-valued mapping from $X$ to $X$ and it is nonexpansive. In this paper, we use the resolvent in a complete CAT(1) space defined by Kimura and Kohsaka [11,14].

## 2. Preliminaries

Let $(X, d)$ be a metric space. For $x, y \in X$, a geodesic between $x$ and $y$ is an isometric mapping $c:[0, d(x, y)] \rightarrow X$ with $c(0)=x$ and $c(d(x, y))=y$. We say $X$ is an $r$-geodesic space for $r>0$ if a geodesic exists for every pair of points in $X$ satisfying $d(x, y)<r$. Further, a metric space $X$ is said to be $r$-uniquely geodesic if such a geodesic is unique for each pair of points satisfying $d(x, y)<r$. The image of a unique geodesic between $x$ and $y$ is denoted by $[x, y]$.

For an $r$-uniquely geodesic space $X$, the convex combination between $x, y \in X$ with $d(x, y)<r$ is naturally defined. That is, for $\alpha \in[0,1]$, we denote by $\alpha x \oplus(1-\alpha) y$ the point $c((1-\alpha) d(x, y))$, where $c$ is a geodesic between $x$ and $y$. It follows that

$$
d(\alpha x \oplus(1-\alpha) y, x)=(1-\alpha) d(x, y) \text { and } d(\alpha x \oplus(1-\alpha) y, y)=\alpha d(x, y)
$$

A subset $C$ of $X$ is said to be $r$-convex if $\alpha x \oplus(1-\alpha) y \in C$ for every $x, y \in C$ with $d(x, y)<r$ and $\alpha \in[0,1]$.

If $X$ is $r$-geodesic for any $r>0$, then $X$ is simply called a geodesic space. A uniquely geodesic space and a convex subset are also defined in the same way.

Let $X$ be a uniquely geodesic space and $x, y, z \in X$. For a triangle $\triangle(x, y, z)=[y, z] \cup$ $[z, x] \cup[x, y] \subset X$ satisfying $d(y, z)+d(z, x)+d(x, y)<2 \pi$, we define its comparison triangle $\triangle(\bar{x}, \bar{y}, \bar{z})$ in the two-dimensional unit sphere $\mathbb{S}^{2}$ by the triangle such that each corresponding edge has the same length as that of the original triangle. Using this notion, we call $X$ a $C A T(1)$ space if for every $x, y, z \in X, p, q \in \triangle(x, y, z)$, and their corresponding points $\bar{p}, \bar{q} \in \mathbb{S}^{2}$, the following relation is satisfied,

$$
d(p, q) \leq d_{\mathbb{S}^{2}}(\bar{x}, \bar{y})
$$

where $d_{\mathbb{S}^{2}}$ is the spherical metric on $\mathbb{S}^{2}$.
The following results are fundamental and important for our work.
Lemma 1 (Kimura-Satô [15]). Let $X$ be a CAT(1) space. Then, for every $x, y, z \in X$ with $d(x, y)+d(y, z)+d(z, x)<2 \pi$ and $\alpha \in[0,1]$, the following inequality holds,

$$
\cos d(x, w) \sin d(y, z) \geq \cos d(x, y) \sin (\alpha d(y, z))+\cos d(x, z) \sin ((1-\alpha) d(y, z))
$$

where $w=\alpha y \oplus(1-\alpha) z$.
Lemma 2 (Kimura-Satô [9]). Let $X$ be a CAT(1) space. Then, for every $x, y, z \in X$ with $d(x, y)+d(y, z)+d(z, x)<2 \pi$ and $\alpha \in[0,1]$, the following inequality holds,

$$
\cos d(x, w) \geq \alpha \cos d(x, y)+(1-\alpha) \cos d(x, z)
$$

where $w=\alpha y \oplus(1-\alpha) z$.
Lemma 3 (Kimura-Satô [9]). Let $X$ be a $C A T(1)$ space such that $d\left(v, v^{\prime}\right)<\pi$ for every $v, v^{\prime} \in X$. Let $\alpha \in[0,1]$ and $u, y, z \in X$. Then,

$$
\begin{aligned}
& 1-\cos d(\alpha u \oplus(1-\alpha) y, z) \\
& \quad \leq(1-\beta)(1-\cos d(y, z))+\beta\left(1-\frac{\cos d(u, z)}{\sin d(u, y) \tan \left(\frac{\alpha}{2} d(u, y)\right)+\cos d(u, y)}\right)
\end{aligned}
$$

where

$$
\beta= \begin{cases}1-\frac{\sin ((1-\alpha) d(u, y))}{\sin d(u, y)} & (u \neq y), \\ \alpha & (u=y) .\end{cases}
$$

Let $\left\{x_{n}\right\} \subset X$ be a bounded sequence. We say a point $z \in X$ is an asymptotic center of $\left\{x_{n}\right\}$ if it is a minimizer of the function $\lim \sup _{n \rightarrow \infty} d\left(x_{n}, \cdot\right)$, that is,

$$
\limsup _{n \rightarrow \infty} d\left(x_{n}, z\right) \leq \limsup _{n \rightarrow \infty} d\left(x_{n}, y\right)
$$

for every $y \in X$. If $z \in X$ is the unique asymptotic center of all subsequences of $\left\{x_{n}\right\}$, then we say $\left\{x_{n}\right\}$ is $\Delta$-convergent to a $\Delta$-limit $z$. We know that in a $\operatorname{CAT}(1)$ space, every sequence $\left\{x_{n}\right\}$ satisfying $\inf _{y \in X} \lim \sup _{n \rightarrow \infty} d\left(x_{n}, y\right)<\pi / 2$ has a unique asymptotic center and a $\Delta$-convergent subsequence.

Let $X$ be a CAT(1) space and $T: X \rightarrow X$. The set of all fixed points of $T$ is denoted by $F(T)$. Namely, $F(T)=\{z \in X: z=T z\} . T$ is said to be quasi-nonexpansive if $F(T) \neq \varnothing$ and $d(T x, z) \leq d(x, z)$ for every $x \in X$ and $z \in F(T)$. A quasi-nonexpansive mapping $T$ is said to be strongly quasi-nonexpansive if $\lim _{n \rightarrow \infty} d\left(x_{n}, T x_{n}\right)=0$ whenever $\left\{x_{n}\right\} \subset X$ satisfies $\sup _{n \in \mathbb{N}} d\left(x_{n}, p\right)<\pi / 2$ and $\lim _{n \rightarrow \infty}\left(\cos d\left(x_{n}, p\right) / \cos d\left(T x_{n}, p\right)\right)=1$ for every $p \in F(T)$.

A mapping $T$ is said to be $\Delta$-demiclosed if $z \in F(T)$ whenever $\left\{x_{n}\right\}$ is $\Delta$-convergent to $z$ and $\lim _{n \rightarrow \infty} d\left(x_{n}, T x_{n}\right)=0$.

Following [16], we define the notions of a strongly quasi-nonexpansive sequence and a $\Delta$-demiclosed sequence on CAT(1) spaces as follows. Let $\left\{T_{n}\right\}$ be a sequence of mappings from $X$ to $X .\left\{T_{n}\right\}$ is said to be a strongly quasi-nonexpansive sequence if each $T_{n}$ is quasi-nonexpansive and $\lim _{n \rightarrow \infty} d\left(x_{n}, T_{n} x_{n}\right)=0$ whenever $\sup _{n \in \mathbb{N}} d\left(x_{n}, p\right)<\pi / 2$ and $\lim _{n \rightarrow \infty}\left(\cos d\left(x_{n}, p\right) / \cos d\left(T_{n} x_{n}, p\right)\right)=1$ for every $p \in \bigcap_{n=1}^{\infty} F\left(T_{n}\right) .\left\{T_{n}\right\}$ is said to be a $\Delta$-demiclosed sequence if $z \in \bigcap_{n=1}^{\infty} F\left(T_{n}\right)$ whenever $\left\{x_{n}\right\}$ is $\Delta$-convergent to $z$ and $\lim _{n \rightarrow \infty} d\left(x_{n}, T_{n} x_{n}\right)=0$.

Let $X$ be a complete CAT(1) space and $C \subset X$ a nonempty closed $\pi$-convex subset such that $d(x, C)=\inf _{y \in C} d(x, y)<\pi / 2$ for every $x \in X$. Then, for each $x \in X$, there exists a unique point $y_{x} \in C$ satisfying $d\left(x, y_{x}\right)=\inf _{y \in C} d(x, y)$. Using this point, we define a metric projection $P_{C}: X \rightarrow C$ by $P_{C} x=y_{x}$ for $x \in X$.

Let $X$ be a complete $\operatorname{CAT}(1)$ space such that $d\left(v, v^{\prime}\right)<\pi / 2$ for every $v, v^{\prime} \in X$. Let $f: X \rightarrow]-\infty,+\infty]$ be a proper lower semicontinuous convex function. The resolvent $R_{f}$ of $f$ is defined by

$$
R_{f} x=\underset{y \in X}{\operatorname{argmin}}(f(y)+\tan d(y, x) \sin d(y, x))
$$

for all $x \in X$; (see in [14]). We know that $R_{f}$ is a single-valued mapping from $X$ to $X$. We also know that the resolvent $R_{f}$ is strongly quasi-nonexpansive and $\Delta$-demiclosed such that $F\left(R_{f}\right)=\operatorname{argmin}_{x \in X} f$ (see $[11,14]$ ).

We recall some lemmas useful for our results.
Lemma 4 (Kimura-Satô [17]). Let $X$ be a complete CAT(1) space such that $d(u, v)<\pi / 2$ for all $u, v \in X$. Let $S, T$ be quasi-nonexpansive mappings from $X$ to $X$ with $F(S) \cap F(T) \neq \varnothing$. Then, for every $\alpha \in] 0,1[, F(S) \cap F(T)=F(\alpha S \oplus(1-\alpha) T)$ and the mapping $\alpha S \oplus(1-\alpha) T$ is quasi-nonexpansive.
 $\left\{x_{n}\right\}$ in $X$ satisfies that $\lim \sup _{n \rightarrow \infty} d\left(x_{n}, p\right)<\pi / 2$ and that $\left\{x_{n}\right\}$ is $\Delta$-convergent to $x \in X$, then $d(x, p) \leq \liminf _{n \rightarrow \infty} d\left(x_{n}, p\right)$.

Lemma 6 (Saejung-Yotkaew [19], Aoyama-Kimura-Kohsaka [20]). Let $\left\{s_{n}\right\}$ and $\left\{t_{n}\right\}$ be sequences of real numbers such that $s_{n} \geq 0$ for every $n \in \mathbb{N}$. Let $\left\{\beta_{n}\right\}$ be a sequence in $] 0,1[$ such that $\sum_{n=0}^{\infty} \beta_{n}=\infty$. Suppose that $s_{n+1} \leq\left(1-\beta_{n}\right) s_{n}+\beta_{n} t_{n}$ for every $n \in \mathbb{N}$. If $\lim \sup _{k \rightarrow \infty} t_{n_{k}} \leq 0$ for every nondecreasing sequence $\left\{n_{k}\right\}$ of $\mathbb{N}$ satisfying $\liminf \operatorname{inc\infty }_{k \rightarrow}\left(s_{n_{k}+1}-s_{n_{k}}\right) \geq 0$, then $\lim _{n \rightarrow \infty} s_{n}=0$.

## 3. Lemmas for a Finite Number of Resolvent Operators

In this section, we prove some lemmas by using a finite number of resolvent operators for iterative schemes. Throughout this section, let $X$ be a CAT(1) space such that $d\left(v, v^{\prime}\right)<\pi / 2$ for every $v, v^{\prime} \in X$.

Lemma 7. For a given real number $\left.a \in] 0, \frac{1}{2}\right]$, let $\sigma \in[a, 1-a]$. For given points $y, y^{0}, y^{1} \in X$, define $w \in X$ by

$$
w=\sigma y^{0} \oplus(1-\sigma) y^{1}
$$

Then,

$$
\cos d(w, y) \cos \left(a d\left(y^{0}, y^{1}\right)\right) \geq \min \left\{\cos d\left(y^{0}, y\right), \cos d\left(y^{1}, y\right)\right\}
$$

Proof. If $y^{0}=y^{1}$, it is obvious. Otherwise, by Lemma 1, we have

$$
\begin{aligned}
\cos d & (w, y) \sin d\left(y^{0}, y^{1}\right) \\
& \geq \cos d\left(y^{0}, y\right) \sin \left(\sigma d\left(y^{0}, y^{1}\right)\right)+\cos d\left(y^{1}, y\right) \sin \left((1-\sigma) d\left(y^{0}, y^{1}\right)\right) \\
& \geq \min \left\{\cos d\left(y^{0}, y\right), \cos d\left(y^{1}, y\right)\right\}\left(\sin \left(\sigma d\left(y^{0}, y^{1}\right)\right)+\sin \left((1-\sigma) d\left(y^{0}, y^{1}\right)\right)\right) \\
& =2 \min \left\{\cos d\left(y^{0}, y\right), \cos d\left(y^{1}, y\right)\right\} \sin \frac{d\left(y^{0}, y^{1}\right)}{2} \cos \frac{(2 \sigma-1) d\left(y^{0}, y^{1}\right)}{2}
\end{aligned}
$$

Dividing above by $2 \sin \left(d\left(y^{0}, y^{1}\right) / 2\right)$, we have

$$
\begin{aligned}
\cos d(w, y) \cos & \frac{d\left(y^{0}, y^{1}\right)}{2} \\
& \geq \min \left\{\cos d\left(y^{0}, y\right), \cos d\left(y^{1}, y\right)\right\} \cos \frac{(2 \sigma-1) d\left(y^{0}, y^{1}\right)}{2} \\
& \geq \min \left\{\cos d\left(y^{0}, y\right), \cos d\left(y^{1}, y\right)\right\} \cos \frac{(1-2 a) d\left(y^{0}, y^{1}\right)}{2}
\end{aligned}
$$

Moreover, dividing above by $\cos \left((1-2 a) d\left(y^{0}, y^{1}\right) / 2\right)$, we have

$$
\begin{aligned}
& \min \left\{\cos d\left(y^{0}, y\right), \cos d\left(y^{1}, y\right)\right\} \\
& \leq \cos d(w, y) \frac{\cos \frac{(1-2 a) d\left(y^{0}, y^{1}\right)}{2} \cos \left(a d\left(y^{0}, y^{1}\right)\right)-\sin \frac{(1-2 a) d\left(y^{0}, y^{1}\right)}{2} \sin \left(a d\left(y^{0}, y^{1}\right)\right)}{\cos \frac{(1-2 a) d\left(y^{0}, y^{1}\right)}{2}} \\
& \leq \cos d(w, y) \cos \left(a d\left(y^{0}, y^{1}\right)\right) .
\end{aligned}
$$

This completes the proof.
Lemma 8. For a given real number $\left.a \in] 0, \frac{1}{2}\right]$, let $\sigma^{l} \in[a, 1-a]$ for every $l=0,1, \ldots, N-1$. For given points $y, y^{k} \in X$ for every $k=0,1, \ldots, N$, define $w^{l} \in X$ by

$$
w^{N}=y^{N} \text { and } w^{l}=\sigma^{l} y^{l} \oplus\left(1-\sigma^{l}\right) w^{l+1}
$$

for every $l=0,1, \ldots, N-1$. Then,

$$
\cos d\left(w^{0}, y\right) \cos \left(a d\left(y^{0}, w^{1}\right)\right) \geq \min _{k \in\{0,1, \ldots, N\}} \cos d\left(y^{k}, y\right)
$$

## Proof. By Lemma 7,

$$
\cos d\left(w^{0}, y\right) \cos \left(a d\left(y^{0}, w^{1}\right)\right) \geq \min \left\{\cos d\left(y^{0}, y\right), \cos d\left(w^{1}, y\right)\right\}
$$

We also have

$$
\begin{aligned}
\cos d\left(w^{l}, y\right) & \geq \cos d\left(w^{l}, y\right) \cos \left(a d\left(y^{l}, w^{l+1}\right)\right) \\
& \geq \min \left\{\cos d\left(y^{l}, y\right), \cos d\left(w^{l+1}, y\right)\right\}
\end{aligned}
$$

for $l=1,2, \ldots, N-1$. Therefore, $\cos d\left(w^{0}, y\right) \cos \left(\operatorname{ad}\left(y^{0}, w^{1}\right)\right) \geq \min _{k \in\{0,1, \ldots, N\}} \cos d\left(y^{k}, y\right)$. This completes the proof.

Corollary 1. Let $T^{k}$ be a quasi-nonexpansive mapping from $X$ to $X$ for every $k=0,1, \ldots, N$. For a given real number $\left.a \in] 0, \frac{1}{2}\right]$, let $\sigma^{l} \in[a, 1-a]$ for every $l=0,1, \ldots, N-1$. Define $U^{l}: X \rightarrow X$ by

$$
U^{N}=T^{N} \text { and } U^{l}=\sigma^{l} T^{l} \oplus\left(1-\sigma^{l}\right) U^{l+1}
$$

for every $l=0,1, \ldots, N-1$. Let $x \in X$ and $p \in \bigcap_{k=0}^{N} F\left(T^{k}\right)$. Then,

$$
\cos d\left(U^{0} x, p\right) \cos \left(a d\left(T^{0} x, U^{1} x\right)\right) \geq \cos d(x, p)
$$

Next, we show several properties of a sequence of resolvents. Let $f$ be a proper lower semicontinuous convex function from $X$ into $]-\infty,+\infty]$ such that $\operatorname{argmin}_{X} f \neq \varnothing$ and let $\left\{\lambda_{n}\right\}$ be a real sequence such that $\inf \lambda_{n}>0$. Then we know that $\left\{R_{\lambda_{n} f}\right\}$ is a strongly quasi-nonexpansive sequence and $\Delta$-demiclosed sequence (see [11]). Therefore, we obtain the following results, using Lemma 4.

Lemma 9. Let $f^{k}$ be a proper lower semicontinuous convex function from $X$ into $\left.]-\infty,+\infty\right]$ for every $k=0,1, \ldots, N$ such that $\bigcap_{k=0}^{N} \operatorname{argmin}_{X} f^{k} \neq \varnothing$. For a given real number $\left.\left.a \in\right] 0, \frac{1}{2}\right]$, let $\sigma^{l} \in[a, 1-a]$ for every $l=0,1, \ldots, N-1$ and $\lambda^{k} \in[a,+\infty[$ for every $k=0,1, \ldots, N$. Let $R_{\lambda^{k} f^{k}}$ be the resolvent of $\lambda^{k} f^{k}$ for every $k=0,1, \ldots, N$. Define $U^{l}: X \rightarrow X$ by

$$
U^{N}=R_{\lambda^{N} f^{N}} \text { and } U^{l}=\sigma^{l} R_{\lambda^{l} f^{l}} \oplus\left(1-\sigma^{l}\right) U^{l+1}
$$

for every $l=0,1, \ldots, N-1$. Then

$$
F\left(U^{0}\right)=\bigcap_{k=0}^{N} \underset{X}{\operatorname{argmin}} f^{k}
$$

Lemma 10. Let $\left\{T_{n}\right\}$ be a strongly quasi-nonexpansive sequence. Let $f$ be a proper lower semicontinuous convex function from $X$ into $]-\infty,+\infty]$ such that $\bigcap_{n=1}^{\infty} F\left(T_{n}\right) \cap \operatorname{argmin}_{X} f \neq \varnothing$. For a given real number $\left.a \in] 0, \frac{1}{2}\right]$, let $\left\{\sigma_{n}\right\} \subset[a, 1-a]$ and $\left\{\lambda_{n}\right\} \subset\left[a,+\infty\left[\right.\right.$. Let $R_{\lambda_{n} f}$ be the resolvent of $\lambda_{n} f$ for every $n \in \mathbb{N}$. Then $\left\{\sigma_{n} R_{\lambda_{n} f} \oplus\left(1-\sigma_{n}\right) T_{n}\right\}$ is a strongly quasi-nonexpansive sequence.

Proof. Let $V_{n}=\sigma_{n} R_{\lambda_{n} f} \oplus\left(1-\sigma_{n}\right) T_{n}$ for every $n \in \mathbb{N}$. From Lemma $4, V_{n}$ is a quasinonexpansive mapping for every $n \in \mathbb{N}$. From Corollary 1, for $\left\{x_{n}\right\} \subset X$ and $p \in$ $\cap_{n=1}^{\infty} F\left(T_{n}\right) \cap \operatorname{argmin}_{X} f$ such that $\lim _{n \rightarrow \infty} \cos d\left(x_{n}, p\right) / \cos d\left(V_{n} x_{n}, p\right)=1$ and $\sup _{n \in \mathbb{N}} d\left(x_{n}, p\right)<$ $\pi / 2$, we have

$$
\cos d\left(V_{n} x_{n}, p\right) \cos \left(a d\left(R_{\lambda_{n} f} x_{n}, T_{n} x_{n}\right)\right) \geq \cos d\left(x_{n}, p\right)
$$

and thus

$$
\cos \left(\operatorname{ad}\left(R_{\lambda_{n} f} x_{n}, T_{n} x_{n}\right)\right) \geq \frac{\cos d\left(x_{n}, p\right)}{\cos d\left(V_{n} x_{n}, p\right)} \rightarrow 1
$$

That is, $\lim _{n \rightarrow \infty} d\left(R_{\lambda_{n} f} x_{n}, T_{n} x_{n}\right)=0$. Therefore, we have

$$
\lim _{n \rightarrow \infty} d\left(T_{n} x_{n}, V_{n} x_{n}\right)=\lim _{n \rightarrow \infty} \sigma_{n} d\left(R_{\lambda_{n} f} x_{n}, T_{n} x_{n}\right)=0
$$

As $1=\lim _{n \rightarrow \infty} \cos d\left(x_{n}, p\right) / \cos d\left(V_{n} x_{n}, p\right)=\lim _{n \rightarrow \infty} \cos d\left(x_{n}, p\right) / \cos d\left(T_{n} x_{n}, p\right)$, we have

$$
\lim _{n \rightarrow \infty} d\left(T_{n} x_{n}, x_{n}\right)=0
$$

Thus, we obtain

$$
d\left(V_{n} x_{n}, x_{n}\right) \leq d\left(V_{n} x_{n}, T_{n} x_{n}\right)+d\left(T_{n} x_{n}, x_{n}\right) \rightarrow 0
$$

This completes the proof.
Corollary 2. Let $f^{k}$ be the same as in Lemma 9 for $k=0,1, \ldots, N$. For a given real number $\left.a \in] 0, \frac{1}{2}\right]$, let $\left\{\sigma_{n}^{l}\right\} \subset[a, 1-a]$ for every $l=0,1, \ldots, N-1$ and $\left\{\lambda_{n}^{k}\right\} \subset[a,+\infty[$ for every $k=0,1, \ldots, N$. Let $R_{\lambda_{n}^{k} f^{k}}$ be the resolvent of $\lambda_{n}^{k} f^{k}$ for every $k=0,1, \ldots, N$ and $n \in \mathbb{N}$. Define $U_{n}^{l}: X \rightarrow X$ by

$$
U_{n}^{N}=R_{\lambda_{n}^{N} f^{N}} \text { and } U_{n}^{l}=\sigma_{n}^{l} R_{\lambda_{n}^{l} f^{l}} \oplus\left(1-\sigma_{n}^{l}\right) U_{n}^{l+1}
$$

for every $l=0,1, \ldots, N-1$ and $n \in \mathbb{N}$. Then, $\left\{U_{n}^{0}\right\}$ is a strongly quasi-nonexpansive sequence.
Lemma 11. Let $\left\{T_{n}\right\}$ be a quasi-nonexpansive and $\Delta$-demiclosed sequence. Let $f$ be a proper lower semicontinuous convex function from $X$ into $]-\infty,+\infty]$ such that $\bigcap_{n=1}^{\infty} F\left(T_{n}\right) \cap \operatorname{argmin}_{X} f \neq \varnothing$. For a given real number $\left.a \in] 0, \frac{1}{2}\right]$, let $\left\{\sigma_{n}\right\} \subset[a, 1-a]$ and $\left\{\lambda_{n}\right\} \subset\left[a,+\infty\left[\right.\right.$. Let $R_{\lambda_{n}}$ be the resolvent of $\lambda_{n} f$ for every $n \in \mathbb{N}$. Then $\left\{\sigma_{n} R_{\lambda_{n} f} \oplus\left(1-\sigma_{n}\right) T_{n}\right\}$ is a $\Delta$-demiclosed sequence.

Proof. Let $V_{n}=\sigma_{n} R_{\lambda_{n} f} \oplus\left(1-\sigma_{n}\right) T_{n}$ for every $n \in \mathbb{N}$. Let $p \in \bigcap_{n=1}^{\infty} F\left(T_{n}\right) \cap \operatorname{argmin}_{X} f$, $\left\{x_{n}\right\} \subset X$, and $z \in X$ such that $\lim _{n \rightarrow \infty} d\left(V_{n} x_{n}, x_{n}\right)=0$ and suppose that $\left\{x_{n}\right\}$ is $\Delta$ convergent to $z$. Then,

$$
\cos d\left(V_{n} x_{n}, p\right) \cos \left(a d\left(R_{\lambda_{n} f} x_{n}, T_{n} x_{n}\right)\right) \geq \cos d\left(x_{n}, p\right)
$$

and thus

$$
\begin{aligned}
1 \geq \cos \left(\operatorname{ad}\left(R_{\lambda_{n} f} x_{n}, T_{n} x_{n}\right)\right) & \geq \frac{\cos d\left(x_{n}, p\right)}{\cos d\left(V_{n} x_{n}, p\right)} \\
& \geq \frac{\cos \left(d\left(x_{n}, V_{n} x_{n}\right)+d\left(V_{n} x_{n}, p\right)\right)}{\cos d\left(V_{n} x_{n}, p\right)} \rightarrow 1 .
\end{aligned}
$$

Therefore, $\lim _{n \rightarrow \infty} d\left(R_{\lambda_{n} f} x_{n}, T_{n} x_{n}\right)=0$. Thus, we have

$$
\begin{aligned}
d\left(R_{\lambda_{n} f} x_{n}, V_{n} x_{n}\right) & =\left(1-\sigma_{n}\right) d\left(R_{\lambda_{n} f} x_{n}, T_{n} x_{n}\right) \\
& \leq(1-a) d\left(R_{\lambda_{n} f} x_{n}, T_{n} x_{n}\right) \rightarrow 0
\end{aligned}
$$

Since $R_{\lambda_{n} f}$ is a $\Delta$-demiclosed sequence, we have $R_{\lambda_{n} f} z=z$. Similarly,

$$
\begin{aligned}
d\left(T_{n} x_{n}, V_{n} x_{n}\right) & =\sigma_{n} d\left(R_{\lambda_{n} f} x_{n}, T_{n} x_{n}\right) \\
& \leq(1-a) d\left(R_{\lambda_{n} f} x_{n}, T_{n} x_{n}\right) \rightarrow 0
\end{aligned}
$$

Since $\left\{T_{n}\right\}$ is a $\Delta$-demiclosed sequence, we have $T_{n} z=z$. Thus, $V_{n} z=z$. This completes the proof.

Corollary 3. Let $f^{k},\left\{\sigma_{n}^{l}\right\},\left\{\lambda_{n}^{k}\right\}$ and $\left\{U_{n}^{l}\right\}$ be the same as in Corollary 2 for $k=0,1, \ldots, N$ and $l=0,1, \ldots, N-1$. Then $\left\{U_{n}^{0}\right\}$ is a $\Delta$-demiclosed sequence.

## 4. Iterative Schemes for a Finite Resolvents Operators

We prove convergence of Mann and Halpern types of iterative sequences for finitely many convex functions by using the properties of a sequence of the resolvents in CAT(1) space.

Theorem 1. Let $X$ be a complete $C A T(1)$ space such that $d\left(v, v^{\prime}\right)<\pi / 2$ for every $v, v^{\prime} \in X$. Let $f^{k}$ be a proper lower semicontinuous convex function from $X$ into $\left.]-\infty,+\infty\right]$ for every $k=$ $0,1, \ldots, N$ such that $F=\bigcap_{k=0}^{N} \operatorname{argmin}_{X} f^{k} \neq \varnothing$. For a given real number $\left.\left.a \in\right] 0, \frac{1}{2}\right]$, let $\left\{\sigma_{n}^{l}\right\} \subset[a, 1-a]$ for every $l=0,1, \ldots, N-1$ and $\left\{\lambda_{n}^{k}\right\} \subset[a,+\infty[$ for every $k=0,1, \ldots, N$. Let $R_{\lambda_{n}^{k} f^{k}}$ be the resolvent of $\lambda_{n}^{k} f^{k}$ for every $k=0,1, \ldots, N$ and $n \in \mathbb{N}$. Define $U_{n}^{l}: X \rightarrow X$ by

$$
U_{n}^{N}=R_{\lambda_{n}^{N} f^{N}} \text { and } U_{n}^{l}=\sigma_{n}^{l} R_{\lambda_{n}^{l} f^{l}} \oplus\left(1-\sigma_{n}^{l}\right) U_{n}^{l+1}
$$

for every $l=0,1, \ldots, N-1$ and $n \in \mathbb{N}$. Let $\left\{\alpha_{n}\right\}$ be a real sequence in $[a, 1-a]$. For a given point $x_{1} \in X$, let $\left\{x_{n}\right\}$ be the sequence in $X$ generated by

$$
x_{n+1}=\alpha_{n} x_{n} \oplus\left(1-\alpha_{n}\right) U_{n}^{0} x_{n}
$$

for $n \in \mathbb{N}$. Then, $\left\{x_{n}\right\} \Delta$-converges to a point of $F$.
Proof. Let $z \in F$. As $U_{n}^{0}$ is a quasi-nonexpansive mapping, it follows from Lemma 2 that

$$
\begin{aligned}
\cos d\left(x_{n+1}, z\right) & \geq \alpha_{n} \cos d\left(x_{n}, z\right)+\left(1-\alpha_{n}\right) \cos d\left(U_{n}^{0} x_{n}, z\right) \\
& \geq \cos d\left(x_{n}, z\right)
\end{aligned}
$$

Thus we have $d\left(x_{n+1}, z\right) \leq d\left(x_{n}, z\right)$ for $n \in \mathbb{N}$. There exists $D=\lim _{n \rightarrow \infty} d\left(x_{n}, z\right) \leq$ $d\left(x_{1}, z\right)<\pi / 2$. From Lemma 1, we get

$$
\begin{aligned}
& \cos d\left(x_{n+1}, z\right) \sin d\left(x_{n}, U_{n}^{0} x_{n}\right) \\
& \quad \geq \cos d\left(x_{n}, z\right) \sin \alpha_{n} d\left(x_{n}, U_{n}^{0} x_{n}\right)+\cos d\left(U_{n}^{0} x_{n}, z\right) \sin \left(1-\alpha_{n}\right) d\left(x_{n}, U_{n}^{0} x_{n}\right) \\
& \quad \geq 2 \cos d\left(x_{n}, z\right) \sin \frac{d\left(x_{n}, U_{n}^{0} x_{n}\right)}{2} \cos \frac{\left(2 \alpha_{n}-1\right) d\left(x_{n}, U_{n}^{0} x_{n}\right)}{2}
\end{aligned}
$$

If $d\left(x_{n}, U_{n}^{0} x_{n}\right) \neq 0$, we obtain

$$
\cos d\left(x_{n+1}, z\right) \cos \frac{d\left(x_{n}, U_{n}^{0} x_{n}\right)}{2} \geq \cos d\left(x_{n}, z\right) \cos \frac{\left(2 \alpha_{n}-1\right) d\left(x_{n}, U_{n}^{0} x_{n}\right)}{2}
$$

As $\left\{\alpha_{n}\right\} \subset[a, 1-a]$, we get

$$
1>\frac{\cos \frac{d\left(x_{n}, U_{n}^{0} x_{n}\right)}{2}}{\cos \frac{(1-2 a) d\left(x_{n}, U_{n}^{0} x_{n}\right)}{2}} \geq \frac{\cos \frac{d\left(x_{n}, U_{n}^{0} x_{n}\right)}{2}}{\cos \frac{\left(2 \alpha_{n}-1\right) d\left(x_{n}, U_{n}^{0} x_{n}\right)}{2}} \geq \frac{\cos d\left(x_{n}, z\right)}{\cos d\left(x_{n+1}, z\right)}
$$

As $D=\lim _{n \rightarrow \infty} d\left(x_{n}, z\right) \leq d\left(x_{1}, z\right)<\pi / 2$, we have

$$
\lim _{n \rightarrow \infty} \frac{\cos \frac{d\left(x_{n}, U_{n}^{0} x_{n}\right)}{2}}{\cos \frac{(1-2 a) d\left(x_{n}, U_{n}^{0} x_{n}\right)}{2}}=1
$$

and thus $\lim _{n \rightarrow \infty} d\left(x_{n}, U_{n}^{0} x_{n}\right)=0$. Let $x_{0}$ be an asymptotic center of $\left\{x_{n}\right\}$ and $y$ an asymptotic center of any subsequence $\left\{x_{n_{k}}\right\} \subset\left\{x_{n}\right\}$. There exists $\left\{x_{n_{k_{l}}}\right\} \subset\left\{x_{n_{k}}\right\}$ such that $\left\{x_{n_{k_{l}}}\right\}$
$\Delta$-converges to $w$. As $\left\{U_{n_{k_{l}}}^{0}\right\}$ is a $\Delta$-demiclosed sequence and $\lim _{n \rightarrow \infty} d\left(U_{n_{k_{l}}}^{0} x_{n_{k_{l}}}, x_{n_{k_{l}}}\right)=0$, we obtain $w \in F$. Since there exists $\lim _{n \rightarrow \infty} d\left(x_{n_{k}}, w\right)$, we have

$$
\begin{aligned}
\limsup _{k \rightarrow \infty} d\left(x_{n_{k}}, w\right)=\lim _{k \rightarrow \infty} d\left(x_{n_{k}}, w\right) & =\lim _{l \rightarrow \infty} d\left(x_{n_{k_{l}}}, w\right) \\
& \leq \limsup _{l \rightarrow \infty} d\left(x_{n_{k_{l}}}, y\right) \leq \limsup _{k \rightarrow \infty} d\left(x_{n_{k}}, y\right)
\end{aligned}
$$

Therefore, we obtain $y=w \in F$. Similarly, we get $x_{0}=y$. Therefore, $\left\{x_{n}\right\} \Delta$-converges to $x_{0} \in F$.

Theorem 2. Let $X, f^{k},\left\{\sigma_{n}^{l}\right\},\left\{\lambda_{n}^{k}\right\}$ and $\left\{U_{n}^{l}\right\}$ be the same as in Theorem 1 for $k=0,1, \ldots, N$ and $l=0,1, \ldots, N-1$. Let $\left\{\alpha_{n}\right\}$ be a real sequence in $] 0,1\left[\right.$ such that $\lim _{n \rightarrow \infty} \alpha_{n}=0$ and $\sum_{n=0}^{\infty} \alpha_{n}=\infty$. For given points $u, x_{1} \in X$, let $\left\{x_{n}\right\}$ be the sequence in $X$ generated by

$$
x_{n+1}=\alpha_{n} u \oplus\left(1-\alpha_{n}\right) U_{n}^{0} x_{n}
$$

for $n \in \mathbb{N}$. Suppose that one of the following conditions holds:
(a) $\sup _{v, v^{\prime} \in X} d\left(v, v^{\prime}\right)<\pi / 2$;
(b) $d\left(u, P_{F} u\right)<\pi / 4$ and $d\left(u, P_{F} u\right)+d\left(x_{0}, P_{F} u\right)<\pi / 2$;
(c) $\sum_{n=0}^{\infty} \alpha_{n}^{2}=\infty$.

Then, $\left\{x_{n}\right\}$ converges to $P_{F} u$.
To prove this theorem, we also employ the technique proposed in [9]. Note that $F=\bigcap_{k=0}^{N} \operatorname{argmin}_{X} f^{k}$.

Proof. Let $p=P_{F} u$ and let

$$
\begin{aligned}
& s_{n}=1-\cos d\left(x_{n}, p\right), \\
& t_{n}=1-\frac{\cos d(u, p)}{\sin d\left(u, U_{n}^{0} x_{n}\right) \tan \left(\frac{\alpha_{n}}{2} d\left(u, U_{n}^{0} x_{n}\right)\right)+\cos d\left(u, U_{n}^{0} x_{n}\right)}, \\
& \beta_{n}= \begin{cases}1-\frac{\sin \left(\left(1-\alpha_{n}\right) d\left(u, U_{n}^{0} x_{n}\right)\right)}{\sin d\left(u, U_{n}^{0} x_{n}\right)} & \left(u \neq U_{n}^{0} x_{n}\right), \\
\alpha_{n} & \left(u=U_{n}^{0} x_{n}\right)\end{cases}
\end{aligned}
$$

for $n \in \mathbb{N}$. Since $U_{n}^{0}$ is a quasi-nonexpansive mapping, it follows from Lemma 3 that

$$
s_{n+1} \leq\left(1-\beta_{n}\right)\left(1-\cos d\left(U_{n}^{0} x_{n}, p\right)\right)+\beta_{n} t_{n} \leq\left(1-\beta_{n}\right) s_{n}+\beta_{n} t_{n}
$$

for $n \in \mathbb{N}$. By Lemma 2, we have

$$
\begin{aligned}
\cos d\left(x_{n+1}, p\right) & =\cos d\left(\alpha_{n} u \oplus\left(1-\alpha_{n}\right) U_{n}^{0} x_{n}, p\right) \\
& \geq \alpha_{n} \cos d(u, p)+\left(1-\alpha_{n}\right) \cos d\left(U_{n}^{0} x_{n}, p\right) \\
& \geq \alpha_{n} \cos d(u, p)+\left(1-\alpha_{n}\right) \cos d\left(x_{n}, p\right) \\
& \geq \min \left\{\cos d(u, p), \cos d\left(x_{n}, p\right)\right\}
\end{aligned}
$$

for $n \in \mathbb{N}$. So we have

$$
\cos d\left(x_{n}, p\right) \geq \min \left\{\cos d(u, p), \cos d\left(x_{0}, p\right)\right\}=\cos \max \left\{d(u, p), d\left(x_{0}, p\right)\right\}>0
$$

for $n \in \mathbb{N}$. Hence $\sup _{n \in \mathbb{N}} d\left(x_{n}, p\right) \leq \max \left\{d(u, p), d\left(x_{0}, p\right)\right\}<\pi / 2$. Next, we will show for each of the conditions (a-c) imply that $\sum_{n=0}^{\infty} \beta_{n}=\infty$. For the conditions (a) and (b), let
$M=\sup _{n \in \mathbb{N}} d\left(u, U_{n}^{0} x_{n}\right)$. Thus, we will show $M<\pi / 2$. In case (a), it is obvious. In case (b), as $\sup _{n \in \mathbb{N}} d\left(x_{n}, p\right) \leq \max \left\{d(u, p), d\left(x_{0}, p\right)\right\}$, we have

$$
\begin{aligned}
M & \leq \sup _{n \in \mathbb{N}}\left(d(u, p)+d\left(U_{n}^{0} x_{n}, p\right)\right) \\
& \leq \sup _{n \in \mathbb{N}}\left(d(u, p)+d\left(x_{n}, p\right)\right) \\
& \leq \max \left\{2 d(u, p), d(u, p)+d\left(x_{0}, p\right)\right\}<\pi / 2 .
\end{aligned}
$$

Thus, for cases (a) and (b), we have

$$
\begin{aligned}
\beta_{n} & \geq 1-\frac{\sin \left(\left(1-\alpha_{n}\right) M\right)}{\sin M} \\
& =\frac{2}{\sin M} \sin \left(\frac{\alpha_{n}}{2} M\right) \cos \left(\left(1-\frac{\alpha_{n}}{2}\right) M\right) \\
& \geq \alpha_{n} \cos M
\end{aligned}
$$

for $n \in \mathbb{N}$. As $\sum_{n=0}^{\infty} \alpha_{n}=\infty$, each of the conditions (a) and (b) implies that $\sum_{n=0}^{\infty} \beta_{n}=\infty$. In the case (c), we have

$$
\beta_{n} \geq 1-\sin \frac{\left(1-\alpha_{n}\right) \pi}{2}=1-\cos \frac{\alpha_{n}}{2} \geq \frac{\alpha_{n}^{2} \pi^{2}}{16}
$$

for $n \in \mathbb{N}$. Hence the condition (c) also implies that $\sum_{n=0}^{\infty} \beta_{n}=\infty$. For $\left\{s_{n_{i}}\right\} \subset\left\{s_{n}\right\}$ with a nondecreasing real sequence $\left\{n_{i}\right\} \subset \mathbb{N}$ such that $\liminf _{i \rightarrow \infty}\left(s_{n_{i}+1}-s_{n_{i}}\right) \geq 0$, we have

$$
\begin{aligned}
0 & \leq \liminf _{i \rightarrow \infty}\left(s_{n_{i}+1}-s_{n_{i}}\right) \\
& =\liminf _{i \rightarrow \infty}\left(\cos d\left(x_{n_{i}}, p\right)-\cos d\left(x_{n_{i}+1}, p\right)\right) \\
& \leq \liminf _{i \rightarrow \infty}\left(\cos d\left(x_{n_{i}}, p\right)-\left(\alpha_{n_{i}} \cos d(u, p)+\left(1-\alpha_{n_{i}}\right) \cos d\left(U_{n_{i}}^{0} x_{n_{i}}, p\right)\right)\right) \\
& =\liminf _{i \rightarrow \infty}\left(\cos d\left(x_{n_{i}}, p\right)-\cos d\left(U_{n_{i}}^{0} x_{n_{i}}, p\right)\right) \\
& \leq \limsup _{i \rightarrow \infty}\left(\cos d\left(x_{n_{i}}, p\right)-\cos d\left(U_{n_{i}}^{0} x_{n_{i}}, p\right)\right) \leq 0
\end{aligned}
$$

Hence $\lim _{i \rightarrow \infty}\left(\cos d\left(x_{n_{i}}, p\right)-\cos d\left(U_{n_{i}}^{0} x_{n_{i}}, p\right)\right)=0$. Since $\sup _{n \in \mathbb{N}} d\left(U_{n}^{0} x_{n}, p\right)<\pi / 2$, we have $\lim _{i \rightarrow \infty}\left(\cos d\left(x_{n_{i}}, p\right) / \cos d\left(U_{n_{i}}^{0} x_{n_{i}}, p\right)\right)=1$. As $\left\{U_{n_{i}}^{0}\right\}$ is a strongly quasi-nonexpansive sequence, it follows that $\lim _{i \rightarrow \infty} d\left(x_{n_{i}}, U_{n_{i}}^{0} x_{n_{i}}\right)=0$. Let $\left\{x_{n_{j}}\right\} \subset\left\{x_{n_{i}}\right\}$ be a $\Delta$-convergent subsequence such that $\lim _{j \rightarrow \infty} d\left(u, x_{n_{j}}\right)=\liminf _{i \rightarrow \infty} d\left(u, x_{n_{i}}\right)$. Since $\left\{U_{n}^{0}\right\}$ is a $\Delta$-demiclosed sequence and $\lim _{j \rightarrow \infty} d\left(x_{n_{j}}, U_{n_{j}}^{0} x_{n_{j}}\right)=0$, the $\Delta$-limit $z \in\left\{x_{n_{j}}\right\}$ belongs to $F$. By Lemma 5, we have

$$
\liminf _{i \rightarrow \infty} d\left(u, U_{n_{i}}^{0} x_{n_{i}}\right)=\liminf _{i \rightarrow \infty} d\left(u, x_{n_{i}}\right)=\lim _{j \rightarrow \infty} d\left(u, x_{n_{j}}\right) \geq d(u, z) \geq d(u, p)
$$

Hence

$$
\begin{aligned}
\limsup _{i \rightarrow \infty} t_{n_{i}} & =\limsup _{i \rightarrow \infty}\left(1-\frac{\cos d(u, p)}{\sin d\left(u, U_{n_{i}}^{0} x_{n_{i}}\right) \tan \left(\frac{\alpha_{n_{i}} d}{2} d\left(u, U_{n_{i}}^{0} x_{n_{i}}\right)+\cos d\left(u, U_{n_{i}}^{0} x_{n_{i}}\right)\right.}\right) \\
& =\limsup _{i \rightarrow \infty}\left(1-\frac{\cos d(u, p)}{\cos d\left(u, U_{n_{i}}^{0} x_{n_{i}}\right)}\right) \leq 0 .
\end{aligned}
$$

From Lemma 6, we have $\lim _{n \rightarrow \infty} s_{n}=0$. Therefore, $\left\{x_{n}\right\}$ converges to $p$. This completes the proof.

## 5. Applications to the Image Recovery Problem

At the end of this work, we apply our results to the problem of finding a point of the intersection of a finite family of closed convex subsets. This problem is also known as the image recovery problem. See the works in $[21,22]$ and references therein.

Let $C$ be a nonempty closed convex subset of a complete CAT(1) space such that $d\left(v, v^{\prime}\right)<\pi / 2$ for every $v, v^{\prime} \in X$. Then, the indicator function $i_{C}: C \rightarrow X$ of $C$ defined by

$$
i_{C}(x)= \begin{cases}0 & (x \in C) \\ \infty & (x \notin C)\end{cases}
$$

is proper, lower semicontinuous, and convex. As is mentioned in [14], the resolvent $R_{i_{C}}$ of this function coincides with the metric projection $P_{C}$. Using this fact, we obtain the following results for the image recovery problem. The first result can be proved by using Theorem 1.

Theorem 3. Let $X$ be a complete $\operatorname{CAT}(1)$ space such that $d\left(v, v^{\prime}\right)<\pi / 2$ for every $v, v^{\prime} \in X$. Let $\left\{C_{0}, C_{1}, \ldots, C_{N}\right\}$ be a finite family of nonempty closed convex subsets of $X$ such that $C=$ $\cap_{k=0}^{N} C_{K} \neq \varnothing$. For a given real number $\left.\left.a \in\right] 0, \frac{1}{2}\right]$, let $\left\{\sigma_{n}^{l}\right\} \subset[a, 1-a]$ for $l=0,1, \ldots, N-1$ and $n \in \mathbb{N}$. Let $P_{C_{k}}$ be the metric projection onto $C_{k}$ for $k=0,1, \ldots, N$. Define $U_{n}^{l}: X \rightarrow X$ by

$$
U_{n}^{N}=P_{C_{N}} \text { and } U_{n}^{l}=\sigma_{n}^{l} P_{C_{l}} \oplus\left(1-\sigma_{n}^{l}\right) U_{n}^{l+1}
$$

for every $l=0,1, \ldots, N-1$ and $n \in \mathbb{N}$. Let $\left\{\alpha_{n}\right\}$ be a real sequence in $[a, 1-a]$. For a given point $x_{1} \in X$, let $\left\{x_{n}\right\}$ be the sequence in $X$ generated by

$$
x_{n+1}=\alpha_{n} x_{n} \oplus\left(1-\alpha_{n}\right) U_{n}^{0} x_{n}
$$

for $n \in \mathbb{N}$. Then, $\left\{x_{n}\right\} \Delta$-converges to a point of $C$.
Note that this theorem is a generalization of the result by [21] in the setting of Hilbert spaces, to complete CAT(1) spaces.

On the other hand, by using Thoerem 2, we can also prove the following theorem which was obtained by the authors of [23].

Theorem 4 (Kasahara-Kimura [23]). Let $X$ be a complete $C A T(1)$ space such that $d\left(v, v^{\prime}\right)<$ $\pi / 2$ for every $v, v^{\prime} \in X$. Let $\left\{C_{0}, C_{1}, \ldots, C_{N}\right\}$ be a finite family of nonempty closed convex subsets of $X$ such that $C=\bigcap_{k=0}^{N} C_{K} \neq \varnothing$. For a given real number $\left.\left.a \in\right] 0, \frac{1}{2}\right]$, let $\left\{\sigma_{n}^{l}\right\} \subset[a, 1-a]$ for $l=0,1, \ldots, N-1$ and $n \in \mathbb{N}$. Let $P_{C_{k}}$ be the metric projection onto $C_{k}$ for $k=0,1, \ldots, N$. Define $U_{n}^{l}: X \rightarrow X$ by

$$
U_{n}^{N}=P_{C_{N}} \text { and } U_{n}^{l}=\sigma_{n}^{l} P_{C_{l}} \oplus\left(1-\sigma_{n}^{l}\right) U_{n}^{l+1}
$$

for every $l=0,1, \ldots, N-1$ and $n \in \mathbb{N}$. Let $\left\{\alpha_{n}\right\}$ be a real sequence in $] 0,1[$ such that $\lim _{n \rightarrow \infty} \alpha_{n}=0$ and $\sum_{n=0}^{\infty} \alpha_{n}=\infty$. For given points $u, x_{1} \in X$, let $\left\{x_{n}\right\}$ be the sequence in $X$ generated by

$$
x_{n+1}=\alpha_{n} u \oplus\left(1-\alpha_{n}\right) U_{n}^{0} x_{n}
$$

for $n \in \mathbb{N}$. Suppose that one of the following conditions holds:
(a) $\sup _{v, v^{\prime} \in X} d\left(v, v^{\prime}\right)<\pi / 2$;
(b) $d\left(u, P_{C} u\right)<\pi / 4$ and $d\left(u, P_{C} u\right)+d\left(x_{0}, P_{C} u\right)<\pi / 2$;
(c) $\sum_{n=0}^{\infty} \alpha_{n}^{2}=\infty$.

Then $\left\{x_{n}\right\}$ converges to $P_{C} u$.

## 6. Conclusions

We proposed a new type of iterative scheme for the problem of finding a common minimizer of finitely many convex functions defined on a complete CAT(1) space. We considered the resolvent operators for proper lower semicontinuous convex functions defined on a complete CAT(1) space and their convex combination. As the convex combination on a CAT(1) space is defined only between two points, we need to take it repeatedly for three or more points.

In the first result (Theorem 1), we adopted a Mann-type sequence defined by the following iterative formula: $x_{1} \in X$ is given and

$$
x_{n+1}=\alpha_{n} x_{n} \oplus\left(1-\alpha_{n}\right) U_{n}^{0} x_{n}
$$

for $n \in \mathbb{N}$, where a mapping $U_{n}^{0}$ is defined by the convex combination of finitely many resolvents. Then, $\left\{x_{n}\right\}$ is $\Delta$-convergent to a solution to our problem.

In the second result (Theorem 2), we used a Halpern-type sequence defined as follows: $u, x_{1} \in X$ is given and

$$
x_{n+1}=\alpha_{n} u \oplus\left(1-\alpha_{n}\right) U_{n}^{0} x_{n}
$$

for $n \in \mathbb{N}$. Then, it converges to $P_{F} u$, the nearest point of the solution set $F$ to $u$.
Further, we showed that these results can be applied to the image recovery problem.
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#### Abstract

In this paper, we study a schematic approximation of solutions of a split null point problem for a finite family of maximal monotone operators in real Hilbert spaces. We propose an iterative algorithm that does not depend on the operator norm which solves the split null point problem and also solves a generalized mixed equilibrium problem. We prove a strong convergence of the proposed algorithm to a common solution of the two problems. We display some numerical examples to illustrate our method. Our result improves some existing results in the literature.
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## 1. Introduction

Let $C$ be a nonempty, closed and convex subset of a real Hilbert space $H$. The Equilibrium Problem (EP) in the sense of Blum and Oettli [1] is to find a point $x \in C$, such that

$$
\begin{equation*}
F(x, y) \geq 0, y \in C \tag{1}
\end{equation*}
$$

where $F: C \times C \rightarrow \mathbb{R}$ is a bifunction. The EP unify many important problems, such as variational inequalities, fixed point problems, optimization problems, saddle point (minmax) problems, Nash equilibria problems and complimentarity problems [2-7]. It also finds applications in other fields of studies like physics, economics, engineering and so on [1,2,8-10]. The Generalized Mixed Equilibrium Problem (GMEP) (see e.g., [11]) is to find $x \in C$, such that

$$
\begin{equation*}
F(x, y)+\langle g(x), y-x\rangle+\phi(y)-\phi(x) \geq 0, \forall y \in C, \tag{2}
\end{equation*}
$$

where $g: C \rightarrow H$ is a nonlinear mapping and $\phi: C \rightarrow \mathbb{R} \cup\{+\infty\}$ is a proper lower semicontinuous convex function. The solution set of (2) will be denoted $\operatorname{GMEP}(F, g, \phi)$.

The GMEP includes as special cases, minimization problem, variational inequality problem, fixed point problem, nash equilibrium etc. GMEP (2) and these special cases have been studied in Hilbert, Banach, Hadamard and $p$-uniformly convex metric spaces, see [11-21].

For a real Hilbert space $H$, the Variational Inclusion Problem (VIP) consists of finding a point $x^{*} \in H$ such that

$$
\begin{equation*}
0 \in A x^{*}, \tag{3}
\end{equation*}
$$

where $A: H \rightarrow 2^{H}$ is a multivalued operator. If $A$ is a maximal monotone operator, then the VIP reduces to the Monotone Inclusion Problem (MIP). The MIP provides a general framework for the study of many important optimization problems, such as convex programming, variationa inequalities and so on.

For solving Problem (3), Martinet [22] introduced the Proximal Point Algorithm (PPA), which is given as follows: $x_{0} \in H$ and

$$
\begin{equation*}
x_{n+1}=J_{r_{n}}^{A} x_{n} \tag{4}
\end{equation*}
$$

where $\left\{r_{n}\right\} \subset(0,+\infty)$ and $J_{r_{n}}^{A}=\left(I+r_{n} A\right)^{-1}$ is the resolvent of the maximal monotone operator $A$ corresponding to the control sequence $\left\{r_{n}\right\}$. Several iterative algorithms have been proposed by authors in the literature for solving Problem (3) and related optimization problems, see [23-37].

Censor and Elfving [38] introduced the notion of Split Feasibility Problem (SFP). The SFP consists of finding a point

$$
\begin{equation*}
x^{*} \in C \quad \text { such that } L x^{*} \in Q, \tag{5}
\end{equation*}
$$

where $C$ and $Q$ are nonempty closed convex subsets of $\mathbb{R}^{n}$ and $\mathbb{R}^{m}$ respectively and $L$ is an $m \times n$ matrix. The SFP has been studied by researchers due to its applications in various field of science and technology, such as signal processing, intensity-modulated radiation therapy and medical image construction, for details, see [39,40]. In solving (5), Byrne [39] introduced the following iterative algorithm: let $x_{0} \in \mathbb{R}^{n}$ be arbitrary,

$$
\begin{equation*}
x_{n+1}=P_{C}\left(x_{n}-\gamma L^{*}\left(I-P_{Q}\right) L x_{n}\right) \tag{6}
\end{equation*}
$$

where $\gamma \in\left(0,2 /\|L\|^{2}\right), L^{*}$ is the transpose of the matrix $L, P_{C}$ and $P_{Q}$ are nearest point mappings onto $C$ and $Q$ respectively. Lopez et al. [41] suggested the use of a stepsize $\gamma_{n}$ in place of $\gamma$ in Algorithm (6), where the stepsize does not depend on operator $L$. The stepsize $\gamma_{n}$ is given as:

$$
\begin{equation*}
\gamma_{n}:=\frac{\theta_{n}\left\|\left(I-P_{Q}\right) L x_{n}\right\|^{2}}{2\left\|L^{*}\left(I-P_{Q}\right) L x_{n}\right\|^{2}} \tag{7}
\end{equation*}
$$

where $\theta_{n} \in(0,4)$ and $L^{*}\left(I-P_{Q}\right) L x_{n} \neq 0$. They proved a weak convergence theorem of the proposed algorithm. The authors in [41] noted that for $L$ with higher dimensions, it may be hard to compute the operator norm and this may have effect on the iteration process. Instances of this effect can be observed in the CPU time. The algorithm with stepsizes improves the performance of the Byrne algorithm.

The Split Null Point Problem (SNPP) was introduced in 2012 by Byrne et al. [42]. These authors combined the concepts of VIP and SFP and defined SNPP as follows: Find $x^{*} \in H_{1}$ such that

$$
\begin{equation*}
0 \in A_{1}\left(x^{*}\right) \quad \text { and } L x^{*} \in H_{2} \text { such that } \quad 0 \in A_{2}\left(L x^{*}\right) \tag{8}
\end{equation*}
$$

where $A_{i}: H_{i} \rightarrow 2^{H_{i}}, i=1,2$ are maximal monotone operators, $H_{1}$ and $H_{2}$ are real Hilbert spaces. For solving (8), Byrne et al. [42] proposed the following iterative algorithm: For $r>0$ and an arbitrary $x_{0} \in H_{1}$,

$$
\begin{equation*}
x_{n+1}=J_{r}^{A_{1}}\left(x_{n}-\gamma L^{*}\left(I-J_{r}^{A_{2}}\right) L x_{n}\right) \tag{9}
\end{equation*}
$$

where $\gamma \in\left(0,2 /\|L\|^{2}\right)$. They prove a weak convergence of (9) to a solution of (8).

One of our aim in this work is to consider a generalization of Problem (3) in the following form: Find $x^{*} \in H$ such that

$$
\begin{equation*}
0 \in \bigcap_{i=1}^{N} A_{i}\left(x^{*}\right) \tag{10}
\end{equation*}
$$

where $A_{i}$ is a finite family of maximal monotone operators. There have been some iterative algorithms for approximating the solution of (10) in the literature, (see [37] and the references therein).

In this study, we consider the problem of finding the common solution of the GMEP (2) and the SNPP for a finite family of intersection of maximal monotone operator in the frame work of real Hilbert spaces. We consider the following generalization of the SNPP: Find $x^{*} \in C$ such that $x^{*} \in \operatorname{GMEP}(F, g, \phi)$ and

$$
\begin{equation*}
x^{*} \in \bigcap_{i=1}^{N} A_{i}^{-1}(0) \quad \text { such that } \quad L x^{*} \bigcap_{i=1}^{N} B_{i}^{-1}(0) . \tag{11}
\end{equation*}
$$

In our quest to obtain a common element in the solution set of problems (2) and (11), the following two research questions arise.
(1) Can we obtain an iterative algorithm which solves problem (11), without depending on the operator norm?
(2) Can we obtain a strong convergence theorem for the proposed algorithm to the solution of problem (11) ?
In this work, we give an affirmative answer to the questions above by introducing an iterative algorithm which solves (11). Further, we prove a strong convergence theorem of the proposed algorithm to the common solution of problem given by (11).

## 2. Preliminaries

In this section, we give some important definitions and Lemmas which are useful in establishing our main results.

From now, we denote by $H$ a real Hilbert space, $C$ a nonempty closed convex subset of $H$ with inner product and norm denoted by $\langle\cdot, \cdot\rangle$ and $\|\cdot\|$ respectively. We denote by $x_{n} \rightharpoonup x$ and $x_{n} \rightarrow x$ respectively the weak and strong convergence of a sequence $\left\{x_{n}\right\} \subset H$ to a point $x \in H$.

The nearest point mapping $P_{C}: H \rightarrow C$ is defined by $P_{C} x:=\{x \in C:\|x-y\|=$ $\left.d_{C}(x), \forall y \in H\right\}$, where $d_{C}: H \rightarrow \mathbb{R}$ is the distance function of $C$. The mapping $P_{C}$ is known to satisfy the inequality

$$
\begin{equation*}
\left\langle x-P_{C} x, y-P_{C} x\right\rangle \leq 0, \forall x \in H \quad \text { and } \quad y \in C \tag{12}
\end{equation*}
$$

see e.g., $[9,10]$ for details.
A point $x \in C$ is said to be a fixed point of a mapping $T: H \rightarrow H$, if $x=T x$. We denote by $F(T)$ the set of fixed point of $T$. A mapping $f: C \rightarrow C$ is said to be a contraction, if there exists a constant $c \in(0,1)$, such that

$$
\begin{equation*}
\|f(x)-f(y)\| \leq c\|x-y\|, \forall x, y \in C \tag{13}
\end{equation*}
$$

If $c=1$, then $f$ is called nonexpansive.
A mapping $T: H \rightarrow H$ is said to be firmly nonexpansive if, for all $x, y \in H$, the following holds

$$
\begin{equation*}
\|T x-T y\|^{2} \leq\|x-y\|^{2}-\|(I-T) x-(I-T) y\|^{2} \tag{14}
\end{equation*}
$$

where $I$ is an identity mapping on $H$.

Lemma 1 ([43]). Let $T: H \rightarrow H$ be a mapping. Then the following are equivalent:
(i) $T$ is firmly nonexpansive,
(ii) $I-T$ is firmly nonexpansive,
(iii) $2 T-I$ is nonexpansive,
(iv) $\langle x-y, T x-T y\rangle \geq\|T x-T y\|^{2}$,
(v) $\langle(I-T) x-(I-T) y, T x-T y\rangle \geq 0$.

A multivalued mapping $A: H \rightarrow 2^{H}$ is called monotone if for all $x, y \in H, u \in A x$ and $v \in A y$, we have

$$
\begin{equation*}
\langle x-y, u-v\rangle \geq 0 \tag{15}
\end{equation*}
$$

A monotone mapping $A$ is said to be maximal if its graph $G(A):=\{(x, u) \in H \times H: u \in$ $A x\}$ is not properly contained in the graph of any other monotone operator.

Let $A: H \rightarrow H$ be a single-valued mapping, then for a positive real number $\beta, A$ is said to be $\beta$-inverse strongly monotone ( $\beta$-ism), if

$$
\begin{equation*}
\langle x-y, A x-A y\rangle \geq \beta\|A x-A y\|^{2}, \quad \forall x, y \in H \tag{16}
\end{equation*}
$$

This class of monotone mapping have been widely studied in literature (see [44,45]) for more details. If $A$ is a monotone operator, then we can define, for each $r>0$, a nonexpansive single-valued mapping $J_{r}^{A}: R(I+r A) \rightarrow D(A)$ by $J_{r}^{A}:=(I+r A)^{-1}$ which is generally known as the resolvent of $A$, (see [46,47]). It is also known that $A^{-1}(0)=F\left(J_{r}^{A}\right)$, where $A^{-1}(0)=\{x \in H: 0 \in A x\}$ and $F\left(J_{r}^{A}\right)=\left\{x \in H: J_{r}^{A} x=x\right\}$.

Lemma $2([6,48])$. Let $H$ be a real Hilbert space. Then the following hold:
(i) $\|x+y\|^{2} \leq\|x\|^{2}+2\langle y, x+y\rangle, \forall x, y \in H$,
(ii) $\|x+y\|^{2}=\|x\|^{2}+2\langle x, y\rangle+\|y\|^{2}, x, y \in H$,
(iii) $\|\lambda x+(1-\lambda) y\|^{2}=\lambda\|x\|^{2}+(1-\lambda)\|y\|^{2}-\lambda(1-\lambda)\|x-y\|^{2}, \forall x, y \in H$ and $\lambda \in$ $[0,1]$.

The bifunction $F: C \times C \rightarrow \mathbb{R}$ will be assumed to admit the following restrictions:
(C1) $F(x, x)=0$ for all $x \in C$;
(C2) $F$ is monotone, i.e., $F(x, y)+F(y, x) \leq 0$ for all $x, y \in C$;
(C3) for each $x, y, z \in C, \lim _{t \downarrow 0} F(t z+(1-t) x, y) \leq F(x, y)$;
(C4) for each $x \in C, y \mapsto F(x, y)$ is convex and lower semicontinuous.
Lemma 3 ([11]). Let C be a nonempty closed convex subset of real Hilbert space $H$. Let $F$ be a real valued bifunction on $C \times C$ admitting restrictions $C 1-C 4, g: C \rightarrow H$ be a nonlinear mapping and let $\phi: C \rightarrow \mathbb{R} \cup\{+\infty\}$ be a proper lower senicontinuous convex function. For any given $r>0$ and $x \in H$, define a mapping $K_{r}^{F}: H \rightarrow C$ as
$K_{r}^{F} x=\left\{z \in C: F(z, y)+\langle g(z), y-z\rangle+\phi(y)-\phi(z)+\frac{1}{r}\langle y-z, z-x\rangle \geq 0, \forall y \in C\right\}$,
for all $x \in H$. Then the following conclusions hold:
(i) for each $x \in H, K_{r}^{F} x \neq \varnothing$,
(ii) $K_{r}^{F}$ is single valued,
(iii) $K_{r}^{F}$ is firmly nonexpansive, i.e., for any $x, y \in H$

$$
\left\|K_{r}^{F} x-K_{r}^{F} y\right\|^{2} \leq\left\langle K_{r}^{F} x-K_{r}^{F} y, x-y\right\rangle
$$

(iv) $F\left(K_{r}^{F}(I-r g)\right)=\operatorname{GMEP}(F, g, \phi)$,
(v) $\operatorname{GMEP}(F, g, \phi)$ is closed and convex.

Lemma $4([49,50])$. Let $\left\{a_{n}\right\}$ be a sequence of nonnegative real numbers satisfying the following relation:

$$
\begin{equation*}
a_{n+1} \leq\left(1-b_{n}\right) a_{n}+b_{n} c_{n}+d_{n}, \quad n \in \mathbb{N}, \tag{18}
\end{equation*}
$$

where $\left\{b_{n}\right\},\left\{c_{n}\right\}$ and $\left\{d_{n}\right\}$ are sequences of real numbers satisfying
(i) $\left\{b_{n}\right\} \subset[0,1], \sum_{n=1}^{\infty} b_{n}=\infty$;
(ii) $\limsup _{n \rightarrow \infty} c_{n} \leq 0$;
(iii) $d_{n} \geq 0, \sum_{n=0}^{\infty} d_{n}<\infty$.

Then, $\lim _{n=\infty} a_{n}=0$.

## 3. Main Result

Throughout, we let $\Phi_{\lambda_{N, n}}^{A_{N}}=J_{\lambda_{N, n}}^{A_{N}} \circ J_{\lambda_{N-1, n}}^{A_{N-1}} \circ \cdots \circ J_{\lambda_{1, n}}^{A_{1}}$, where $\Phi_{\lambda_{0, n}}^{A_{0}}=I$. Define the stepsize $\gamma_{n}$ by

$$
\gamma_{n}=\left\{\begin{array}{lc}
\frac{\theta_{n}\left\|\left(I-\Phi_{\lambda_{i, n}}^{B_{i}}\right) L u_{n}\right\|^{2}}{\left\|L^{*}\left(I-\Phi_{\lambda_{i, n}}^{B_{i}}\right) L u_{n}\right\|^{2}}, & \text { if } L^{*}\left(I-\Phi_{\lambda_{i, n}}^{B_{i}}\right) L u_{n} \neq 0,  \tag{19}\\
\gamma, & \text { otherwise, }
\end{array}\right.
$$

where $\gamma_{n}$ depends on $\theta_{n} \in[a, b] \subset(0,1)$ and $\gamma$ is any nonnegative number.
Lemma 5. Let $H$ be a real Hilbert space and $A: H \rightarrow 2^{H}$ be a monotone mapping. Then for $0<s \leq r$, we have

$$
\left\|x-J_{s}^{A} x\right\| \leq 2\left\|x-J_{r}^{A} x\right\|
$$

Proof: Notice that $\frac{1}{s}\left(x-J_{s}^{A}\right) \in A J_{s}^{A} x$ and $\frac{1}{r}\left(x-J_{r}^{A} x\right) \in A J_{r}^{A} x$. Using the monotonicity of $A$, we have

$$
\left\langle\frac{1}{s}\left(x-J_{s}^{A} x\right)-\frac{1}{r}\left(x-J_{r}^{A} x\right), J_{s}^{A} x-J_{r}^{A} x\right\rangle \geq 0
$$

That is

$$
\left\langle x-J_{s}^{A} x-\frac{s}{r}\left(x-J_{r}^{A} x\right), J_{s}^{A} x-J_{r}^{A} x\right\rangle \geq 0
$$

which implies that

$$
\left\langle x-J_{s}^{A} x, J_{s}^{A} x-J_{r}^{A} x\right\rangle \geq \frac{s}{r}\left\langle x-J_{r}^{A} x, J_{s}^{A} x-J_{r}^{A} x\right\rangle
$$

Using Lemma 2 (ii), we obtain

$$
\frac{1}{2}\left(\left\|x-J_{r}^{A} x\right\|^{2}-\left\|x-J_{s}^{A} x\right\|^{2}-\left\|J_{s}^{A} x-J_{r}^{A} x\right\|^{2}\right) \geq \frac{s}{2 r}\left(\left\|x-J_{r}^{A} x\right\|^{2}+\left\|J_{s}^{A} x-J_{r}^{A} x\right\|^{2}-\left\|x-J_{s}^{A} x\right\|^{2}\right)
$$

that is

$$
-\left(\frac{1}{2}+\frac{s}{2 r}\right)\left\|J_{s}^{A} x-J_{r}^{A} x\right\|^{2} \geq-\left(\frac{1}{2}-\frac{s}{2 r}\right)\left\|x-J_{r}^{A} x\right\|^{2}-\left(\frac{s}{2 r}-\frac{1}{2}\right)\left\|x-J_{s}^{A} x\right\|^{2}
$$

and

$$
\left(\frac{r+s}{2 r}\right)\left\|J_{s}^{A} x-J_{r}^{A} x\right\|^{2} \leq\left(\frac{r-s}{2 r}\right)\left\|x-J_{r}^{A} x\right\|^{2}-\left(\frac{r-s}{2 r}\right)\left\|x-J_{s}^{A} x\right\|^{2}
$$

Since $0<s \leq r$, we obtain

$$
\left\|J_{s}^{A} x-J_{r}^{A} x\right\|^{2} \leq\left(\frac{r-s}{r+s}\right)\left\|x-J_{r}^{A} x\right\|^{2}
$$

which implies

$$
\begin{equation*}
\left\|J_{s}^{A} x-J_{r}^{A} x\right\| \leq\left\|x-J_{r}^{A} x\right\| . \tag{20}
\end{equation*}
$$

Now, since $\left\|x-J_{s}^{A} x\right\| \leq\left\|x-J_{r}^{A} x\right\|+\left\|J_{r}^{A} x-J_{s}^{A} x\right\|$, by (20), we obtain

$$
\begin{aligned}
\left\|x-J_{s}^{A} x\right\| & \leq\left\|x-J_{r}^{A} x\right\|+\left\|x-J_{r}^{A} x\right\| \\
& =2\left\|x-J_{r}^{A} x\right\| .
\end{aligned}
$$

Lemma 6. Let $C$ and $Q$ be nonempty, closed and convex subsets of real Hilbert spaces $H_{1}$ and $H_{2}$ respectively and $L: H_{1} \rightarrow H_{2}$ be a bounded linear operator. Assume $F$ is a real valued bifunction on $C \times C$ which admits condition C1-C4. Let $\phi: H_{1} \rightarrow \mathbb{R} \cup\{+\infty\}$ be a proper, lower semicontinuous convex function, $g$ be a $\beta$-inverse strongly monotone mapping and $f: H_{1} \rightarrow R$ be a differentiable function, such that $\nabla f$ is a contraction with coefficient $c \in(0,1)$. For $i=1,2 \cdots, N$, let $A_{i}: H_{1} \rightarrow 2^{H_{1}}$ and $B_{i}: H_{2} \rightarrow 2^{H_{2}}$ be finite families of monotone mappings. Assume $\Omega=\operatorname{GMEP}(F, g, \phi) \cap \Gamma \neq \varnothing$, where $\Gamma=\left\{x^{*} \in H_{1}: 0 \in \bigcap_{i=1}^{N} A_{i}\left(x^{*}\right)\right.$ and $L x^{*} \in H_{2}: 0 \in$ $\left.\bigcap_{i=1}^{N} B_{i}\left(L x^{*}\right)\right\}$. For an arbitrary $x_{0} \in H_{1}$, let $\left\{x_{n}\right\} \subset H_{1}$ be a sequence defined iteratively by

$$
\left\{\begin{array}{l}
F\left(u_{n}, y\right)+\left\langle g\left(u_{n}\right), y-u_{n}\right\rangle+\phi(y)-\phi\left(u_{n}\right)+\frac{1}{r_{n}}\left\langle y-u_{n}, u_{n}-x_{n}\right\rangle \geq 0, y \in H_{1},  \tag{21}\\
z_{n}=u_{n}-\gamma_{n} L^{*}\left(I-\Phi_{\lambda_{i, n}}^{B_{i}}\right) L u_{n}, \\
x_{n+1}=\alpha_{n} \nabla f\left(z_{n}\right)+\left(1-\alpha_{n}\right) \Phi_{\lambda_{i, n}}^{A_{i}} z_{n}
\end{array}\right.
$$

where $\left\{r_{n}\right\}$ is a nonnegative sequence of real numbers, $\left\{\alpha_{n}\right\}$ and $\left\{\lambda_{i, n}\right\}$ are sequences in $(0,1), \gamma_{n}$ is a nonnegative sequence defined by (19), satisfying the following restrictions:
(i) $\sum_{n=1}^{\infty} \alpha_{n}=\infty, \lim _{n \rightarrow \infty} \alpha_{n}=0$;
(ii) $0<\lambda_{i} \leq \lambda_{i, n}$;
(iii) $0<a \leq r_{n} \leq b<2 \beta$.

Then $\left\{x_{n}\right\},\left\{z_{n}\right\}$ and $\left\{u_{n}\right\}$ are bounded.
Proof. Observe that $u_{n}$ can be rewritten as $u_{n}=K_{r_{n}}^{F}\left(x_{n}-r_{n} g\left(x_{n}\right)\right)$ for each $n$. Fix $p \in \Omega$. Since $p=K_{r_{n}}^{F}\left(p-r_{n} p\right), g$ is $\beta$-inverse strongly monotone and $r_{n} \in(0,2 \beta)$, for any $n \in \mathbb{R}$, we have from (21) and Lemma 2 (ii) that

$$
\begin{align*}
\left\|u_{n}-p\right\|^{2} & =\left\|K_{r_{n}}^{F}\left(x_{n}-r_{n} g\left(x_{n}\right)\right)-K_{r_{n}}^{F}\left(p-r_{n} g(p)\right)\right\|^{2} \\
& \leq\left\|x_{n}-r_{n} g\left(x_{n}\right)-\left(p-r_{n} g(p)\right)\right\|^{2} \\
& =\|\left(x_{n}-p\right)-r_{n}\left(g\left(x_{n}\right)-g(p) \|^{2}\right. \\
& =\left\|x_{n}-p\right\|^{2}-2 r_{n}\left\langle x_{n}-p, g\left(x_{n}\right)-g(p)\right\rangle+r_{n}^{2}\left\|g\left(x_{n}\right)-g(p)\right\|^{2}  \tag{22}\\
& \leq\left\|x_{n}-p\right\|^{2}-2 \beta r_{n}\left\|g\left(x_{n}\right)-g(p)\right\|^{2}+r_{n}^{2}\left\|g\left(x_{n}\right)-g(p)\right\|^{2} \\
& =\left\|x_{n}-p\right\|^{2}-r_{n}\left(2 \beta-r_{n}\right)\left\|g\left(x_{n}\right)-g(p)\right\|^{2} \\
& \leq\left\|x_{n}-p\right\|^{2} .
\end{align*}
$$

Also by Lemma 2, we have

$$
\begin{align*}
\left\|z_{n}-p\right\|^{2} & =\left\|u_{n}-\gamma_{n} L^{*}\left(I-\Phi_{\lambda_{i, n}}^{B_{i}}\right) L u_{n}-p\right\|^{2} \\
& =\left\|u_{n}-p-\gamma_{n} L^{*}\left(I-\Phi_{\lambda_{i, n}}^{B_{i}}\right) L u_{n}\right\|^{2} \\
& =\left\|u_{n}-p\right\|^{2}-2 \gamma_{n}\left\langle u_{n}-p, L^{*}\left(I-\Phi_{\lambda_{i, n}}^{B_{i}}\right) L u_{n}\right\rangle+\gamma_{n}^{2}\left\|L^{*}\left(I-\Phi_{\lambda_{i, n}}^{B_{i}}\right) L u_{n}\right\|^{2} \\
& =\left\|u_{n}-p\right\|^{2}-2 \gamma_{n}\left\langle L u_{n}-L p,\left(I-\Phi_{\lambda_{i, n}}^{B_{i}}\right) L u_{n}\right\rangle+\gamma_{n}^{2}\left\|L^{*}\left(I-\Phi_{\lambda_{i, n}}^{B_{i}}\right) L u_{n}\right\|^{2}  \tag{23}\\
& \leq\left\|u_{n}-p\right\|^{2}-2 \gamma_{n}\left\|\left(I-\Phi_{\lambda_{i, n}}^{B_{i}}\right) L u_{n}\right\|^{2}+\gamma_{n}^{2}\left\|L^{*}\left(I-\Phi_{\lambda_{i, n}}^{B_{i}}\right) L u_{n}\right\|^{2} \\
& \leq\left\|u_{n}-p\right\|^{2}-\gamma_{n}\left\|\left(I-\Phi_{\lambda_{i, n}}^{B_{i}}\right) L u_{n}\right\|^{2}+\gamma_{n}^{2}\left\|L^{*}\left(I-\Phi_{\lambda_{i, n}}^{B_{i}}\right) L u_{n}\right\|^{2} \\
& =\left\|u_{n}-p\right\|^{2}-\gamma_{n}\left[\left\|\left(I-\Phi_{\lambda_{i, n}}^{B_{i}}\right) L u_{n}\right\|^{2}-\gamma_{n}\left\|L^{*}\left(I-\Phi_{\lambda_{i, n}}^{B_{i}}\right) L u_{n}\right\|^{2}\right] .
\end{align*}
$$

Using the definition of $\gamma_{n}$, we obtain

$$
\begin{equation*}
\left\|z_{n}-p\right\|^{2} \leq\left\|u_{n}-p\right\|^{2} \tag{24}
\end{equation*}
$$

hence, $\left\|z_{n}-p\right\| \leq\left\|u_{n}-p\right\| \leq\left\|x_{n}-p\right\|$.
Further, we obtain that

$$
\begin{align*}
\left\|x_{n+1}-p\right\| & =\left\|\alpha_{n} \nabla f\left(z_{n}\right)+\left(1-\alpha_{n}\right) \Phi_{\lambda_{i, n}}^{A_{i}} z_{n}-p\right\| \\
& =\left\|\alpha_{n}\left(\nabla f\left(z_{n}\right)-p\right)+\left(1-\alpha_{n}\right)\left(\Phi_{\lambda_{i, n}}^{A_{i}} z_{n}-p\right)\right\| \\
& \leq \alpha_{n}\left\|\nabla f\left(z_{n}\right)-p\right\|+\left(1-\alpha_{n}\right)\left\|\Phi_{\lambda_{i, n}}^{A_{i}} z_{n}-p\right\| \\
& \leq \alpha_{n}\left\|\nabla f\left(z_{n}\right)-\nabla f(p)\right\|+\alpha_{n}\|\nabla f(p)-p\|+\left(1-\alpha_{n}\right)\left\|z_{n}-p\right\|  \tag{25}\\
& \leq \alpha_{n} c\left\|z_{n}-p\right\|+\alpha_{n}\|\nabla f(p)-p\|+\left\|\left(1-\alpha_{n}\right)\right\| z_{n}-p \| \\
& =\left(1-\alpha_{n}(1-c)\right)\left\|z_{n}-p\right\|+\alpha_{n}\|\nabla f(p)-p\| \\
& \leq\left(1-\alpha_{n}(1-c)\right)\left\|x_{n}-p\right\|+\frac{\alpha_{n}(1-c)}{1-c}\|\nabla f(p)-p\| .
\end{align*}
$$

Let $K=\max \left\{\left\|x_{0}-p\right\|, \frac{\|\nabla f(p)-p\|}{1-c}\right\}$. We show that $\left\|x_{n}-p\right\| \leq K$ for all $n \geq 0$. Indeed, we see that $\left\|x_{0}-p\right\| \leq K$. Now suppose $\left\|x_{j}-p\right\| \leq K$ for some $j \in \mathbb{N}$. Then, we have that

$$
\begin{align*}
\left\|x_{j+1}-p\right\| & \leq\left(1-\alpha_{j}(1-c)\right)\left\|x_{j}-p\right\|+\frac{\alpha_{j}(1-c)\|\nabla f(p)-p\|}{1-c} \\
& \leq\left(1-\alpha_{j}(1-c)\right) K+\alpha_{j}(1-c) K  \tag{26}\\
& \leq K .
\end{align*}
$$

By induction, we obtain that $\left\|x_{n}-p\right\| \leq K$ for all $n$. Therefore $\left\{x_{n}\right\}$ is bounded, consequently $\left\{z_{n}\right\}$ and $\left\{u_{n}\right\}$ are bounded.

Theorem 1. Let $C$ and $Q$ be nonempty, closed and convex subsets of real Hilbert spaces $H_{1}$ and $H_{2}$, respectively and $L: H_{1} \rightarrow H_{2}$ be a bounded linear operator. Assume $F$ is a real valued bifunction on $C \times C$ which admits condition C1-C4. Let $\phi: H_{1} \rightarrow \mathbb{R} \cup\{+\infty\}$ be a proper, lower semicontinuous function, $g$ be a $\beta$-inverse strongly monotone mapping and $f: H_{1} \rightarrow \mathbb{R}$ be a differentiable function, such that $\nabla f$ is a contraction with coefficient $c \in(0,1)$. For $i=1,2 \cdots, N$, let $A_{i}: H_{1} \rightarrow 2^{H_{1}}$ and $B_{i}: H_{2} \rightarrow 2^{H_{2}}$ be finite families of monotone mappings. Assume $\Omega=\operatorname{GMEP}(F, g, \phi) \cap \Gamma \neq$ $\varnothing$, where $\Gamma=\left\{p \in H_{1}: 0 \in \bigcap_{i=1}^{N} A_{i}(p)\right.$ and $\left.L p \in H_{2}: 0 \in \bigcap_{i=1}^{N} B_{i}(L p)\right\}$. For an arbitrary $x_{0} \in H_{1}$, let $\left\{x_{n}\right\} \subset H_{1}$ be a sequence defined iteratively by (21) satisfying the conditions of Lemma 6. Then $\left\{x_{n}\right\}$ converges strongly to $p \in \Omega$, where $p=P_{\Omega} \nabla f(p)$.

Proof. We observe from (21), that

$$
\begin{align*}
\left\|x_{n+1}-p\right\|^{2}= & \left\langle\alpha_{n} \nabla f\left(z_{n}\right)+\left(1-\alpha_{n}\right)\left(\Phi_{\lambda_{i, n}}^{A_{i}} z_{n}-p\right), x_{n+1}-p\right\rangle \\
= & \alpha_{n}\left\langle\nabla f\left(z_{n}\right), x_{n+1}-p\right\rangle+\left(1-\alpha_{n}\right)\left\langle\Phi_{\lambda_{i, n}}^{A_{i}} z_{n}-p, x_{n+1}-p\right\rangle \\
= & \alpha_{n}\left\langle\nabla f\left(z_{n}\right)-\nabla f(p), x_{n+1}-p\right\rangle+\alpha_{n}\left\langle\nabla f(p)-p, x_{n+1}-p\right\rangle+\left(1-\alpha_{n}\right)\left\langle\Phi_{\lambda_{i, n}}^{A_{i}} z_{n}-p, x_{n+1}-p\right\rangle \\
\leq & \alpha_{n}\left\|\nabla f\left(z_{n}\right)-\nabla f(p)\right\| \cdot\left\|x_{n+1}-p\right\|+\left(1-\alpha_{n}\right)\left\|\Phi_{\lambda_{i, n}}^{A_{i}} z_{n}-p\right\| \cdot\left\|x_{n+1}-p\right\| \\
& +\alpha_{n}\left\langle\nabla f(p)-p, x_{n+1}-p\right\rangle  \tag{27}\\
\leq & \frac{\alpha_{n}}{2}\left(\left\|\nabla f\left(z_{n}\right)-\nabla f(p)\right\|^{2}+\left\|x_{n+1}-p\right\|^{2}\right)+\left(\frac{1-\alpha_{n}}{2}\right)\left(\left\|\Phi_{\lambda_{i, n}}^{A_{i}} z_{n}-p\right\|^{2}+\left\|x_{n+1}-p\right\|^{2}\right) \\
& +\alpha_{n}\left\langle\nabla f(p)-p, x_{n+1}-p\right\rangle \\
\leq & \frac{\alpha_{n} c^{2}}{2}\left\|z_{n}-p\right\|^{2}+\frac{\alpha_{n}}{2}\left\|x_{n+1}-p\right\|^{2}+\frac{\left(1-\alpha_{n}\right)}{2}\left\|z_{n}-p\right\|^{2}+\frac{\left(1-\alpha_{n}\right)}{2}\left\|x_{n+1}-p\right\|^{2} \\
& +\alpha_{n}\left\langle\nabla f(p)-p, x_{n+1}-p\right\rangle \\
\leq & \frac{\left[1-\alpha_{n}\left(1-c^{2}\right)\right]}{2}\left\|z_{n}-p\right\|^{2}+\frac{1}{2}\left\|x_{n+1}-p\right\|^{2}+\alpha_{n}\left\langle\nabla f(p)-p, x_{n+1}-p\right\rangle \\
\leq & \frac{\left[1-\alpha_{n}\left(1-c^{2}\right)\right]}{2}\left\|u_{n}-p\right\|^{2}+\frac{1}{2}\left\|x_{n+1}-p\right\|^{2}+\alpha_{n}\left\langle\nabla f(p)-p, x_{n+1}-p\right\rangle,
\end{align*}
$$

that is

$$
\begin{align*}
\left\|x_{n+1}-p\right\|^{2} & \leq\left[1-\alpha_{n}\left(1-c^{2}\right)\right]\left\|u_{n}-p\right\|^{2}+\alpha_{n}\left(1-c^{2}\right)\left(\frac{2}{\left(1-c^{2}\right)}\left\langle\nabla f(p)-p, x_{n+1}-p\right\rangle\right) \\
& \leq\left[1-\alpha_{n}\left(1-c^{2}\right)\right]\left\|x_{n}-p\right\|^{2}+\alpha_{n}\left(1-c^{2}\right)\left(\frac{2}{\left(1-c^{2}\right)}\left\langle\nabla f(p)-p, x_{n+1}-p\right\rangle\right) . \tag{28}
\end{align*}
$$

From now the rest of the proof shall be divide into two cases.
Case 1: Suppose that there exists $n_{0} \in \mathbb{N}$ such that $\left\{\left\|x_{n}-p\right\|\right\}$ is not monotonically increasing. Then by Lemma 6, we have that $\left\{\left\|x_{n}-p\right\|\right\}$ is convergent. From (21), we have by Lemma 2 that

$$
\begin{align*}
\left\|x_{n+1}-p\right\|^{2} & =\left\|\alpha_{n} \nabla f\left(z_{n}\right)+\left(1-\alpha_{n}\right) \Phi_{\lambda_{i, n}}^{A_{i}} z_{n}-p\right\|^{2} \\
& =\left\|\alpha_{n} \nabla\left(f\left(z_{n}\right)-p\right)+\left(1-\alpha_{n}\right)\left(\Phi_{\lambda_{i, n}}^{A_{i}} z_{n}-p\right)\right\|^{2}  \tag{29}\\
& =\alpha_{n}\left\|\nabla f\left(z_{n}\right)-p\right\|^{2}+\left(1-\alpha_{n}\right)\left\|\Phi_{\lambda_{i, n}}^{A_{i}} z_{n}-p\right\|^{2}-\alpha_{n}\left(1-\alpha_{n}\right)\left\|\nabla f\left(z_{n}\right)-\Phi_{\lambda_{i, n}}^{A_{i}} z_{n}\right\|^{2} \\
& \leq \alpha_{n}\left\|\nabla f\left(z_{n}\right)-p\right\|^{2}+\left(1-\alpha_{n}\right)\left\|z_{n}-p\right\|^{2} .
\end{align*}
$$

Thus,

$$
\begin{equation*}
\left\|z_{n}-p\right\|^{2} \geq\left\|x_{n+1}-p\right\|^{2}-\alpha_{n}\left(\left\|\nabla f\left(z_{n}\right)-p\right\|^{2}-\left\|z_{n}-p\right\|^{2}\right) \tag{30}
\end{equation*}
$$

From (23), we have that

$$
\begin{aligned}
\gamma_{n}\left[\left\|\left(I-\Phi_{\lambda_{i, n}}^{B_{i}}\right) L u_{n}\right\|^{2}-\right. & \left.\gamma_{n}\left\|L^{*}\left(I-\Phi_{\lambda_{i, n}}^{B_{i}}\right) L u_{n}\right\|^{2}\right] \\
& \leq\left\|u_{n}-p\right\|^{2}-\left\|z_{n}-p\right\|^{2} \\
& \leq\left\|u_{n}-p\right\|^{2}-\left\|x_{n+1}-p\right\|^{2}+\alpha_{n}\left(\left\|\nabla f\left(z_{n}\right)-p\right\|^{2}-\left\|z_{n}-p\right\|^{2}\right) \\
& \leq\left\|x_{n}-p\right\|^{2}-\left\|x_{n+1}-p\right\|^{2}+\alpha_{n}\left(\left\|\nabla f\left(z_{n}\right)-p\right\|^{2}-\left\|z_{n}-p\right\|^{2}\right)
\end{aligned}
$$

by using restriction (i) in Lemma 6, we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \gamma_{n}\left[\left\|\left(I-\Phi_{\lambda_{i, n}}^{B_{i}}\right) L u_{n}\right\|^{2}-\gamma_{n}\left\|L^{*}\left(I-\Phi_{\lambda_{i, n}}^{B_{i}}\right) L u_{n}\right\|^{2}\right]=0 . \tag{31}
\end{equation*}
$$

Using (19), we have that

$$
\begin{equation*}
\left[\left\|\left(I-\Phi_{\lambda_{i, n}}^{B_{i}}\right) L u_{n}\right\|^{2}-\gamma_{n}\left\|L^{*}\left(I-\Phi_{\lambda_{i, n}}^{B_{i}}\right) L u_{n}\right\|^{2}\right]=\theta_{n}\left(1-\theta_{n}\right) \frac{\left\|\left(I-\Phi_{\lambda_{i, n}}^{B_{i}}\right) L u_{n}\right\|^{4}}{\left\|L^{*}\left(I-\Phi_{\lambda_{i, n}}^{B_{i}}\right) L u_{n}\right\|^{2}}, \tag{32}
\end{equation*}
$$

thus by (31), we obtain

$$
\theta_{n}\left(1-\theta_{n}\right) \frac{\left\|\left(I-\Phi_{\lambda_{i, n}}^{B_{i}}\right) L u_{n}\right\|^{4}}{\left\|L^{*}\left(I-\Phi_{\lambda_{i, n}}^{B_{i}}\right) L u_{n}\right\|^{2}} \rightarrow 0, \text { as } n \rightarrow \infty
$$

Therefore, since $\theta_{n} \in(0,1)$, we obtain

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\left\|\left(I-\Phi_{\lambda_{i, n}}^{B_{i}}\right) L u_{n}\right\|^{2}}{\left\|L^{*}\left(I-\Phi_{\lambda_{i, n}}^{B_{i}}\right) L u_{n}\right\|}=0 \tag{33}
\end{equation*}
$$

Notice that $\left\|L^{*}\left(I-\Phi_{\lambda_{i, n}}^{B_{i}}\right) L u_{n}\right\| \leq\left\|L^{*}\right\| \cdot\left\|\left(I-\Phi_{\lambda_{i, n}}^{B_{i}}\right) L u_{n}\right\|$, which implies

$$
\left\|\left(I-\Phi_{\lambda_{i, n}}^{B_{i}}\right) L u_{n}\right\| \leq \frac{\left\|L^{*}\right\| \cdot\left\|\left(I-\Phi_{\lambda_{i, n}}\right) L u_{n}\right\|^{2}}{\left\|L^{*}\left(I-\Phi_{\lambda_{i, n}}^{B_{i}}\right) L u_{n}\right\|}
$$

by (33), we obtain

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|\left(I-\Phi_{\lambda_{i, n}}^{B_{i}}\right) L u_{n}\right\|=0 \tag{34}
\end{equation*}
$$

consequently,

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|L^{*}\left(I-\Phi_{\lambda_{i, n}}^{B_{i}}\right) L u_{n}\right\|=0 \tag{35}
\end{equation*}
$$

From (21), we see that

$$
\begin{aligned}
\left\|z_{n}-u_{n}\right\| & =\left\|u_{n}-\gamma_{n} L^{*}\left(I-\Phi_{\lambda_{i, n}}^{B_{i}}\right) L u_{n}-u_{n}\right\| \\
& \leq \gamma_{n}\left\|L^{*}\left(I-\Phi_{\lambda_{i, n}}^{B_{i}}\right) L u_{n}\right\| .
\end{aligned}
$$

By (35), we get that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|z_{n}-u_{n}\right\|=0 \tag{36}
\end{equation*}
$$

Furthermore, we have from (21),

$$
\begin{align*}
\left\|x_{n+1}-z_{n}\right\| & =\left\|\alpha_{n} \nabla f\left(z_{n}\right)+\left(1-\alpha_{n}\right) \Phi_{\lambda_{i, n}}^{A_{i}} z_{n}-z_{n}\right\| \\
& =\left\|\alpha_{n}\left(\nabla f\left(z_{n}\right)-z_{n}\right)+\left(1-\alpha_{n}\right)\left(\Phi_{\lambda_{i, n}}^{A_{i}} z_{n}-z_{n}\right)\right\|  \tag{37}\\
& \leq \alpha_{n}\left\|\nabla f\left(z_{n}\right)-z_{n}\right\|+\left(1-\alpha_{n}\right)\left\|\Phi_{\lambda_{i, n}}^{A_{i}} z_{n}-z_{n}\right\| \\
& \leq \alpha_{n}\left\|\nabla f\left(z_{n}\right)-\nabla f(p)\right\|+\alpha_{n}\left\|\nabla f(p)-z_{n}\right\|+\left(1-\alpha_{n}\right)\left\|z_{n}-\Phi_{\lambda_{i, n}}^{A_{i}} z_{n}\right\| \\
& \leq \alpha_{n} c\left\|z_{n}-p\right\|+\alpha_{n}\left\|\nabla f(p)-z_{n}\right\|+\left(1-\alpha_{n}\right)\left\|z_{n}-\Phi_{\lambda_{i, n}}^{A_{i}} z_{n}\right\| .
\end{align*}
$$

Observe from (21), that

$$
\left\|\Phi_{\lambda_{i, n}}^{A_{i}} z_{n}-p\right\| \geq\left\|x_{n+1}-p\right\|-\alpha_{n}\left\|\nabla f\left(z_{n}\right)-\Phi_{\lambda_{i, n}}^{A_{i}} z_{n}\right\|,
$$

using the nonexpansivity of $\Phi_{\lambda_{i, n}}^{A_{i}}$, we obtain that

$$
\begin{aligned}
0 & \leq\left\|z_{n}-p\right\|-\left\|\Phi_{\lambda_{i, n}}^{A_{i}} z_{n}-\Phi_{\lambda_{i, n}}^{A_{i}} p\right\| \\
& =\left\|z_{n}-p\right\|-\left\|\Phi_{\lambda_{i, n}}^{A_{i}} z_{n}-p\right\| \\
& \leq\left\|x_{n}-p\right\|-\left\|x_{n+1}-p\right\|+\alpha_{n}\left\|\nabla f\left(z_{n}\right)-\Phi_{\lambda_{i, n}}^{A_{i}} z_{n}\right\| .
\end{aligned}
$$

Using restriction (i) in Lemma 6, the boundedness of $\left\{z_{n}\right\}$ and the convergence of $\left\{\| x_{n}-\right.$ $p \|\}$, we have that $\left\|z_{n}-p\right\|-\left\|\Phi_{\lambda_{i, n}}^{A_{i}} z_{n}-p\right\| \rightarrow 0$ as $n \rightarrow \infty$. Thus by the strong nonexpansivity of $\Phi_{\lambda_{i, n}}^{A_{i}}$, we get that

$$
\lim _{n \rightarrow \infty}\left\|z_{n}-\Phi_{\lambda_{i, n}}^{A_{i}} z_{n}\right\|=0
$$

Using this and restriction (i) of Lemma 6 in (38), we get

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|x_{n+1}-z_{n}\right\|=0 \tag{38}
\end{equation*}
$$

Observe from (28), that

$$
\begin{equation*}
-\left\|u_{n}-p\right\|^{2} \leq-\left\|x_{n+1}-p\right\|^{2}-\alpha_{n}\left(1-c^{2}\right)\left\|u_{n}-p\right\|^{2}+2 \alpha_{n}\left\langle\nabla f(p)-p, x_{n+1}-p\right\rangle, \tag{39}
\end{equation*}
$$

since $\left\|u_{n}-x_{n}\right\|^{2} \leq\left\|x_{n}-p\right\|^{2}-\left\|u_{n}-p\right\|^{2}$, using (39), we have that
$\left\|u_{n}-x_{n}\right\|^{2} \leq\left\|x_{n}-p\right\|^{2}-\left\|x_{n+1}-p\right\|^{2}-\alpha_{n}\left(1-c^{2}\right)\left\|u_{n}-p\right\|^{2}+2 \alpha_{n}\left\langle\nabla f(p)-p, x_{n+1}-p\right\rangle$,
thus, by restriction (i) in Lemma 6, we obtain

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|u_{n}-x_{n}\right\|=\left\|K_{r_{n}}^{F} x_{n}-x_{n}\right\|=0 \tag{40}
\end{equation*}
$$

Combining (36) and (40), we obtain

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|z_{n}-x_{n}\right\|=0 \tag{41}
\end{equation*}
$$

Moreover, since

$$
\left\|x_{n+1}-x_{n}\right\| \leq\left\|x_{n+1}-z_{n}\right\|+\left\|z_{n}-x_{n}\right\|
$$

we have that

$$
\begin{equation*}
\left\|x_{n+1}-x_{n}\right\| \rightarrow 0 \text { as } n \rightarrow \infty \tag{42}
\end{equation*}
$$

Furthermore,

$$
\begin{align*}
\left\|x_{n}-\Phi_{\lambda_{i, n}}^{A_{i}} x_{n}\right\| & \leq\left\|x_{n}-x_{n+1}\right\|+\left\|x_{n+1}-\Phi_{\lambda_{i, n}}^{A_{i}} z_{n}\right\|+\left\|\Phi_{\lambda_{i, n}}^{A_{i}}-\Phi_{\lambda_{i, n}}^{A_{i}} x_{n}\right\| \\
& \leq\left\|x_{n}-x_{n+1}\right\|+\left\|x_{n+1}-\Phi_{\lambda_{i, n}}^{A_{i}} z_{n}\right\|+\left\|z_{n}-x_{n}\right\| \tag{43}
\end{align*}
$$

but

$$
\begin{aligned}
\left\|x_{n+1}-\Phi_{\lambda_{i, n}}^{A_{i}} z_{n}\right\| & =\left\|\alpha_{n} \nabla f\left(z_{n}\right)+\left(1-\alpha_{n}\right) \Phi_{\lambda_{i, n}}^{A_{i}} z_{n}-\Phi_{\lambda_{i, n}}^{A_{i}} z_{n}\right\| \\
& =\alpha_{n}\left\|\nabla f\left(z_{n}\right)-\Phi_{\lambda_{i, n}}^{A_{i}} z_{n}\right\| \rightarrow 0, \text { as } \quad n \rightarrow \infty
\end{aligned}
$$

Hence, by substituting this, (41) and (42) into (43), we obtain

$$
\lim _{n \rightarrow \infty}\left\|\left(I-\Phi_{\lambda_{i, n}}^{A_{i}}\right) x_{n}\right\|=0
$$

Since $0<\lambda_{i} \leq \lambda_{i, n}$, we have by Lemma 5 , that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|\left(I-\Phi_{\lambda_{i}}^{A_{i}}\right) x_{n}\right\|=0 \tag{44}
\end{equation*}
$$

Now, since $\left\{x_{n}\right\}$ is bounded in $H_{1}$, there exists a subsequence $\left\{x_{n_{j}}\right\}$ of $\left\{x_{n}\right\}$ such that $x_{n_{j}} \rightharpoonup x^{*} \in H_{1}$. First, we show that $x^{*} \in \cap_{i=1}^{N} A_{i}^{-1}(0)$. Consider for each $j \in \mathbb{N}$,

$$
\begin{align*}
\left\|\left(I-\Phi_{\lambda_{i}}^{A_{i}}\right) x^{*}\right\|^{2} \leq & \left\langle\left(I-\Phi_{\lambda_{i}}^{A_{i}}\right) x^{*}, x^{*}-x_{n_{j}}\right\rangle+\left\langle\left(I-\Phi_{\lambda_{i}}^{A_{i}}\right) x^{*}, x_{n_{j}}-\Phi_{\lambda_{i}}^{A_{i}} x_{n_{j}}\right\rangle \\
& +\left\langle\left(I-\Phi_{\lambda_{i}}^{A_{i}}\right) x^{*}, \Phi_{\lambda_{i}}^{A_{i}} x_{n_{j}}-\Phi_{\lambda_{i}}^{A_{i}} x^{*}\right\rangle . \tag{45}
\end{align*}
$$

Since $\left\{x_{n_{j}}\right\} \subset\left\{x_{n}\right\}$, as a consequence of (44), we have

$$
\begin{equation*}
\lim _{j \rightarrow \infty}\left\|x_{n_{j}}-\Phi_{\lambda_{i}}^{A_{i}} x_{n_{j}}\right\|=0 \tag{46}
\end{equation*}
$$

Therefore, using $x_{n_{j}} \rightharpoonup x^{*}$ and (46) in (45), we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|\left(I-\Phi_{\lambda_{i}}^{A_{i}}\right) x^{*}\right\|=0 \tag{47}
\end{equation*}
$$

Thus, $x^{*}=\Phi_{\lambda_{i}}^{A_{i}} x^{*}$ and hence $x^{*} \in \cap_{i=1}^{N} A_{i}^{-1}(0)$.
Secondly, we show that $L x^{*} \in \cap_{i=1}^{N} B_{i}^{-1}(0)$. Consider again for each $j \in \mathbb{N}$,

$$
\begin{align*}
\left\|\left(I-\Phi_{\lambda_{i}}^{B_{i}}\right) L x^{*}\right\|^{2} \leq & \left\langle\left(I-\Phi_{\lambda_{i}}^{B_{i}}\right) L x^{*}, L x^{*}-L z_{n_{j}}\right\rangle+\left\langle\left(I-\Phi_{\lambda_{i}}^{B_{i}}\right) L x^{*}, L z_{n_{j}}-\Phi_{\lambda_{i}}^{B_{i}} L z_{n_{j}}\right\rangle \\
& +\left\langle\left(I-\Phi_{\lambda_{i}}^{B_{i}}\right) L x^{*}, \Phi_{\lambda_{i}}^{B_{i}} L z_{n_{j}}-\Phi_{\lambda_{i}}^{B_{i}} L x^{*}\right\rangle, \tag{48}
\end{align*}
$$

observe that,

$$
\begin{aligned}
\left\|\left(I-\Phi_{\lambda_{i, n}}^{B_{i}}\right) L u_{n}\right\| & \leq\left\|\left(I-\Phi_{\lambda_{i, n}}^{B_{i}}\right) L z_{n}-\left(I-\Phi_{\lambda_{i, n}}^{B_{i}}\right) L u_{n}\right\|+\left\|\left(I-\Phi_{\lambda_{i, n}}^{B_{i}}\right) L u_{n}\right\| \\
& \leq\left\|L z_{n}-L u_{n}\right\|+\left\|\Phi_{\lambda_{i, n}}^{B_{i}} L z_{n}-\Phi_{\lambda_{i, n}}^{B_{i}} L u_{n}\right\|+\left\|\left(I-\Phi_{\lambda_{i, n}}^{B_{i}}\right) L u_{n}\right\| \\
& \leq 2\|L\|\left\|z_{n}-u_{n}\right\|+\left\|\left(I-\Phi_{\lambda_{i, n}}^{B_{i}}\right) L u_{n}\right\|,
\end{aligned}
$$

which by (34) and (36), implies

$$
\lim _{n \rightarrow \infty}\left\|\left(I-\Phi_{\lambda_{i, n}}^{B_{i}}\right) L z_{n}\right\|=0
$$

Again, since $0<\lambda_{i} \leq \lambda_{i, n}$, we have by Lemma 5 , that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|\left(I-\Phi_{\lambda_{i}}^{B_{i}}\right) L z_{n}\right\|=0 \tag{49}
\end{equation*}
$$

So for any subsequence $\left\{z_{n_{j}}\right\} \subset\left\{z_{n}\right\}$, we also have that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|\left(I-\Phi_{\lambda_{i}}^{B_{i}}\right) L z_{n_{j}}\right\|=0 \tag{50}
\end{equation*}
$$

Thus, by the linearity and continuity of $L, L x_{n_{j}} \rightharpoonup L x^{*}$ as $j \rightarrow \infty$ and $\left\|z_{n}-x_{n}\right\| \rightarrow 0$ as $n \rightarrow \infty$ implies $L z_{n_{j}} \rightharpoonup L x^{*}$ as $j \rightarrow \infty$. Hence from (49), we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|\left(I-\Phi_{\lambda_{i}}^{B_{i}}\right) L x^{*}\right\|=0 \tag{51}
\end{equation*}
$$

Therefore, $L x^{*}=\Phi_{\lambda_{i}}^{B_{i}} L x^{*}$, that is $L x^{*} \in \bigcap_{i=1}^{N} B_{i}^{-1}(0)$. Further, we show that $x^{*} \in G M E P$ $(F, g, \phi)$. From (40), we have $u_{n_{j}} \rightharpoonup x^{*}$. Since $u_{n}=K_{r_{n}}^{F}\left(x_{n}-r_{n} g\left(x_{n}\right)\right)$, for any $y \in C$, we have

$$
\begin{equation*}
F\left(u_{n}, y\right)+\left\langle g\left(u_{n}\right), y-u_{n}\right\rangle+\phi(y)-\phi\left(u_{n}\right)+\frac{1}{r_{n}}\left\langle y-u_{n}, u_{n}-x_{n}\right\rangle \geq 0 \tag{52}
\end{equation*}
$$

It follows from condition (C2) of the bifunction $F$, that

$$
\left\langle g\left(u_{n}\right), y-u_{n}\right\rangle \phi(y)-\phi\left(u_{n}\right)+\frac{1}{r_{n}}\left\langle y-u_{n}, u_{n}-x_{n}\right\rangle \geq F\left(y, u_{n}\right)
$$

Replacing $n$ by $n_{j}$, we have

$$
\begin{equation*}
\left\langle g\left(u_{n_{j}}\right), y-u_{n_{j}}\right\rangle+\frac{1}{r_{n_{j}}}\left\langle y-u_{n_{j}}-x_{n_{j}}\right\rangle \geq F\left(y, u_{n_{j}}\right)+\phi\left(u_{n_{j}}\right)-\phi(y) \tag{53}
\end{equation*}
$$

Let $y_{t}=t y+(1-t) x^{*}$ for all $t \in(0,1]$ and $y \in C$. Then we have $y_{t} \in C$. So from (53), we have

$$
\begin{align*}
&\left\langle g\left(y_{t}\right), y_{t}-u_{n_{j}}\right\rangle \geq\left\langle y_{t}-u_{n_{j}}, g\left(y_{t}\right)\right\rangle-\left\langle y_{t}-u_{n_{j}}, g\left(x_{n_{j}}\right)\right\rangle-\left\langle y_{t}-u_{n_{j}}, \frac{u_{n_{j}}-x_{n_{j}}}{r_{n_{j}}}\right\rangle+F\left(y_{t}, u_{n_{j}}\right)+\phi\left(u_{n_{j}}\right)-\phi\left(y_{t}\right) \\
&=\left\langle y_{t}-u_{n_{j}}, g\left(y_{t}\right)-g\left(u_{n_{j}}\right)\right\rangle+\left\langle y_{t}-u_{n_{j}}, g\left(u_{n_{j}}\right)-g\left(x_{n_{j}}\right)\right\rangle-\left\langle y_{t}-u_{n_{j}}, \frac{u_{n_{j}}-x_{n_{j}}}{r_{n_{j}}}\right\rangle  \tag{54}\\
&+F\left(y_{t}, u_{n_{j}}\right)+\phi\left(u_{n_{j}}\right)-\phi\left(y_{t}\right) .
\end{align*}
$$

Since $\lim _{n \rightarrow \infty}\left\|u_{n}-x_{n}\right\|=0$, we obtain $\left\|g\left(u_{n_{j}}\right)-g\left(x_{n_{j}}\right)\right\| \rightarrow 0$ as $n \rightarrow \infty$. Moreover, since $g$ is monotone, we have $\left\langle y_{t}-u_{n_{j}}, g\left(y_{t}\right)-g\left(u_{n_{j}}\right)\right\rangle \geq 0$. Therefore by (C4) of the bifunction $F$ and the weak lower semicontinuity of $\phi$, taking the limit of (54), we obtain

$$
\begin{equation*}
\left\langle y_{t}-x^{*}, g\left(y_{t}\right)\right\rangle \geq F\left(y_{t}, x^{*}\right)+\phi\left(x^{*}\right)-\phi\left(y_{t}\right) \tag{55}
\end{equation*}
$$

Using (C1) of bifunction $F$ and (55), we obtain

$$
\begin{aligned}
0 & =F\left(y_{t}, y_{t}\right)+\phi\left(y_{t}\right)-\phi\left(y_{t}\right) \\
& \leq t F\left(y_{t}, y\right)+(1-t) F\left(y_{t}, x^{*}\right)+t \phi(y)+(1-t) \phi\left(x^{*}\right)-\phi\left(y_{t}\right) \\
& =t\left[F\left(y_{t}, y\right)+\phi(y)-\phi\left(y_{t}\right)\right]+(1-t)\left[F\left(y_{t}, x^{*}\right)+\phi\left(x^{*}\right)-\phi\left(y_{t}\right)\right] \\
& \leq t\left[F\left(y_{t}, y\right)+\phi(y)-\phi\left(y_{t}\right)\right]+(1-t)\left\langle y_{t}-x^{*}, g\left(y_{t}\right)\right\rangle \\
& \leq t\left[F\left(y_{t}, y\right)+\phi(y)-\phi\left(y_{t}\right)\right]+(1-t) t\left\langle y-x^{*}, g\left(y_{t}\right)\right\rangle,
\end{aligned}
$$

this implies that

$$
\begin{equation*}
F\left(y_{t}, y\right)+(1-t)\left\langle y-x^{*}, g\left(y_{t}\right)\right\rangle+\phi(y)-\phi\left(y_{t}\right) \geq 0 . \tag{56}
\end{equation*}
$$

By letting $t \rightarrow 0$, we have

$$
\begin{equation*}
\left.F\left(x^{*}, y\right)+\left\langle g\left(x^{*}\right), y-x^{*}\right\rangle+\phi(y)-\phi\left(x^{*}\right)\right\rangle \geq 0, y \in C \tag{57}
\end{equation*}
$$

which implies $x^{*} \in \operatorname{GMEP}(F, g, \phi)$.
Finally we show that $x_{n} \rightarrow p=P_{\Omega} \nabla f(p)$. Let $\left\{x_{n_{j}}\right\}$ be subsequence of $\left\{x_{n}\right\}$, such that $x_{n_{j}} \rightharpoonup x^{*}$ and

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \frac{2}{1-c^{2}}\left\langle\nabla f(p)-p, x_{n+1}-p\right\rangle=\lim _{j \rightarrow \infty} \frac{2}{1-c^{2}}\left\langle\nabla f(p)-p, x_{n_{j}+1}-p\right\rangle \tag{58}
\end{equation*}
$$

since $\left\|x_{n+1}-x_{n}\right\| \rightarrow 0$ as $n \rightarrow \infty$ and $x_{n_{j}} \rightharpoonup x^{*}$, it follows that $x_{n_{j}+1} \rightharpoonup x^{*}$. Consequently, we obtain by (12), that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \frac{2}{1-c^{2}}\left\langle\nabla f(p)-p, x_{n+1}-p\right\rangle=\frac{2}{1-c^{2}}\left\langle\nabla f(p)-p, x^{*}-p\right\rangle \leq 0 . \tag{59}
\end{equation*}
$$

By using Lemma 4 in (28), we conlude that $\left\|x_{n}-p\right\| \rightarrow 0$ as $n \rightarrow \infty$. Thus, $x_{n} \rightarrow p$ as $n \rightarrow \infty$, ditto for both $\left\{u_{n}\right\}$ and $\left\{z_{n}\right\}$.

Case 2: Let $\Gamma_{n}=\left\|x_{n}-p\right\|$ be monotonically nondecreasing. Define $\tau: \mathbb{N} \rightarrow \mathbb{N}$ for all $n \geq n_{0}$ (for some $n_{0}$ large enough) by

$$
\tau(n):=\max \left\{k \in \mathbb{N}: k \leq n, \Gamma_{k} \leq \Gamma_{k+1}\right\} .
$$

Clearly, $\tau$ is nondecreasing, $\tau(n) \rightarrow \infty$ as $n \rightarrow \infty$ and

$$
0 \leq \Gamma_{\tau(n)} \leq \Gamma_{\tau(n)+1}, \quad \forall n \geq n_{0}
$$

By using similar argument as in Case 1, we make the following conclusions

$$
\begin{gathered}
\lim _{n \rightarrow \infty}\left\|\left(I-\Phi_{\lambda_{i}}^{B_{i}}\right) L x_{\tau(n)}\right\|=0 \\
\lim _{n \rightarrow \infty}\left\|L^{*}\left(I-\Phi_{\lambda_{i}}^{B_{i}}\right) L x_{\tau(n)}\right\|=0 \\
\lim _{n \rightarrow \infty}\left\|u_{\tau(n)}-x_{\tau(n)}\right\|=0 \\
\lim _{n \rightarrow \infty}\left\|x_{\tau(n)+1}-x_{\tau(n)}\right\|=0
\end{gathered}
$$

and

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \frac{2}{1-c^{2}}\left\langle\nabla f(p)-p, x_{\tau(n)+1}-p\right\rangle \leq 0 \tag{60}
\end{equation*}
$$

Using the boundedness of $\left\{x_{\tau(n)}\right\}$, we can obtain a subsequence of $\left\{x_{\tau(n)}\right\}$ which converges weakly to $x^{*} \in \bigcap_{i=1}^{N} A_{i}^{-1}(0), L x^{*} \in \bigcap_{i=1}^{N} B_{i}^{-1}(0)$ and $x^{*} \in \operatorname{GMEP}(F, \phi, g)$. Therefore, it follows from (28), that

$$
\begin{align*}
\left\|x_{\tau(n)+1}-p\right\|^{2} \leq & {\left[1-\alpha_{\tau(n)}\left(1-c^{2}\right)\right]\left\|x_{\tau(n)}-p\right\|^{2} } \\
& \left.+\alpha_{\tau(n)}\left(1-c^{2}\right)\left(\frac{2}{1-c^{2}} \nabla f(p)-p, x_{\tau(n)+1}-p\right\rangle\right) \tag{61}
\end{align*}
$$

Since $\Gamma_{\tau(n)} \leq \Gamma_{\tau(n)+1}$, we obtain $\left\|x_{\tau(n)}-x_{\tau(n)+1}\right\| \leq 0$. Thus, from (61), we obtain

$$
\begin{equation*}
\left.\alpha_{\tau(n)}\left(1-c^{2}\right)\left\|x_{\tau(n)}-p\right\|^{2} \leq \alpha_{\tau(n)}\left(1-c^{2}\right)\left(\frac{2}{1-c^{2}} \nabla f(p)-p, x_{\tau(n)+1}-p\right\rangle\right) \tag{62}
\end{equation*}
$$

We note that $\alpha_{\tau(n)}\left(1-c^{2}\right)>0$, then from (62), we get

$$
\lim _{n \rightarrow \infty}\left\|x_{\tau(n)}-p\right\|^{2} \leq 0
$$

This implies

$$
\lim _{n \rightarrow \infty}\left\|x_{\tau(n)}-p\right\|^{2}=0
$$

hence

$$
\lim \left\|x_{\tau(n)}-p\right\|=0
$$

Using this and $\lim _{n \rightarrow \infty}\left\|x_{\tau(n)+1}-x_{\tau(n)}\right\|=0$, we obtain

$$
\left\|x_{\tau(n)+1}-p\right\| \leq\left\|x_{\tau(n)+1}-x_{\tau(n)}\right\|+\left\|x_{\tau(n)}-p\right\| \rightarrow 0, \text { as } n \rightarrow \infty .
$$

Further, for $n \geq n_{0}$, we clearly observe that $\Gamma_{\tau(n)} \leq \Gamma_{\tau(n)+1}$ if $n \neq \tau(n)$, (i.e., $\tau(n)<n$ ). Since $\Gamma_{j} \geq \Gamma_{j+1}$ for $\tau(u)+1 \leq j \leq n$. Consequently, for all $n \geq n_{0}$

$$
\begin{equation*}
0 \leq \Gamma_{n} \max \left\{\Gamma_{\tau(n)}, \Gamma_{\tau(n)+1}\right\}=\Gamma_{\tau(n)+1} \tag{63}
\end{equation*}
$$

Using (63), we conclude that $\lim _{n \rightarrow \infty}\left\|x_{n}-p\right\|=0$, that is $x_{n} \rightarrow p$.
The following are some consequences of our main theorem.
Let $u=\nabla f\left(z_{n}\right)$ in (21), we have the following corollary:
Corollary 1. Let $C$ and $Q$ be nonempty, closed and convex subsets of real Hilbert spaces $H_{1}$ and $H_{2}$, respectively and $L: H_{1} \rightarrow H_{2}$ be a bounded linear operator. Assume $F$ is a real valued bifunction on $C \times C$ which admits condition C1-C4. Let $\phi: H_{1} \rightarrow \mathbb{R} \cup\{+\infty\}$ be a proper, lower semicontinuous function, g be a $\beta$-inverse strongly monotone mapping. For $i=1,2 \cdots, N$, let $A_{i}: H_{1} \rightarrow 2^{H_{1}}$ and $B_{i}: H_{2} \rightarrow 2^{H_{2}}$ be finite families of monotone mappings. Assume $\Omega=\operatorname{GMEP}(F, g, \phi) \cap \Gamma \neq \varnothing$, where $\Gamma=\left\{p \in H_{1}: 0 \in \bigcap_{i=1}^{N} A_{i}(p)\right.$ and $\left.L p \in H_{2}: 0 \in \bigcap_{i=1}^{N} B_{i}(L p)\right\}$. For an arbitrary $u, x_{0} \in H_{1}$, let $\left\{x_{n}\right\} \subset H_{1}$ be a sequence defined iteratively by

$$
\left\{\begin{array}{l}
F\left(u_{n}, y\right)+\left\langle g\left(u_{n}\right), y-u_{n}\right\rangle+\phi(y)-\phi\left(u_{n}\right)+\frac{1}{r_{n}}\left\langle y-u_{n}, u_{n}-x_{n}\right\rangle \geq 0, y \in H_{1},  \tag{64}\\
z_{n}=u_{n}-\gamma_{n} L^{*}\left(I-\Phi_{\lambda_{i, n}}^{B_{i}}\right) L u_{n} \\
x_{n+1}=\alpha_{n} u+\left(1-\alpha_{n}\right) \Phi_{\lambda_{i, n}}^{A_{i}} z_{n}
\end{array}\right.
$$

where $\left\{r_{n}\right\}$ is a nonnegative sequence of real numbers, $\left\{\alpha_{n}\right\}$ and $\left\{\lambda_{i, n}\right\}$ are sequences in $(0,1), \gamma_{n}$ is a nonnegative sequence defined by (19), satisfying the following restrictions:
(i) $\sum_{n=1}^{\infty} \alpha_{n}=\infty, \lim _{n \rightarrow \infty} \alpha_{n}=0$;
(ii) $0<\lambda_{i} \leq \lambda_{i, n}$;
(iii) $0<a \leq r_{n} \leq b<2 \beta$.

Then $x_{n}$ converges strongly to $p \in \Omega$, where $p=P_{\Omega} \nabla f(p)$.
For $i=1,2$, we obtain the following result for approximation a common solution of a split null point for a sum of monotone operators and generalized mixed equilibrium problem.

Corollary 2. Let $C$ and $Q$ be nonempty, closed and convex subsets of real Hilbert spaces $H_{1}$ and $H_{2}$, respectively and $L: H_{1} \rightarrow H_{2}$ be a bounded linear operator. Assume $F$ is a real valued bifunction on $C \times C$ which admits condition C1-C4. Let $\phi: H_{1} \rightarrow \mathbb{R} \cup\{+\infty\}$ be a proper, lower semicontinuous function, g be a $\beta$-inverse strongly monotone mapping. For $i=1,2$, let $A_{i}: H_{1} \rightarrow 2^{H_{1}}$ and $B_{i}: H_{2} \rightarrow 2^{H_{2}}$ be finite families of monotone mappings. Assume $\Omega=\operatorname{GMEP}(F, g, \phi) \cap \Gamma \neq \varnothing$, where $\Gamma=\left\{p \in H_{1}: 0 \in \bigcap_{i=1}^{2} A_{i}(p)\right.$ and $\left.L p \in H_{2}: 0 \in \bigcap_{i=1}^{2} B_{i}(L p)\right\}$. For an arbitrary $u, x_{0} \in H_{1}$, let $\left\{x_{n}\right\} \subset H_{1}$ be a sequence defined iteratively by

$$
\left\{\begin{array}{l}
F\left(u_{n}, y\right)+\left\langle g\left(u_{n}\right), y-u_{n}\right\rangle+\phi(y)-\phi\left(u_{n}\right)+\frac{1}{r_{n}}\left\langle y-u_{n}, u_{n}-x_{n}\right\rangle \geq 0, y \in H_{1},  \tag{65}\\
z_{n}=u_{n}-\gamma_{n} L^{*}\left(I-\left(J_{\lambda_{2, n}}^{B_{2}} \circ J_{\lambda_{1, n}}^{B_{1}}\right)\right) L u_{n}, \\
x_{n+1}=\alpha_{n} u+\left(1-\alpha_{n}\right)\left(J_{\lambda_{2, n}}^{A_{2}} \circ J_{\lambda_{1, n}}^{A_{1}}\right) z_{n},
\end{array}\right.
$$

where $\left\{r_{n}\right\}$ is a nonnegative sequence of real numbers, $\left\{\alpha_{n}\right\}$ and $\left\{\lambda_{i, n}\right\}$ are sequences in $(0,1), \gamma_{n}$ is a nonnegative sequence defined by (19), satisfying the following restrictions:
(i) $\sum_{n=1}^{\infty} \alpha_{n}=\infty, \lim _{n \rightarrow \infty} \alpha_{n}=0$;
(ii) $0<\lambda_{i} \leq \lambda_{i, n}$;
(iii) $0<a \leq r_{n} \leq b<2 \beta$.

Then $x_{n}$ converges strongly to $p \in \Omega$, where $p=P_{\Omega} \nabla f(p)$.

## 4. Numerical Example

In this section, we provide some numerical examples. The algorithm was coded in MATLAB 2019a on a Dell i7 Dual core 8.00 GB(7.78 GB usable) RAM laptop.

Example 1. Let $E_{1}=E_{2}=C=Q=\ell_{2}(\mathbb{R})$ be the linear spaces of 2 -summable sequences $\left\{x_{j}\right\}_{j=1}^{\infty}$ of scalars in $\mathbb{R}$, that is

$$
\ell_{2}(\mathbb{R}):=\left\{x=\left(x_{1}, x_{2} \cdots, x_{j} \cdots\right), x_{j} \in \mathbb{R} \text { and } \sum_{j=1}^{\infty}\left|x_{i}\right|^{2}<\infty\right\}
$$

with the inner product $\langle\cdot, \cdot\rangle: \ell_{2} \times \ell_{2} \rightarrow \mathbb{R}$ defined by $\langle x, y\rangle:=\sum_{j=1}^{\infty} x_{j} y_{j}$ and the norm $\|\cdot\|:$ $\ell_{2} \rightarrow \mathbb{R}$ by $\|x\|:=\sqrt{\sum_{i=1}^{\infty}\left|x_{j}\right|^{2}}$, where $x=\left\{x_{j}\right\}_{j=1}^{\infty}, y=\left\{y_{j}\right\}_{j=1}^{\infty}$. Let $L: \ell_{2} \rightarrow \ell_{2}$ be given by $L x=\left(x_{1}, x_{2}, \cdots, x_{j}, \cdots,\right)$ for all $x=\left\{x_{i}\right\}_{i=1}^{\infty} \in \ell_{2}$, then $L^{*} y=\left(y_{1}, y_{2}, \cdots, y_{j}, \cdots,\right)$ for each $y=\left\{y_{i}\right\}_{\infty} \in \ell_{2}$.

Let $f(x)=\frac{1}{2} x(s)^{2}, \forall x \in \ell_{2}$, it is easy to that $f$ is differentiable with $\nabla f=x$. For each $i=1,2 \cdots N$, define $A_{i}(x): \ell_{2} \rightarrow \ell_{2}$ and $B_{i}(x): \ell_{2} \rightarrow \ell_{2}$ by $A_{i}(x)=i x$ and $B_{i}(x)=\frac{2}{3} i x$ respectively for all $x \in \ell_{2}$.

For each $u, v \in \ell_{2}$, define the bifunction $F: C \times C \rightarrow \mathbb{R}$ by $F(u, v)=u v+15 v-15 u-$ $u^{2}$, the function $g: C \rightarrow H_{1}$ by $g(u)=u, \forall u \in H_{1}$ and $\phi: H_{1} \rightarrow \mathbb{R} \cup\{+\infty\}$ by $\phi(u)=0$, for each $u \in H_{1}$. For each $x \in C$, we have the following steps to get $\left\{u_{n}\right\}:$ Find $u$ such that

$$
\begin{aligned}
0 & \leq F(u, v)+\langle g(u), v-u\rangle+\phi(v)-\phi(u)+\frac{1}{r}\langle v-u, u-x\rangle \\
& =u v+15 v-15 u-u^{2}+v-u+\frac{1}{r}\langle v-u, u-x\rangle \\
& =u v+16 v-16 u-u^{2}+\frac{1}{r}\langle v-u, u-x\rangle \\
& =(u+16)(v-u)+\frac{1}{r}\langle v-u, u-x\rangle \\
& =(v-u)\left(u+16+\frac{1}{r}\langle v-u, u-x\rangle\right)
\end{aligned}
$$

for all $v \in C$. Hence, by Lemma 3 (2), it follows that $u=\frac{x-16 r}{r+1}$. Therefore, $u_{n}=$ $\frac{x_{n}-16 r_{n}}{r_{n}+1}$.

For $i=1,2$, choose the sequences $\alpha_{n}=\frac{1}{n+1}, r_{n}=\frac{1}{2 n^{2}-1}, \lambda_{i, n}=\frac{1}{i n+2}$ and $\gamma=0.25$. We obtain the graph of errors against the number of iterations for different values of $x_{0}$. The following cases are presented in Figure 1 below:
Case $1 x_{0}=(0.435,0.896,1.004, \cdots 0, \cdots)$,
Case $2 x_{0}=(-0.987,0.615,-2.804, \cdots 0, \cdots)$,

Case $3 x_{0}=(3.45,6.000,1.53, \cdots 0, \cdots)$.


Figure 1. Case 1 (top); Case 2 (middle); Case 3 (bottom).

Example 2. Let $H_{1}=H_{2}=\mathbb{R}^{2}$ be endowed with an inner product $\langle x, y\rangle=x \cdot y=x_{1} y_{1}+x_{2} y_{2}$, where $x=\left(x_{1}, x_{2}\right), y=\left(y_{1}, y_{2}\right)$ and the euclidean norm. Let $L: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ be defined by $L(x)=\left(x_{1}+x_{2}, 2 x_{1}+2 x_{2}\right), \quad x=\left(x_{1}, x_{2}\right)$ and $f(x)=\frac{1}{4} x^{2}$. For each $i=1,2 \cdots N$, define $A_{i}(x): \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ and $B_{i}(x): \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ by $A_{i}(x)=i x$ and $B_{i}(x)=\frac{2}{3}$ ix respectively, where $x=\left(x_{1}, x_{2}\right)$. Let $y=\left(y_{1}, y_{2}\right), z=\left(z_{1}, z_{2}\right) \in \mathbb{R}^{2}$. Define $F(z, y)=-3 z^{2}+2 z y+y^{2}, g(z)=z$ and $\phi(z)=z$. By simple calculation, we obtain that

$$
u_{n}=\frac{x_{n}}{8 r_{n}+1}
$$

Choose the sequences $\alpha_{n}=\frac{1}{\sqrt{2 n^{2}+3}}, r_{n}=\frac{n-1}{2 n^{2}-1}, \lambda_{i, n}=\frac{1}{i n+2}$ and $\gamma=0.25$. For $i=1,2$, (21) becomes

$$
\left\{\begin{array}{l}
F\left(u_{n}, y\right)+\left\langle g\left(u_{n}\right), y-u_{n}\right\rangle+\phi(y)-\phi\left(u_{n}\right)+\frac{1}{r_{n}}\left\langle y-u_{n}, u_{n}-x_{n}\right\rangle \geq 0, y \in H_{1},  \tag{66}\\
z_{n}=u_{n}-\gamma_{n} L^{*}\left(I-J_{\lambda_{n}}^{B_{1}} \circ J_{\lambda_{n}}^{B_{2}}\right) L u_{n}, \\
x_{n+1}=\frac{1}{\sqrt{2 n^{2}+3}} \nabla f\left(z_{n}\right)+\left(1-\frac{1}{\sqrt{2 n^{2}+3}}\right) J_{\lambda_{n}}^{A_{1}} \circ J_{\lambda_{n}}^{A_{2}} z_{n},
\end{array}\right.
$$

We make different choices of our initial value as follow:
Case 1, $x=(0.5,1), \quad$ Case $2, x=(-0.05,0.5), \quad$ and Case $3, x=(-1.5,1.0)$.
We use $\left\|x_{n+1}-x_{n}\right\|^{2}<2 \times 10^{-3}$ as our stopping criterion and plot the graphs of errors against the number of iterations. See Figure 2.


Figure 2. Cont.


Figure 2. Case 1 (top); Case 2 (middle); Case 3 (bottom).

## 5. Conclusions

This paper considered the approximation of common solutions of a split null point problem for a finite family of maximal monotone operators and generalized mixed equilibrium problem in real Hilbert spaces. We proposed an iterative algorithm which does not depend on the prior knowledge of the operator norm as being used by many authors in the literature [39,42]. We proved a strong convergence of the proposed algorithm to a common solution of the two problems. We displayed some numerical examples to illustrate our method. Our result improves some existing results in the literature.
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#### Abstract

In this manuscript, a new three-step iterative scheme to approximate fixed points in the setting of Busemann spaces is introduced. The proposed algorithms unify and extend most of the existing iterative schemes. Thereafter, by making consequent use of this method, strong and $\Delta$ convergence results of mappings that satisfy the condition $\left(\mathcal{E}_{\mu}\right)$ in the framework of uniformly convex Busemann space are obtained. Our results generalize several existing results in the same direction.
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## 1. Introduction

Throughout this paper, $\mathcal{R}, \mathcal{R}^{+}$, and $f_{\wp}$ denote the set of all real numbers, positive real numbers, and fixed points of the mapping $\wp$, respectively.

The fixed point theory is considered one of the most powerful analytical techniques in mathematics, especially in nonlinear analysis, where it plays a prominent role in algorithm technology. The purpose of investing in algorithms is to obtain the best algorithms with a faster convergence rate, because the lower the convergence rate, the faster the speed of obtaining the solution. This is probably the drawback of using the iterative methods.

It should be noted that the Mann iteration converges faster than the Ishikawa iteration for the class of Zamfirescu operators [1], and hence the convergence behavior of proclaimed and empirically proven faster iterative schemes need not always be faster. There was extensive literature on proclaimed new and faster iteration schemes in ancient times. Some of the iteration schemes are undoubtedly better versions of previously existed iteration schemes, whereas a few are only the special cases. There are more than twenty iteration schemes in the present literature. Our analysis's focal objective is to unify the existing results in the framework of Busemann spaces (see [2] for the precise definitions and properties of Busemann spaces). This analysis has a special significance in terms of unification, and numerous researchers have intensively investigated various aspects of it.

Apart from Picard, Mann, and Ishikawa, many iterative schemes with better convergence rates are obtained; see, for example, [3-11]. In many cases, these algorithms cannot obtain strong convergence; therefore, it was necessary to investigate new effective algorithms. Recently, several authors were able to apply the strong convergence of algorithms, see [12-16].

Recall that a metric space $(\mathcal{B}, \partial)$ is called a geodesic path (or simply a geodesic [17]) in $\mathcal{B}$ if there is a path $\gamma:[a, b] \rightarrow \mathcal{B}$, such that $\gamma$ is an isometry for $[a, b] \subset[0, \infty)$. A geodesic ray
is an isometry $\gamma: \mathcal{R}^{+} \rightarrow \mathcal{B}$, and a geodesic line is an isometry $\gamma: \mathcal{R} \rightarrow \mathcal{B}$. For more details about geodesic path in metric fixed point theory, see [18-24].

Definition 1 ([17]). Let $(\mathcal{B}, \partial)$ be a metric space and $\jmath, \ell \in \mathcal{B}$. A geodesic path joining $\jmath$ to $\ell$ is a mapping $\gamma:[\alpha, \beta] \subseteq \mathcal{R}^{+} \rightarrow \mathcal{B}$ such that $\gamma(\alpha)=\jmath, \gamma(\beta)=\ell$ and

$$
\partial\left(\gamma(t), \gamma\left(t^{\prime}\right)\right)=\left|t-t^{\prime}\right|
$$

for all $t, t^{\prime} \in[\alpha, \beta]$. Particularly, $\gamma$ is an isometry and $\partial(\jmath, \ell)=\beta-\alpha$.
A geodesic segment joining $\jmath$ and $\ell$ in $\mathcal{B}$ is the image of a geodesic path in $\mathcal{B}$. The space $\mathcal{B}$ is said to be a geodesic space, if every two points of $\rho$ are joined by a geodesic.

Definition 2 ([17]). A metric space $\mathcal{B}$ is said to be a geodesic space if given two arbitrary points of $\mathcal{B}$ there exists a geodesic path that joins them.

Definition 3 ([17]). The geodesic metric space $(\mathcal{B}, \partial)$ is said to be Busemann space, if for any two affinely reparametrized geodesices $\gamma:[\alpha, \beta] \rightarrow \mathcal{B}$ and $\gamma^{\prime}:\left[\alpha^{\prime}, \beta^{\prime}\right] \rightarrow \mathcal{B}$, the map $\mathcal{D}_{\gamma . \gamma^{\prime}}$ : $[\alpha, \beta] \times\left[\alpha^{\prime}, \beta^{\prime}\right] \rightarrow \mathcal{R}$ defined by

$$
\mathcal{D}_{\gamma \cdot \gamma^{\prime}}\left(t, t^{\prime}\right)=\partial\left(\gamma(t), \gamma^{\prime}\left(t^{\prime}\right)\right)
$$

is a convex; that is, the metric of Busemann space is convex. In a Busemann space the geodesic joining any two points is unique.

Proposition 1 ([25]). In such spaces, the hypotheses below hold:
(1) $\partial(\varepsilon,(1-\alpha) \jmath \oplus \alpha \ell) \leq(1-\alpha) \partial(\varepsilon, \jmath)+\alpha \partial(\varepsilon, \ell)$,
(2) $\left.\partial((1-\alpha) \jmath \oplus \alpha \ell),\left(1-\alpha^{\prime}\right) \jmath \oplus \alpha^{\prime} \ell\right)=\left|\alpha-\alpha^{\prime}\right| \partial(\jmath, \ell)$,
(3) $(1-\alpha) \jmath \oplus \alpha \ell=\alpha \ell \oplus(1-\alpha) \jmath$,
(4) $\partial((1-\alpha) \jmath \oplus \alpha \varepsilon,((1-\alpha) \ell \oplus \alpha \omega)) \leq(1-\alpha) \partial(\jmath, \ell)+\alpha \partial(\varepsilon, \omega)$,
where $\jmath, \ell, \varepsilon, \omega \in \mathcal{B}$ and $\alpha, \alpha^{\prime} \in[0,1]$.
Busemann spaces are also hyperbolic spaces, which were introduced by Kohlenbach [26]. Further, $\mathcal{B}$ is said to be uniquely geodesic [17] if there is exactly one geodesic joining $\jmath$ and $\ell$ for each $\jmath, \ell \in \mathcal{B}$.

Definition 4 ([17]). Suppose that $\mathcal{B}$ is a uniquely geodesic space and $\gamma([\alpha, \beta])$ is a geodesic segment joining $\rho$ and $\ell$ and $\alpha \in[0,1]$. Then,

$$
\varepsilon=\gamma((1-\alpha) \jmath+\alpha \ell)
$$

will be a unique point in $\gamma([\alpha, \beta])$ satisfying

$$
\partial(\varepsilon, \jmath)=\alpha \partial(\jmath, \ell)
$$

and

$$
\partial(\varepsilon, \ell)=(1-\alpha) \partial(\jmath, \ell)
$$

In the sequel, the notation $[\jmath, \ell]$ is used for geodesic segment $\gamma([\alpha, \beta])$ and $\varepsilon$ is denoted by $(1-\alpha) \jmath \oplus \alpha \ell$. A subset $\kappa \subseteq \mathcal{B}$ is said to be geodesically convex if $\kappa$ includes every geodesic segment joining any two of its points. Let $\mathcal{B}$ be a geodesic metric space and $\wp: \mathcal{B} \rightarrow \mathcal{R}$. We say that $\wp$ is convex if for every geodesic path $\gamma:[\alpha, \beta] \rightarrow \mathcal{B}$, the map $\wp \circ \gamma:[\alpha, \beta] \rightarrow$ is a convex. It is known that if $\wp: \mathcal{B} \rightarrow \mathcal{R}$ is a convex function and $\wp^{\prime}: \mathcal{B} \rightarrow \mathcal{R}$ is an increasing convex function, then $\wp^{\prime} \circ \wp: \mathcal{B} \rightarrow \mathcal{R}$ is convex.

We now introduce our algorithm.

Let $\mathcal{B}$ be a complete Busemann space, $\mathcal{B}_{s}$ be a nonempty convex subset of $\mathcal{B}$ and $\wp: \mathcal{B}_{s} \rightarrow \mathcal{B}_{s}$ be a mapping. For any $v_{0} \in \mathcal{B}_{s}$,

$$
\begin{cases}\ell_{\eta} & =\tau_{\eta}^{0} v_{\eta} \oplus \kappa_{\eta}^{0} \wp v_{\eta} \oplus i_{\eta}^{0} \jmath_{\eta} \oplus \omega_{\eta}^{0} \wp I_{\eta} \\ J_{\eta} & =\tau_{\eta}^{1} v_{\eta} \oplus \kappa_{\eta}^{1} \wp v_{\eta} \oplus i_{\eta}^{1} \ell_{\eta} \oplus \omega_{\eta}^{1} \wp \ell_{\eta} \\ v_{n+1} & =\tau_{\eta}^{2} v_{\eta} \oplus \kappa_{\eta}^{2} \wp v_{\eta} \oplus i_{\eta}^{2} \jmath_{\eta} \oplus \omega_{\eta}^{2} \wp \jmath_{\eta} \oplus \varepsilon_{\eta} \ell_{\eta} \oplus \sigma_{\eta} \wp \ell_{\eta}\end{cases}
$$

where $\left\{\varepsilon_{\eta}\right\},\left\{\sigma_{\eta}\right\},\left\{\tau_{\eta}^{i}\right\},\left\{\kappa_{\eta}^{i}\right\},\left\{\iota_{\eta}^{i}\right\}$ and $\left\{\omega_{\eta}^{i}\right\}$ for $i=0,1,2$ are sequences in $[0,1]$. Moreover, $\tau_{\eta}^{0}+\kappa_{\eta}^{0}+\iota_{\eta}^{0}+\omega_{\eta}^{0}=1, \tau_{\eta}^{1}+\kappa_{\eta}^{1}+\iota_{\eta}^{1}+\omega_{\eta}^{1}=1$ and $\tau_{\eta}^{2}+\kappa_{\eta}^{2}+\iota_{\eta}^{2}+\varepsilon_{\eta}+\sigma_{\eta}=1$.

Remark 1. For distinct values of $\varepsilon_{\eta},\left\{\sigma_{\eta}\right\}, \tau_{\eta}^{i}, \kappa_{\eta}^{i}, \iota_{\eta}^{i}$ and $\omega_{\eta}^{i}$ for $i=0,1,2$, we have well-known distinct iteration schemes as follows:
$\left(\mathcal{R}_{1}\right) \iota_{\eta}^{0}=\omega_{\eta}^{0}=\iota_{\eta}^{1}=\kappa_{\eta}^{1}=\iota_{\eta}^{2}=\kappa_{\eta}^{2}=\varepsilon_{\eta}=\sigma_{\eta}=0, \tau_{\eta}^{0}=\left(1-\kappa_{\eta}^{0}\right), \tau_{\eta}^{1}=\left(1-\omega_{\eta}^{1}\right)$, $\tau_{\eta}^{1}=\left(1-\omega_{\eta}^{2}\right)$ in the standard three-step iteration scheme, we obtain the Noor iterative scheme [27].
$\left(\mathcal{R}_{2}\right) \iota_{\eta}^{0}=\omega_{\eta}^{0}=\iota_{\eta}^{1}=\tau_{\eta}^{1}=\kappa_{\eta}^{1}=\iota_{\eta}^{2}=\omega_{\eta}^{2}=\varepsilon_{\eta}=\sigma_{\eta}=0, \tau_{\eta}^{0}=\left(1-\kappa_{\eta}^{0}\right), \iota_{\eta}^{1}=\left(1-\omega_{\eta}^{1}\right)$ and $\iota_{\eta}^{2}=\left(1-\omega_{\eta}^{2}\right)$ in the standard three-step iteration scheme, we obtain the SP iterative scheme [28].
$\left(\mathcal{R}_{3}\right) \iota_{\eta}^{0}=\omega_{\eta}^{0}=\iota_{\eta}^{1}=\tau_{\eta}^{1}=\kappa_{\eta}^{1}=\tau_{\eta}^{2}=\iota_{\eta}^{2}=\omega_{\eta}^{2}=\varepsilon_{\eta}=\sigma_{\eta}=0, \iota_{\eta}^{0}=\left(1-\kappa_{\eta}^{0}\right), \kappa_{\eta}^{1}=\left(1-\omega_{\eta}^{1}\right)$ and $\kappa_{\eta}^{2}=1$ in the standard three-step iteration scheme, we obtain the Picard-S iterative scheme [29].
$\left(\mathcal{R}_{4}\right) \tau_{\eta}^{0}=\kappa_{\eta}^{0}=\iota_{\eta}^{0}=\omega_{\eta}^{0}=\iota_{\eta}^{1}=\omega_{\eta}^{1}=\tau_{\eta}^{2}=\kappa_{\eta}^{2}=\varepsilon_{\eta}=\sigma_{\eta}=0$ and $\tau_{\eta}^{0}=\left(1-\kappa_{\eta}^{0}\right)$, $\kappa_{\eta}^{1}=\left(1-\omega_{\eta}^{1}\right)$ and $\iota_{\eta}^{2}=\left(1-\omega_{\eta}^{2}\right)$ in the standard three-step iteration scheme, we obtain the CR iterative scheme [30].
$\left(\mathcal{R}_{5}\right) \tau_{\eta}^{0}=\kappa_{\eta}^{0}=\iota_{\eta}^{1}=\tau_{\eta}^{1}=\tau_{\eta}^{2}=\iota_{\eta}^{2}=\varepsilon_{\eta}=\sigma_{\eta}=0, \tau_{\eta}^{1}=\left(1-\kappa_{\eta}^{1}\right), \kappa_{\eta}^{1}=\left(1-\omega_{\eta}^{1}\right)$ in the standard three-step iteration scheme, we obtain the Abbas and Nazir iterative scheme [31].
$\left(\mathcal{R}_{6}\right) \iota_{\eta}^{0}=\omega_{\eta}^{0}=\tau_{\eta}^{1}=\kappa_{\eta}^{1}=\kappa_{\eta}^{2}=\iota_{\eta}^{2}=\omega_{\eta}^{2}=\varepsilon_{\eta}=0, \tau_{\eta}^{0}=\left(1-\kappa_{\eta}^{0}\right), \iota_{\eta}^{1}=\left(1-\omega_{\eta}^{1}\right)$ and $\sigma_{\eta}^{2}=\left(1-\omega_{\eta}^{2}\right)$ in the standard three-step iteration scheme, we obtain the $P$ iterative scheme [32].
$\left(\mathcal{R}_{7}\right) \iota_{\eta}^{0}=\omega_{\eta}^{0}=\tau_{\eta}^{1}=\iota_{\eta}^{1}=\kappa_{\eta}^{2}=\iota_{\eta}^{2}=\tau_{\eta}^{2}=\varepsilon_{\eta}=0, \tau_{\eta}^{0}=\left(1-\kappa_{\eta}^{0}\right), \kappa_{\eta}^{1}=\left(1-\omega_{\eta}^{1}\right)$ and $\sigma_{\eta}^{2}=\left(1-\omega_{\eta}^{2}\right)$ in the standard three-step iteration scheme, we obtain the $D$ iterative scheme [33].
$\left(\mathcal{R}_{8}\right) \iota_{\eta}^{0}=\omega_{\eta}^{0}=\tau_{\eta}^{0}=\kappa_{\eta}^{0}=\iota_{\eta}^{1}=\omega_{\eta}^{1}=\tau_{\eta}^{1}=\kappa_{\eta}^{1}=\omega_{\eta}^{2}=\iota_{\eta}^{2}=\varepsilon_{\eta}=0, \tau_{\eta}^{2}=\left(1-\kappa_{\eta}^{2}\right)$ in the standard three-step iteration scheme, we obtain the Mann iterative scheme [34].
$\left(\mathcal{R}_{9}\right) \iota_{\eta}^{0}=\omega_{\eta}^{0}=\tau_{\eta}^{0}=\kappa_{\eta}^{0}=\iota_{\eta}^{1}=\omega_{\eta}^{1}=\kappa_{\eta}^{2}=\iota_{\eta}^{2}=\varepsilon_{\eta}=\sigma_{\eta}=0, \tau_{\eta}^{1}=\left(1-\kappa_{\eta}^{1}\right)$ and $\tau_{\eta}^{2}=\left(1-\omega_{\eta}^{2}\right)$ in the standard three-step iteration scheme, we obtain the Ishikawa iterative scheme [35].

## 2. Preliminaries

In this section, we present some relevant and essential definitions, lemmas, and theorems needed in the sequel.

Definition 5 ([36]). The Busemann space $\mathcal{B}$ is called uniformly convex if for any $\zeta>0$ and $\epsilon \in(0,2]$, there exists a map $\delta$ such that for every three points $\alpha, \jmath, \ell \in \mathcal{B}, \partial(\jmath, \alpha) \leq \zeta, \partial(\ell, \alpha) \leq \zeta$ and $\partial(\jmath, \ell) \geq \epsilon \zeta$ implies that

$$
\partial(m, \alpha) \leq(1-\delta) \zeta
$$

where $m$ denotes the midpoint of any geodesic segment $[j, \ell]$ (i.e., $m=\frac{1}{2} \jmath \oplus \frac{1}{2} \ell$ ) and $\inf \{\delta: \zeta>0\}$. A mapping $\wp:(0, \infty) \times(0,2] \rightarrow(0,1]$ is called a modulus of uniform convexity, for $\wp(\eta, \epsilon):=\delta$ and for a given $\eta>0, \epsilon \in(0,2]$.

Henceforth, the uniform convexity modulus with a decreasing modulus concerning $\eta$ (for a fixed $\epsilon$ ) is termed as the uniform convexity monotone modulus. The subsequent
lemmas and geometric properties, which are instrumental throughout the discussion to learn about essential terms of Busemann spaces, are necessary to achieve our significant findings and are as follows:

Lemma 1. If $\wp$ is a mapping satisfying condition $(\mathcal{E})$ and has a fixed point then it is a quasinonexpansive mapping.

Let $\mathcal{B}_{s}$ be a nonempty closed convex subset of a Busemann space $\mathcal{B}$, and let $\left\{j_{\eta}\right\}$ be a bounded sequence in $\mathcal{B}$. For $\jmath \in \mathcal{B}$, we set

$$
\zeta\left(\jmath,\left\{\jmath_{\eta}\right\}\right)=\limsup _{\eta \rightarrow \infty}\left\|\jmath_{\eta}-\jmath\right\|
$$

The asymptotic radius of $\zeta\left(\left\{J_{\eta}\right\}\right.$ is given by

$$
\zeta\left(\mathcal{B}_{s},\left\{\jmath_{\eta}\right\}\right)=\inf \left\{\zeta\left(\jmath,\left\{\jmath_{\eta}\right\}\right): \jmath \in \mathcal{B}_{s}\right\}
$$

and the asymptotic center $\mathcal{A}\left(\left\{\jmath_{\eta}\right\}\right)$ of $\left\{J_{\eta}\right\}$ relative to $\mathcal{B}_{s}$ is the set

$$
\mathcal{A}\left(\mathcal{B}_{s},\left\{\jmath_{\eta}\right\}\right)=\left\{\jmath \in \mathcal{B}_{s}: \zeta\left(\jmath, \jmath_{\eta}\right)=\zeta\left(\mathcal{B}_{s},\left\{\jmath_{\eta}\right\}\right)\right\} .
$$

It is known that, in a Busemann space, $\mathcal{A}\left(\left\{\jmath_{\eta}\right\}\right)$ consists of exactly one point [37].
Recall that a bounded sequence $\left\{\jmath_{\eta}\right\} \in \mathcal{B}$ is said to be regular [38], if $\zeta\left(\left\{\jmath_{\eta}\right\}\right)=$ $\zeta\left(\left\{\jmath_{\eta_{k}}\right\}\right)$ for every subsequence $\left\{\jmath_{\eta_{k}}\right\}$ of $\left\{\jmath_{\eta}\right\}$.

Lemma 2 ([4]). Let $\mathcal{B}$ be a Busemann space and $\jmath \in \mathcal{B},\left\{t_{n}\right\}$ a sequence in $[b, c]$, for some $b, c \in(0,1)$. If $\left\{\jmath_{\eta}\right\}$ and $\left\{\ell_{\eta}\right\}$ are sequences in $\mathcal{B}$ satisfying

$$
\limsup _{\eta \rightarrow \infty} \partial\left(\jmath_{\eta}, \jmath\right) \leq r
$$

also,

$$
\limsup _{\eta \rightarrow \infty} \partial\left(\ell_{\eta}, \ell\right) \leq r
$$

and

$$
\limsup _{\eta \rightarrow \infty} \partial\left(t_{\eta} \jmath_{\eta} \oplus\left(1-t_{\eta}\right) \ell_{\eta}, j\right)=r
$$

for some $r \geq 0$, then

$$
\lim _{\eta \rightarrow \infty} \partial\left(\jmath_{\eta}, \ell_{\eta}\right)=0
$$

Lemma 3 ([5]). If $\mathcal{B}_{s}$ is a closed convex subset of a uniformly convex Busemann space $\mathcal{B}$ and $\left\{J_{\eta}\right\}$ is a bounded sequence in $\mathcal{B}_{s}$, then the asymptotic center of $\left\{\jmath_{\eta}\right\}$ belongs to $\mathcal{B}_{s}$.

Lemma 4 ([38]). Let $\mathcal{B}$ be a Busemann space, $\left\{j_{\eta}\right\}$ be a bounded sequence in $\mathcal{B}$ and $\mathcal{B}_{s}$ be a subset of $\mathcal{B}$. Then $\left\{J_{\eta}\right\}$ has a subsequence, which is regular in $\mathcal{B}_{s}$.

Definition 6 ([38]). A sequence $\left\{j_{\eta}\right\}$ in Busemann space $\mathcal{B}$ is said to be $\Delta$-convergent if there exists some $\jmath \in \mathcal{B}$ such that $\jmath$ is the unique asymptotic center of $\jmath \eta_{k}$ for every subsequence $\left\{1 \eta_{k}\right\}$ of $\left\{\rho_{\eta}\right\}$. In this case we write $\Delta-\lim _{\eta \rightarrow \infty} \jmath_{\eta}=\jmath$ and it is called the $\Delta-\lim$ of $\left\{\jmath_{\eta}\right\}$.

Lemma 5 ([21]). Every bounded sequence in a complete Busemann space always has a $\Delta-$ convergent subsequence.

Lemma 6 ([21]). Suppose that $\mathcal{B}_{s}$ is a closed convex subset of a Busemann space $\mathcal{B}$ and $\wp: \mathcal{B}_{s} \rightarrow \mathcal{B}$ satisfies the condition $(\mathcal{E})$. Then $\left\{\jmath_{\eta}\right\}, \Delta-$ converges to $\rho$ and $\partial\left(\wp \wp_{\eta}, \jmath_{\eta}\right) \rightarrow 0$, implying that $\jmath \in \mathcal{B}_{s}$
and $\wp \jmath=\jmath$.

Definition 7. Assume that $\mathcal{B}_{s} \neq \varnothing$ is a subset of a Busemann space $\mathcal{B}$. For $\jmath, \ell \in \mathcal{B}_{s}$, a mapping $\wp: \mathcal{B}_{s} \rightarrow \mathcal{B}_{s}$ is called:
(i) Contraction if there is $\mu \in(0,1)$ so that $\partial(\wp \jmath, \wp \ell) \leq \mu \partial(\jmath, \ell)$,
(ii) Nonexpansive if $\partial(\wp \jmath, \wp \ell) \leq \partial(\jmath, \ell)$,
(iii) Quasi-nonexpansive if $\partial(\wp, \varkappa) \leq \partial(\jmath, \varkappa), \varkappa \in F(\wp)$ and $F(\wp)$ denote the set $\{\varkappa \in \mathcal{B}$ : $\varkappa=\wp \varkappa\}$.
(iv) Satisfy Condition ( $\mathcal{E}$ ) if

$$
\frac{1}{2} \partial(\jmath, \wp \jmath) \leq \partial(\jmath, \ell) \Rightarrow \partial(\wp \jmath, \wp \ell) \leq \partial(\jmath, \ell)
$$

(v) Suzuki generalized nonexpansive if it verifies Condition $(\mathcal{E})$.

Garcia-Falset et al. [6] introduced the generalization for nonexpansive mappings known as condition $\left(\mathcal{E}_{\mu}\right)$.

Definition 8 ([6]). Let $\mu \geq 1$. A mapping $\wp: \mathcal{B}_{s} \rightarrow \mathcal{B}_{s}$ is said to satisfy condition ( $\mathcal{E}_{\mu}$ ) if for all $\jmath, \ell \in \mathcal{B}_{s}$, we have

$$
\partial(\jmath, \wp \ell) \leq \mu \partial(\jmath, \wp \jmath)+\partial(\jmath, \ell)
$$

We say that $\wp$ satisfies condition $(\mathcal{E})$, if $\wp$ satisfies condition $\left(\mathcal{E}_{\mu}\right)$ for some $\mu \geq 1$ [39].
Theorem 1. Let $\mathcal{C}_{s}$ be a nonempty bounded, closed and convex subset of a complete CAT(0) space $\mathcal{C}$. If $\wp: \mathcal{C}_{s} \rightarrow \mathcal{C}_{s}$ is a generalized nonexpansive mapping, then $\wp$ has a fixed point in $\mathcal{C}_{s}$. Moreover, $f_{\wp}$ is closed and convex.

## 3. Main Results

We begin this section with the proof of the following lemmas:
Lemma 7. Let $\mathcal{B}_{s}$ be a nonempty closed convex subset of a complete Busemann space $\mathcal{B}$, and let $\wp: \mathcal{B}_{s} \rightarrow \mathcal{B}_{s}$ be a mapping satisfying condition $\left(\mathcal{E}_{\mu}\right)$. For an arbitrary chosen $v_{0} \in \mathcal{B}_{s}$, let the sequence $\left\{v_{\eta}\right\}$ be generated by a standard three-step iteration algorithm with the condition

$$
\left(\left(\tau_{\eta}^{1}+\kappa_{\eta}^{1}\right)+\left(\iota_{\eta}^{1}+\omega_{\eta}^{1}\right)\left(\tau_{\eta}^{0}+\kappa_{\eta}^{0}\right)\right)\left(1-\left(\iota_{\eta}^{1}+\omega_{\eta}^{1}\right)\left(\iota_{\eta}^{0}+\omega_{\eta}^{0}\right)\right)^{-1} \leq 1
$$

and

$$
\left(\tau_{\eta}^{2}+\kappa_{\eta}^{2}+\iota_{\eta}^{2}+\omega_{\eta}^{2}+\left(\varepsilon_{\eta}+\sigma_{\eta}\right)\left(\tau_{\eta}^{0}+\kappa_{\eta}^{0}+\iota_{\eta}^{0}+\omega_{\eta}^{0}\right)\right) \leq 1
$$

Then, $\lim _{n \rightarrow \infty} \partial\left(v_{\eta}, v_{*}\right)$ exists for all $v_{*} \in f_{\wp}$.
Proof. Let $v_{*} \in f_{\wp}$ and $z \in \mathcal{B}_{s}$. Since $\wp$ satisfies condition $\left(\mathcal{E}_{\mu}\right)$, and hence

$$
\partial\left(v_{*}, \wp \jmath\right) \leq \mu \partial\left(v_{*}, \wp v_{*}\right)+\partial\left(v_{*}, \jmath\right)
$$

From standard three-step iteration algorithm, we have

$$
\begin{aligned}
\partial\left(\ell_{\eta}, v_{*}\right) & =\partial\left(\tau_{\eta}^{0} v_{\eta} \oplus \kappa_{\eta}^{0} \wp v_{\eta} \oplus \iota_{\eta}^{0} \jmath_{\eta} \oplus \omega_{\eta}^{0} \wp \jmath_{\eta}, v_{*}\right) \\
& \leq \tau_{\eta}^{0} \partial\left(v_{\eta}, v_{*}\right)+\kappa_{\eta}^{0}\left(\mu \partial\left(v_{*}, \wp v_{*}\right)+\partial\left(v_{*}, v_{n}\right)\right)+\iota_{\eta}^{0} \partial\left(\jmath_{\eta}, v_{*}\right)+\omega_{\eta}^{0}\left(\mu \partial\left(v_{*}, \wp v_{*}\right)+\partial\left(v_{*}, \jmath_{n}\right)\right) \\
& \leq \tau_{\eta}^{0} \partial\left(v_{\eta}, v_{*}\right)+\kappa_{\eta}^{0} \partial\left(v_{\eta}, v_{*}\right)+\iota_{\eta}^{0} \partial\left(\jmath_{\eta}, v_{*}\right)+\omega_{\eta}^{0} \partial\left(\jmath_{\eta}, v_{*}\right) \\
& =\left(\tau_{\eta}^{0}+\kappa_{\eta}^{0}\right) \partial\left(v_{\eta}, v_{*}\right)+\left(\iota_{\eta}^{0}+\omega_{\eta}^{0}\right) \partial\left(\jmath_{\eta}, v_{*}\right) .
\end{aligned}
$$

Also,

$$
\begin{aligned}
\partial\left(\jmath_{\eta}, v_{*}\right) & =\partial\left(\tau_{\eta}^{1} v_{\eta} \oplus \kappa_{\eta}^{1} \wp v_{\eta} \oplus \iota_{\eta}^{1} \ell_{\eta} \oplus \omega_{\eta}^{1} \wp \ell_{\eta}, v_{*}\right) \\
& \leq \tau_{\eta}^{1} \partial\left(v_{\eta}, v_{*}\right)+\kappa_{\eta}^{1} \partial\left(\wp v_{\eta}, v_{*}\right)+\iota_{\eta}^{1} \partial\left(\ell_{\eta}, v_{*}\right)+\omega_{\eta}^{1} \partial\left(\wp \ell_{\eta}, v_{*}\right) \\
& \leq \tau_{\eta}^{1} \partial\left(v_{\eta}, v_{*}\right)+\kappa_{\eta}^{1}\left(\mu \partial\left(v_{*}, \wp v_{*}\right)+\partial\left(v_{*}, v_{n}\right)\right)+\iota_{\eta}^{1} \partial\left(\ell_{\eta}, v_{*}\right)+\omega_{\eta}^{1}\left(\mu \partial\left(v_{*}, \wp v_{*}\right)+\partial\left(v_{*}, \ell_{n}\right)\right) \\
& =\left(\tau_{\eta}^{1}+\kappa_{\eta}^{1}\right) \partial\left(v_{\eta}, v_{*}\right)+\left(\iota_{\eta}^{1}+\omega_{\eta}^{1}\right) \partial\left(\ell_{\eta}, v_{*}\right) .
\end{aligned}
$$

Using the value of $\partial\left(\ell_{\eta}, v_{*}\right)$, we have

$$
\begin{aligned}
& \partial\left(\jmath_{\eta}, v_{*}\right) \leq\left(\tau_{\eta}^{1}+\kappa_{\eta}^{1}\right) \partial\left(v_{\eta}, v_{*}\right)+\left(\iota_{\eta}^{1}+\omega_{\eta}^{1}\right)\left(\left(\tau_{\eta}^{0}+\kappa_{\eta}^{0}\right) \partial\left(v_{\eta}, v_{*}\right)+\left(\iota_{\eta}^{0}+\omega_{\eta}^{0}\right) \partial\left(\jmath_{\eta}, v_{*}\right)\right) \\
& \leq\left(\left(\tau_{\eta}^{1}+\kappa_{\eta}^{1}\right)+\left(\iota_{\eta}^{1}+\omega_{\eta}^{1}\right)\left(\tau_{\eta}^{0}+\kappa_{\eta}^{0}\right)\right) \partial\left(v_{\eta}, v_{*}\right)+\left(\iota_{\eta}^{1}+\omega_{\eta}^{1}\right)\left(\iota_{\eta}^{0}+\omega_{\eta}^{0}\right) \partial\left(\jmath_{\eta}, v_{*}\right) \\
& \partial\left(\jmath_{\eta}, v_{*}\right) \leq\left(\frac{\left(\tau_{\eta}^{1}+\kappa_{\eta}^{1}\right)+\left(\iota_{\eta}^{1}+\omega_{\eta}^{1}\right)\left(\tau_{\eta}^{0}+\kappa_{\eta}^{0}\right)}{1-\left(\iota_{\eta}^{1}+\omega_{\eta}^{1}\right)\left(\iota_{\eta}^{0}+\omega_{\eta}^{0}\right)}\right) \partial\left(v_{\eta}, v_{*}\right) . \\
& \text { Since }\left(\left(\tau_{\eta}^{1}+\kappa_{\eta}^{1}\right)+\left(\iota_{\eta}^{1}+\omega_{\eta}^{1}\right)\left(\tau_{\eta}^{0}+\kappa_{\eta}^{0}\right)\right)\left(1-\left(\iota_{\eta}^{1}+\omega_{\eta}^{1}\right)\left(\iota_{\eta}^{0}+\omega_{\eta}^{0}\right)\right)^{-1} \leq 1 \text {, we have } \\
& \partial\left(\jmath_{\eta}, v_{*}\right) \leq \partial\left(v_{\eta}, v_{*}\right) .
\end{aligned}
$$

Now,

$$
\begin{aligned}
\partial\left(v_{n+1}, v_{*}\right) & \leq \partial\left(\tau_{\eta}^{2} v_{\eta} \oplus \kappa_{\eta}^{2} \wp v_{\eta} \oplus i_{\eta}^{2} \jmath_{\eta} \oplus \omega_{\eta}^{2} \wp \jmath_{\eta} \oplus \varepsilon_{\eta} \ell_{\eta} \oplus \sigma_{\eta} \wp \ell_{\eta}, v_{*}\right) \\
& \leq \tau_{\eta}^{2} \partial\left(v_{\eta}, v_{*}\right)+\kappa_{\eta}^{2} \partial\left(\wp v_{\eta}, v_{*}\right)+\iota_{\eta}^{2} \partial\left(\jmath_{\eta}, v_{*}\right)+\omega_{\eta}^{2} \partial\left(\wp \jmath_{\eta}, v_{*}\right)+\varepsilon_{\eta} \partial\left(\ell_{\eta}, v_{*}\right)+\sigma_{\eta} \partial\left(\wp \ell_{\eta}, v_{*}\right) \\
& \leq \tau_{\eta}^{2} \partial\left(v_{\eta}, v_{*}\right)+\kappa_{\eta}^{2}\left(\mu \partial\left(\wp v_{*}, v_{*}\right)+\partial\left(v_{\eta}, v_{*}\right)\right)+t_{\eta}^{2} \partial\left(\jmath_{\eta}, v_{*}\right)+\omega_{\eta}^{2}\left(\mu \partial\left(\wp v_{*}, v_{*}\right)+\partial\left(\not \jmath_{\eta}, v_{\eta}\right)\right) \\
& +\varepsilon_{\eta} \partial\left(\ell_{\eta}, v_{*}\right)+\sigma_{\eta}\left(\mu \partial\left(\wp v_{*}, v_{*}\right)+\partial\left(\ell_{\eta}, v_{*}\right)\right) \\
& \leq\left(\tau_{\eta}^{2}+\kappa_{\eta}^{2}\right) \partial\left(v_{\eta}, v_{*}\right)+\left(\iota_{\eta}^{2}+\omega_{\eta}^{2}\right) \partial\left(\jmath_{\eta}, v_{*}\right)+\left(\varepsilon_{\eta}+\sigma_{\eta}\right) \partial\left(\ell_{\eta}, v_{*}\right) .
\end{aligned}
$$

Since

$$
\partial\left(\jmath_{\eta}, v_{*}\right) \leq \partial\left(v_{\eta}, v_{*}\right)
$$

we have

$$
\partial\left(v_{n+1}, v_{*}\right) \leq\left(\tau_{\eta}^{2}+\kappa_{\eta}^{2}+\iota_{\eta}^{2}+\omega_{\eta}^{2}\right) \partial\left(v_{\eta}, v_{*}\right)+\left(\varepsilon_{\eta}+\sigma_{\eta}\right) \partial\left(\ell_{\eta}, v_{*}\right)
$$

On substituting

$$
\partial\left(\ell_{\eta}, v_{*}\right)=\left(\tau_{\eta}^{0}+\kappa_{\eta}^{0}\right) \partial\left(v_{\eta}, v_{*}\right)+\left(\iota_{\eta}^{0}+\omega_{\eta}^{0}\right) \partial\left(\jmath_{\eta}, v_{*}\right)
$$

we have

$$
\begin{aligned}
\partial\left(v_{n+1}, v_{*}\right) & \leq\left(\tau_{\eta}^{2}+\kappa_{\eta}^{2}+\iota_{\eta}^{2}+\omega_{\eta}^{2}\right) \partial\left(v_{\eta}, v_{*}\right)+\left(\left(\varepsilon_{\eta}+\sigma_{\eta}\right) \times\left(\tau_{\eta}^{0}+\kappa_{\eta}^{0}\right) \partial\left(v_{\eta}, v_{*}\right)+\left(\iota_{\eta}^{0}+\omega_{\eta}^{0}\right) \partial\left(\jmath_{\eta}, v_{*}\right)\right) \\
& \leq\left(\tau_{\eta}^{2}+\kappa_{\eta}^{2}+\iota_{\eta}^{2}+\omega_{\eta}^{2}\right) \partial\left(v_{\eta}, v_{*}\right)+\left(\varepsilon_{\eta}+\sigma_{\eta}\right)\left(\tau_{\eta}^{0}+\kappa_{\eta}^{0}+\iota_{\eta}^{0}+\omega_{\eta}^{0}\right) \partial\left(v_{\eta}, v_{*}\right) \\
& =\left(\tau_{\eta}^{2}+\kappa_{\eta}^{2}+\iota_{\eta}^{2}+\omega_{\eta}^{2}+\left(\varepsilon_{\eta}+\sigma_{\eta}\right)\left(\tau_{\eta}^{0}+\kappa_{\eta}^{0}+\iota_{\eta}^{0}+\omega_{\eta}^{0}\right)\right) \partial\left(v_{\eta}, v_{*}\right)
\end{aligned}
$$

Also, it is given that

$$
\left(\tau_{\eta}^{2}+\kappa_{\eta}^{2}+\iota_{\eta}^{2}+\omega_{\eta}^{2}+\left(\varepsilon_{\eta}+\sigma_{\eta}\right)\left(\tau_{\eta}^{0}+\kappa_{\eta}^{0}+\iota_{\eta}^{0}+\omega_{\eta}^{0}\right)\right) \leq 1
$$

we have

$$
\partial\left(v_{n+1}, v_{*}\right) \leq \partial\left(v_{\eta}, v_{*}\right)
$$

This implies that $\left\{\partial\left(v_{\eta}, v_{*}\right)\right\}$ is bounded and non-increasing for all $v_{*} \in f_{\wp}$. Hence, $\lim _{n \rightarrow \infty} \partial\left(v_{\eta}, v_{*}\right)$ exists, as required.

Lemma 8. Let $\mathcal{B}_{s}$ be a nonempty closed convex subset of complete Busemann space $\mathcal{B}$, and $\wp: \mathcal{B}_{s} \rightarrow \mathcal{B}_{s}$ be a mapping satisfying condition $\left(\mathcal{E}_{\mu}\right)$. For an arbitrary chosen $v_{0} \in \mathcal{B}_{s}$, let the sequence $\left\{v_{\eta}\right\}$ be generated by a standard three-step iteration algorithm. Then, $f_{\wp}$ is nonempty if and only if $\left\{v_{\eta}\right\}$ is bounded and $\lim _{n \rightarrow \infty} \partial\left(\wp v_{\eta}, v_{\eta}\right)=0$ for a unique asymptotic center.

Proof. Since $f_{\wp} \neq \varnothing$, let $v_{*} \in f_{\wp}$ and $z \in \mathcal{B}_{s}$. Using Lemma 7, there is an existence of $\lim _{n \rightarrow \infty} \partial\left(v_{\eta}, v_{*}\right)$, which confirms the boundedness of $\left\{v_{\eta}\right\}$. Assuming

$$
\lim _{n \rightarrow \infty} \partial\left(v_{\eta}, v_{*}\right)=r,
$$

on combining this result with the values of $\partial\left(\jmath_{\eta}, v_{*}\right)$ and $\partial\left(\ell_{\eta}, v_{*}\right)$ of Lemma 7

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \partial\left(\ell_{\eta}, v_{*}\right) \leq \limsup _{n \rightarrow \infty} \partial\left(v_{\eta}, v_{*}\right)=r \tag{2.1}
\end{equation*}
$$

Also,

$$
\begin{aligned}
\limsup _{n \rightarrow \infty} \partial\left(\wp v_{\eta}, v_{*}\right) & =\limsup _{n \rightarrow \infty}\left(\mu \partial\left(\wp v_{*}, v_{*}\right)+\partial\left(v_{\eta}, v_{*}\right)\right) \\
& \leq \limsup _{n \rightarrow \infty} \partial\left(v_{\eta}, v_{*}\right) \\
& =r
\end{aligned}
$$

On the other hand, by using the value of $\partial\left(\ell_{\eta}, v_{*}\right)$ of Lemma 7, we have

$$
\begin{aligned}
\partial\left(v_{n+1}, v_{*}\right) & \leq \partial\left(\tau_{\eta}^{2} v_{\eta} \oplus \kappa_{\eta}^{2} \wp v_{\eta} \oplus i_{\eta}^{2} \jmath_{\eta} \oplus \omega_{\eta}^{2} \wp J_{\eta} \oplus \varepsilon_{\eta} \ell_{\eta} \oplus \sigma_{\wp} \ell_{\eta}, v_{*}\right) \\
& \leq \tau_{\eta}^{2} \partial\left(v_{\eta}, v_{*}\right)+\kappa_{\eta}^{2} \partial\left(\wp v_{\eta}, v_{*}\right)+\iota_{\eta}^{2} \partial\left(\jmath_{\eta}, v_{*}\right)+\omega_{\eta}^{2} \partial\left(\wp \jmath_{\eta}, v_{*}\right) \\
& +\varepsilon_{\eta} \partial\left(\ell_{\eta}, v_{*}\right)+\sigma_{\eta} \partial\left(\wp \ell_{\eta}, v_{*}\right) \\
& \leq \tau_{\eta}^{2} \partial\left(v_{\eta}, v_{*}\right)+\kappa_{\eta}^{2}\left(\mu \partial\left(\wp v_{*}, v_{*}\right)+\partial\left(v_{\eta}, v_{*}\right)\right)+\iota_{\eta}^{2} \partial\left(\jmath_{\eta}, v_{*}\right)+\omega_{\eta}^{2}\left(\mu \partial\left(\wp v_{*}, v_{*}\right)\right. \\
& \left.+\partial\left(\jmath_{\eta}, v_{*}\right)\right)+\varepsilon_{\eta} \partial\left(\ell_{\eta}, v_{*}\right)+\sigma_{\eta}\left(\mu \partial\left(\wp v_{*}, v_{*}\right)+\partial\left(\ell_{n}, v_{*}\right)\right) \\
& \leq\left(\tau_{\eta}^{2}+\kappa_{\eta}^{2}+\iota_{\eta}^{2}+\omega_{\eta}^{2}\right) \partial\left(v_{\eta}, v_{*}\right)+\left(\varepsilon_{\eta}+\sigma_{\eta}\right) \partial\left(\ell_{\eta}, v_{*}\right) \\
& \leq\left(\tau_{\eta}^{2}+\kappa_{\eta}^{2}+\iota_{\eta}^{2}+\omega_{\eta}^{2}\right) \partial\left(v_{\eta}, v_{*}\right)+\left(\varepsilon_{\eta}+\sigma_{\eta}\right) \partial\left(\ell_{\eta}, v_{*}\right)
\end{aligned}
$$

by the above-mentioned standard three-step iteration algorithm,

$$
\begin{aligned}
\partial\left(v_{n+1}, v_{*}\right) & \leq\left(1-\left(\varepsilon_{\eta}+\sigma_{\eta}\right)\right) \partial\left(v_{\eta}, v_{*}\right)+\left(\varepsilon_{\eta}+\sigma_{\eta}\right) \partial\left(\ell_{\eta}, v_{*}\right) \\
& \leq \partial\left(v_{\eta}, v_{*}\right)-\left(\varepsilon_{\eta}+\sigma_{\eta}\right) \partial\left(v_{\eta}, v_{*}\right)+\left(\varepsilon_{\eta}+\sigma_{\eta}\right) \partial\left(\ell_{\eta}, v_{*}\right)
\end{aligned}
$$

This implies that,

$$
\begin{aligned}
\partial\left(v_{n+1}, v_{*}\right) & \leq \partial\left(v_{\eta}, v_{*}\right)-\left(\varepsilon_{\eta}+\sigma_{\eta}\right) \partial\left(v_{\eta}, v_{*}\right)+\left(\varepsilon_{\eta}+\sigma_{\eta}\right) \partial\left(\ell_{\eta}, v_{*}\right) . \\
& \leq \partial\left(v_{\eta}, v_{*}\right)+\left(\varepsilon_{\eta}+\sigma_{\eta}\right)\left(\partial\left(\ell_{\eta}, v_{*}\right)-\partial\left(v_{\eta}, v_{*}\right)\right) . \\
\partial\left(v_{n+1}, v_{*}\right)-\partial\left(v_{\eta}, v_{*}\right) & \left.\leq\left(\varepsilon_{\eta}+\sigma_{\eta}\right) \partial\left(\ell_{\eta}, v_{*}\right)-\partial\left(v_{\eta}, v_{*}\right)\right) . \\
\frac{\partial\left(v_{n+1}, v_{*}\right)-\partial\left(v_{\eta}, v_{*}\right)}{\left(\varepsilon_{\eta}+\sigma_{\eta}\right)} & \leq\left(\partial\left(\ell_{\eta}, v_{*}\right)-\partial\left(v_{\eta}, v_{*}\right)\right) .
\end{aligned}
$$

This implies that,

$$
\partial\left(v_{n+1}, v_{*}\right)-\partial\left(v_{\eta}, v_{*}\right) \leq \frac{\partial\left(v_{n+1}, v_{*}\right)-\partial\left(v_{\eta}, v_{*}\right)}{\left(\varepsilon_{\eta}+\sigma_{\eta}\right)} \leq\left(\partial\left(\ell_{\eta}, v_{*}\right)-\partial\left(v_{\eta}, v_{*}\right)\right)
$$

and hence, we have

$$
\partial\left(v_{n+1}, v_{*}\right) \leq \partial\left(\ell_{\eta}, v_{*}\right)
$$

Therefore,

$$
\begin{equation*}
r \leq \lim _{n \rightarrow \infty} \partial\left(\ell_{\eta}, v_{*}\right) \tag{2.2}
\end{equation*}
$$

By using Equations (2.1) and (2.2), we have

$$
\begin{align*}
r & =\lim _{n \rightarrow \infty} \partial\left(\ell_{\eta}, v_{*}\right) \\
& =\lim _{n \rightarrow \infty} \partial\left(\tau_{\eta}^{0} v_{\eta} \oplus \kappa_{\eta}^{0} \wp v_{\eta} \oplus \iota_{\eta}^{0} \jmath_{\eta} \oplus \omega_{\eta}^{0} \wp \jmath_{\eta}, v_{*}\right) \\
& =\lim _{n \rightarrow \infty}\left(\partial\left(\tau_{\eta}^{0} v_{\eta}+\kappa_{\eta}^{0} \wp v_{\eta}, v_{*}\right)+\left(\iota_{\eta}^{0}+\omega_{\eta}^{0}\right) \partial\left(\jmath_{\eta}, v_{*}\right)\right) \\
& =\lim _{n \rightarrow \infty}\left(\left(\tau_{\eta}^{0}+\iota_{\eta}^{0}+\omega_{\eta}^{0}\right) \partial\left(v_{\eta}, v_{*}\right)+\kappa_{\eta}^{0} \partial\left(\wp v_{\eta}, v_{*}\right)\right) \\
& =\lim _{n \rightarrow \infty}\left(\left(\tau_{\eta}^{0}+\iota_{\eta}^{0}+\omega_{\eta}^{0}\right) \partial\left(v_{\eta}, v_{*}\right)+\kappa_{\eta}^{0}\left(\mu \partial\left(\wp v_{*}, v_{*}\right)+\partial\left(v_{\eta}, v_{*}\right)\right)\right) \\
& =\lim _{n \rightarrow \infty}\left(\left(1-\kappa_{\eta}^{0}\right) \partial\left(v_{\eta}, v_{*}\right)+\kappa_{\eta}^{0} \partial\left(v_{\eta}, v_{*}\right)\right) . \\
& =\lim _{n \rightarrow \infty} \partial\left(v_{\eta}, v_{*}\right) . \tag{2.3}
\end{align*}
$$

Using Equations (2.1) and (2.3) and the above-mentioned inequalities, we have

$$
\limsup _{n \rightarrow \infty} \partial\left(\ell_{\eta}, v_{*}\right) \leq \limsup _{n \rightarrow \infty} \partial\left(v_{\eta}, v_{*}\right)=r
$$

and hence, by Lemma 2, we have

$$
\lim _{n \rightarrow \infty} \partial\left(\wp v_{\eta}, v_{\eta}\right)=0
$$

Conversely, suppose that $\left\{v_{\eta}\right\}$ is bounded and $\lim _{n \rightarrow \infty} \partial\left(\wp v_{\eta}, v_{\eta}\right)=0$. Then, by Lemma $4\left\{v_{\eta}\right\}$ has a subsequence that is regular with respect to $\mathcal{B}_{s}$. Let $\left.v_{\{ } \eta_{\kappa}\right\}$ be a subsequence of $\left\{v_{\eta}\right\}$ in such a way that $A\left(\mathcal{B}_{s},\left\{v_{\eta}\right\}\right)=v$. Hence, we have

$$
\begin{aligned}
\limsup _{n \rightarrow \infty} \partial\left(v_{\eta}, \wp v_{*}\right) & \leq \limsup _{n \rightarrow \infty}\left(\mu \partial\left(v_{\eta}, \wp v_{\eta}\right)+\partial\left(v_{\eta}, v\right)\right) \\
& \leq \limsup _{n \rightarrow \infty} \partial\left(v_{\eta}, v\right)
\end{aligned}
$$

As a consequence, the uniqueness of the asymptotic center ensures that $v$ is a fixed point of $\wp$ so this concludes the proof.

Now, we state and prove our main theorems in this section.
Theorem 2. Let $\mathcal{B}_{s}$ be a nonempty closed convex subset of a compete Busemann space $\mathcal{B}$ and $\wp: \mathcal{B}_{s} \rightarrow \mathcal{B}_{s}$ be a mapping satisfying condition $\left(\mathcal{E}_{\mu}\right)$. For an arbitrary chosen $v_{0} \in \mathcal{B}_{s}$, assume that $\left\{v_{\eta}\right\}$ is a sequence generated by a standard three-step iteration algorithm. Then $f_{\wp} \neq \varnothing$ and $\left\{v_{\eta}\right\} \Delta$-converges to a fixed point of $\wp$.

Proof. Since $f_{\wp} \neq \varnothing$, so by Lemma 8 , we have bounded $\left\{v_{\eta}\right\}$ and

$$
\lim _{n \rightarrow \infty} \partial\left(\wp v_{\eta}, v_{\eta}\right)=0
$$

Also, let

$$
\omega_{\omega}\left\{v_{\eta}\right\}:=\bigcup \mathcal{A}\left(v_{\eta_{\kappa}}\right)
$$

where the union is taken over all subsequences $\left\{v_{\eta_{k}}\right\}$ of $\left\{v_{\eta}\right\}$. We claim that $\omega_{\omega}\left\{v_{\eta}\right\} \subset$ $f_{\wp}$. Considering $v_{*} \in \omega_{\omega}\left\{v_{\eta}\right\}$, then there is an existence of subsequence $\left\{v_{\eta_{k}}\right\}$ of $\left\{v_{\eta}\right\}$ in such a way that $\mathcal{A}\left(\left\{v_{\eta}\right\}\right)=\left\{v_{*}\right\}$. Using Lemmas 3 and 5 there is an existence of subsequence $\left\{v_{\eta_{k}}^{\prime}\right\}$ of $\left\{v_{\eta_{k}}\right\}$ in such a way that $\Delta-\lim _{\eta \rightarrow \infty}\left\{v_{\eta_{k}}^{\prime}\right\}=v_{*}^{\prime} \in \mathcal{B}_{s}$. Since $\lim _{\eta \rightarrow \infty} \partial\left(v_{\eta_{k}}^{\prime}, \wp v_{\eta_{k}}^{\prime}\right)=0$, then by Lemma $6 v^{\prime} \in f_{\wp}$. We claim that $v_{*}=v_{*}^{\prime}$. In contrast,
since $\wp$ is a mapping satisfying condition $(\mathcal{E})$ and $v_{*} \in f_{\wp}$, then by Lemma 7 there is an existence of $\lim _{\eta \rightarrow \infty} \partial\left(v_{\eta}, v_{*}\right)$. Using the uniqueness of asymptotic centers, we have

$$
\begin{aligned}
\limsup _{n \rightarrow \infty} \partial\left(v_{\eta}, v_{*}^{\prime}\right) & <\limsup _{n \rightarrow \infty} \partial\left(v_{\eta_{k}}^{\prime}, v_{*}\right) \\
& \leq \lim _{n \rightarrow \infty} \partial\left(v_{\eta_{\kappa}}, v_{*}\right) \\
& <\lim _{n \rightarrow \infty} \partial\left(v_{\eta_{\kappa_{k}}}^{\prime}, v_{*}^{\prime}\right) \\
& =\lim _{n \rightarrow \infty} \partial\left(v_{\eta}, v_{*}^{\prime}\right) \\
& =\lim _{n \rightarrow \infty} \partial\left(v_{\eta_{k^{\prime}}^{\prime}}^{\prime}, v_{*}^{\prime}\right)
\end{aligned}
$$

which is a contradiction. So $v_{\eta_{\kappa}}^{\prime}=v_{\eta_{\kappa}} \in f_{\wp}$. To prove that $\left\{v_{\eta}\right\} \Delta$-converges to a fixed point of $\wp$, it is sufficient to show that $\omega_{\omega}\left\{v_{\eta}\right\}$ consists of exactly one point. Considering a subsequence $\left\{v_{\eta_{k}}\right\}$ of $\left\{v_{\eta}\right\}$. By Lemmas 3 and 5 there is existence of subsequence $\left\{v_{\eta_{k}}^{\prime}\right\}$ of $\left\{v_{\eta_{k}}\right\}$, which is how $\Delta-\lim _{\eta \rightarrow \infty}\left\{v_{\eta_{k}}^{\prime}\right\}=v_{*}^{\prime} \in \mathcal{B}_{s}$. Let $\mathcal{A}\left(\left\{v_{\eta_{k}}\right\}\right)=\left\{v_{*}\right\}$ and $\mathcal{A}\left(\left\{v_{\eta}\right\}\right)=v_{* *}$. We can conclude the explanation by proving that $v_{* *}=v_{*}$. On the contrary, since $\partial\left(v_{\eta}, v_{\eta_{k}}^{\prime}\right)$ is convergent, then by the uniqueness of the asymptotic centers, we have

$$
\begin{aligned}
\limsup _{n \rightarrow \infty} \partial\left(v_{\eta}, v_{*}^{\prime}\right) & <\limsup _{n \rightarrow \infty} \partial\left(v_{\eta_{\kappa^{\prime}}}^{\prime} v_{* *}\right) \\
& \leq \lim _{n \rightarrow \infty} \partial\left(v_{\eta}, v_{* *}\right) \\
& <\lim _{n \rightarrow \infty} \partial\left(v_{\eta}, v_{*}^{\prime}\right) \\
& =\lim _{n \rightarrow \infty} \partial\left(v_{\eta_{\kappa^{\prime}}}^{\prime}, v_{*}^{\prime}\right)
\end{aligned}
$$

which is a contradiction. Hence, $f_{\wp} \neq \varnothing$ and $\left\{v_{\eta}\right\} \Delta$-converges to a fixed point of $\wp$.
Theorem 3. Let $\mathcal{B}_{s}$ be a nonempty closed convex and complete Busemann space $\mathcal{B}$, and $\wp: \mathcal{B}_{s} \rightarrow$ $\mathcal{B}_{s}$ be a mapping verification condition $\left(\mathcal{E}_{\mu}\right)$. For an arbitrary chosen $v_{0} \in \mathcal{B}_{s}$, assume that $\left\{v_{\eta}\right\}$ is a sequence generated by a standard three-step iteration algorithm. Then $\left\{v_{\eta}\right\}$ converges strongly to a fixed point of $\wp$.

Proof. By Lemmas 7, 8 and Theorem 2, we have $f_{\wp} \neq \varnothing$ so by Lemma $8\left\{v_{\eta}\right\}$ is bounded and $\Delta$-converges to $v \in f_{\wp}$. Suppose on the contrary that $\left\{v_{\eta}\right\}$ does not converge strongly to $v$. By the compactness assumption, passing to subsequences if necessary, we may assume that there exists $v^{\prime} \in \mathcal{B}_{s}$ with $v^{\prime} \neq v$ such that $\left\{v_{\eta}\right\}$ converges strongly to $v^{\prime}$. Therefore,

$$
\lim _{n \rightarrow \infty} \partial\left(\wp v_{\eta}, v^{\prime}\right)=0 \leq \lim _{n \rightarrow \infty} \partial\left(\wp v_{\eta}, v\right) .
$$

Since $v$ is the unique asymptotic center of $\left\{v_{\eta}\right\}$, it follows that $v^{\prime}=v$, which is a contradiction. Hence, $\left\{v_{\eta}\right\}$ converges strongly to a fixed point of $\wp$.

## 4. Conclusions

The extension of the linear version of fixed point results to nonlinear domains has its own significance. To achieve the objective of replacing a linear domain with a nonlinear one, Takahashi [40] introduced the notion of a convex metric space and studied fixed point results of nonexpansive mappings in this direction. Since the standard three-step iteration scheme unifies various existing iteration schemes for different values of $\varepsilon_{\eta}, \sigma_{\eta}, \tau_{\eta}^{i}, \kappa_{\eta}^{i}, \omega_{\eta}^{i}$, and $\iota_{\eta}^{i}$ for $i=0,1,2$, existing results of the standard three-step iteration scheme including strong and $\Delta-$ convergence results in the setting of Busemann spaces satisfying condition $\mathcal{E}$ are generalized.
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#### Abstract

In the present paper, we pointed out that there is a gap in the proof of the main result of Rouzkard et al. (The Bulletin of the Belgian Mathematical Society 2012). Then after, utilizing the concept of (E.A.) property in convex metric space, we obtained an alternative and correct version of this result. Finally, it is clarified that in the theory of common fixed point, the notion of (E.A.) property in the set up of convex metric space develops some new dimensions in comparison to the hypothesis that a range set of one map is contained in the range set of another map.
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## 1. Introduction

A point on which a self-map remains invariant is called a fixed point for that map. Fixed point theory plays an important role in solving different kinds of problems of nonlinear analysis and so it has applications in engineering, medical science, physical science, computer science, etc. In 1922, Banach [1] proved that a contraction map in a complete metric space has a fixed point and this result is known as the Banach contraction principle. Due to the simplicity and usefulness of this result, fixed point theory became a more aggressive area of research. Many researchers so far have worked in this field, extending this contraction principle in several possible ways [2-4].

In 1976, Jungck [5] extended the Banach contraction principle for the pair of commuting self-maps by ensuring the existence of a common fixed point for this pair. Sessa [6] relaxed the condition of commutativity and introduced the class of weak commuting maps. Again, Jungck [7] gave the weaker version of the commutativity condition by introducing the class of compatible maps and proved that weak commuting maps are compatible but the converse is not true in general. After that, many authors obtained more comprehensive common fixed point theorems under some given hypothesis [8,9].

On the other side, Takahashi [10] defined the notion of a convex structure in a metric space and called such a space a convex metric space. Further, he studied several properties of this space and ensure the existence of a fixed point for nonexpansive maps in the setup of convex metric space. In the last forty years, many fixed point and common fixed point theorems in the context of convex metric space have been established; for example, see [11-15].

## 2. Preliminaries

In the present section we recall some standard notations, basic definitions and auxiliary results, which are required in the sequel.

In 2014, inspired by the idea of Aamri and Moutawakil [16], the concept of (E.A.) property in the context of convex metric space was introduced by Kumar and Rathee [17]

In the present article, we shall show that there is a gap in the proof of the Theorem 1, which is one of the main results of Rouzkard et al. [18]. Then, we obtain a correct version of Theorem 1 by utilizing the concept of (E.A.) property in a convex metric space defined by Kumar and Rathee [17].

Finally, we clarify the importance of the notion (E.A.) property in a convex metric space in comparison to the hypothesis that the range set of one map is contained in the range set of another map.

Definition 1. [10] Let $(S, \rho)$ be a metric space. A continuous mapping $W: S \times S \times[0,1] \rightarrow S$ is called a convex structure on $S$, if for all $x, y \in S$ and $\lambda \in[0,1]$, we have

$$
d(u, W(x, y, \lambda)) \leq \lambda d(u, x)+(1-\lambda) d(u, y)
$$

for all $u \in S$. A metric space $(S, \rho)$ equipped with a convex structure is called a convex metric space.
Let $M$ be a subset of a convex metric space $(S, \rho)$. The set $M$ is said to be
(i) convex if $W(x, y, \lambda) \in M$ for all $x, y \in M$ and $\lambda \in[0,1]$;
(ii) $q$-starshaped if there exists $q \in M$ such that $W(x, q, \lambda) \in M$ for all $x \in M$ and $\lambda \in[0,1]$.
In addition, the map $I: M \rightarrow M$ is said to be
(i) affine if $M$ is convex and $I(W(x, y, \lambda))=W(I x, I y, \lambda)$ for all $x, y \in M$ and $\lambda \in[0,1]$;
(ii) $q$-affine if $M$ is $q$-starshaped and $I(W(x, q, \lambda))=W(I x, q, \lambda)$ for all $x \in M$ and $\lambda \in[0,1]$.
Clearly, each convex set $M$ is $q$-starshaped for any $q \in M$ but the converse assertion is not necessarily true (see Example 7 of [19]).

Definition 2. [10] A convex metric space $(S, \rho)$ is said to satisfy the Property (I), if for all $x, y, z \in S$ and $\lambda \in[0,1]$, we have $\rho(W(x, z, \lambda), W(y, z, \lambda)) \leq \lambda \rho(x, y)$.

Notice that Property (I) is always satisfied in a normed linear space and each of its convex subsets.

Definition 3. [19] Let $T, I: S \rightarrow S$ be mappings on a metric space $(S, \rho)$. The pair $(T, I)$ is said to be compatible if

$$
\rho\left(T I x_{n}, I T x_{n}\right) \rightarrow 0
$$

whenever $\left\{x_{n}\right\}$ is a sequence in $S$ such that

$$
T x_{n}, I x_{n} \rightarrow t \in S
$$

Definition 4. [16] Let $T, I: S \rightarrow S$ be mappings on a metric space $(S, \rho)$. The pair $(T, I)$ is said to satisfy (E.A.) property if there is a sequence $\left\{x_{n}\right\} \in S$ such that

$$
T x_{n}, I x_{n} \rightarrow t \in S
$$

Definition 5. Let $(S, \rho)$ be a metric space and $T, I: S \rightarrow S$. Then the pair $(T, I)$ is said to be reciprocally continuous if

$$
\lim _{n \rightarrow+\infty} T I x_{n}=T t \quad \text { and } \quad \lim _{n \rightarrow+\infty} I T x_{n}=I t
$$

whenever $\left\{x_{n}\right\}$ is a sequence in $S$ such that $\lim _{n \rightarrow+\infty} T x_{n}=\lim _{n \rightarrow+\infty} I x_{n}=t$ for some $t \in X$.
It is easy to see that if $T$ and $I$ are continuous, then the pair $(T, I)$ is reciprocally continuous but the converse is not true in general (see Example 2.3 of [20]).

Moreover, in the setting of common fixed point theorems for compatible pairs of self-mappings satisfying some contractive conditions, continuity of one of the mappings implies their reciprocal continuity.

Definition 6. A pair $(T, I)$ of self-maps of a metric space $(S, \rho)$ is said to be sub-compatible if there exists a sequence $\left\{x_{n}\right\}$ such that

$$
\lim _{n \rightarrow+\infty} T x_{n}=\lim _{n \rightarrow+\infty} I x_{n}=t \text { for some } t \in X \text { and } \lim _{n \rightarrow+\infty} \rho\left(T I x_{n}, I T x_{n}\right)=0
$$

Recently, Rouzkard et al. [18] proved the following common fixed point theorem for the pair of compatible maps in a convex metric space.

Theorem 1. Let $C$ be a nonempty closed convex subset of a convex metric space $(X, \rho)$ satisfying the Property $(I)$. Denote $[x, q]=\{W(x, q, k): 0 \leq k \leq 1\}$ where $W$ is a convex structure on the metric space.

If $T$ and $I$ are compatible self-maps defined on $C$ such that $I(C)=C, \quad I$ is $q$-affine and nonexpansive, which satisfy the inequality

$$
\begin{equation*}
\rho(T x, T y) \leq \rho(I x, I y)+\frac{(1-k)}{k} \max \{\rho(I x,[T x, q]), \rho(I y,[T y, q])\} \tag{1}
\end{equation*}
$$

for all $x, y \in C$, where $1 / 2<k<1$, then $T$ and $I$ have a common fixed point provided $c l(T(C))$ is compact and $T$ is continuous.

## 3. Results

### 3.1. Compatibility in Proof of Theorem 1.

Let us recall the lines of the proof given in Rouzkard et al. [18]. First of all, for each $n \in \mathbb{N}$, the authors define $T_{n}: C \rightarrow C$ by

$$
\begin{equation*}
T_{n} x=W\left(T x, q, k_{n}\right) \text { for all } x \in C \tag{2}
\end{equation*}
$$

where $k_{n}$ is a sequence in $\left(\frac{1}{2}, 1\right)$ such that $k_{n} \rightarrow 1$. Afterward, to accomplish the compatibility of the maps $T_{n}$ and $I$ for each $n \in \mathbb{N}$, the authors choose an arbitrary sequence $\left\{x_{m}\right\}$ in $C$ such that

$$
\begin{equation*}
\lim _{m \rightarrow+\infty} I x_{m}=\lim _{m \rightarrow+\infty} T_{n} x_{m}=t \in C \tag{3}
\end{equation*}
$$

Using the definition of $T_{n}$, it has been written that

$$
\begin{aligned}
\rho\left(T x_{m}, T_{n} x_{m}\right) & =\rho\left(T x_{m}, W\left(T x_{m}, q, k_{n}\right)\right) \\
& \leq k_{n} \rho\left(T x_{m}, T x_{m}\right)+\left(1-k_{n}\right) \rho\left(T x_{m}, q\right) \\
& =\left(1-k_{n}\right) \rho\left(T x_{m}, q\right)
\end{aligned}
$$

Then by taking $m \rightarrow+\infty$ and using (3), the authors get

$$
\begin{equation*}
\rho\left(\lim _{m \rightarrow+\infty} T x_{m}, t\right) \leq\left(1-k_{n}\right) \rho\left(\lim _{m \rightarrow+\infty} T x_{m}, q\right) \tag{4}
\end{equation*}
$$

Again, on making $n \rightarrow+\infty$ in (4), the authors wrote the following (see [18], page 323, line 20-21)

$$
\begin{equation*}
\rho\left(\lim _{m \rightarrow+\infty} T x_{m}, t\right) \leq 0 \tag{5}
\end{equation*}
$$

Then, by using this expression, the authors claim the compatibility of the maps $T_{n}$ and $I$ for each $n \in \mathbb{N}$.

Here, it is pertinent to mention that the compatibility of the maps $T_{n}$ and $I$ is to be shown for each $n \in \mathbb{N}$ and so the compatibility of $T_{n}$ and $I$ is to be shown for arbitrarily fixed
natural number $n$. If $n$ is fixed, then it is superfluous to approach $n \rightarrow+\infty$, therefore (5) is not valid because this is obtained by taking $n \rightarrow \infty$ in (4). So the compatibility of the maps $T_{n}$ and $I$ for each $n \in \mathbb{N}$ proved by this way is totally wrong. The same mistake occurred when the authors tried to prove the reciprocal continuity of $T_{n}$ and $I$ for each $n \in N$ (see [18], page 324, line 3-15).

### 3.2. Modified Version of Theorem 1

The following definition given by Kumar and Rathee [17] is required to prove the modified version of Theorem 1.

Definition 7. Let $M$ be a $q$-starshaped subset of a convex metric space $(S, \rho)$ and let $T, I: M \rightarrow M$ with $q \in F(I)$. The pair $(T, I)$ is said to satisfy (E.A.) property with respect to $q$ if there exists a sequence $\left\{x_{n}\right\}$ in $M$ such that for all $\lambda \in[0,1]$.

$$
\begin{equation*}
\lim _{n \rightarrow+\infty} I x_{n}=\lim _{n \rightarrow+\infty} T_{\lambda} x_{n}=t \text { for some } t \in M \tag{6}
\end{equation*}
$$

where $T_{\lambda} x=W(T x, q, \lambda)$.
The following lemma is a direct consequence of Theorem 3.2 of Rouzkard et al. [18].
Lemma 1. Let $T$ and I be self-maps of a metric space $(S, \rho)$. If the pair $(T, I)$ is sub-compatible, reciprocally continuous and satisfies the inequality

$$
\begin{equation*}
\rho(T x, T y) \leq a \rho(I x, I y)+(1-a) \max \{\rho(I x, T x), \rho(I y, T y)\} \tag{7}
\end{equation*}
$$

for all $x, y \in X$, where $0<\alpha<1$. Then $T$ and I have a unique common fixed point in $X$.
Now we modify Theorem 1 by replacing the condition $I(M)=M \supseteq T(M)$ with the assumption that the pair $(T, I)$ satisfies (E.A.) property with respect to some $q \in M$.

Theorem 2. Let $M$ be a nonempty $q$-starshaped subset of a convex metric space $(X, \rho)$ with Property (I) and let T and I be continuous self-maps of $M$ such that the pair (T,I) satisfies (E.A.) property with respect to $q$. Assume that I is $q$-affine, $c l(T(M))$ is compact. If $T$ and I are compatible and satisfy the inequality

$$
\begin{equation*}
\rho(T x, T y) \leq \rho(I x, I y)+\frac{1-k}{k} \max \{\rho(I x,[T x, q]), \rho(I y,[T y, q])\} \tag{8}
\end{equation*}
$$

for all $x, y \in M$, where $\frac{1}{2}<k<1$, then $T$ and I have a common fixed point in $M$.
Proof. For each $n \in \mathbb{N}$, we define $T_{n}: M \rightarrow M$ by

$$
\begin{equation*}
T_{n}(x)=W\left(T x, q, k_{n}\right) \text { for all } x \in M \tag{9}
\end{equation*}
$$

where $k_{n}$ is a sequence in $\left(\frac{1}{2}, 1\right)$ such that $k_{n} \rightarrow 1$.
Now, we have to show that for each $n \in \mathbb{N}$, the pair $\left(T_{n}, I\right)$ is sub-compatible. Since $T$ and $I$ satisfy (E.A.) property with respect to $q$, there exists a sequence $\left\{x_{m}\right\}$ in $M$ such that for all $\lambda \in[0,1]$

$$
\begin{equation*}
\lim _{m \rightarrow+\infty} I x_{m}=\lim _{m \rightarrow+\infty} T_{\lambda} x_{m}=t \in M \tag{10}
\end{equation*}
$$

where $T_{\lambda} x_{m}=W\left(T x_{m}, q, \lambda\right)$.
Since $k_{n} \in(0,1)$, in light of (9) and (10), for each $n \in N$, we have

$$
\begin{aligned}
\lim _{m \rightarrow+\infty} T_{n} x_{m} & =\lim _{m \rightarrow+\infty} W\left(T x_{m}, q, k_{n}\right) \\
& =\lim _{m \rightarrow \infty} T_{k_{n}} x_{m}=t \in M
\end{aligned}
$$

Thus, we have

$$
\begin{equation*}
\lim _{m \rightarrow+\infty} I x_{m}=\lim _{m \rightarrow+\infty} T_{n} x_{m}=t \in M . \tag{11}
\end{equation*}
$$

Now using the fact that $I$ is $q$-affine and Property (I) is satisfied, we get

$$
\begin{align*}
\rho\left(T_{n} I x_{m}, I T_{n} x_{m}\right) & =\rho\left(W\left(T I x_{m}, q, k_{n}\right), I\left(W\left(T x_{m}, q, k_{n}\right)\right)\right) \\
& =\rho\left(W\left(T I x_{m}, q, k_{n}\right), W\left(I T x_{m}, q, k_{n}\right)\right) \\
& \leq k_{n} \rho\left(T I x_{m}, I T x_{m}\right) . \tag{12}
\end{align*}
$$

Since ( $T, I$ ) satisfies (E.A.) property with $T$ and $I$ are compatible, in view of (10) we have

$$
\lim _{m \rightarrow+\infty} \rho\left(T I x_{m}, I T x_{m}\right)=0
$$

Now, letting $m \rightarrow \infty$ in (12), we obtain

$$
\begin{equation*}
\lim _{m \rightarrow+\infty} \rho\left(T_{n} I x_{m}, I T_{n} x_{m}\right)=0 \tag{13}
\end{equation*}
$$

Hence, on account of (11) and (13), it follows that the pair $\left(T_{n}, I\right)$ is sub-compatible for each $n \in \mathbb{N}$. Since $T$ and $I$ are continuous, for each $n \in \mathbb{N}$, the pair $\left(T_{n}, I\right)$ is reciprocally continuous. Furthermore, by (8),

$$
\begin{align*}
\rho\left(T_{n} x, T_{n} y\right) & =\rho\left(W\left(T x, q, k_{n}\right), W\left(T y, q, k_{n}\right)\right) \\
& \leq k_{n} \rho(T x, T y) \\
& \leq k_{n}\left[\rho(I x, I y)+\frac{1-k_{n}}{k_{n}} \max \{\operatorname{dist}(I x,[T x, q]), \operatorname{dist}(I y,[T y, q])\}\right] \\
& \leq k_{n} \rho(I x, I y)+\left(1-k_{n}\right) \max \left\{\rho\left(I x, T_{n} x\right), \rho\left(I y, T_{n} y\right)\right\} \tag{14}
\end{align*}
$$

for each $x, y \in M$ and $\frac{1}{2}<k_{n}<1$. By Lemma 1 , for each $n \in \mathbb{N}$, there exists $x_{n} \in M$ such that $x_{n}=I x_{n}=T_{n} x_{n}$.

Now the compactness of $\operatorname{cl}(T(M))$ implies that there exists a sub-sequence $\left\{T x_{m}\right\}$ of $\left\{T x_{n}\right\}$ such that $T x_{m} \rightarrow z$ as $m \rightarrow+\infty$. Further, it follows that

$$
x_{m}=T_{m} x_{m}=W\left(T x_{m}, q, k_{m}\right) \rightarrow z \text { as } m \rightarrow+\infty .
$$

Then, by the continuity of $T$ and $I$, we obtain $I z=z=T z$ and so $z$ is a common fixed point of $T$ and $I$.

The following remark clarifies that in the context of a convex metric space, the notion of (E.A.) property introduced by Kumar and Rathee [17] for proving the common fixed point theorems has importance in comparison to the hypothesis that a range set of one map is contained in the range set of another map.

## Remark 1.

(a) In 2011, Haghi et al. [21] showed that several common fixed point generalizations in the theory of fixed point are not a real generalization because they can be obtained from the corresponding fixed point theorems. After the critical analysis of this paper, we reached the conclusion that
the claim of Haghi et al. [21] is true only in the case if we make the assumption that the range set of one map is contained in the range set of another map.
So, keeping this in view, we replaced the condition $I(M)=M \supseteq T(M)$ of Theorem 1 with the assumption that the pair $(T, I)$ satisfies (E.A.) property with respect to some $q \in M$ and due to this we have been able to obtain the modified and correct version of Theorem 1 in the form of Theorem 2.
(b) (see Example 17 of [16]) Let $S=\mathbb{R}$ with usual metric and $M=[0,1]$. Define T, I:M $\rightarrow$ $M$ by

$$
T(x)=\left\{\begin{array}{ll}
\frac{1}{2} & \text { if } 0 \leq x \leq \frac{1}{2} \\
\frac{x}{2}+\frac{1}{4} & \text { if } \frac{1}{2} \leq x \leq 1 .
\end{array} \quad \text { and } \quad I(x)= \begin{cases}\frac{1}{2} & \text { if } 0 \leq x \leq \frac{1}{2} \\
1-x & \text { if } \frac{1}{2} \leq x \leq 1\end{cases}\right.
$$

Then $(S, \rho)$ is a convex metric space with $W(x, y, \lambda)=\lambda x+(1-\lambda) y$. It is easy to verify that the pair $(T, I)$ satisfies (E.A.) property with respect to $q=\frac{1}{2}$, but the pair violates the condition that the range set of one map is contained in the range set of another map since $T(M)=\left[\frac{1}{2}, \frac{3}{4}\right] \nsubseteq\left[0, \frac{1}{2}\right]=I(M)$ and $I(M)=\left[0, \frac{1}{2}\right] \nsubseteq\left[\frac{1}{2}, \frac{3}{4}\right]=T(M)$.

In this way, we can say that there are certain pairs of self-maps, namely $T$ and $I$, defined on a set (say $M$ ), which satisfies (E.A.) property in the set up of convex metric space but violates the condition $T(M) \subseteq I(M)$. Thus, the common fixed point theorems in which the pair of maps satisfy (E.A.) property with some other hypotheses will ensure the existence of a common fixed point for such maps.

Remark 2. As an application of Theorem 1, the authors in [18] obtained two more theorems (see Theorems 4.1 and 4.2 of [18]). Since we have quoted a gap in the proof of Theorem 1, Theorems 4.1 and 4.2 of [18] are no longer valid. Thus, these theorems can also be modified by using the notion of (E.A.) property in the set up of a convex metric space.

## 4. Conclusions

In this work, a gap in the proof of the main result of Rouzkard et al. (The Bulletin of the Belgian Mathematical Society 2012) is detected. Then after, utilizing the concept of (E.A.) property in convex metric space, we obtained an alternative and correct version of this result.

In the set up of a convex metric space, the notion of (E.A.) property introduced by Kumar and Rathee [17] for proving the common fixed point theorems is more important than the hypothesis that a range set of one map is contained in the range set of another map and it develops some new extensions.
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## 1. Introduction and Mathematical Preliminaries

Let $(X, d)$ be a metric space. The following standard notations and definitions will be used. $N(X)$ is the family of all nonempty subsets of $X, B(X)$ is the family of all nonempty bounded subsets of $X, C B(X)$ is the family of all nonempty closed and bounded subsets of $X, K(X)$ is the family of all nonempty compact subsets of $X$ and

$$
D(x, B)=\inf \{d(x, y): y \in B\}, \text { where } x \in X \text { and } B \in B(X)
$$

$$
H(A, B)=\max \left\{\sup _{x \in A} D(x, B), \sup _{y \in B} D(y, A)\right\}, \text { where } A, B \in C B(X) .
$$

$H$ is known as the Hausdorff metric induced by the metric $d$ on $C B(X)$ [1]. Furthermore, if $(X, d)$ is complete then $(C B(X), H)$ is also complete.

Let $X$ be a nonempty set and $\mathcal{V}=\{(x, x): x \in X\}$. Consider a directed graph $G$ such that the set $V(G)$ of its vertices coincides with $X$ and the set $E(G)$ of its edges contains all loops, i.e., $\mho \subseteq E(G)$. Assume that $G$ has no parallel edges. By $G^{-1}$ we denote the graph obtained from $G$ by reversing the directions of the edges. Thus, $V\left(G^{-1}\right)=V(G)$ and $E\left(G^{-1}\right)=\{(x, y) \in X \times X:(y, x) \in E(G)\}$. By $\widetilde{G}$ we denote the undirected graph obtained from $G$ by ignoring the direction of edges. Actually, it will be more convenient for us to treat $\widetilde{G}$ as a directed graph for which the $V(\widetilde{G})=V(G)$ and $E(\widetilde{G})=E(G) \cup E\left(G^{-1}\right)$. A nonempty set $X$ is said to be endowed with a directed graph $G(V, E)$ if $V(G)=X$ and $\mho \subseteq E(G)$.

Let $F:(0, \infty) \rightarrow \mathbb{R}$ be a function with the following properties:
$(F 1) F$ is strictly increasing, i.e., $x<y \Longrightarrow F(x)<F(y)$;
(F2) For each sequence $\left\{\alpha_{n}\right\}_{n=1}^{\infty}$ in $(0, \infty), \lim _{n \rightarrow \infty} \alpha_{n}=0$ if and only if $\lim _{n \rightarrow \infty} F\left(\alpha_{n}\right)=-\infty$;
(F3) There exists $k \in(0,1)$ such that $\lim _{\alpha \rightarrow 0} \alpha^{k} F(\alpha)=0$;
(F4) $F(\inf A)=\inf F(A)$ for all $A \subset(0, \infty)$ with $\inf A>0$.
We denote the set of all functions $F$ satisfying $(F 1-F 3)$ by $\Im$ and the set of all functions $F$ satisfying $(F 1-F 4)$ by $\Im_{*}$.

Wardowski [2] introduced the notion of $F$-contraction and established a new type of generalization of the Banach's contraction mapping principle.

Definition 1 ([2]). Let $(X, d)$ be a metric space. A mapping $T: X \rightarrow X$ is said to be an $F$-contraction if there exist $F \in \Im$ and $\tau>0$ such that

$$
\tau+F(d(T x, T y)) \leq F(d(x, y))
$$

holds for any $x, y \in X$ with $d(T x, T y)>0$.
Theorem 1 ([2]). Let $(X, d)$ be a complete metric space and $T: X \rightarrow X$ be an F-contraction. Then $T$ has a unique fixed point $\xi$ in $X$.

Definition 2 ([3]). Let $(X, d)$ be a metric space endowed with a directed graph $G(V, E)$. A mapping $T: X \rightarrow X$ is graph-preserving if

$$
(x, y) \in E(G), \text { for } x, y \in X \Longrightarrow(T x, T y) \in E(G)
$$

Definition 3 ([4]). Let $(X, d)$ be a metric space endowed with a directed graph $G(V, E)$. A mapping $T: X \rightarrow X$ is said to be an GF-contraction if $T$ is graph-preserving and there exist $F \in \Im$ and $\tau>0$ such that

$$
\tau+F(d(T x, T y)) \leq F(d(x, y))
$$

holds for any $x, y \in X$ with $(x, y) \in E(G)$ and $d(T x, T y)>0$.
Definition 4 ([5]). Let $(X, d)$ be a metric space endowed with a directed graph $G(V, E)$. A multivalued mapping $T: X \rightarrow C B(X)$ is graph-preserving if

$$
(x, y) \in E(G), \text { for } x, y \in X \Longrightarrow(u, v) \in E(G), \text { whenever } u \in T x \text { and } v \in T y
$$

Lemma 1 ([5]). Let $(X, d)$ be a metric space and $T: X \rightarrow N(X)$ be an upper semi-continuous mapping such that $T x$ is closed for all $x \in X$. If $x_{n} \rightarrow x_{0}, y_{n} \rightarrow y_{0}$ and $y_{n} \in T x_{n}$, then $y_{0} \in T x_{0}$.

Definition 5 ([5]). Let $(X, d)$ be a metric space endowed with a directed graph $G(V, E)$. A multivalued mapping $T: X \rightarrow C B(X)$ is weakly graph-preserving if $(x, y) \in E(G)$ where $x \in X$ and $y \in T x$, implies that $(y, z) \in E(G)$ for all $z \in T y$.

Let $X$ be a nonempty set and $T: X \rightarrow N(X)$ be a multivalued mapping. We define

$$
\begin{gathered}
P_{T}=\{x \in X: x \in T x\}, \quad T_{G}=\{(x, y) \in E(G): H(T x, T y)>0\} \text { and } \\
X_{T}=\{x \in X:(x, y) \in E(G) \text { for some } y \in T x\}
\end{gathered}
$$

The following class of functions will be used in our results in the next section.
Let $\psi:[0, \infty)^{5} \rightarrow[0, \infty)$ be such that (i) $\psi$ is continuous and monotone nondecreasing in each coordinate, (ii) $\psi(t, t, t, t, t) \leq t$ for all $t \geq 0$. We denote the collection of such functions $\psi$ by the symbol $\Psi$.

Let $\phi:[0, \infty)^{4} \rightarrow[0, \infty)$ be such that (i) $\phi$ is continuous and monotone nondecreasing in each coordinate, (ii) $\phi\left(x_{1}, x_{2}, x_{3}, x_{4}\right)=0$ if $x_{1} x_{2} x_{3} x_{4}=0$. We denote the collection of such functions $\phi$ by the symbol $\Phi$.

Using the above mathematical notions in this paper we establish an F-contraction type multivalued fixed-point result in a metric space with a graph. Fixed-point theory on metric spaces with the additional structure of a graph is a recent development. Some works from this line of research can be found in works such as [3,5-10]. We make specific choices
of a particular function used in the metric inequality to discuss special cases of the main theorem. This demonstrates the generality of our result. It may be further mentioned that F-contractions are new concepts in metric fixed-point theory which have been extended in various ways in works such as $[2,4-6,11,12]$. Essentially our results are in the domain of setvalued analysis to which the Banach contraction mapping principle was extended by Nadler [1]. In his result Nadler used the Hausdorff distance. The work was followed by several other works such as [5,6,13-15]. The contractive inequality which we use in our problem involves some rational terms. Dass and Gupta [16] generalized the Banach's contraction mapping principle by using a contractive condition of rational type. Fixed-point theorems for contractive type conditions satisfying rational inequalities in metric spaces have been developed in several works [17-20]. Finally, we support our main theorem with illustrative examples.

## 2. Main Result

Theorem 2. Let $(X, d)$ be a complete metric space endowed with a directed graph $G$ and $T$ : $X \rightarrow K(X)$ be a multivalued map. Suppose that (i) $T$ is upper semi-continuous and weakly graph-preserving, (ii) $X_{T}$ is nonempty, (iii) there exist $\tau>0, F \in \Im, \psi \in \Psi$ and $\phi \in \Phi$ such that for $x, y \in X$ with $(x, y) \in T_{G}$,

$$
\tau+F(H(T x, T y)) \leq F(M(x, y)+N(x, y))
$$

where $N(x, y)=\phi(D(x, T x), D(y, T y), D(x, T y), D(y, T x))$ and

$$
\begin{aligned}
M(x, y)=\psi\left(d(x, y), D(x, T x), D(y, T y), \frac{D(x, T x) D(y, T y)+D(x, T y) D(y, T x)}{1+d(x, y)}\right. \\
\left.\frac{D(x, T x) D(y, T y)+D(x, T y) D(y, T x)}{1+H(T x, T y)}\right)
\end{aligned}
$$

Then $P_{T}$ is nonempty.
Proof. Let us assume $T$ has no fixed point. Then $D(x, T x)>0$ for all $x \in X$. Let $x_{0} \in X_{T}$. Then there exists $x_{1} \in T x_{0}$ such that $\left(x_{0}, x_{1}\right) \in E(G)$. Now $0<D\left(x_{1}, T x_{1}\right) \leq H\left(T x_{0}, T x_{1}\right)$, which implies that $\left(x_{0}, x_{1}\right) \in T_{G}$. Using the assumption (iii) and a property of $F$, we have

$$
\begin{equation*}
F\left(D\left(x_{1}, T x_{1}\right)\right) \leq F\left(H\left(T x_{0}, T x_{1}\right)\right) \leq F\left(M\left(x_{0}, x_{1}\right)+N\left(x_{0}, x_{1}\right)\right)-\tau \tag{1}
\end{equation*}
$$

where

$$
\begin{align*}
& M\left(x_{0}, x_{1}\right)= \psi\left(d\left(x_{0}, x_{1}\right), D\left(x_{0}, T x_{0}\right), D\left(x_{1}, T x_{1}\right),\right. \\
& \frac{D\left(x_{0}, T x_{0}\right) D\left(x_{1}, T x_{1}\right)+D\left(x_{0}, T x_{1}\right) D\left(x_{1}, T x_{0}\right)}{1+d\left(x_{0}, x_{1}\right)}, \\
&\left.\frac{D\left(x_{0}, T x_{0}\right) D\left(x_{1}, T x_{1}\right)+D\left(x_{0}, T x_{1}\right) D\left(x_{1}, T x_{0}\right)}{1+H\left(T x_{0}, T x_{1}\right)}\right) \\
& \leq \psi\left(d\left(x_{0}, x_{1}\right), d\left(x_{0}, x_{1}\right), D\left(x_{1}, T x_{1}\right), \frac{D\left(x_{0}, T x_{0}\right) D\left(x_{1}, T x_{1}\right)}{1+d\left(x_{0}, x_{1}\right)},\right. \\
&\left.\frac{D\left(x_{0}, T x_{0}\right) D\left(x_{1}, T x_{1}\right)}{1+H\left(T x_{0}, T x_{1}\right)}\right) \\
& \leq \psi\left(d\left(x_{0}, x_{1}\right), d\left(x_{0}, x_{1}\right), D\left(x_{1}, T x_{1}\right), \frac{D\left(x_{0}, T x_{0}\right) D\left(x_{1}, T x_{1}\right)}{1+d\left(x_{0}, x_{1}\right)},\right. \\
& \leq\left.\frac{d\left(x_{0}, x_{1}\right) D\left(x_{1}, T x_{1}\right)}{1+D\left(x_{1}, T x_{1}\right)}\right) \\
& \leq \psi\left(d\left(x_{0}, x_{1}\right), d\left(x_{0}, x_{1}\right), D\left(x_{1}, T x_{1}\right), D\left(x_{1}, T x_{1}\right), d\left(x_{0}, x_{1}\right)\right) \tag{2}
\end{align*}
$$

and

$$
\begin{aligned}
0 \leq N\left(x_{0}, x_{1}\right) & =\phi\left(D\left(x_{0}, T x_{0}\right), D\left(x_{1}, T x_{1}\right), D\left(x_{0}, T x_{1}\right), D\left(x_{1}, T x_{0}\right)\right) \\
& \leq \phi\left(d\left(x_{0}, x_{1}\right), D\left(x_{1}, T x_{1}\right), D\left(x_{0}, T x_{1}\right), d\left(x_{1}, x_{1}\right)\right)=0
\end{aligned}
$$

that is, $N\left(x_{0}, x_{1}\right)=0$.
If possible, suppose that $d\left(x_{0}, x_{1}\right) \leq D\left(x_{1}, T x_{1}\right)$. Then from (2), using the properties of $\psi$, we have

$$
\begin{aligned}
M\left(x_{0}, x_{1}\right) & \leq \psi\left(D\left(x_{1}, T x_{1}\right), D\left(x_{1}, T x_{1}\right), D\left(x_{1}, T x_{1}\right), D\left(x_{1}, T x_{1}\right), D\left(x_{1}, T x_{1}\right)\right) \\
& \leq D\left(x_{1}, T x_{1}\right)
\end{aligned}
$$

Using (1) and a property of $F$, we have

$$
F\left(D\left(x_{1}, T x_{1}\right)\right) \leq F\left(D\left(x_{1}, T x_{1}\right)\right)-\tau
$$

which is a contradiction. Thus, $D\left(x_{1}, T x_{1}\right)<d\left(x_{0}, x_{1}\right)$. Using (2) and the properties of $\psi$, we have

$$
\begin{aligned}
M\left(x_{0}, x_{1}\right) & \leq \psi\left(d\left(x_{0}, x_{1}\right), d\left(x_{0}, x_{1}\right), d\left(x_{0}, x_{1}\right), d\left(x_{0}, x_{1}\right), d\left(x_{0}, x_{1}\right)\right) \\
& \leq d\left(x_{0}, x_{1}\right)
\end{aligned}
$$

By (1) and a property of $F$, we have

$$
\begin{equation*}
F\left(D\left(x_{1}, T x_{1}\right)\right) \leq F\left(d\left(x_{0}, x_{1}\right)\right)-\tau \tag{3}
\end{equation*}
$$

Since $T x_{1}$ is compact, there exists $x_{2} \in T x_{1}$ such that $d\left(x_{1}, x_{2}\right)=D\left(x_{1}, T x_{1}\right)$. Hence from (3), we have

$$
\begin{equation*}
F\left(d\left(x_{1}, x_{2}\right)\right) \leq F\left(d\left(x_{0}, x_{1}\right)\right)-\tau \tag{4}
\end{equation*}
$$

As $T$ is weakly graph-preserving, $\left(x_{0}, x_{1}\right) \in E(G), x_{1} \in T x_{0}$ and $x_{2} \in T x_{1}$, we have $\left(x_{1}, x_{2}\right) \in E(G)$. Now, $0<D\left(x_{2}, T x_{2}\right) \leq H\left(T x_{1}, T x_{2}\right)$, which implies that $\left(x_{1}, x_{2}\right) \in T_{G}$. By the assumption (iii) and a property of $F$, we have

$$
\begin{equation*}
F\left(D\left(x_{2}, T x_{2}\right)\right) \leq F\left(H\left(T x_{1}, T x_{2}\right)\right) \leq F\left(M\left(x_{1}, x_{2}\right)+N\left(x_{1}, x_{2}\right)\right)-\tau \tag{5}
\end{equation*}
$$

Arguing similarly as before, we have

$$
\begin{equation*}
F\left(D\left(x_{2}, T x_{2}\right)\right) \leq F\left(d\left(x_{1}, x_{2}\right)\right)-\tau \tag{6}
\end{equation*}
$$

Since $T x_{2}$ is compact, there exists $x_{3} \in T x_{2}$ such that $d\left(x_{2}, x_{3}\right)=D\left(x_{2}, T x_{2}\right)$. From (6), we have

$$
\begin{equation*}
F\left(d\left(x_{2}, x_{3}\right)\right) \leq F\left(d\left(x_{1}, x_{2}\right)\right)-\tau \tag{7}
\end{equation*}
$$

Continuing this process, we construct a sequence $\left\{x_{n}\right\}$ such that for all $n \geq 0$,

$$
\begin{equation*}
x_{n+1} \in T x_{n}, \quad\left(x_{n}, x_{n+1}\right) \in T_{G} \tag{8}
\end{equation*}
$$

and

$$
\begin{equation*}
F\left(d\left(x_{n}, x_{n+1}\right)\right) \leq F\left(d\left(x_{n-1}, x_{n}\right)\right)-\tau . \tag{9}
\end{equation*}
$$

Let $\gamma_{n}=d\left(x_{n}, x_{n+1}\right)$ for all $n \geq 0$.

From (9), we have

$$
\begin{equation*}
F\left(\gamma_{n}\right) \leq F\left(\gamma_{n-1}\right)-\tau \leq F\left(\gamma_{n-2}\right)-2 \tau \leq \ldots \leq F\left(\gamma_{0}\right)-n \tau . \tag{10}
\end{equation*}
$$

Taking limit as $n \rightarrow \infty$ in the above inequality, we get $\lim _{n \rightarrow \infty} F\left(\gamma_{n}\right)=-\infty$, which by property $\left(F_{2}\right)$ of $F$, implies that $\lim _{n \rightarrow \infty} \gamma_{n}=0$. Then by property $\left(F_{3}\right)$ of $F$, there exists $k \in(0,1)$ such that $\lim _{n \rightarrow \infty} \gamma_{n}^{k} F\left(\gamma_{n}\right)=0$. Now, using (10), we have

$$
\gamma_{n}^{k} F\left(\gamma_{n}\right)-\gamma_{n}^{k} F\left(\gamma_{0}\right) \leq-\gamma_{n}^{k} n \tau \leq 0
$$

Letting $n \rightarrow \infty$ in the above inequality, we obtain

$$
\lim _{n \rightarrow \infty} n \gamma_{n}^{k}=0
$$

Then there exists $n_{1} \in N$ such that $n \gamma_{n}^{k} \leq 1$ for all $\mathrm{n} \geq n_{1}$, which implies that $\gamma_{n} \leq \frac{1}{n^{\frac{1}{k}}}$ for all $n \geq n_{1}$. Then we have

$$
\sum_{n=n_{1}}^{\infty} d\left(x_{n}, x_{n+1}\right)=\sum_{n=n_{1}}^{\infty} \gamma_{n} \leq \sum_{n=n_{1}}^{\infty} \frac{1}{n^{\frac{1}{k}}}
$$

As $0<k<1, \sum_{n=n_{1}}^{\infty} \frac{1}{n^{\frac{1}{k}}}$ is convergent. Then it follows that $\sum d\left(x_{n}, x_{n+1}\right)$ is convergent. This implies that $\left\{x_{n}\right\}$ is a Cauchy sequence. As $X$ is complete, there exists $z \in X$ such that $\lim _{n \rightarrow \infty} x_{n}=z$. Since $T$ is upper semi-continuous, by Lemma 1 , we have $z \in T z$, which contradicts the assumption that $T$ has no fixed point. Hence $T$ has a fixed point, i.e., $P_{T}$ is nonempty.

Remark 1. Varying the functions $\psi$ and $\phi$ in the assumption (iii) of Theorem 2, we have different form of F-contractions for which Theorems 2 hold. For some examples, choosing
(a) $\psi\left(t_{1}, t_{2}, t_{3}, t_{4}, t_{5}\right)=t_{1}$ and $\phi\left(x_{1}, x_{2}, x_{3}, x_{4}\right)=0$,
(b) $\psi\left(t_{1}, t_{2}, t_{3}, t_{4}, t_{5}\right)=\max \left\{t_{2}, t_{3}\right\}$ and $\phi\left(x_{1}, x_{2}, x_{3}, x_{4}\right)=0$,
(c) $\psi\left(t_{1}, t_{2}, t_{3}, t_{4}, t_{5}\right)=\max \left\{t_{4}, t_{5}\right\}$ and $\phi\left(x_{1}, x_{2}, x_{3}, x_{4}\right)=0$,
(d) $\psi\left(t_{1}, t_{2}, t_{3}, t_{4}, t_{5}\right)=\max \left\{t_{1}, t_{2}, t_{3}, t_{4}, t_{5}\right\}$ and $\phi\left(x_{1}, x_{2}, x_{3}, x_{4}\right)=0$,
respectively, we have the following form of F-contractions respectively

$$
\begin{aligned}
& 1_{(a)}: \tau+F(H(T x, T y)) \leq F(d(x, y)), \\
& 2_{(b)}: \tau+F(H(T x, T y)) \leq F(\max \{D(x, T x), D(y, T y)\}), \\
& 3_{(c)}: \tau+F(H(T x, T y)) \leq F\left(\operatorname { m a x } \left\{\frac{D(x, T x) D(y, T y)+D(x, T y) D(y, T x)}{1+d(x, y)},\right.\right. \\
& \left.\left.\frac{D(x, T x) D(y, T y)+D(x, T y) D(y, T x)}{1+H(T x, T y)}\right\}\right), \\
& 4_{(d)}: \tau+F(H(T x, T y)) \leq F(M(x, y)), \\
& \text { where } M(x, y)=\max \left\{d(x, y), D(x, T x), D(y, T y), \frac{D(x, T x) D(y, T y)+D(x, T y) D(y, T x)}{1+d(x, y)},\right. \\
& \left.\frac{D(x, T x) D(y, T y)+D(x, T y) D(y, T x)}{1+H(T x, T y)}\right\} .
\end{aligned}
$$

Remark 2. Theorem 2 is a generalization of Theorem 2 in [6].

Remark 3. Theorem 2 is true for the class of functions $T: X \rightarrow C B(X)$ under the consideration of the class of function $\Im_{*}$ instead of $\Im$. Arguing similarly as in the proof of Theorem 2 and taking into account the condition (F4) of $F$, we get

$$
\begin{aligned}
F\left(D\left(x_{1}, T x_{1}\right)\right) & =F\left(\inf \left\{d\left(x_{1}, z\right): z \in T x_{1}\right\}\right) \\
& =\inf \left(F\left(\left\{d\left(x_{1}, z\right): z \in T x_{1}\right\}\right)\right) .
\end{aligned}
$$

From (3), we have

$$
\inf \left(F\left(\left\{d\left(x_{1}, z\right): z \in T x_{1}\right\}\right)\right) \leq F\left(d\left(x_{0}, x_{1}\right)\right)-\tau<F\left(d\left(x_{0}, x_{1}\right)\right)-\frac{\tau}{2}
$$

Then there exists $x_{2} \in T x_{1}$ such that

$$
F\left(d\left(x_{1}, x_{2}\right)\right) \leq F\left(d\left(x_{0}, x_{1}\right)\right)-\frac{\tau}{2} .
$$

Arguing similarly as in the proof of Theorem 2, it can be proved that $P_{T}$ is nonempty.
Example 1. Take the metric space $X=[0, \infty)$ with usual metric d. Assume that $G$ is a directed graph with $V(G)=X$ and $E(G)=\{(x, y)$ : if $x, y \in[0,1]\} \cup\{(x, x): x>1\}$. Define a multivalued mapping $T: X \rightarrow K(X)$ as $T x= \begin{cases}{\left[0, \frac{e^{-\tau}}{5} x\right]} & \text { if } x \in[0,1], \\ \left\{\frac{e^{-\tau}}{5}\right\} & \text { if } x>1 .\end{cases}$
Let $F(x)=\ln (x), \psi\left(x_{1}, x_{2}, x_{3}, x_{4}, x_{5}\right)=x_{1}, \phi\left(x_{1}, x_{2}, x_{3}, x_{4}\right)=0$ and $\tau>0$. Then $T$ is upper semi-continuous and weakly graph-preserving. Let $x, y \in X$ with $(x, y) \in E(G)$ and $H(T x, T y)>0$. Then $x, y \in[0,1]$ with $x \neq y$. Without loss of generality, assume that $y<x$. Then

$$
H(T x, T y)=e^{-\tau} \frac{1}{5}|x-y| \leq e^{-\tau}|x-y|=e^{-\tau} d(x, y)
$$

Taking ' ln ' on both sides of the above equation, we get

$$
\begin{array}{r}
F(H(T x, T y)) \leq-\tau+F(d(x, y)), \\
\tau+F(H(T x, T y)) \leq F(d(x, y)) \\
\tau+F(H(T x, T y)) \leq F(M(x, y)+N(x, y))
\end{array}
$$

where $N(x, y)=\phi(D(x, T x), D(y, T y), D(x, T y), D(y, T x))$ and

$$
M(x, y)=\psi\left(d(x, y), D(x, T x), D(y, T y), \frac{D(x, T x) D(y, T y)+D(x, T y) D(y, T x)}{1+d(x, y)}, \quad \begin{array}{l}
\left.\frac{D(x, T x) D(y, T y)+D(x, T y) D(y, T x)}{1+H(T x, T y)}\right) .
\end{array}\right.
$$

Thus, all the conditions of Theorem 2 are satisfied and here $P_{T}=\{0\}$ is the fixed-point set of $T$.
Example 2. Let $X=\{0,1,2,3,4,5,6,7,8\}$ and $G$ be a directed graph with $V(G)=X$ and $E(G)=\{(0,0),(0,1),(0,4),(0,5),(1,1),(1,0),(1,2),(1,3),(2,2),(2,3),(3,2),(3,3),(4,4)$, $(4,5),(5,4),(5,5),(6,6),(6,7),(7,1),(7,7),(8,7),(8,8)\}$. Let $d$ be a metric defined on $X$ as $d(x, y)=\left\{\begin{array}{l}0 \quad \text { if } x=y, \\ x+y \text { if } x \neq y .\end{array}\right.$

Let $T: X \rightarrow K(X)$ be defined as

$$
T(x)= \begin{cases}\{4,5\}, & \text { if } x \in\{0,4,5\}, \\ \{2,3\}, & \text { if } x \in\{1,2,3\}, \\ \{7\}, & \text { if } x \in\{6,8\}, \\ \{1\}, & \text { if } x=7 .\end{cases}
$$

Let $F(x)=\ln (x), \psi\left(x_{1}, x_{2}, x_{3}, x_{4}, x_{5}\right)=\max \left(x_{1}, x_{2}, x_{3}, x_{4}, x_{5}\right), \phi\left(x_{1}, x_{2}, x_{3}, x_{4}\right)=x_{1} x_{2} x_{3} x_{4}$ and $\tau=0.2$. Then all the conditions of Theorem 2 are satisfied and here $P_{T}=\{2,3,4,5\}$ is the fixed-point set of $T$.

Remark 4. Take $x=0$ and $y=1$. Then $H(T 0, T 1)=7, d(0,1)=1, D(0, T 0)=4, D(1, T 1)=$ $3, D(0, T 1)=2, D(1, T 0)=5$. It is easy to verify that the inequality (3.1) of Theorem 2 in [6] is not satisfied when $x=0$ and $y=1$. Therefore, the above example is not applicable in case of Theorem 2 in [6]. Hence Theorem 2 is an actual extension of Theorem 2 in [6].

## 3. Conclusions

In this paper, we combine several concepts which have featured prominently in the recent literature of fixed-point theory. Fixed-point theory has many applications as, for instances, those in $[10,21]$. It is our perception that the structure of graph on the metric space allows us to obtain fixed-point results with more flexibility and for making some new applications. These problems are supposed to be taken up in our future works.
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## 1. Introduction

Banach's fixed point theorem has proven to be a powerful tool in pure and applied mathematics. Coupled fixed points were initiated in [1] more than 30 year ago. It turns out that the last 10 years there is a great interest on coupled fixed points, both in fundamental results and their applications [2-5]. We would like to mention a new kind of applications in the theory of equilibrium in duopoly markets $[6,7]$.

A notion that generalizes fixed point results for non-self maps is that of cyclic maps [8] i.e., $T: A \rightarrow B, T: B \rightarrow A$. Since a cyclic map $T$ does not necessarily have a fixed point, one can alter the problem $x=T x$ to a problem to find an element $x$ which is in some sense closest to $T x$. Best proximity points were introduced for cyclic maps in [9] ( $x$ is called a best proximity points of $T$ in $A$ if $\|x-T x\|=\operatorname{dist}(A, B)=\inf \{\|a-b\|: a \in A, b \in B\})$ and they are relevant in this perspective. The notion of best proximity points [9] actually generalizes the notion of cyclic maps from [8], as far as if $A \cap B \neq \varnothing$, then any best proximity point is a fixed point, too. It turns out that best proximity points are interesting not only as a pure mathematical results, but also as a possibility for a new approach in solving of different types of problems [2-7].

We would like to mention just a few very recent results about coupled best proximity points, that can be applied in solving of different types of problems. The authors have investigated a generalization of GKT cyclic $\Phi$-contraction mapping in [10] and a non trivial application for solving of initial value problem is presented. The existence of coupled best proximity point for a class of cyclic (or noncyclic) condensing operators are studied in [11] an the main result applied for finding of an optimal solution for a system of differential equations. A new class of mappings called fuzzy proximally compatible mappings are considered in [12], where coupled best proximity point results are obtained and further applied in finding the fuzzy distance between two subsets of a fuzzy metric space.

Unfortunately all of the mentions above results are for $2-$ cyclic maps. It is not easy to generalize the results about 2 -cyclic maps to $p$-cyclic maps. The first breakthrough was obtained in [13], where authors succeed to show that for wide classes of maps the distances between the successive sets are equal. The technique from [13] was later widely used [14-17].

We have tried to unify the techniques from $[1,13]$ to get results for the existence and uniqueness of coupled fixed (or best proximity points) for $p$-cyclic maps.

The first results related to finding the error estimate for best proximity points is made in [18]. In [19], results for the existence and uniqueness of coupled best proximity points are obtained, as well as an error estimate is obtained. In this article, $p$-cyclic operators are considered, and the results obtained include as a special case the results obtained in [13,19].

## 2. Preliminaries

We will summarize the notions and the results that we will need.
If $A$ and $B$ are nonempty subsets of the metric space $(X, d)$, then a distance between the sets $A$ and $B$ will be the number $\operatorname{dist}(A, B)=\inf \{d(x, y): x \in A, y \in B\}$.

Let $\left\{A_{i}\right\}_{i=1}^{p}$ be nonempty subsets of $X$. Just to simplify some of the formulas we will assume the convention that $A_{k p+i}=A_{i}$ for $i=1,2, \ldots, p$ and $k \in \mathbb{N}$.

Following [13], if $\left\{A_{i}\right\}_{i=1}^{p}$ be nonempty subsets of a metric space $(X, d)$, then the map $T: \bigcup_{i=1}^{p} A_{i} \rightarrow \bigcup_{i=1}^{p} A_{i}$ is called a $p$-cyclic map if it is satisfied that $T\left(A_{i}\right) \subseteq T\left(A_{i+1}\right)$ for every $i=1,2, \ldots, p$. A point $\xi \in A_{i}$ is called a best proximity point of the cyclic map $T$ in $A_{i}$ if $d(\xi, T \xi)=\operatorname{dist}\left(A_{i}, A_{i+1}\right)$.

The next two lemmas are fundamental to the best proximity points theory.
Lemma 1. ([9]) Let $A$ be a nonempty closed, convex subset, and $B$ be a nonempty closed subset of a uniformly convex Banach space $(X,\|\cdot\|)$. Let $\left\{x_{n}\right\}_{n=1}^{\infty}$ and $\left\{z_{n}\right\}_{n=1}^{\infty}$ be two sequences in $A$ and $\left\{y_{n}\right\}_{n=1}^{\infty}$ be a sequence in $B$ so that:

1) $\lim _{n \rightarrow \infty}\left\|x_{n}-y_{n}\right\|=\operatorname{dist}(A, B)$;
2) $\lim _{n \rightarrow \infty}\left\|z_{n}-y_{n}\right\|=\operatorname{dist}(A, B)$;
then $\lim _{n \rightarrow \infty}\left\|x_{n}-z_{n}\right\|=0$.
Lemma 2. ([9]) Let $A$ be a nonempty closed, convex subset, and B be a nonempty closed subset of a uniformly convex Banach space $(X,\|\cdot\|)$. Let $\left\{x_{n}\right\}_{n=1}^{\infty}$ and $\left\{z_{n}\right\}_{n=1}^{\infty}$ be sequences in $A$ and $\left\{y_{n}\right\}_{n=1}^{\infty}$ be a sequence in B satisfying:
(1) $\lim _{n \rightarrow \infty}\left\|z_{n}-y_{n}\right\|=\operatorname{dist}(A, B)$;
(2) for every $\varepsilon>0$ there is a number $N_{0} \in \mathbb{N}$, such that for any $m>n \geq N_{0},\left\|x_{n}-y_{n}\right\| \leq$ $\operatorname{dist}(A, B)+\varepsilon$,
then for every $\varepsilon>0$, there is a number $N_{1} \in \mathbb{N}$, so that for all $m>n>N_{1}$, holds the inequality $\left\|x_{m}-z_{n}\right\| \leq \varepsilon$.

The geometric structure of the underlying space $X$ plays a key role. When we consider the Banach space $(X,\|\cdot\|)$ we will always assume that the distance between the elements is generated by the norm $\|\cdot\|$ i.e., $d(x, y)=\|x-y\|$.

Definition 1. [20] Let $(X,\|\cdot\|)$ be a Banach space. For every $\varepsilon \in(0,2]$ we define the modulus of convexity of $\|\cdot\|$ by

$$
\delta_{\|\cdot\|}(\varepsilon)=\inf \left\{1-\left\|\frac{x+y}{2}\right\|: x, y \in B_{X},\|x-y\| \geq \varepsilon\right\}
$$

The norm is called uniformly convex if $\delta_{X}(\varepsilon)>0$ for all $\varepsilon \in(0,2]$. The space $(X,\|\cdot\|)$ is then called a uniformly convex space.

For any uniformly convex Banach space $X$ there holds the inequality [9]

$$
\begin{equation*}
\left\|\frac{x+y}{2}-z\right\| \leq\left(1-\delta_{X}\left(\frac{r}{R}\right)\right) R \tag{1}
\end{equation*}
$$

for any $x, y, z \in X$, such that $\|x-z\| \leq R,\|y-z\| \leq R$ and $\|x-y\| \geq r$, provided that $R, r$ be real numbers and $R>0, r \in[0,2 R]$.

For any uniformly convex Banach space $(X,\|\cdot\|)$ its modulus of convexity $\delta_{X}$ is strictly increasing function and thus its inverse function $\delta^{-1}$ exists. If there are constants $C>0$ and $q>0$, so that the inequality $\delta_{\|\cdot\|}(\varepsilon) \geq C \varepsilon^{q}$ holds for any $\varepsilon \in(0,2]$ we say that the modulus of convexity is of power type $q$ with a constant $C$.

An extensive study of the Geometry of Banach spaces can be found in [21-23].

## 3. Auxiliary Results

The iterated sequence $\left\{\left(x_{n}, y_{n}\right)\right\}_{n=0}^{\infty}$ (defined in ([1] in the statement of Theorem 1 for coupled fixed points and in [24] in the statement of Lemma 3.8 for coupled best proximity points) will play a crucial role in the proofs of the results, as far as the ordered pair $(x, y)$ of coupled fixed (or best proximity) points is obtained as its limit.

Definition 2. ([1,24]) Let $\left\{A_{i}\right\}_{i=1}^{p}$ be nonempty subsets of a metric space $X$ and $T: \bigcup_{i=1}^{p} A_{i} \times$ $A_{i} \rightarrow A_{i+1}$. For any $\left(x_{0}, y_{0}\right) \in A_{i} \times A_{i}$ the sequence $\left\{\left(x_{n}, y_{n}\right)\right\}_{n=0}^{\infty}$ is define inductively by $\left(x_{1}, y_{1}\right)=\left(T\left(x_{0}, y_{0}\right), T\left(y_{0}, x_{0}\right)\right)$ and if $\left(x_{n}, y_{n}\right)$ has been already defined then $\left(x_{n+1}, y_{n+1}\right)=$ $\left(T\left(x_{n}, y_{n}\right), T\left(y_{n}, x_{n}\right)\right)$.

When we consider a sequence $\left\{\left(x_{n}, y_{n}\right)\right\}_{n=0}^{\infty}$ we will always assume that it is the iterated sequence defined in Definition 2. Sometimes we will consider a subsequence $\left\{\left(x_{n_{k}}, y_{n_{k}}\right)\right\}_{k=1}^{\infty}$ of $\left\{\left(x_{n}, y_{n}\right)\right\}_{n=0}^{\infty}$.

The notion of a coupled best proximity point for cyclic maps was defined in [24] and the notion of best proximity point for $p$-cyclic maps was introduced in [13]. We will combine both definitions to define a coupled best proximity point for a $p$-cyclic maps.

Definition 3. Let $A_{i}, i=1,2, \ldots, p$ be nonempty subsets of a metric space $(X, d)$ and $T$ : $A_{i} \times A_{i} \rightarrow A_{i+1}$ for $i=1,2, \ldots, p$. A point $(x, y) \in A_{i} \times A_{i}$ is said to be a best proximity point of $T$ in $A_{i} \times A_{i}$, if $d(x, T(x, y))=d(y, T(y, x))=d\left(A_{i}, A_{i+1}\right)$.

Following [13] we will define a $p$-cyclic contractive condition for $T$ : $\bigcup_{p}^{i=1} A_{i} \times A_{i} \rightarrow$ $A_{i+1}$.

Definition 4. Let $\left\{A_{i}\right\}_{i=1}^{p}$ be nonempty subsets of a metric space $(X, d)$. The map $T$ is called $p$-cyclic contraction, if it satisfies the following condition:

- $\quad T: A_{i} \times A_{i} \rightarrow A_{i+1}$
- There exists $\alpha, \beta \geq 0, \alpha+\beta \in(0,1)$, such that the inequality

$$
\begin{equation*}
d(T(x, y), T(u, v)) \leq \alpha d(x, u)+\beta d(y, v)+(1-(\alpha+\beta)) d\left(A_{i}, A_{i+1}\right) \tag{2}
\end{equation*}
$$

holds for every $(x, y) \in A_{i} \times A_{i},(u, v) \in A_{i+1} \times A_{i+1}, 1 \leq i \leq p$.
Lemma 3. Let $\left\{A_{i}\right\}_{i=1}^{p}$ be nonempty subsets of a metric space $(X, d)$ and $T$ be a $p$-cyclic contraction map. Then $\operatorname{dist}\left(A_{i}, A_{i+1}\right)=\operatorname{dist}\left(A_{i+1}, A_{i+2}\right)$ for $i=1,2, \ldots, p$.

Proof. Let us put $d_{i+1}=\operatorname{dist}\left(A_{p-i}, A_{p-1-i}\right)$ for $i=0,1, \ldots p-1$ (where we use the convention $d_{p}=\operatorname{dist}\left(A_{1}, A_{0}\right)=\operatorname{dist}\left(A_{1}, A_{p}\right)$.

Let us suppose the contrary, that there are two indexes $k, j \in\{1,2, \ldots, p\}$, such that $\max _{i \in\{1,2, \ldots, p\}}\left\{d_{i}\right\}=d_{k}>d_{j}$. Without loss of generality we may assume, that $k=p$. There exists $s \in(0,1]$, such that

$$
\begin{equation*}
d_{j}=(1-s) d_{p} \tag{3}
\end{equation*}
$$

Let $\left(x_{0}, y_{0}\right) \in A_{p}$, then $x_{p n+m}, y_{p n+m} \in A_{m}, x_{p n}, y_{p n} \in A_{p}, x_{p n+1}, y_{p n+1} \in A_{1}$ and from (2) we get

$$
\begin{align*}
d\left(x_{n p+1}, x_{n p}\right) & =d\left(T\left(x_{n p}, y_{n p}\right), T\left(x_{n p-1}, y_{n p-1}\right)\right) \\
& \leq \alpha d\left(x_{n p}, x_{n p-1}\right)+\beta d\left(y_{n p}, y_{n p-1}+(1-\alpha-\beta) d_{1}\right) \tag{4}
\end{align*}
$$

and

$$
\begin{align*}
d\left(y_{n p+1}, y_{n p}\right) & =d\left(T\left(y_{n p}, x_{n p}\right), T\left(y_{n p-1}, x_{n p-1}\right)\right) \\
& \leq \alpha\left(d\left(y_{n p}, y_{n p-1}\right)+\beta d\left(x_{n p}, x_{n p-1}\right)+(1-\alpha-\beta) d_{1}\right) . \tag{5}
\end{align*}
$$

Let us, for what follows, to use the notation $\gamma=\alpha+\beta$. From (4) and (5) we can write the chain of inequalities

$$
\begin{align*}
& S_{1}=d\left(x_{n p+1}, x_{n p}\right)+d\left(y_{n p+1}, y_{n p}\right) \\
& \leq \gamma\left(d\left(x_{n p}, x_{n p-1}\right)+d\left(y_{n p}-y_{n p-1}\right)\right)+2(1-\gamma) d_{1} \\
& \leq \gamma\left[\gamma\left(d\left(x_{n p-1}, x_{n p-2}\right)+d\left(y_{n p-1}, x_{n p-2}\right)+2(1-\gamma) d_{2}\right)\right]+2(1-\gamma) d_{1} \\
& =\gamma^{2}\left(d\left(x_{n p-1}, x_{n p-2}\right)+d\left(y_{n p-1}, x_{n p-2}\right)\right)+2(1-\gamma)\left(\gamma d_{2}+d_{1}\right) \\
& \leq \gamma^{3}\left(d\left(x_{n p-2}, x_{n p-3}\right)+d\left(y_{n p-2}, x_{n p-3}\right)\right)+2(1-\gamma)\left(\gamma^{2} d_{3}+\gamma d_{2}+d_{1}\right) \\
& \leq \gamma^{p}\left(d\left(x_{n(p-1)+1}, x_{n(p-1)}\right)+d\left(y_{n(p-1)+1}, x_{n(p-1)}\right)\right)+2(1-\gamma) \sum_{i=0}^{p-1} \gamma^{i} d_{i+1}  \tag{6}\\
& \leq \gamma^{n p}\left(d\left(x_{1}, x_{0}\right)+d\left(y_{1}, x_{0}\right)\right)+2(1-2 \alpha) \sum_{i=0}^{p-1} \gamma^{i} \sum_{k=0}^{n-1} \gamma^{k p} d_{i+1}
\end{align*}
$$

and thus we get

$$
\sum_{i=0}^{p-1} \gamma^{i} \sum_{k=0}^{n-1} \gamma^{k p} d_{i+1}=\sum_{j=0}^{p-1} \sum_{k=0}^{n-1} \gamma^{k p+j} d_{j+1} \leq \frac{1}{1-\gamma^{p}} \sum_{k=0}^{p-1} \gamma^{k} d_{k+1}
$$

There exists $N \in \mathbb{N}$, so that for any $n \geq N$ there holds the inequality

$$
\gamma^{n p}\left(d\left(x_{1}, x_{0}\right)+d\left(y_{1}, y_{0}\right)\right) \leq \frac{s}{2} \frac{(1-\gamma) \gamma^{j}}{1-\gamma^{p}} d_{p}
$$

where $j$ and $s$ are the index and the constant from (3), respectively. Therefore using the assumption that $d_{j}=(1-s) d_{p}=d_{p}-s d_{p}$ and that for any $k \neq p$ there holds $d_{k} \leq d_{p}$ we get

$$
\begin{align*}
2 d_{p} & \leq d\left(x_{n p+1}, x_{n p}\right)+d\left(y_{n p+1}, y_{n p}\right) \\
& \leq \gamma^{n p}\left(d\left(x_{1}+x_{0}\right)+d\left(y_{1}+y_{0}\right)\right)+\frac{2(1-\gamma)}{1-\gamma^{p}} \sum_{k=0}^{p-1} \gamma^{k} d_{k+1} \\
& \leq \gamma^{n p}\left(d\left(x_{1}+x_{0}\right)+d\left(y_{1}+y_{0}\right)\right)-s \frac{(1-\gamma) \gamma^{j}}{1-\gamma^{p}} d_{p}+\frac{2(1-\gamma}{1-\gamma^{p}} \sum_{k=0}^{p-1} \gamma^{k} d_{p}  \tag{7}\\
& =\gamma^{n p}\left(d\left(x_{1}+x_{0}\right)+d\left(y_{1}+y_{0}\right)\right)-s \frac{(1-\gamma) \gamma^{j}}{1-\gamma^{p}} d_{p}+2 d_{p} \\
& <-\frac{s}{2} \frac{(1-\gamma) \gamma^{j}}{1-\gamma^{p}} d_{p}+2 d_{p}<2 d_{p}
\end{align*}
$$

which is a contradiction and consequently the assumption that there exists $j$ so that $d_{j}<$ $\max \left\{d_{i}: i=1,2, \ldots, p\right\}$ could not holds.

We have just proven in Lemma 3 that for maps, which satisfy Definition 4, there holds $\operatorname{dist}\left(A_{1}, A_{2}\right)=\operatorname{dist}\left(A_{2}, A_{3}\right)=\cdots=\operatorname{dist}\left(A_{p-1}, A_{p}\right)=\operatorname{dist}\left(A_{p}, A_{1}\right)$ and thus we can denote in the rest of the article the distance between the consecutive sets by $d=$ $\operatorname{dist}\left(A_{i}, A_{i+1}\right), i=1,2, \ldots, p$.

An easier to apply inequality, which is a consequence from (2) is the inequality

$$
\begin{equation*}
d(T(x, y), T(u, v))+d(T(y, x), T(v, u))-2 d \leq \gamma(d(x, u)+d(y, v)-2 d) \tag{8}
\end{equation*}
$$

for every $(x, y) \in A_{i} \times A_{i},(u, v) \in A_{i+1} \times A_{i+1}, 1 \leq i \leq p$.
Lemma 4. Let $\left\{A_{i}\right\}_{i=1}^{p}$ be nonempty closed subsets of a metric space $(X, d)$ and $T$ be a $p$ cyclic contraction. Then for every $\left(x_{0}, y_{0}\right) \in A_{i} \times A_{i}$ there hold $\lim _{n \rightarrow \infty} d\left(x_{p n}, x_{p n+1}\right)=d$, $\lim _{n \rightarrow \infty} d\left(y_{p n}, y_{p n+1}\right)=d, \lim _{n \rightarrow \infty} d\left(x_{p n \pm p}, x_{p n+1}\right)=d$ and $\lim _{n \rightarrow \infty} d\left(y_{p n \pm p}, y_{p n+1}\right)=d$.

Proof. By Lemma 3 we have that $d\left(A_{i}, A_{i+1}\right)=d\left(A_{i+1}, A_{i+2}\right)$ for $i=1,2, \ldots p-1$. Let us put $\left(A_{1}, A_{2}\right)=d$. Therefore there holds the chain of inequalities

$$
\begin{align*}
0 & \left.\leq d\left(x_{p n+1}, x_{p n}\right)+d\left(y_{p n+1}, y_{p n}\right)-2 d\right) \\
& \leq \gamma\left(d\left(x_{p n}, y_{p n-1}\right)+d\left(y_{p n}, y_{p n-1}\right)-2 d\right) \\
& \leq \gamma^{2}\left(d\left(x_{p n-1}, x_{p n-2}\right)+d\left(y_{p n-1}, y_{p n-2}\right)-2 d\right)  \tag{9}\\
& \left.\leq \gamma^{p n}\left(d\left(x_{1}, x_{0}\right)+d\left(y_{1}, y_{0}\right)\right)-2 d\right) .
\end{align*}
$$

Consequently after taking a limit in (9) when $n \rightarrow \infty$ we get $\lim _{n \rightarrow \infty}\left(d\left(x_{p n}, x_{p n-1}\right)+\right.$ $\left.d\left(y_{p n}, y_{p n-1}\right)\right)=2 d$. From the inequalities $d \leq d\left(x_{p n}, x_{p n-1}\right)$ and $d \leq d\left(y_{p n}, y_{p n-1}\right)$ it follows that $\lim _{n \rightarrow \infty} d\left(x_{p n}, x_{p n-1}\right)=\lim _{n \rightarrow \infty} d\left(y_{p n}, y_{p n-1}\right)=d$.

The proofs of the other two (actually four, because of $\pm$ ) limits can be done in a similar fashion.

Lemma 5. If $(X,\|\cdot\|)$ be a uniformly convex Banach space, $\left\{A_{i}\right\}_{i=1}^{p}$ be nonempty and convex subsets of $X$. T be a p-cyclic contraction. Then for every $\left(x_{0}, y_{0}\right) \in A_{i} \times A_{i}$ there hold $\lim _{n \rightarrow \infty}\left\|x_{p n}-x_{p n+p}\right\|=0, \lim _{n \rightarrow \infty}\left\|y_{p n}-y_{p n+p}\right\|=0, \lim _{n \rightarrow \infty}\left\|x_{p n+1}-x_{p n \pm p+1}\right\|=0$ and $\lim _{n \rightarrow \infty}\left\|y_{p n+1}-y_{p n \pm p+1}\right\|=0$.

Proof. By Lemma 4 we have that $\lim _{n \rightarrow \infty}\left\|x_{p n}-x_{p n+1}\right\|=\lim _{n \rightarrow \infty}\left\|x_{p n+p}-x_{p n+1}\right\|=d$. According to Lemma 3 it follows that $\lim _{n \rightarrow \infty}\left\|x_{p n}-x_{p n+p}\right\|=0$.

Lemma 6. Let $\left\{A_{i}\right\}_{i=1}^{p}$ be nonempty closed subsets of a metric space $(X, d)$ and $T$ be a $p$-cyclic contraction. Let $\left(x_{0}, y_{0}\right) \in A_{i} \times A_{i}$ and the sequence $\left\{\left(x_{p n}, y_{p n}\right)\right\}_{n=0}^{\infty}$ has a convergent (say to $\left.(\xi, \eta) \in A_{i} \times A_{i}\right)$ subsequence $\left\{\left(x_{p n_{j}}, y_{p n_{j}}\right)\right\}_{j=1}^{\infty}$, then $(\xi, \eta)$ is a best proximity point of $T$ in $A_{i} \times A_{i}$.

Proof. By the inequality $d \leq d\left(x_{p n_{j}-1}, \xi\right) \leq d\left(x_{p n_{j}-1}, x_{p n_{j}}\right)+d\left(x_{p n_{j}}, \xi\right)$, the assumption that $\lim _{j \rightarrow \infty} d\left(x_{p n_{j}}, \xi\right)=0$ and $\lim _{j \rightarrow \infty} d\left(x_{p n_{j}-1}, x_{p n_{j}}\right)=d$ we get $\lim _{j \rightarrow \infty} d\left(x_{p n_{j}-1}, \xi\right)=d$.

By similar arguments it follows that $\lim _{j \rightarrow \infty} d\left(y_{p n_{j}-1}, \eta\right)=d$. Using the continuity of the metric function $d(\cdot, \cdot)$ and Lemma 4, we can write the chain of inequalities

$$
\begin{aligned}
0 & <d(\xi, T(\xi, \eta))+d(T(\eta, \xi), \eta)-2 d \\
& \left.=\lim _{j \rightarrow \infty}\left(d\left(x_{p n_{j}}, T(\xi, \eta)\right)+d\left(T(\xi, \eta), y_{p n_{j}}\right)\right)-2 d\right) \\
& =\lim _{j \rightarrow \infty}\left(d\left(T\left(x_{p n_{j}-1}, y_{p n_{j}-1}\right), T(\xi, \eta)\right)+d\left(T(\eta, \xi), T\left(y_{p n_{j}-1}, x_{p n_{j}-1}\right)\right)-2 d\right) \\
& \leq \gamma \lim _{j \rightarrow \infty}\left(d\left(x_{p n_{j}-1}, \xi\right)+d\left(y_{p n_{j}-1}, \eta\right)-2 d\right) \\
& =\gamma\left(\lim _{j \rightarrow \infty}\left(d\left(x_{p n_{j}-1}, x_{p n_{j}}\right)+d\left(y_{p n_{j}-1}, y_{p n_{j}}\right)\right)-2 d\right)=0 .
\end{aligned}
$$

Consequently $d(\xi, T(\xi, \eta))+d(T(\eta, \xi), \eta)=2 d$ and from the inequalities $d(\xi, T(\xi, \eta))$ $\geq d$ and $d(T(\eta, \xi), \eta) \geq d$ it follows that $d(\xi, T(\xi, \eta))=d(T(\eta, \xi), \eta)=d$.

For an arbitrary chosen $(z, v) \in A_{i} \times A_{i}$, let us denote $T^{2}(z, v)=T(T(z, v), T(v, z))$ and $T^{2}(v, z)=T(T(v, z), T(z, v))$ and if we have already defined $\left(T^{p-1}(z, v), T^{p-1}(v, z)\right)$, then put

$$
T^{p}(z, v)=T\left(T^{p-1}(z, v), T^{p-1}(v, z)\right) \text { and } T^{p}(v, z)=T\left(T^{p-1}(v, z), T^{p-1}(z, v)\right) .
$$

Lemma 7. Let $\left\{A_{i}\right\}_{i=1}^{p}$ be nonempty closed subsets of a metric space $(X, d)$ and $T$ be a $p$ cyclic contraction. If there exists a coupled best proximity point $(z, v)$ of $T$ in $A_{i} \times A_{i}$, then $\left(T^{n}(z, v), T^{n}(v, z)\right)$ is a coupled best proximity point of $T$ in $A_{i+n} \times A_{i+n}$. If $(z, v)$ is a limit of the sequence $\left\{\left(x_{p n}, y_{p n}\right)\right\}_{n=0}^{\infty}$, then the ordered pair $(z, v)$ is a $p$-periodic point of $T$, i.e., $z=T^{p n}(z, v)$ and $v=T^{p n}(v, z)$ for $n \in \mathbb{N}$ and any sequence $\left\{\left(\xi_{p n}, \eta_{p n}\right)\right\}_{n=0}^{\infty}$ converges to $(z, v)$.

Proof. Let $(z, v)$ be any ordered pair, which is a coupled best proximity points of $T$ in $A_{i} \times A_{i}$. From the inequality

$$
\begin{aligned}
S_{2} & =\left\|T(z, v)-T^{2}(z, v)\right\|+\left\|T(v, z)-T^{2}(v, z)\right\|-2 d \\
& \leq \gamma(\|z-T(z, v)\|+\|v-T(v, z)\|-2 d)=0
\end{aligned}
$$

it follows that $(T(z, v), T(v, z))$ is an ordered pair, which is a coupled best proximity points of $T$ in $A_{i+1} \times A_{i+1}$. From

$$
\begin{aligned}
S_{3} & =\left\|T^{2}(z, v)-T^{3}(z, v)\right\|+\left\|T^{2}(v, z)-T^{3}(v, z)\right\|-2 d \\
& \leq \gamma^{2}(\|z-T(z, v)\|+\|v-T(v, z)\|-2 d)=0
\end{aligned}
$$

it follows that $\left(T^{2}(z, v), T^{2}(v, z)\right)$ is a coupled best proximity points of $T$ in $A_{i+2} \times A_{i+2}$. By induction we can prove that $\left(T^{n}(z, v), T^{n}(v, z)\right)$ is a coupled best proximity points of $T$ in $A_{i+n} \times A_{i+n}$.

Therefore we have

$$
\begin{aligned}
0 & \leq\left\|z-T^{p+1}(z, v)\right\|+\left\|v-T^{p+1}(v, z)\right\|-2 d \\
& =\lim _{n \rightarrow \infty}\left(\left\|z_{p n}-T^{p+1}(z, v)\right\|+\left\|v_{p n}-T^{p+1}(v, z)\right\|-2 d\right) \\
& =\lim _{n \rightarrow \infty}\left(\left\|T\left(z_{p n-1}, v_{p n-1}\right)-T^{p+1}(z, v)\right\|+\left\|T\left(v_{p n-1}, z_{p n-1}\right)-T^{p+1}(v, z)\right\|-2 d\right) \\
& \leq \gamma^{p} \lim _{n \rightarrow \infty}\left(\left\|z_{p(n-1)}-T(z, v)\right\|+\left\|v_{p(n-1)}-T(v, z)\right\|-2 d\right) \\
& =\gamma^{p}(\|z-T(z, v)\|+\|v-T(v, z)\|-2 d)=0 .
\end{aligned}
$$

Thus $\left\|z-T^{p+1}(z, v)\right\|=\left\|v-T^{p+1}(v, z)\right\|=d$. From $\|z-T(z, v)\|=\|v-T(v, z)\|=$ $d$ and Lemma 2 it follows that $T(z, v)=T^{p+1}(z, v)$ and $T(v, z)=T^{p+1}(v, z)$. From

$$
\|z-T(z, v)\|+\|v-T(v, z)\|-2 d=0
$$

$$
\begin{aligned}
S_{4} & =\left\|T^{p}(z, v)-T(z, v)\right\|+\left\|T^{p}(v, z)-T(v, z)\right\|-2 d \\
& =\left\|T^{p}(z, v)-T^{p+1}(z, v)\right\|+\left\|T^{p}(v, z)-T^{p+1}(v, z)\right\|-2 d \\
& \leq \gamma^{p}(\|z-T(z, v)\|+\|v-T(v, z)\|-2 d)=0
\end{aligned}
$$

Lemma 2 it follows that $z=T^{p}(z, v)$ and $v=T^{p}(v, z)$. Now, by a similar calculations we can obtain that $T^{2 p}(z, v)=T^{p}(z, v)=z, T^{2 p}(v, z)=T^{p}(v, z)=v$ and by induction, that $T^{n p}(z, v)=z$ and $T^{n p}(v, z)=v$.

Let there exists $(\xi, \eta) \in A_{i} \times A_{i}$, which is a coupled best proximity points of $T$ in $A_{i} \times A_{i}$, i.e., $\|\xi-T(\xi, \eta)\|=\|\eta-T(\eta, \xi)\|=d$, that is different from $(z, v)$ and obtained as a limit of a sequence $\left\{\left(\xi_{p n}, \eta_{p n}\right)\right\}_{n=0}^{\infty}$. Using the continuity of the norm function, the equality $T(z, v)=T^{p+1}(z, v), T(v, z)=T^{p+1}(v, z)$ we get the inequality

$$
\begin{aligned}
S_{5} & =\|\xi-T(z, v)\|+\|\eta-T(v, z)\|-2 d \\
& =\lim _{n \rightarrow \infty}\left(\left\|\xi_{p n}-T^{p+1}(z, v)\right\|+\left\|\eta_{p n}-T^{p+1}(v, z)\right\|-2 d\right) \\
& \leq \gamma^{p} \lim _{n \rightarrow \infty}\left(\left\|\xi_{p n-p}-T(z, v)\right\|+\left\|\eta_{p n-p}-T(v, z)\right\|-2 d\right) \\
& \leq \gamma^{p}(\|\xi-T(z, v)\|+\|\eta-T(v, z)\|-2 d),
\end{aligned}
$$

and by the assumption $\gamma \in(0,1)$ we get the inequality

$$
\|\xi-T(z, v)\|+\|\eta-T(v, z)\|-2 d<\|\xi-T(z, v)\|+\|\eta-T(v, z)\|-2 d=0
$$

Consequently $\|\xi-T(z, v)\|+\|\eta-T(v, z)\|=2 d$. Therefore $\|\xi-T(z, v)\|=\| \eta-$ $T(v, z) \|=d$ and from $\|z-T(z, v)\|=\|v-T(v, z)\|=d$ and by Lemma 2 it follows that $(z, v)=(\xi, \eta)$.

## 4. Main Results

Theorem 1. Let $\left\{A_{i}\right\}_{i=1}^{p}$ be nonempty, closed and convex subsets of a complete metric space $(X, d)$. Let $T: \bigcup_{i=1}^{p} A_{i} \times A_{i} \rightarrow A_{i} \times A_{i}$ be a $p$-cyclic map, so that exist $\alpha, \beta \geq 0, \alpha+\beta \in(0,1)$, such that the inequality

$$
\begin{equation*}
d(T(x, y), T(u, v)) \leq \alpha d(x, u)+\beta d(y, v) \tag{10}
\end{equation*}
$$

holds for every $(x, y) \in A_{i} \times A_{i},(u, v) \in A_{i+1} \times A_{i+1}, 1 \leq i \leq p$.
Then there exists an order pair $(z, v) \in \cap_{i=1}^{p}\left(A_{i} \times A_{i}\right)$, such that, if $\left(x_{0}, y_{0}\right) \in A_{i} \times A_{i}$ be an arbitrary point of $A_{i} \times A_{i}$, the sequence $\left.\left\{\left(x_{n}, y_{n}\right)\right\}\right\}_{n=0}^{\infty}$ converges to $(z, v)$ and the order pair $(z, v)$ is a unique coupled fixed point of $T$. Moreover, there hold

- the a priori estimate $\max \left\{\rho\left(x_{n}, z\right), \rho\left(y_{n}, v\right)\right\} \leq \frac{\gamma^{n}}{1-\gamma}\left(\rho\left(x_{1}, x_{0}\right)+\rho\left(y_{1}, y_{0}\right)\right)$
- the a posteriori estimate $\max \left\{\rho\left(x_{n}, z\right), \rho\left(y_{n}, v\right)\right\} \leq \frac{\gamma}{1-\gamma}\left(\rho\left(x_{n-1}, x_{n}\right)+\rho\left(y_{n-1}, y_{n}\right)\right)$
- the rate of convergence $\rho\left(x_{n}, z\right)+\rho(y, v) \leq \gamma\left(\rho\left(x_{n-1}, z\right)+\rho\left(y_{n-1}, v\right)\right)$,
where $\gamma=\alpha+\beta$.
Proof. Let $\left(x_{0}, y_{0}\right) \in \cup_{i=1}^{p}\left(A_{i} \times A_{i}\right)$ be arbitrary chosen. Let us consider the iterated sequence $\left\{\left(x_{n}, y_{n}\right)\right\}_{n=1}^{\infty}$. Then there hold the inequalities

$$
d\left(x_{n+1}, x_{n}\right)=d\left(T\left(x_{n}, y_{n}\right), T\left(x_{n-1}, y_{n-1}\right)\right) \leq \alpha d\left(x_{n}, x_{n-1}\right)+\beta d\left(y_{n}, y_{n-1}\right)
$$

and

$$
d\left(y_{n+1}, y_{n}\right)=d\left(T\left(y_{n}, x_{n}\right), T\left(y_{n-1}, x_{n-1}\right)\right) \leq \alpha d\left(y_{n}, y_{n-1}\right)+\beta d\left(x_{n}, x_{n-1}\right)
$$

After summing up the above two inequalities we get

$$
\begin{equation*}
d\left(x_{n+1}, x_{n}\right)+d\left(y_{n+1}, y_{n}\right) \leq \gamma\left(\rho\left(x_{n}, x_{n-1}\right)+\rho\left(y_{n}, y_{n-1}\right)\right) \tag{11}
\end{equation*}
$$

From (11) we get that there holds true

$$
\max \left\{d\left(x_{n+1}, x_{n}\right), d\left(y_{n+1}, y_{n}\right)\right\} \leq d\left(x_{n+1}, x_{n}\right)+d\left(y_{n+1}, y_{n}\right) \leq \gamma^{n}\left(d\left(x_{1}, x_{0}\right)+d\left(y_{1}, y_{0}\right)\right)
$$

Thus

$$
\begin{align*}
d\left(x_{n}, x_{n+p}\right) & \leq \sum_{k=0}^{p-1} d\left(x_{n+k}, x_{n+k+1}\right) \leq \sum_{k=0}^{p-1} \gamma^{n+k}\left(d\left(x_{1}, x_{0}\right)+d\left(y_{1}, y_{0}\right)\right)  \tag{12}\\
& =\gamma^{n} \frac{1-\gamma^{p}}{1-\gamma}\left(d\left(x_{1}, x_{0}\right)+d\left(y_{1}, y_{0}\right)\right)
\end{align*}
$$

Therefore $\left\{x_{n}\right\}_{n=1}^{\infty}$ is a Cauchy sequence in $\cup_{i=1}^{p} A_{i}$. From the assumption that $A_{i}$ are closed subsets of the complete metric space $(X, d)$ it follows that $\left\{x_{n}\right\}_{n=1}^{\infty}$ is convergent to some point $z \in \cup_{i=1}^{p} A_{i}$. The sequence $\left\{x_{n}\right\}_{n=1}^{\infty}$ is an iterated sequence defined by the $p$ cyclic map $T$ and thus it has infinite number of terms that belong to each $A_{i}, i=1,2, \ldots, p$. Consequently $z \in \cap_{i=1}^{p} A_{i}$.

By literary the same arguments we get that $\lim _{n \rightarrow \infty} y_{n}=v \in \cap_{i=1}^{p} A_{i}$.
We will show that $(z, v)$ is a coupled fixed point of $T$. Indeed from

$$
\begin{aligned}
S_{6} & =d(z, T(z, v))+d(v, T(v, z)) \\
& =\lim _{n \rightarrow \infty}\left(d\left(x_{n}, T(z, v)\right)+d\left(y_{n}, T(v, z)\right)\right) \\
& =\lim _{n \rightarrow \infty}\left(d\left(T\left(x_{n-1}, y_{n-1}\right), T(z, v)\right)+d\left(T\left(y_{n-1}, x_{n-1}\right), T(v, z)\right)\right) \\
& \leq \gamma \lim _{n \rightarrow \infty}\left(d\left(x_{n-1}, z\right)+d\left(y_{n-1}, v\right)\right)=0
\end{aligned}
$$

it follows that $d(z, T(z, v))=d(v, T(v, z))=0$, i.e., $(z, v)$ is a coupled fixed point of $T$.
We will proof that $(z, v)$ is a unique coupled fixed point by assuming the contrary. Let $(x, y)$ be a coupled fixed point of $T$, different from $(z, v)$. If $x \in A_{i}$, then by the definition of a coupled fixed point it follows that $y \in A_{i}$, too. From the assumption that $T$ is a $p$-cyclic map it follows that $(x, y)=(T(x, y), T(y, x)) \in A_{i+1} \times A_{i+1}$ and therefore $(x, y) \in \cap_{i=1}^{p}\left(A_{i} \times A_{i}\right)$. From the inequality

$$
d(x, z)+d(y, v)=d(T(x, y), T(z, v))+d(T(y, x), T(v, z)) \leq \gamma(d(x, z)+d(y, v))
$$

and the assumption that $\gamma \in(0,1)$ it follows that $d(x, z)=d(y, v)=0$, i.e., the coupled fixed point $(z, v)$ of $T$ is unique.

After taking a limit in (12) we get

$$
d\left(x_{n}, z\right)=\lim _{p \rightarrow \infty} d\left(x_{n}, x_{n+p}\right) \leq \frac{\gamma^{n}}{1-\gamma}\left(d\left(x_{1}, x_{0}\right)+d\left(y_{1}, y_{0}\right)\right) .
$$

and

$$
d\left(y_{n}, z\right)=\lim _{p \rightarrow \infty} d\left(y_{n}, y_{n+p}\right) \leq \frac{\gamma^{n}}{1-\gamma}\left(d\left(x_{1}, x_{0}\right)+d\left(y_{1}, y_{0}\right)\right)
$$

Consequently there holds the a priori estimate

$$
\max \left\{d\left(x_{n}, z\right), d\left(y_{n}, z\right)\right\} \leq \frac{\gamma^{n}}{1-\gamma}\left(d\left(x_{1}, x_{0}\right)+d\left(y_{1}, y_{0}\right)\right)
$$

From the chain of inequalities

$$
\begin{aligned}
d\left(x_{n}, x_{n+p}\right) & \leq \sum_{k=0}^{p-1} d\left(x_{n+k}, x_{n+k+1}\right) \leq \sum_{k=1}^{p} \gamma^{k}\left(d\left(x_{n-1}, x_{n}\right)+d\left(y_{n-1}, y_{n}\right)\right) \\
& =\gamma \frac{1-\gamma^{p}}{1-\gamma}\left(d\left(x_{n-1}, x_{n}\right)+d\left(y_{n-1}, y_{n}\right)\right)
\end{aligned}
$$

After taking a limit, when $p \rightarrow \infty$, in the above inequality, we get

$$
d\left(x_{n}, z\right)=\lim _{p \rightarrow \infty} d\left(x_{n}, x_{n+p}\right) \leq \frac{\gamma}{1-\gamma}\left(d\left(x_{n-1}, x_{n}\right)+d\left(y_{n-1}, y_{n}\right)\right)
$$

Consequently, after using the same arguments for $d\left(y_{n}, v\right)$, there holds the a posteriori estimate

$$
\max \left\{d\left(x_{n}, z\right), d\left(y_{n}, v\right)\right\} \leq \frac{\gamma}{1-\gamma}\left(d\left(x_{n-1}, x_{n}\right)+d\left(y_{n-1}, y_{n}\right)\right)
$$

From the inequality

$$
\begin{aligned}
d\left(x_{n}, z\right)+d(y, v) & =d\left(T\left(x_{n-1}, y_{n-1}\right), T(z, v)\right)+d\left(T\left(y_{n-1}, x_{n-1}\right), T(v, z)\right) \\
& \leq \gamma\left(d\left(x_{n-1}, z\right)+d\left(y_{n-1}, v\right)\right)
\end{aligned}
$$

we get the estimate the rate of convergence.
We will use the notations $P_{n, m}=\left\|x_{n}-x_{m}\right\|+\left\|y_{n}-y_{m}\right\|$ and $W_{n, m}=\left\|x_{n}-x_{m}\right\|+$ $\left\|y_{n}-y_{m}\right\|-2 d$, where $\left\{x_{n}\right\}_{n=0}^{\infty}$ and $\left\{y_{n}\right\}_{n=0}^{\infty}$ be the sequences from Definition 2 , when the text field is too short.

We have proven in Lemma 3, that for any $p$-cyclic contraction the distances between the consecutive sets are equal. Therefore in the next theorem we will denote $d=\operatorname{dist}\left(A_{i}, A_{i+1}\right), i=1,2, \ldots, p$.

Theorem 2. Let $\left\{A_{i}\right\}_{i=1}^{p}$ be nonempty, closed and convex subsets of a uniformly convex Banach space $(X,\|\cdot\|)$. Let $T: \bigcup_{i=1}^{p} A_{i} \times A_{i} \rightarrow A_{i+1}$ be a $p$-cyclic contraction. Then there exists a unique ordered pair $\left(z_{i}, v_{i}\right) \in A_{i} \times A_{i}(1 \leq i \leq p)$, which is a limit of the subsequence $\left\{\left(x_{p n}, y_{p n}\right)\right\}_{n=0}^{\infty} \subset\left\{\left(x_{n}, y_{n}\right)\right\}_{n=0}^{\infty}$ for any initial guess $\left(x_{0}, y_{0}\right) \in A_{i} \times A_{i}$ and it is a coupled best proximity point of $T$ in $A_{i} \times A_{i}$. Moreover, $\left(T\left(z_{i}, v_{i}\right), T\left(v_{i}, z_{i}\right)\right)$ is a coupled best proximity point of $T$ in $A_{i+1} \times A_{i+1}$ and $\left(z_{i}, v_{i}\right)$ is a p-periodic point of $T$.

- If $d>0$ and $(X,\|\cdot\|)$ be with a modulus of convexity of power type $q$ with a constant $C$, then there hold the a priori error estimate

$$
\max \left\{\left\|x_{p n}-z_{i}\right\|,\left\|y_{p n}-v_{i}\right\|\right\} \leq P_{0,1} \sqrt[q]{\frac{W_{0,1}}{C d}} \cdot \frac{(\sqrt[q]{\gamma})^{p m}}{1-\sqrt[q]{\gamma^{p}}}
$$

and the a posteriori error estimate

$$
\max \left\{\left\|x_{p n}-z_{i}\right\|,\left\|y_{p n}-v_{i}\right\|\right\} \leq P_{p n, p n-1} \sqrt[q]{\frac{W_{p n, p n-1}}{C d}} \frac{\sqrt[q]{\gamma}}{1-\sqrt[q]{\gamma^{p}}}
$$

where $\gamma=\alpha+\beta, \alpha$ and $\beta$ be the constants form Definition 4.

- If $d=0$, then there hold the error estimates of Theorem 1.

If $p=2$, we get as a particular case the results from [19].
Proof. If $\operatorname{dist}\left(A_{i}, A_{i+1}\right)=0$ for some $i$, then by Lemma 3 it follows that $\operatorname{dist}\left(A_{i}, A_{i+1}\right)=0$ for all $i$. Then the contractive condition induced on $T$ is equivalent to (10). Thus by Theorem 1, $T$ has a unique coupled fixed point and the error estimates from Theorem 1 holds.

Let us assume that $d>0$. Let $\left(x_{0}, y_{0}\right) \in A_{i} \times A_{i}$. Then $x_{n p} \in A_{i}$ and $x_{n p+1} \in A_{i+1}$ for all $n$. By Lemma $4, \lim _{n \rightarrow \infty}\left\|x_{n p}-x_{n p+1}\right\|=d$. If, for any arbitrary chosen $\varepsilon>0$, there exists an $n_{0} \in \mathbb{N}$, such that for all $m>n>n_{0}$ the inequality to hold

$$
\begin{equation*}
\left\|x_{p m}-x_{p n+1}\right\|+\left\|y_{p m}-y_{p n+1}\right\| \leq 2 d+\varepsilon \tag{13}
\end{equation*}
$$

by the inequalities $\left\|x_{p m}-x_{p n+1}\right\| \geq d$ and $\left\|y_{p m}-y_{p m+1}\right\| \geq d$ it follows the inequality $\max \left\{\left\|x_{p m}-x_{p n+1}\right\|,\left\|y_{p m}-y_{p n+1}\right\|\right\} \leq d+\varepsilon$ holds for all $m>n>n_{0}$. Then by Lemma 1, for any $\varepsilon_{1}>0$, there exists $n_{1} \in \mathbb{N}$, such that for $m>n>n_{1}$ the inequality $\max \left\{\| x_{m p}-\right.$ $\left.x_{n p}\|,\| y_{m p}-y_{n p} \|\right\} \leq \varepsilon_{1}$ holds, i.e., $\left\{x_{n p}\right\}_{n=1}^{\infty}$ and $\left\{y_{n p}\right\}_{n=1}^{\infty}$ are Cauchy sequences and thus converges to some $(z, v) \in A_{i} \times A_{i}$. By Lemma $6(z, v)$ will be a best proximity point of $T$ in $A_{i} \times A_{i}$.

Let us assume contrary of (13). Then, there exists an $\varepsilon_{0}>0$ such that, for every $k \in \mathbb{N}$, there exists $m_{k}>n_{k} \geq k$ such that,

$$
\begin{equation*}
\left\|x_{p m_{k}}-x_{p n_{k}+1}\right\|+\left\|y_{p m_{k}}-y_{p n_{k}+1}\right\| \geq 2 d+\varepsilon_{0} \tag{14}
\end{equation*}
$$

Let $m_{k}$ be the smallest integer greater than $n_{k}$, to satisfy the above inequality. Now

$$
\begin{aligned}
S_{7} & =2 d+\varepsilon_{0} \leq\left\|x_{p m_{k}}-x_{p n_{k}+1}\right\|+\left\|y_{p m_{k}}-y_{p n_{k}+1}\right\| \\
& \leq\left\|x_{p m_{k}}-x_{p m_{k}-p}\right\|+\left\|x_{p m_{k}-p}-x_{p n_{k}+1}\right\|+\left\|y_{p m_{k}}-y_{p m_{k}-p}\right\|+\left\|y_{p m_{k}-p}-y_{p n_{k}+1}\right\| .
\end{aligned}
$$

By Lemma 4 we have $\lim _{k \rightarrow \infty}\left\|x_{p m_{k}}-x_{p m_{k}+p}\right\|=0$ and $\lim _{k \rightarrow \infty}\left\|y_{p m_{k}}-y_{p m_{k}+p}\right\|=0$. Therefore, using the choice of $m_{k}$ to be the smallest natural, so that to holds the inequality (14), we get

$$
\begin{aligned}
2 d+\varepsilon_{0} & \leq \lim _{k \rightarrow \infty}\left(\left\|x_{p m_{k}}-x_{p n_{k}+1}\right\|+\left\|y_{p m_{k}}-y_{p n_{k}+1}\right\|\right) \\
& \leq \lim _{k \rightarrow \infty}\left(\left\|x_{p m_{k}-p}-x_{p n_{k}+1}\right\|+\left\|y_{p m_{k}-p}-y_{p n_{k}+1}\right\|\right) \leq 2 d+\varepsilon_{0},
\end{aligned}
$$

i.e., $\lim _{k \rightarrow \infty}\left\|x_{p m_{k}}-x_{p n_{k}+1}\right\|+\lim _{k \rightarrow \infty}\left\|y_{p m_{k}}-y_{p n_{k}+1}\right\|=2 d+\varepsilon_{0}$.

From the inequality

$$
\begin{aligned}
2 d+\varepsilon_{0} \leq & \left\|x_{p m_{k}}-x_{p n_{k}+1}\right\|+\left\|y_{p m_{k}}-y_{p n_{k}+1}\right\| \\
\leq & \left\|x_{p m_{k}}-x_{p m_{k}+p}\right\|+\left\|x_{p m_{k}+p}-x_{p n_{k}+p+1}\right\|+\left\|x_{p n_{k}+p+1}-x_{p n_{k}+1}\right\| \\
& +\left\|y_{p m_{k}}-y_{p m_{k}+p}\right\|+\left\|y_{p m_{k}+p}-y_{p n_{k}+p+1}\right\|+\left\|y_{p n_{k}+p+1}-y_{p n_{k}+1}\right\| .
\end{aligned}
$$

by using Lemma 4 we have $\lim _{k \rightarrow \infty}\left\|x_{p m_{k}}-x_{p m_{k}+p}\right\|=\lim _{k \rightarrow \infty}\left\|x_{p n_{k}+p+1}-x_{p n_{k}+1}\right\|=$ $\lim _{k \rightarrow \infty}\left\|y_{p m_{k}}-y_{p m_{k}+p}\right\|=\lim _{k \rightarrow \infty}\left\|y_{p n_{k}+p+1}-y_{p n_{k}+1}\right\|=0$ and thus

$$
\begin{aligned}
\varepsilon_{0} & =\lim _{k \rightarrow \infty}\left(\left\|x_{p m_{k}}-x_{p n_{k}+1}\right\|+\left\|y_{p m_{k}}-y_{p n_{k}+1}\right\|-2 d\right) \\
& \leq \lim _{k \rightarrow \infty}\left(\left\|x_{p m_{k}+p}-x_{p n_{k}+p+1}\right\|+\left\|y_{p m_{k}+p}-y_{p n_{k}+p+1}\right\|-2 d\right) \\
& \leq \gamma^{p} \lim _{k \rightarrow \infty}\left(\left\|x_{p m_{k}}-x_{p n_{k}+1}\right\|+\left\|y_{p m_{k}}-y_{p n_{k}+1}\right\|-2 d\right) \\
& =\gamma^{p} \varepsilon_{0} .
\end{aligned}
$$

That is, $\varepsilon_{0} \leq \gamma^{p} \varepsilon_{0}$, which is a contradiction, because $\gamma \in(0,1)$.
Hence $\left\{x_{n p}\right\}_{n=1}^{\infty}$ and $\left\{y_{n p}\right\}_{n=1}^{\infty}$ are Cauchy sequences, converging to some $(x, y) \in$ $A_{i} \times A_{i}$ such that $\|x-T(x, y)\|=\|T(y, x)-y\|=d$.

From Lemma 7 it follows that $(x, y)$, which is a limit of the iterated sequences is unique, for an arbitrary chosen initial guess, $\left(T^{n}(x, y), T^{n}(y, x)\right)$ is a coupled best proximity point of $T$ in $A_{i+n} \times A_{i+n},(x, y)$ is a $p$-periodic point of $T$.

It has remained to prove that $x=y$. It holds

$$
\begin{aligned}
S_{8} & =\|x-T(y, x)\|+\|y-T(x, y)\|-2 d \\
& =\left\|T^{p}(x, y)-T(y, x)\right\|+\left\|T^{p}(y, x)-T(y, x)\right\|-2 d \\
& \leq \gamma\left(\left\|T^{p-1}(x, y)-y\right\|+\left\|T^{p-1}(y, x)-x\right\|-2 d\right) \\
& =\gamma\left(\left\|T^{p-1}(x, y)-T^{p}(y, x)\right\|+\left\|T^{p-1}(y, x)-T^{p}(x, y)\right\|-2 d\right) \\
& \leq \gamma^{p}(\|x-T(y, x)\|+\|y-T(x, y)\|-2 d) .
\end{aligned}
$$

Consequently $\|x-T(y, x)\|=\|y-T(x, y)\|=d$. From $\|y-T(y, x)\|=\| x-$ $T(x, y) \|=d$ and the uniform convexity of $X$ it follows that $x=y$.

From (8) there holds the inequality

$$
\left\|x_{n+1}-x_{n}\right\|+\left\|y_{n+1}-y_{n}\right\|-2 d \leq \gamma^{k}\left(\left\|x_{n+1-k}-x_{n-k}\right\|+\left\|y_{n+1-k}-y_{n-k}\right\|-2 d\right)
$$

Thus we get

$$
\max \left\{\left\|x_{n+1}-x_{n}\right\|,\left\|y_{n+1}-y_{n}\right\|\right\} \leq \gamma^{k}\left(\left\|x_{n+1-k}-x_{n-k}\right\|+\left\|y_{n+1-k}-y_{n-k}\right\|-2 d\right)+d
$$

There hold the inequalities

$$
\begin{aligned}
\left\|x_{p n+1}-x_{p n}\right\| & \leq d+\gamma^{l}\left(\left\|x_{p n+1-l}-x_{p n-l}\right\|+\left\|y_{p n+1-l}-y_{p n-l}\right\|-2 d\right) \\
\left\|x_{p n+p}-x_{p n+p+1}\right\| & \leq d+\gamma^{l+1}\left(\left\|x_{p n+1-l}-x_{p n-l}\right\|+\left\|y_{p n+1-l}-y_{p n-l}\right\|-2 d\right) \\
& \leq d+\gamma^{l}\left(\left\|x_{p n+1-l}-x_{p n-l}\right\|+\left\|y_{p n+1-l}-y_{p n-l}\right\|-2 d\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\left\|x_{p n+p}-x_{p n}\right\| & \leq\left\|x_{p n+p}-x_{p n+1}\right\|+\left\|x_{p n+1}-x_{p n}\right\| \\
& \leq 2\left(d+\gamma^{l}\left(\left\|x_{p n+1-l}-x_{p n-l}\right\|+\left\|y_{p n+1-l}-y_{p n-l}\right\|-2 d\right)\right) .
\end{aligned}
$$

After a substitution in (1) with $x=x_{p n}, y=x_{p n+p}, z=x_{p n+1}, R=d+\gamma^{l}\left(\| x_{p n+1-l}-\right.$ $\left.x_{p n-l}\|+\| y_{p n+1-l}-y_{p n-l} \|-2 d\right)$ and $r=\left\|x_{p n+p}-x_{p n}\right\|$ and using the convexity of the set $A$ we get the chain of inequalities

$$
\begin{equation*}
d \leq\left\|\frac{x_{p n}+x_{p n+p}}{2}-x_{p n+1}\right\| \leq\left(1-\delta_{\|\cdot\|}\left(\frac{\left\|x_{p n+p+k}-x_{2 n}\right\|}{W}\right)\right) W \tag{15}
\end{equation*}
$$

where we have denoted $W=d+\gamma^{l}\left(\left\|x_{p n+1-l}-x_{p n-l}\right\|+\left\|y_{p n+1-l}-y_{p n-l}\right\|-2 d\right)$. From (15) we obtain the inequality

$$
\begin{equation*}
\delta_{\|\cdot\|}\left(\frac{\left\|x_{p n+p+k}-x_{p n+k}\right\|}{W}\right) \leq \frac{\gamma^{l} W_{p n+1-l+k, p n-l+k}(x, y)}{W} \tag{16}
\end{equation*}
$$

From the uniform convexity of $X$ is follows that $\delta_{\|\cdot\|}$ is strictly increasing and therefore there exists its inverse function $\delta_{\|\cdot\|}^{-1}$, which is strictly increasing too. From (16) we get

$$
\begin{equation*}
\left\|x_{p n}-x_{p n+p}\right\| \leq W \delta_{\|\cdot\|}^{-1}\left(\frac{\gamma^{l} W_{p n+1-l, p n-l}(x, y)}{W}\right) \tag{17}
\end{equation*}
$$

By the inequality $\delta_{\|\cdot\|}(t) \geq C t^{q}$ it follows that $\delta_{\|\cdot\|}^{-1}(t) \leq\left(\frac{t}{C}\right)^{1 / q}$.
From (17) and the inequalities

$$
\begin{aligned}
d & \leq d+\gamma^{l}\left(\left\|x_{p n+1-l}-x_{p n-l}\right\|+\left\|y_{p n+1-l}-y_{p n-l}\right\|-2 d\right) \\
& \leq\left\|x_{p n+1-l}-x_{p n-l}\right\|+\left\|y_{p n+1-l}-y_{p n-l}\right\|
\end{aligned}
$$

we obtain

$$
\begin{align*}
\left\|x_{p n}-x_{p n+p}\right\| & \leq\left(d+\gamma^{l} W_{p n+1-l, p n-l}\right) \sqrt[q]{\frac{\gamma^{l} W_{p n+1-l, p n-l}}{C\left(d+\gamma^{l} W_{p n+1-l, p n-l}\right)}}  \tag{18}\\
& \leq P_{p n+1-l, p n-l} \sqrt[q]{\frac{W_{p n+1-l, p n-l}}{C d}(\sqrt[q]{\gamma})^{l}}
\end{align*}
$$

There exists a unique pair $(z, v) \in A_{i} \times A_{i}$, such that $\|z-T(z, v)\|=d$ and $z$ is a limit of the sequence $\left\{x_{p n}\right\}_{n=1}^{\infty}$ for any $(x, y) \in A_{i} \times A_{i}$.

After a substitution with $l=p n$ and $k=0$ in (18) we get the inequality

$$
\begin{aligned}
\sum_{n=1}^{\infty}\left(\left\|x_{p n}-x_{p n+p}\right\|+\left\|y_{p n}-y_{p n+p}\right\|\right) & \leq P_{0,1}(x, y) \sqrt[q]{\frac{W_{0,1}(x, y)}{C d}} \sum_{n=1}^{\infty}(\sqrt[q]{\gamma})^{p_{n}} \\
& =P_{0,1}(x, y) \sqrt[q]{\frac{W_{0,1}(x, y)}{C d}} \cdot \frac{\sqrt[q]{\gamma^{p}}}{1-\sqrt[q]{\gamma^{p}}}
\end{aligned}
$$

and consequently the series $\sum_{n=1}^{\infty}\left(x_{p n}-x_{p n+p}\right)$ is absolutely convergent. Thus for any $m \in \mathbb{N}$ there holds $z=x_{p m}-\sum_{n=m}^{\infty}\left(x_{p n}-x_{p n+p}\right)$ and therefore we get the inequality

$$
\left\|z-x_{p m}\right\| \leq \sum_{n=m}^{\infty}\left\|x_{p n}-x_{p n+p}\right\| \leq P_{0,1}(x, y) \sqrt[q]{\frac{W_{0,1}(x, y)}{C d}} \cdot \frac{(\sqrt[q]{\gamma})^{p m}}{1-\sqrt[q]{\gamma^{p}}}
$$

The proof for $\left\|v-y_{p m}\right\|$ can be done in a similar fashion.
After a substitution with $l=1+2 i$ in (18) we obtain

$$
\begin{equation*}
\left\|x_{p n+p i}-x_{p n+p(i+1)}\right\| \leq P_{p n-1, p n}(x, y) \sqrt[q]{\frac{W_{p n-1, p n}(x, y)}{C d}}(\sqrt[q]{\gamma})^{1+2 i} \tag{19}
\end{equation*}
$$

From (19) we get that there holds the inequality

$$
\begin{align*}
\left\|x_{p n}-x_{p(n+m)}\right\| & \leq \sum_{i=0}^{m-1}\left\|x_{p n+p i}-x_{p n+p(i+1)}\right\| \\
& \leq \sum_{i=0}^{m-1} P_{p n-1, p n}(x, y) \sqrt[q]{\frac{W_{p n-1, p n}(x, y)}{C d}}(\sqrt[q]{\gamma})^{1+p i} \\
& =P_{p n-1, p n}(x, y) \sqrt[q]{\frac{W_{p n-1, p n}(x, y)}{C d}} \sum_{i=0}^{m-1}(\sqrt[q]{\gamma})^{1+p i}  \tag{20}\\
& =P_{p n-1, p n}(x, y) \sqrt[q]{\frac{W_{p n-1, p n}(x, y)}{C d}} \cdot \frac{1-(\sqrt[q]{\gamma})^{p m}}{1-\sqrt[q]{(\gamma)^{p}}} \sqrt[q]{\gamma}
\end{align*}
$$

and after letting $m \rightarrow \infty$ in (20) we obtain the inequality

$$
\left\|x_{p n}-z\right\| \leq P_{p n-1, p n}(x, y) \sqrt[q]{\frac{W_{p n-1, p n}(x, y)}{C d}} \frac{\sqrt[q]{\gamma}}{1-\sqrt[q]{\gamma^{p}}}
$$

The proof for $\left\|y_{p n}-v\right\|$ can be done in a similar fashion.

## 5. Applications

Let $\varphi, \psi:[1,+\infty) \rightarrow[1,+\infty)$ be such that $\max \{\varphi(x), \psi(x)\} \leq x$ for any $x \in[1,+\infty)$. Let us define the function $f(x, y)=\lambda+(1-\lambda)(\mu \varphi(x)+(1-\mu) \psi(y))$. Let us consider the system of equations

$$
\begin{align*}
|x|^{p}+|\lambda+(1-\lambda)(\mu \varphi(x)+(1-\mu) \psi(y))|^{p} & =2 \\
|y|^{p}+|\lambda+(1-\lambda)(\mu \psi(y)+(1-\mu) \varphi(x))|^{p} & =2 \\
x-f(f(f(x, y), f(y, x)), f(f(y, x), f(x, y))) & =0  \tag{21}\\
y-f(f(y, x), f(x, y)), f(f(x, y), f(y, x))) & =0
\end{align*}
$$

for $x, y \geq 0$ and $\lambda, \mu \in(0,1)$.
Let $A_{1}=\{(x, 0,0): x \geq 1\}, A_{2}=\{(0, x, 0): x \geq 1\}, A_{3}=\{(0,0, x): x \geq 1\}$ be subsets of $\left(\mathbb{R}^{3},\|\cdot\|_{p}\right), p \in(1, \infty)$. Let us define the map $T$ by $T((x, 0,0),(y, 0,0))=$ $(0, f(x, y), 0) ; T((0, x, 0),(0, y, 0))=(0,0, f(x, y)) ; T((0,0, x),(0,0, y))=(f(x, y), 0,0)$ for some $\lambda, \mu \in(0,1)$. It is easy to see that for any $x, y \geq 1$ there holds $f(x, y) \geq 1$ and therefore $T: A_{i} \times A_{i} \rightarrow A_{i+1}$.

From the inequality, using that $(1-(1-\lambda) \mu-(1-\lambda)(1-\mu))=\lambda$

$$
\begin{aligned}
S_{9} & =\|T((x, 0,0),(y, 0,0))-T((0, u, 0),(0, v, 0))\|_{p} \\
& =\|(0, f(x, y), f(u, v))\|_{p}=\sqrt[p]{|f(x, y)|^{p}+|f(u, v)|^{p}} \\
& \leq \sqrt[p]{\lambda^{p}+\lambda^{p}}+(1-\lambda) \sqrt[p]{|\mu \varphi(x)+(1-\mu) \psi(y)|^{p}+|\mu \varphi(u)+(1-\mu) \psi(v)|^{p}} \\
& \leq \lambda \sqrt[p]{2}+(1-\lambda) \mu \sqrt[p]{|\varphi(x)|^{p}+|\varphi(u)|^{p}}+(1-\lambda)(1-\mu) \sqrt[p]{|\psi(y)|^{p}+|\psi(v)|^{p}} \\
& \leq \lambda \sqrt[p]{2}+(1-\lambda) \mu \sqrt[p]{|x|^{p}+|u|^{p}}+(1-\lambda)(1-\mu) \sqrt[p]{|y|^{p}+|v|^{p}} \\
& =\lambda \operatorname{dist}\left(A_{1}, A_{2}\right)+(1-\lambda) \mu\|x-u\|_{2}+(1-\lambda)(1-\mu)\|y-v\|_{p}
\end{aligned}
$$

and

$$
\begin{aligned}
S_{10} & =\|T((x, 0,0),(y, 0,0))-T((0, u, 0),(0, v, 0))\|_{p} \\
& =\|T((0, x, 0),(0, y, 0))-T((0,0, u),(v, 0,0))\|_{p} \\
& =\|T((0,0, x),(0,0, y))-T((u, 0,0),(v, 0,0))\|_{p}
\end{aligned}
$$

it follows that $T$ satisfies the conditions of Theorem 2. Therefore there exist $(z, z)$, which is a coupled best proximity point of $T$ in $A_{1} \times A_{1}$ and it is easy to see that $z=(1,0,0)$. Consequently $(z, z)$ is the unique solution of the system of equations

$$
\left\lvert\, \begin{aligned}
\|x-T(x, y)\|_{p}^{p} & =2 \\
\|y-T(y, x)\|_{p}^{p} & =2 \\
x-T^{3}(x, y) & =0 \\
y-T^{3}(y, x) & =0
\end{aligned}\right.
$$

which is the solution of (21).
If we try to solve (21) with the use of some Computer Algebraic System, for example Maple, the software could not find the exact solution even for not too complicated functions ( $\left.p=2, \varphi(x)=x^{1 / 2}, \psi(x)=x\right)$. If we try to solve it numerically, Maple finds that $x=y=1$, but could not find that this is a solution for every $\lambda, \mu \in(0,1)$ and presents two approximations of $\lambda$ and $\mu$.

If we consider the particular case $p=3, \varphi(x)=\sqrt{x}$ and $\psi(x)=\sqrt{\log (x)+1}$, then Maple could not solve (21) even numerically.

## 6. Discussion

It is interesting whether same conclusions can be made for existence of coupled fixed (or best proximity) points $p$-cyclic Meir-Keeler maps [16], Reich Maps $p$-cyclic maps [25].

We were not able to prove a uniqueness of the coupled best proximity points, as like as $[13,16]$. We were able to prove just uniqueness of the best proximity points, if obtained by the sequence of successive iterations, which is not the case of 2 -cyclic maps. It will be interesting if this gap can be filled.
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#### Abstract

We have obtained a new class of ordered pairs of multivalued maps that have pairs of coupled fixed points. We illustrate the main result with two examples that cover a wide range of models. We apply the main result in models in duopoly markets to get a market equilibrium and in aquatic ecosystems, also to get an equilibrium.
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## 1. Introduction

Fixed point theory has been extensively researched and widely applied in a multitude of directions for many years. The "Banach Contraction Principle" states that under certain conditions a self map $T$ on a set $X$ admits one or more fixed points $x=T x$. The "Banach Contraction Principle" and its numerous generalizations are widely used in many branches of mathematics because it requires only the structure of a complete metric space with conditions on the map which are easily tested.

We will mention just a few directions of the generalizations (fixed points for set-valued maps, coupled fixed points, fixed points for cyclic maps) of "Banach Contraction Principle" that initiate the present investigation.

Following the "Banach Contraction Principle", Nadler introduced the concept of set-valued contractions in [1]. He also proved that a set-valued contraction possesses a fixed point in a complete metric space. In the late twentieth century Dontchev and Hager successfully presented an extension of Nadler's result in [2]. They determined the location of a fixed point with respect to an initial value of the set-valued mapping. Their conclusion was obtained under two modified conditions and it has since been playing an important role in the development of the metric fixed point theory. We would like just to mention a few recent results about fixed points for set-valued maps and their applications [3-6].

A different direction is the notion of coupled fixed points introduced in [7]. There are a lot of recent results about coupled fixed points [8-11].

Another kind of generalization of the Banach contraction principle is the notation of cyclic maps [12] and later its generalization to the best proximity point, introduced in [13]. The definition presented in [13] is more general than the one in [12], in the sense that if the sets intersect, then every best proximity point is a fixed point. Some very recent results in this field are presented in [14-17].

It seems that recently all mentioned directions of research in fixed point theory are of interest.

By combining the notions of coupled fixed (or best proximity) points for cyclic maps, a model of duopoly market was built in $[18,19]$.

We will try to enrich the notions of set-valued maps, coupled fixed points, cyclic maps and to get results that we will apply in economics and ecology.

## 2. Preliminaries

We will recall basic notions and facts that we will need for investigation of coupled fixed points for multi-valued maps. Let $(X, \rho)$ and $(Y, \sigma)$ be two metric spaces. We will denote by $B_{X, r}(\bar{x})$ the open ball and by $B_{X, r}[\bar{x}]$ the closed ball with a radius $r$ and a center $x$ in the metric space $X$. If no confusion arises, we will denote them with $B_{r}(\bar{x})$ and $B_{r}[\bar{x}]$, respectively. Let $x \in X$ and $C \subset X$. We will denote the distance from $x$ to $C$ by $d(x, C)=\inf \{\rho(x, z): z \in C\}$. If $C=\varnothing$ then we put $d(x, \varnothing)=\infty$.

Let $A, B \subset X$ be two subsets. An excess of $A$ beyond $B$ is called $e(A, B)=\sup \{d(x, B)$ : $x \in A\}$, where the convention is used that

$$
e(\varnothing, B)=\left\{\begin{array}{rl}
0, & B \neq \varnothing \\
\infty, & B=\varnothing
\end{array} .\right.
$$

Let $(X, \rho)$ and $(Y, \sigma)$ be two metric spaces. Let us denote by $F: X \rightrightarrows Y$ a set-valued mapping defined on the metric space $(X, \rho)$ with values in the metric space $(Y, \sigma)$. Let $F$ be a set-valued map: Its graph is the set $\operatorname{gph} F=\{(x, y) \in X \times Y \mid y \in F(x)\}$, its effective domain is the set $\operatorname{dom} F=\{x \in X \mid F(x) \neq \varnothing\}$ and its effective range is $\operatorname{rge} F=\{y \in Y \mid$ there exists $x$ such that $y \in F(x)\}$.

Definition 1. ([1]) A point $x \in X$ is said to be a fixed point of the set-valued map $F: X \rightrightarrows X$ if $x \in F(x)$.

Definition 2. ([7]) A point $(x, y) \in X \times X$ is said to be a coupled fixed point of the map $F$ : $X \times X \rightarrow X$ if $x=F(x, y)$ and $y=F(y, x)$.

Definition 3. ([20]) A point $(x, y) \in X \times X$ is said to be a coupled fixed point of the set-valued map $F: X \times X \rightrightarrows X$ if $x \in F(x, y)$ and $y \in F(y, x)$.

The model that will be constructed in the application section will be of two set-valued maps $F_{1}: X \times Y \rightrightarrows X$ and $F_{2}: X \times Y \rightrightarrows Y$ and we will be interested in the existence of ordered pairs $(x, y)$, such that $x \in F_{1}(x, y)$ and $y \in F_{2}(x, y)$, which are called generalized coupled fixed points for the ordered pair of set-valued maps $\left(F_{1}, F_{2}\right)$.

## 3. Main Results

We will present a result, which extends the result from [2] and establishes a solution of the generalized coupled fixed point problem for an ordered pair of set-valued maps.

Theorem 1. Let $(X, \rho)$ and $(Y, \sigma)$ be complete metric spaces, $F_{1}: X \times Y \rightrightarrows X$ and $F_{2}: X \times Y \rightrightarrows$ $Y$ be multi-valued maps and $\bar{x} \in X, \bar{y} \in Y$. Let there exist a constant $r>0$ and non-negative constants $\alpha, \beta, \gamma, \delta$, satisfying $\max \{\alpha+\gamma, \beta+\delta\}<1$, such that the following assumptions hold:
(a) $F_{1}(x, y)$ and $F_{2}(x, y)$ are nonempty closed subsets of $X$ and $Y$ for all $(x, y) \in B_{r}(\bar{x}) \times B_{r}(\bar{y})$
(b) the inequality $d\left(\bar{x}, F_{1}(\bar{x}, \bar{y})\right)+d\left(\bar{y}, F_{2}(\bar{x}, \bar{y})\right)<r(1-\lambda)$ holds, where $\lambda=\max \{\alpha+\gamma, \beta+\delta\}$
(c) the inequality

$$
\begin{align*}
S_{1} & =e\left(F_{1}(x, y) \cap B_{r}(\bar{x}), F_{1}(u, v)\right)+e\left(F_{2}(z, w) \cap B_{r}(\bar{y}), F_{2}(t, s)\right) \\
& \leq \alpha \rho(x, u)+\beta \sigma(y, v)+\gamma \rho(z, t)+\delta \sigma(w, s) \tag{1}
\end{align*}
$$

holds for all $(x, y),(u, v),(z, w),(t, s) \in B_{r}(\bar{x}) \times B_{r}(\bar{y})$.
Then, the generalized coupled fixed point problem has at least one solution $(x, y) \in B_{r}(\bar{x}) \times B_{r}(\bar{y})$.
Proof. Let $\bar{x}=x_{0}$ and $\bar{y}=y_{0}$.
We will construct by induction a sequence $\left\{\left(x_{n}, y_{n}\right)\right\}_{n=1}^{\infty}$, which will satisfy the inclusions $x_{n+1} \in F_{1}\left(x_{n}, y_{n}\right) \cap B_{r}\left(x_{0}\right)$ and $y_{n+1} \in F_{2}\left(x_{n}, y_{n}\right) \cap B_{r}\left(y_{0}\right)$ for $n \geq 0$.

Step one of the induction: We will choose $\left(x_{1}, y_{1}\right)$. By assumption (b), there exist $x_{1} \in F_{1}\left(x_{0}, y_{0}\right)$ and $y_{1} \in F_{2}\left(x_{0}, y_{0}\right)$ such that $\rho\left(x_{1}, x_{0}\right)+\sigma\left(y_{1}, y_{0}\right)<r(1-\lambda)<r$. Therefore, $x_{1} \in F_{1}\left(x_{0}, y_{0}\right) \cap B_{r}\left(x_{0}\right)$ and $y_{1} \in F_{2}\left(x_{0}, y_{0}\right) \cap B_{r}\left(y_{0}\right)$.

We will proceed with the choice of $\left(x_{2}, y_{2}\right)$. From (1) we have the chain of inequalities

$$
\begin{aligned}
S_{2} & =d\left(x_{1}, F_{1}\left(x_{1}, y_{1}\right)\right)+d\left(y_{1}, F_{2}\left(x_{1}, y_{1}\right)\right) \\
& \leq e\left(F_{1}\left(x_{0}, y_{0}\right) \cap B_{r}\left(x_{0}\right), F_{1}\left(x_{1}, y_{1}\right)\right)+e\left(F_{2}\left(x_{0}, y_{0}\right) \cap B_{r}\left(y_{0}\right), F_{2}\left(x_{1}, y_{1}\right)\right) \\
& \leq \alpha \rho\left(x_{1}, x_{0}\right)+\beta \sigma\left(y_{1}, y_{0}\right)+\gamma \rho\left(x_{1}, x_{0}\right)+\delta \sigma\left(y_{1}, y_{0}\right) \\
& =(\alpha+\gamma) \rho\left(x_{1}, x_{0}\right)+(\beta+\delta) \sigma\left(y_{1}, y_{0}\right) \\
& \leq \max \{\alpha+\gamma, \beta+\delta\}\left(\rho\left(x_{1}, x_{0}\right)+\sigma\left(y_{1}, y_{0}\right)\right) \\
& <r(1-\lambda) \lambda .
\end{aligned}
$$

The above inequalities imply the existence of $x_{2} \in F_{1}\left(x_{1}, y_{1}\right)$ and $y_{2} \in F_{2}\left(x_{1}, y_{1}\right)$, such that $\rho\left(x_{2}, x_{1}\right)+\sigma\left(y_{2}, y_{1}\right)<r(1-\lambda) \lambda$. Using the triangular inequality we get

$$
\begin{aligned}
\rho\left(x_{2}, x_{0}\right)+\sigma\left(y_{2}, y_{0}\right) & \leq \rho\left(x_{2}, x_{1}\right)+\sigma\left(y_{2}, y_{1}\right)+\rho\left(x_{1}, x_{0}\right)+\sigma\left(y_{1}, y_{0}\right) \\
& \leq r(1-\lambda) \lambda+r(1-\lambda)<r .
\end{aligned}
$$

Consequently $x_{2} \in F_{1}\left(x_{1}, y_{1}\right) \cap B_{r}\left(x_{0}\right)$ and $y_{2} \in F_{2}\left(x_{1}, y_{1}\right) \cap B_{r}\left(y_{0}\right)$.
Step two of the induction: Let us suppose that we have already chosen $\left\{\left(x_{k}, y_{k}\right)\right\}_{k=1}^{n}$, satisfying for each $k=1,2, \ldots, n$

$$
x_{k} \in F_{1}\left(x_{k-1}, y_{k-1}\right) \cap B_{r}\left(x_{0}\right), y_{k} \in F_{2}\left(x_{k-1}, y_{k-1}\right) \cap B_{r}\left(y_{0}\right)
$$

and

$$
\rho\left(x_{k}, x_{k-1}\right)+\sigma\left(y_{k}, y_{k-1}\right)<r(1-\lambda) \lambda^{k-1} .
$$

Step three of the induction: We will prove that we can choose $\left(x_{n+1}, y_{n+1}\right)$, provided that we have already chosen $\left\{\left(x_{k}, y_{k}\right)\right\}_{k=1}^{n}$. By assumption (1) we have the chain of inequalities

$$
\begin{aligned}
S_{3} & =d\left(x_{n}, F_{1}\left(x_{n}, y_{n}\right)\right)+d\left(y_{n}, F_{2}\left(x_{n}, y_{n}\right)\right) \\
& \leq e\left(F_{1}\left(x_{n-1}, y_{n-1}\right) \cap B_{r}\left(x_{0}\right), F_{1}\left(x_{n}, y_{n}\right)\right)+e\left(F_{2}\left(x_{n-1}, y_{n-1}\right) \cap B_{r}\left(y_{0}\right), F_{2}\left(x_{n}, y_{n}\right)\right) \\
& \leq \alpha \rho\left(x_{n}, x_{n-1}\right)+\beta \sigma\left(y_{n}, y_{n-1}\right)+\gamma \rho\left(x_{n}, x_{n-1}\right)+\delta \sigma\left(y_{n}, y_{n-1}\right) \\
& =(\alpha+\gamma) \rho\left(x_{n}, x_{n-1}\right)+(\beta+\delta) \sigma\left(y_{n}, y_{n-1}\right) \\
& \leq \max \{\alpha+\gamma, \beta+\delta\}\left(\rho\left(x_{n}, x_{n-1}\right)+\sigma\left(y_{n}, y_{n-1}\right)\right) \\
& <\lambda r(1-\lambda) \lambda^{n-1}=r(1-\lambda) \lambda^{n} .
\end{aligned}
$$

The above inequalities imply that there exist

$$
x_{n+1} \in F_{1}\left(x_{n}, y_{n}\right) \text { and } y_{n+1} \in F_{2}\left(x_{n}, y_{n}\right)
$$

such that

$$
\begin{equation*}
\rho\left(x_{n}, x_{n+1}\right)+\sigma\left(y_{n}, y_{n+1}\right)<r(1-\lambda) \lambda^{n} . \tag{2}
\end{equation*}
$$

Using the triangular inequality we get

$$
\rho\left(x_{n+1}, x_{0}\right)+\sigma\left(y_{n+1}, y_{0}\right) \leq \sum_{k=0}^{n} \rho\left(x_{k+1}, x_{k}\right)+\sigma\left(y_{k+1}, y_{k}\right)<r(1-\lambda) \sum_{k=0}^{n} \lambda^{k}<r .
$$

Consequently, $x_{n+1} \in F_{1}\left(x_{n}, y_{n}\right) \cap B_{r}\left(x_{0}\right)$ and $y_{n+1} \in F_{2}\left(x_{n}, y_{n}\right) \cap B_{r}\left(y_{0}\right)$ and this completes the induction.

It follows from (2) that $\max \left\{\rho\left(x_{n}, x_{n+1}\right), \sigma\left(y_{n}, y_{n+1}\right)\right\}<r(1-\lambda) \lambda^{n}$ and thus the inequality

$$
\rho\left(x_{n}, x_{m}\right) \leq \sum_{k=m}^{n-1} \rho\left(x_{k+1}, x_{k}\right)<r(1-\lambda) \lambda^{m} \sum_{k=0}^{n-1} \lambda^{k}<r \lambda^{m}
$$

holds for any $n>m$.
Therefore, $\left\{x_{n}\right\}_{n=0}^{\infty}$ is a Cauchy sequence and from the assumption that $X$ is a complete metric space it follows that $\left\{x_{n}\right\}_{n=0}^{\infty}$ converges to some $x^{*} \in B_{r}\left(x_{0}\right)$. By similar arguments we get that the sequence $\left\{y_{n}\right\}_{n=0}^{\infty}$ is a Cauchy sequence and converges to some $y^{*} \in B_{r}\left(y_{0}\right)$.

By using of assumption (1) we get the chain of inequalities

$$
\begin{aligned}
S_{4} & =d\left(x_{n}, F_{1}\left(x^{*}, y^{*}\right)\right)+d\left(y_{n}, F_{2}\left(x^{*}, y^{*}\right)\right) \\
& \leq e\left(F_{1}\left(x_{n-1}, y_{n-1}\right) \cap B_{r}\left(x_{0}\right), F_{1}\left(x^{*}, y^{*}\right)\right)+e\left(F_{2}\left(x_{n-1}, y_{n-1}\right) \cap B_{r}\left(y_{0}\right), F_{2}\left(x^{*}, y^{*}\right)\right) \\
& \leq \alpha \rho\left(x^{*}, x_{n-1}\right)+\beta \sigma\left(y^{*}, y_{n-1}\right)+\gamma \rho\left(x^{*}, x_{n-1}\right)+\delta \sigma\left(y^{*}, y_{n-1}\right) \\
& \leq(\alpha+\gamma) \rho\left(x^{*}, x_{n-1}\right)+(\beta+\delta) \sigma\left(y^{*}, y_{n-1}\right) \\
& \leq \lambda\left(\rho\left(x^{*}, x_{n-1}\right)+\sigma\left(y^{*}, y_{n-1}\right)\right) .
\end{aligned}
$$

Applying the triangle inequality we obtain

$$
\begin{align*}
S_{5} & =d\left(x^{*}, F_{1}\left(x^{*}, y^{*}\right)\right)+d\left(y^{*}, F_{2}\left(x^{*}, y^{*}\right)\right) \\
& \leq \rho\left(x^{*}, x_{n}\right)+d\left(x_{n}, F_{1}\left(x^{*}, y^{*}\right)\right)+\sigma\left(y^{*}, y_{n}\right)+d\left(y_{n}, F_{2}\left(x^{*}, y^{*}\right)\right)  \tag{3}\\
& \leq \rho\left(x^{*}, x_{n}\right)+\lambda\left(\left(\rho\left(x^{*}, x_{n-1}\right)+\sigma\left(y^{*}, y_{n-1}\right)\right)+\sigma\left(y^{*}, y_{n}\right) .\right.
\end{align*}
$$

After taking a limit as $n \rightarrow \infty$ in (3) we get that $d\left(x^{*}, F_{1}\left(x^{*}, y^{*}\right)\right)+d\left(y^{*}, F_{2}\left(x^{*}, y^{*}\right)\right)=0$. From the assumption that $F_{1}\left(x^{*}, y^{*}\right)$ and $F_{2}\left(x^{*}, y^{*}\right)$ are closed it follows that $x^{*} \in F_{1}\left(x^{*}, y^{*}\right)$ and $y^{*} \in F_{2}\left(x^{*}, y^{*}\right)$, i.e $\left(x^{*}, y^{*}\right)$ is a generalized coupled fixed point.

Remark 1. If $F_{1}$ and $F_{2}$ are single-valued, then assumption (1) implies that $\left(x^{*}, y^{*}\right)$ is the unique coupled fixed point of $\left(F_{1}, F_{2}\right)$ in $B_{r}\left(x_{0}\right) \times B_{r}\left(y_{0}\right)$.

## 4. Examples and Applications

We will illustrate Theorem 1 with two examples. We will use these two examples to construct models in economics and ecology.

### 4.1. Examples

Example 1: Let us choose $0 \leq \alpha<\beta<\gamma<\delta \leq \eta<+\infty, n, m \in(0,1]$, so that

$$
\max \left\{\frac{n(\gamma-\beta)+m(\gamma-\beta)}{2\left((\eta+1)^{n}-(\alpha+1)^{n}\right)}, \frac{n(\gamma-\beta)+m(\gamma-\beta)}{2(\delta+1)^{n}}\right\}<1 .
$$

Let us define the maps

$$
f:[0, \delta] \rightarrow\left[\frac{\beta+\gamma}{2}, \gamma\right], g:[\alpha, \eta] \rightarrow\left[\beta, \frac{\beta+\gamma}{2}\right],
$$

$$
\varphi:[0, \delta] \rightarrow\left[\frac{\beta+\gamma}{2}, \gamma\right], \psi:[\alpha, \eta] \rightarrow\left[\beta, \frac{\beta+\gamma}{2}\right]
$$

by

$$
\begin{gathered}
f(x)=\frac{\gamma-\beta}{2(\delta+1)^{n}}(x+1)^{n}+\frac{\beta+\gamma}{2}, \\
g(x)=\frac{\gamma-\beta}{2\left((\eta+1)^{n}-(\alpha+1)^{n}\right)}(x+1)^{n}+\beta-(\alpha+1)^{n} \frac{\gamma-\beta}{2\left((\eta+1)^{n}-(\alpha+1)^{n}\right)}, \\
\varphi(x)=\frac{\gamma-\beta}{2(\delta+1)^{m}}(x+1)^{m}+\frac{\beta+\gamma}{2}, \\
\psi(x)=\frac{\gamma-\beta}{2\left((\eta+1)^{m}-(\alpha+1)^{m}\right)}(x+1)^{m}+\beta-(\alpha+1)^{m} \frac{\gamma-\beta}{2\left((\eta+1)^{m}-(\alpha+1)^{m}\right)} .
\end{gathered}
$$

Let us denote $\bar{x}=\bar{y}=\frac{\beta+\gamma}{2}$ and $\theta=\min \{|\delta-\bar{x}|,|\alpha-\bar{x}|\}$. Let us endow $\mathbb{R}$ with the absolute value metrics $|\cdot-\cdot|$. Let us consider the sets $X=[0, \delta], Y=[\alpha, \eta]$. Let us define the multivalued maps $F: X \times Y \rightrightarrows X$ and $G: X \times Y \rightrightarrows Y$ by

$$
F(x, y)=\{\xi: g(y) \leq \xi \leq f(x)\}
$$

and

$$
G(x, y)=\{\xi: \psi(y) \leq \xi \leq \varphi(x)\} .
$$

We will check that $F$ and $G$ satisfy Theorem 1.
It is easy to see that for any $(x, y) \in B_{r}(\bar{x}) \times B_{r}(\bar{y})$ the sets $F(x, y)=[g(y), f(x)]$ and $G(x, y)=[\psi(y), \varphi(x)]$ are non empty and closed subsets of $X$ or $Y$, respectively.

From $g(\bar{x}) \leq \bar{x} \leq f(\bar{x})$ and $\psi(\bar{x}) \leq \bar{x} \leq \varphi(\bar{x})$ we get that $F(\bar{x}, \bar{x}) \rightrightarrows[g(\bar{x}), f(\bar{x})]$ and $G(\bar{x}, \bar{x}) \rightrightarrows[\psi(\bar{x}), \varphi(\bar{x})]$. Then

$$
d(\bar{x}, F(\bar{x}, \bar{x}))+d(\bar{x}, G(\bar{x}, \bar{x}))=0<r(1-\lambda)
$$

for any $r>0$ and any $\lambda \in[0,1)$.
From $F(x, y) \rightrightarrows[g(y), f(x)] \subseteq B_{r}(\bar{x})$ and $G(x, y) \rightrightarrows[\psi(y), \varphi(x)] \subseteq B_{r}(\bar{y})$ it follows that $F(x, y) \cap B_{r}(\bar{x})=F(x, y)=[g(y), f(x)]$ and $G(x, y) \cap B_{r}(\bar{y})=G(x, y)=[\psi(y), \varphi(x)]$ for $r=\theta$.

Consequently,

$$
\begin{aligned}
e\left(F(x, y) \cap B_{r}(\bar{x}), F(u, v)\right) & =e([g(y), f(x)],[g(v), f(u)]) \\
& =\sup _{x \in[g(y), f(x)]} d(x,[g(v), f(u)]) .
\end{aligned}
$$

There are four cases:
(I) $x \leq u$ and $y \leq v$; (II) $x \leq u$ and $y \geq v$; (III) $x \geq u$ and $y \leq v$; (IV) $x \geq u$ and $y \geq v$. We will need the inequalities:

$$
|f(x)-f(y)|=f^{\prime}(\zeta)|x-y| \leq n \frac{\gamma-\beta}{2\left((\eta+1)^{n}-(\alpha+1)^{n}\right)}|x-y|
$$

and

$$
|g(x)-g(y)|=g^{\prime}(\zeta)|x-y| \leq n \frac{\gamma-\beta}{2(\delta+1)^{n}}|x-y|
$$

Case (I). We will illustrate this case with a figure for easier reading (Figure 1). The other three cases are similar.


Figure 1. Case (I) $x \leq u$ and $y \leq v$.

$$
\begin{aligned}
S_{5} & =\sup _{z \in[g(y), f(x)]} d(z,[g(v), f(u)]) \\
& =\sup _{g(y) \leq z \leq g(v)}|z-g(v)|=|g(y)-g(v)|=n \frac{\gamma-\beta}{2(\delta+1)^{n}}|y-v| .
\end{aligned}
$$

Case (II). In this case $F_{1}(x, y) \subseteq F_{1}(u, v)$ and we get

$$
\sup _{z \in[g(y), f(x)]} d(z,[g(v), f(u)])=0 .
$$

Case (III). In this case $F_{1}(u, v) \subseteq F_{1}(x, y)$ and we get

$$
\begin{aligned}
S_{6} & =\sup _{z \in[g(y), f(x)]} d(z,[g(v), f(u)])=\max \{|g(y)-g(v)|,|f(x)-f(u)|\} \\
& =\max \left\{n \frac{\gamma-\beta}{2(\delta+1)^{n}}|y-v|, n \frac{\gamma-\beta}{2\left((\eta+1)^{n}-(\alpha+1)^{n}\right)}|x-u|\right\} .
\end{aligned}
$$

Case (IV). This case is very similar to case I) and we get

$$
\sup _{z \in[g(y), f(x)]} d(z,[g(v), f(u)])=|f(x)-f(u)|=n \frac{\gamma-\beta}{2\left((\eta+1)^{n}-(\alpha+1)^{n}\right)}|x-u|
$$

Therefore by combining the four Cases (I) to (IV) we get

$$
\begin{aligned}
S_{7} & =e\left(F(x, y) \cap B_{r}(\bar{x}), F(u, v)\right) \\
& \leq \max \left\{n \frac{\gamma-\beta}{2(\delta+1)^{n}}|y-v|, n \frac{\gamma-\beta}{2\left((\eta+1)^{n}-(\alpha+1)^{n}\right)}|x-u|\right\} \\
& \leq n \frac{\gamma-\beta}{2(\delta+1)^{n}}|y-v|+n \frac{\gamma-\beta}{2\left((\eta+1)^{n}-(\alpha+1)^{n}\right)}|x-u|
\end{aligned}
$$

By similar calculations we can get that

$$
\begin{aligned}
S_{8} & =e\left(G(z, w) \cap B_{r}(\bar{y}), G(t, s)\right) \\
& \leq m \frac{\gamma-\beta}{2(\delta+1)^{m}}|w-s|+m \frac{\gamma-\beta}{2\left((\eta+1)^{m}-(\alpha+1)^{m}\right)}|z-t|
\end{aligned}
$$

Thus there holds the inequality

$$
\begin{aligned}
S_{9}= & e\left(F(x, y) \cap B_{r}(\bar{x}), F(u, v)\right)+e\left(G(z, w) \cap B_{r}(\bar{y}), G(t, s)\right) \\
\leq & n \frac{(\gamma-\beta)|x-u|}{2\left((\eta+1)^{n}-(\alpha+1)^{n}\right)}+m \frac{(\gamma-\beta)|z-t|}{2\left((\eta+1)^{m}-(\alpha+1)^{m}\right)} \\
& +n \frac{\gamma-\beta}{2(\delta+1)^{n}}|y-v|+m \frac{\gamma-\beta}{2(\delta+1)^{m}}|w-s| .
\end{aligned}
$$

A particular case can be obtained if $n=m=1, \alpha=0, \beta=2, \gamma=4, \delta=6$ and $\eta=8$. We get $f(x)=\varphi(x)=\frac{x}{7}+\frac{22}{7}, g(y)=\psi(y)=\frac{y}{8}+2, r=3, \bar{x}=\bar{y}=3$ and

$$
\begin{aligned}
S_{10} & =e\left(F(x, y) \cap B_{r}(\bar{x}), F(u, v)\right)+e\left(G(z, w) \cap B_{r}(\bar{y}), G(t, s)\right) \\
& \leq \frac{1}{8}|x-u|+\frac{1}{7}|y-v|+\frac{1}{8}|z-t|+\frac{1}{7}|w-s| .
\end{aligned}
$$

Example 2. Let us consider the space $\mathbb{R}^{2}$. Let us choose $0<\alpha_{i}<\beta_{i}<\gamma_{i}<\delta_{i}<\eta_{i}<$ $+\infty, n_{i}, m_{i} \in(0,1]$ for $i=1,2$, so that

$$
\max _{i=1,2}\left\{\frac{n_{i}\left(\gamma_{i}-\beta_{i}\right)}{2\left(\delta_{i}+1\right)^{n_{i}}}\right\}+\max _{i=1,2}\left\{\frac{m_{i}\left(\gamma_{i}-\beta_{i}\right)}{2\left(\delta_{i}+1\right)^{m_{i}}}\right\}<1
$$

and

$$
\max _{i=1,2}\left\{\frac{n_{i}\left(\gamma_{i}-\beta_{i}\right)}{2\left(\left(\eta_{i}+1\right)^{n_{i}}-\left(\alpha_{i}+1\right)^{n_{i}}\right)}\right\}+\max _{i=1,2}\left\{\frac{m_{i}\left(\gamma_{i}-\beta_{i}\right)}{2\left(\left(\eta_{i}+1\right)^{m_{i}}-\left(\alpha_{i}+1\right)^{m_{i}}\right)}\right\}<1 .
$$

Let us define the maps

$$
\begin{aligned}
& f_{i}:\left[0, \delta_{i}\right] \rightarrow\left[\frac{\beta_{i}+\gamma_{i}}{2}, \gamma_{i}\right], g_{i}:\left[\alpha_{i}, \eta_{i}\right] \rightarrow\left[\beta_{i}, \frac{\beta_{i}+\gamma_{i}}{2}\right], \\
& \varphi_{i}:\left[0, \delta_{i}\right] \rightarrow\left[\frac{\beta_{i}+\gamma_{i}}{2}, \gamma_{i}\right], \psi_{i}:\left[\alpha_{i}, \eta_{i}\right] \rightarrow\left[\beta_{i}, \frac{\beta_{i}+\gamma_{i}}{2}\right]
\end{aligned}
$$

for $i=1,2$ by

$$
\begin{aligned}
& f_{i}(x)=\frac{\gamma_{i}-\beta_{i}}{2\left(\delta_{i}+1\right)^{n_{i}}}(x+1)^{n_{i}}+\frac{\beta_{i}+\gamma_{i}}{2} \\
& g_{i}(x)=C(x+1)^{n_{i}}+\beta_{i}-\left(\alpha_{i}+1\right)^{n_{i}} C \\
& \varphi_{i}(x)=\frac{\gamma_{i}-\beta_{i}}{2\left(\delta_{i}+1\right)^{m_{i}}}(x+1)^{m_{i}}+\frac{\beta_{i}+\gamma_{i}}{2} \\
& \psi_{i}(x)=D(x+1)^{m_{i}}+\beta_{i}-\left(\alpha_{i}+1\right)^{m_{i}} D
\end{aligned}
$$

where $C=\frac{\gamma_{i}-\beta_{i}}{2\left(\left(\eta_{i}+1\right)^{n_{i}}-\left(\alpha_{i}+1\right)^{n_{i}}\right)}$ and $D=\frac{\gamma_{i}-\beta_{i}}{2\left(\left(\eta_{i}+1\right)^{n_{i}}-\left(\alpha_{i}+1\right)^{m_{i}}\right)}$.
Let us denote $\bar{x}_{i}=\frac{\beta_{i}+\gamma_{i}}{2}$ and $\theta_{i}=\min \left\{\left|\delta_{i}-\bar{x}_{i}\right|,\left|\alpha_{i}-\bar{x}_{i}\right|\right\}$ for $i=1$, 2 . Let us endow $\mathbb{R}^{2}$ with the metrics $\rho((x, y),(u, v))=\left(\left|\frac{x-u}{\theta_{1}}\right|^{p}+\left|\frac{y-v}{\theta_{2}}\right|^{p}\right)^{1 / p}, p \in(1,+\infty)$. Let us consider the sets $X_{i}=\left[0, \delta_{i}\right], Y_{i}=\left[\alpha_{i}, \eta_{i}\right]$ for $i=1,2$ and let $X=X_{1} \times X_{2}, Y=Y_{1} \times Y_{2}$. Let us define the multivalued maps $F: X \times Y \rightrightarrows X$ and $G: X \times Y \rightrightarrows Y$ by

$$
F\left(\left(x_{1}, x_{2}\right),\left(y_{1}, y_{2}\right)\right)=\left\{\left(\xi_{1}, \xi_{2}\right): g_{i}\left(y_{i}\right) \leq \xi_{i} \leq f_{i}\left(x_{i}\right)\right\}
$$

and

$$
G\left(\left(x_{1}, x_{2}\right),\left(y_{1}, y_{2}\right)\right)=\left\{\left(\xi_{1}, \xi_{2}\right): \psi_{i}\left(y_{i}\right) \leq \xi_{i} \leq \varphi_{i}\left(x_{i}\right)\right\}
$$

We will check that the pair $(F, G)$ satisfies Theorem 1.
Let us choose $r=2$ and $\bar{x}=\bar{y}=\left(\bar{x}_{1}, \bar{x}_{2}\right)$. By definition

$$
B_{r}(\bar{x}) \equiv B_{r}(\bar{y})=\left\{x=\left(x_{1}, x_{2}\right): \rho(x, \bar{x}) \leq 2\right\} .
$$

It is easy to see that $R_{2} \subseteq B_{2}(\bar{x}) \subseteq R_{1}$, where $R_{1}$ be the rectangular with vertices $\left(\alpha_{1}, \alpha_{2}\right),\left(\delta_{1}, \alpha_{2}\right),\left(\delta_{1}, \delta_{2}\right),\left(\alpha_{1}, \delta_{2}\right)$ and $R_{2}$ be the rectangular with vertices $\left(\beta_{1}, \beta_{2}\right),\left(\gamma_{1}, \beta_{2}\right)$, $\left(\gamma_{1}, \gamma_{2}\right),\left(\beta_{1}, \gamma_{2}\right)$ and $B_{2}(\bar{x})$ (Figure 2) is an ellipse for $p=2$.


Figure 2. $R_{2} \subseteq B_{2}(\bar{x}) \subseteq R_{1}$.
Indeed, let $\left(x_{1}, x_{2}\right) \in R_{2}$. Then $\beta_{i} \leq x_{i} \leq \gamma_{i}$. Thereafter it holds for $i=1,2$

$$
\left|\frac{\beta_{i}+\gamma_{i}}{2}-x_{i}\right|=\left|\bar{x}_{i}-x_{i}\right| \leq \min \left\{\left|\delta_{i}-\bar{x}_{i}\right|,\left|\alpha_{i}-\bar{x}_{i}\right|\right\}=\theta_{i}
$$

and consequently we can write the inequalities

$$
\rho\left(\left(x_{1}, x_{2}\right),\left(\bar{x}_{1}, \bar{x}_{2}\right)\right)=\left(\left|\frac{\bar{x}_{1}-x_{1}}{\theta_{1}}\right|^{p}+\left|\frac{\bar{x}_{2}-x_{2}}{\theta_{2}}\right|^{p}\right)^{1 / p} \leq 2^{1 / p}<2 .
$$

From $g_{i}\left(\bar{x}_{i}\right) \leq \bar{x}_{i} \leq f_{i}\left(\bar{x}_{i}\right)$ it follows that $\bar{x}=\left(\bar{x}_{1}, \bar{x}_{2}\right) \in F\left(\bar{x}_{1}, \bar{x}_{2}\right)$ and from $\psi_{i}\left(\bar{x}_{i}\right) \leq$ $\bar{x}_{i} \leq \varphi_{i}\left(\bar{x}_{i}\right)$ it follows that $\bar{x}=\left(\bar{x}_{1}, \bar{x}_{2}\right) \in G\left(\bar{x}_{1}, \bar{x}_{2}\right)$ and therefore $d(\bar{x}, F(\bar{x}, \bar{y}))=d(\bar{y}, G(\bar{x}, \bar{y}))$ $=0 \leq r(1-\lambda)$ holds for any $r \geq 1$ and $\lambda \in[0,1)$.

We observe that there hold $F(x, y) \cap B_{r}(\bar{x})=F(x, y)$ and $G(x, y) \cap B_{r}(\bar{y})=G(x, y)$. Therefore we will need to calculate $e(F(x, y), F(u, v))$ and $e(G(z, w), G(t, s))$.

The set $F(x, y)=F\left(\left(x_{1}, x_{2}\right),\left(y_{1}, y_{2}\right)\right)$ is a rectangular with vertexes $\left(g\left(y_{1}\right), g\left(y_{2}\right)\right)$, $\left(f\left(x_{1}\right), g\left(y_{2}\right)\right),\left(f_{1}\left(x_{1}\right), f\left(x_{2}\right)\right)$ and $\left(g\left(y_{1}\right), f\left(x_{2}\right)\right)$. There are several possible cases: $g\left(y_{i}\right) \leq$ $g\left(v_{i}\right)$, or $g\left(v_{i}\right) \leq g\left(y_{i}\right)$ and $f\left(x_{i}\right) \leq f\left(u_{i}\right)$ or $f\left(u_{i}\right) \leq f\left(x_{i}\right)$ with all the possible combinations of $i=1,2$.

Let us first consider the case: $g\left(y_{1}\right) \leq g\left(v_{1}\right) \leq f\left(u_{1}\right) \leq f\left(x_{1}\right)$ and $g\left(y_{2}\right) \leq g\left(v_{2}\right) \leq$ $f\left(u_{2}\right) \leq f\left(x_{2}\right)$. It is easy to observe that $e(F(x, y), F(u, v))=\max \left\{A_{i}: i=1,2,3,4\right\}$ (Figure 3), where

$$
\begin{aligned}
& A_{1}=\operatorname{dist}\left(\left(g\left(y_{1}\right), g\left(y_{2}\right)\right), F(u, v)\right), \\
& A_{2}=\operatorname{dist}\left(\left(f\left(x_{1}\right), g\left(y_{2}\right)\right), F(u, v)\right), \\
& A_{3}=\operatorname{dist}\left(\left(f\left(x_{1}\right), f\left(x_{2}\right)\right), F(u, v)\right), \\
& A_{4}=\operatorname{dist}\left(\left(g\left(y_{1}\right), f\left(x_{2}\right)\right), F(u, v)\right) .
\end{aligned}
$$



Figure 3. $e(F(x, y), F(u, v))=\max \left\{A_{i}: i=1,2,3,4\right\}$.
We will need the inequalities:

$$
\begin{gathered}
\left|f_{i}(x)-f_{i}(y)\right|=f_{i}^{\prime}(\zeta)|x-y| \leq n_{i} \frac{\gamma_{i}-\beta_{i}}{2\left(\delta_{i}+1\right)^{n_{i}}}|x-y| \\
\left|g_{i}(x)-g_{i}(y)\right|=g_{i}^{\prime}(\zeta)|x-y| \leq n_{i} \frac{\gamma_{i}-\beta_{i}}{2\left(\left(\eta_{i}+1\right)^{n_{i}}-\left(\alpha_{i}+1\right)^{n_{i}}\right)}|x-y|
\end{gathered}
$$

where $n_{i} \in(0,1)$ and

$$
f^{\prime}(\zeta) \leq n_{i} \frac{\gamma_{i}-\beta_{i}}{2\left(\delta_{i}+1\right)^{n_{i}}} \max \left\{(x+1)^{n_{i}-1}: x \in\left[0, \delta_{i}\right]\right\}=n_{i} \frac{\gamma_{i}-\beta_{i}}{2\left(\delta_{i}+1\right)^{n_{i}}}
$$

and

$$
\begin{aligned}
g_{i}^{\prime}(\zeta) & \leq n_{i} \frac{\gamma_{i}-\beta_{i}}{2\left(\left(\eta_{i}+1\right)^{n_{i}}-\left(\alpha_{i}+1\right)^{n_{i}}\right)} \max \left\{(x+1)^{n_{i}-1}: x \in\left[\alpha_{i}, \eta_{i}\right]\right\} \\
& =n_{i} \frac{2\left(\left(\eta_{i}+1\right)^{n_{i}}-\beta_{i}-\left(\alpha_{i}+1\right)^{n_{i}}\right)}{}=n_{i} C_{i} .
\end{aligned}
$$

We calculate

$$
\begin{aligned}
A_{1} & =\sqrt[p]{\left|\frac{g_{1}\left(v_{1}\right)-g_{1}\left(y_{1}\right)}{\theta_{1}}\right|^{p}+\left|\frac{g_{2}\left(v_{2}\right)-g_{2}\left(y_{2}\right)}{\theta_{2}}\right|^{p}} \\
& =\sqrt[p]{\left.\frac{1}{\theta_{1}^{p}}\left|n_{1} C_{1}\right|^{p}\left|v_{1}-y_{1}\right|^{p}+\frac{1}{\theta_{2}^{p}}\left|n_{2} C_{2}\right|^{p}\left|v_{2}-y_{2}\right|^{p}\right)} \\
& \leq\left(\max _{i=1,2}\left\{\frac{n_{i}\left(\gamma_{i}-\beta_{i}\right)}{2\left(\left(\eta_{i}+1\right)^{n_{i}}-\left(\alpha_{i}+1\right)^{n_{i}}\right)}\right\}\right) \rho\left(\left(v_{1}, v_{2}\right),\left(y_{1}, y_{2}\right)\right)
\end{aligned}
$$

and

$$
\begin{aligned}
A_{3} & =\sqrt[p]{\left|\frac{f_{1}\left(u_{1}\right)-f_{1}\left(x_{1}\right)}{\theta_{1}}\right|^{p}+\left|\frac{f_{2}\left(u_{2}\right)-f_{2}\left(x_{2}\right)}{\theta_{2}}\right|^{p}} \\
& =\sqrt[p]{\left.\frac{1}{\theta_{1}^{p}}\left|\frac{n_{1}\left(\gamma_{1}-\beta_{1}\right)}{2\left(\delta_{1}+1\right)^{n_{1}}}\right|^{p}\left|u_{1}-x_{1}\right|^{p}+\frac{1}{\theta_{2}^{p}}\left|\frac{n_{2}\left(\gamma_{2}-\beta_{2}\right)}{2\left(\delta_{2}+1\right)^{n_{2}}}\right|^{p}\left|u_{2}-x_{2}\right|^{p}\right)} \\
& \leq\left(\max _{i=1,2}\left\{\frac{n_{i}\left(\gamma_{i}-\beta_{i}\right)}{2\left(\delta_{i}+1\right)^{n_{i}}}\right\}\right) \rho\left(\left(x_{1}, x_{2}\right),\left(u_{1}, u_{2}\right)\right) .
\end{aligned}
$$

For the estimation of $A_{2}$ and $A_{4}$ let us denote (Figure 3)

$$
\begin{aligned}
& A=\left(g_{1}\left(y_{1}\right), g_{2}\left(y_{2}\right)\right), B=\left(f_{1}\left(x_{1}\right), g_{2}\left(y_{2}\right)\right), \\
& C=\left(f_{1}\left(x_{1}\right), f_{2}\left(x_{2}\right)\right), P=\left(g_{1}\left(v_{1}\right), g_{2}\left(v_{2}\right)\right), \\
& Q=\left(f_{1}\left(u_{1}\right), g_{2}\left(v_{2}\right)\right), R=\left(f_{1}\left(u_{1}\right), f_{2}\left(u_{2}\right)\right), \\
& I=\left(g_{1}\left(v_{1}\right), g_{2}\left(y_{2}\right)\right), G=\left(f_{1}\left(u_{1}\right), g_{2}\left(y_{2}\right)\right), \\
& F=\left(f_{1}\left(x_{1}\right), g_{2}\left(v_{2}\right)\right), E=\left(f_{1}\left(x_{1}\right), f_{2}\left(u_{2}\right)\right) .
\end{aligned}
$$

There holds

$$
\begin{aligned}
A_{2} & =\rho(B, Q) \leq \rho(G, Q)+\rho(Q, F)=\rho(P, I)+\rho(R, E) \\
& \leq \rho(A, P)+\rho(R, C) \\
& \leq\left(\max _{i=1,2}\left\{n_{i} C_{i}\right\}\right) \rho(v, y)+\left(\max _{i=1,2}\left\{\frac{n_{i}\left(\gamma_{i}-\beta_{i}\right)}{2\left(\delta_{i}+1\right)^{n_{i}}}\right\}\right) \rho(x, u) .
\end{aligned}
$$

By similar observation we can prove that

$$
A_{4} \leq\left(\max _{i=1,2}\left\{n_{i} C_{i}\right\}\right) \rho(v, y)+\left(\max _{i=1,2}\left\{\frac{n_{i}\left(\gamma_{i}-\beta_{i}\right)}{2\left(\delta_{i}+1\right)^{n_{i}}}\right\}\right) \rho(x, u)
$$

Consequently $e(F(x, y), F(u, v) \leq \alpha \rho(x, u)+\beta \rho(y, v)$, where

$$
\alpha=\max _{i=1,2}\left\{\frac{n_{i}\left(\gamma_{i}-\beta_{i}\right)}{2\left(\delta_{i}+1\right)^{n_{i}}}\right\} \text { and } \beta=\max _{i=1,2}\left\{\frac{n_{i}\left(\gamma_{i}-\beta_{i}\right)}{2\left(\left(\eta_{i}+1\right)^{n_{i}}-\left(\alpha_{i}+1\right)^{n_{i}}\right)}\right\} .
$$

Let us denote the two rectangles $F(x, y)$ and $F(u, v)$ by $A B C D$ and $P Q R S$, respectively. We have just investigated the case $P Q R S \subseteq A B C D$. All the other cases are variants of Figure 4 and we can get that

$$
\begin{aligned}
e(F(x, y), F(u, v)) & \leq \max \{\rho(A, P), \rho(B, Q), \rho(C, R), \rho(D, S)\} \\
& \leq \alpha \rho(x, u)+\beta \rho(y, v) .
\end{aligned}
$$



Figure 4. $A B C D$ and $P Q R S$.
By similar calculations for the multivalued map $G$ we get

$$
e(G(z, w), G(t, s)) \leq \gamma \rho(z, t)+\delta \rho_{p}(w, s)
$$

where

$$
\gamma=\max _{i=1,2}\left\{\frac{m_{i}\left(\gamma_{i}-\beta_{i}\right)}{2\left(\delta_{i}+1\right)^{m_{i}}}\right\} \text { and } \delta=\max _{i=1,2}\left\{\frac{m_{i}\left(\gamma_{i}-\beta_{i}\right)}{2\left(\left(\eta_{i}+1\right)^{m_{i}}-\left(\alpha_{i}+1\right)^{m_{i}}\right)}\right\}
$$

and thus

$$
e(F(x, y), F(u, v))+e(G(z, w), G(t, s)) \leq \alpha \rho(x, u)+\beta \rho(y, v)+\gamma \rho(z, t)+\delta \rho(w, s) .
$$

4.2. Examples for the Existence of an Equilibrium in Oligopoly (Duopoly) Markets

The theory of oligopoly (duopoly) markets was initiated in [21]. Following [22,23] we present the main features of an oligopoly model in economics. The oligopoly is a
market structure in the presence of imperfect competition in which a limited number of large companies control the production and sale of a predominant part of the product in a particular sector of the economy. It is believed that oligopolies are the result of the trend in the economy towards concentration of capital and labor. The oligopoly is characterized by product differentiation; high barriers preventing the emergence of new "players"; limited access to information; non-price competition through advertising and other marketing activities, as well as price control. In the oligopolistic structure, large companies determine the behavior of competitors and take it into account when developing their strategy, which can be rivalry, even "trade wars" in terms of production volume, sales, and prices; the strategic interaction results in agreements (through secret or open collusion or without collusion) in order to guarantee stability and ensure high profits. They contribute to raising economic and organizational barriers, making it difficult for new "players" to emerge. This is the nature of the large initial capital costs for entering the business and achieving minimum effective production and sales capacity in view of economies of scale and resilience against competitors, the development of own research and development for product innovation, industrial and trade secrets. Oligopolistic market structures arise and are imposed by three key points (1) the concentration of assets; (2) inter-firm agreements; and (3) fencing off activities in order to gain market power, restrict competition, and generate large profits.

The distinctive feature of the oligopoly is that in determining individual supply and market price, companies are interdependent. The change in the market behavior of each of them can lead to a change in market conditions and possibly cause a change in the behavior of other companies.

The equilibrium quantity and price in the oligopoly will depend on the number of firms on the market, the information available, the strategy chosen by competitors and whether the firms in the market act independently of each other or in concert. The latter factor is the basis for two types of oligopolistic equilibrium-coherent and inconsistent, which differ significantly in end results and economic efficiency.

The classic model of uncoordinated oligopolistic behavior is the Cournot duopoly model, which considers the problem of the interdependence of firms in the market. The duopoly is a market structure in which two companies, protected from the emergence of other sellers, act as the only producers of standardized products that have no close substitutes, in which there are only two sellers of a particular product that are not interconnected by monopolistic agreement for prices market for selling products and quotas. The participants in the model try to maximize their payoff functions $\Pi_{1}(x, y)=x P(x+y)-C_{1}(x)$ and $\Pi_{2}(x, y)=y P(x+y)-C_{2}(x)$, respectively, where $P(Z)=P(x+y)$ be the inverse of the demand function and $C_{1}(x)$ and $C_{2}(y)$ be the cost functions of the two players. By maximizing its payoff functions, the players get their response functions $F: X \times Y \rightarrow X$ and $f: X \times Y \rightarrow X$, respectively.

The company equilibrium would become market if the supply of one company is equal to the supply of the other company, so that none of the companies is motivated to change their positions condition for market equilibrium. This condition is present if each of the companies produces one third of the total market supply under conditions of perfect competition and both companies sell at a specific market price, which is one third of the market price. Taking into account the strategic considerations of the companies, their behavior will depend on the decisions of their competitors.

Cournot's theory is based on competition and the fact that buyers announce prices and sellers adjust their products to those prices. Each company evaluates the product search function and then sets the quantity that will be sold, assuming that the competitor's output remains constant.

Deeper research on the oligopoly market can be found in [22-25].
Cournot's classical model deals with a maximization of the payoff functions of each of the players. A different approach is presented in [18], where attention is paid to the response functions of the players. The benefits of this approach are commented on in [18].

We will just say that as far as the players do not have a perfect knowledge of the market they react in some sense by not maximizing their payoff function, but rather by choosing a strategy based on their production and their rival's production levels. The solution of the maximization of the payoff function is actually the coupled fixed points $(x, y)$, such that $x=F(x, y)$ and $y=f(x, y)$.

Focusing on response functions allows us to put Cournot and Bertand's models together. Indeed let the first company reaction be $F(X, Y)$ and the second one $f(X, Y)$, where $X=(x, p)$ and $Y=(y, q)$. Here $x$ and $y$ denote the output quantity and $(p, q)$ are the prices set by players. In this, companies can compete in terms of both price and quantity.

A disadvantage of the presented model is that players do not choose a fixed production of a fixed price. Actually, the response of each player is any quality from a set of possible productions or a price from possible prices. Therefore we will consider the response functions $F: X \times Y \rightrightarrows U \subset X$ and $f: X \times Y \rightrightarrows V \subset Y$ be multivalued maps and a market equilibrium will be the pair $(x, y)$, such that $x \in F(x, y)$ and $y \in f(x, y)$.

Now we can restate Theorem 1 in terms of oligopoly.
Theorem 2. Let us assume that two companies are offering products that are perfect substitutes. The first one can produce qualities from the set $X$ and the second firm can produce qualities from the set $Y$, where $X$ and $Y$ be nonempty subsets of a partially ordered complete metric space $(Z, \rho)$ and $\bar{x} \in X, \bar{y} \in Y$. Consider $F: X \times Y \rightrightarrows X$ and $G: X \times Y \rightrightarrows Y$ to be the response function of players one and two, respectively. Let $F$ and $G$ satisfy all the conditions in Theorem 1.

Then there exists at least one market equilibrium point $(x, y) \in B_{r}(\bar{x}) \times B_{r}(\bar{y})$, which is a coupled fixed point for the ordered pair of response functions $(F, G)$.

Example 3: Let us consider in Example 1 two firms, producing one commodity, which is a perfect substitute. Let us put $\alpha=10, \beta=30, \gamma=50, \delta=80$ and $\eta=100$ in Example 1. We may consider the interval $[0, \eta]$ as the set of the total production. Let the first firm be a smaller one and its production set is $[0, \delta]$ and the second one be a larger firm with a production set $[\alpha, \eta]$. Let $n=1$ and $m=1 / 2$. Then for any initial start $[x, y]$ in the market the first firm chooses a production from the set

$$
\left[\frac{y}{9}+\frac{260}{9}, \frac{10}{81} x+\frac{3250}{81}\right]
$$

and the second firm from the set

$$
\left[\frac{10 \sqrt[2]{y+1}+30 \sqrt[2]{101}-40 \sqrt[2]{11}}{\sqrt[2]{101}-\sqrt[2]{11}}, \frac{10}{9} \sqrt[2]{x+1}+40\right]
$$

and

$$
\begin{aligned}
S_{11} & =e\left(F(x, y) \cap B_{r}(\bar{x}), F(u, v)\right)+e\left(G(z, w) \cap B_{r}(\bar{y}), G(t, s)\right) \\
& \leq \frac{10}{81}|x-u|+\frac{1}{9}|y-v|+\frac{5}{9}|z-t|+\gamma|w-s|,
\end{aligned}
$$

where $\gamma=\frac{5}{\sqrt{101}-\sqrt{11}}<\frac{5}{6}$. From $\max \left\{\frac{10}{81}+\frac{5}{9}, \frac{1}{9}+\frac{5}{6}\right\}=\max \left\{\frac{55}{81}, \frac{17}{18}\right\}=\frac{17}{18}<1$ it follows that the pair of response functions satisfies Theorem 2 and consequently there exists an equilibrium pair of productions $(x, y)$, such that $x \in F(x, y)$ and $y \in G(x, y)$.

Example 4. Let us consider a model of a duopoly with two players, producing one good, which is a complete substitute, and let they compete on qualities and prices simultaneously. Let us choose in Example 2, $\alpha_{1}=10, \beta_{1}=30, \gamma_{1}=40, \delta_{1}=60, \eta_{1}=100$, $\alpha_{2}=1, \beta_{2}=3, \gamma_{2}=4, \delta_{2}=5, \eta_{2}=8 n_{1}=1, n_{2}=1 / 2, m_{1}=1 / 2, m_{2}=1 / 4$. Let us consider the sets $X_{i}=\left[0, \delta_{i}\right], Y_{i}=\left[\alpha_{i}, \eta_{i}\right]$ for $i=1,2$ and let $X=X_{1} \times X_{2}, Y=Y_{1} \times Y_{2}$ and the multivalued maps $F: X \times Y \rightrightarrows X$ and $G: X \times Y \rightrightarrows Y$ from Example 2, which are the response functions of the two players, respectively, where the first coordinates are the response on the qualities and the second coordinate is the response on the price. Let
us endow $\mathbb{R}^{2}$ with the metrics $\rho((x, y),(u, v))=\left(\left|\frac{x-u}{\theta_{1}}\right|^{p}+\left|\frac{y-v}{\theta_{2}}\right|^{p}\right)^{1 / p}, p \in(1,+\infty)$ from Example 2.

We get that

$$
\begin{aligned}
S_{12} & =e(F(x, y), F(u, v))+e(G(z, w), G(t, s)) \\
& \leq 0.2 \rho(x, u)+0.4 \rho(y, v)+0.2 \rho(z, t)+0.4 \rho(w, s) .
\end{aligned}
$$

From the inequality $\max \{0.2+0.2,0.4+0.4\}<1$ it follows that we can apply Theorem 2. Consequently there exists an equilibrium pair of productions and prices $((x, p),(y, q))$, such that $(x, p) \in F((x, p),(y, q))$ and $(y, q) \in G((x, p),(y, q))$.The actual values of $\alpha, \beta, \gamma$ and $\delta$ are smaller.

### 4.3. Example for the Existence of an Equilibrium in Ecology

Despite the long history of aquatic ecosystems contamination and numerous extensive research undertaken, there are still open questions that remain to be explored. Revealing the relationship between the pollutant, pathway (water) and biota will help water bodies assessment and management. Heavy metals and other contaminants can bioaccumulate in aquatic organisms depending on their bioavailability and concentration in the water media. Among the most applied biomonitors for evaluating sources and releases of contaminants are aquatic bryophytes. Many studies reported a positive correlation between contaminants in aqueous environment and in mosses, for example for Cu [26]. Nevertheless, numerous research have reported that aquatic mosses often accumulate toxic elements in concentrations much higher than those reached in their ambient water media [27] or even when the contaminant in water samples is below the LOD [28].

Now we can restate Theorem 1 in terms of ecology.
Theorem 3. Let us assume that in an aquatic ecosystem there is one pollutant and a kind of aquatic organisms that accumulate the pollutant. The pollutant can have qualities from the set $Y$ and the aquatic organisms can accumulate qualities from the pollutant from the set $X$, where $X$ and $Y$ be nonempty subsets of a partially ordered complete metric space $(Z, \rho)$ and $\bar{x} \in X, \bar{y} \in Y$. Consider $F: X \times Y \rightrightarrows X$ and $G: X \times Y \rightrightarrows Y$ to be the response function of the aquatic organisms and the pollutant, respectively. Let $F$ and $G$ satisfy all the conditions in Theorem 1.

Then there exists at least one point $(x, y) \in B_{r}(\bar{x}) \times B_{r}(\bar{y})$, which is a generalized coupled fixed point for the ordered pair of response functions $(F, G)$.

Example 5. Let us consider in Example 1 two media (water and biota), the first one of which is an aquatic ecosystem (e.g. river water), which is polluted continuously and the second one is a bryophyte species that accumulates the contaminant. Let the pollution be from the set $Y=[\alpha, \eta]$ and the accumulated substance in the bryophyte be from the set $X=[0, \delta]$. Let us consider Example 1 with $\alpha=1, \beta=3, \gamma=7, \delta=8, \eta=10, n=3 / 4$ and $m=4 / 5$. If the pollution is $y$ and the accumulated substance in the bryophyte is estimated as $x$, then, due to the new inflow of pollution and the accumulation of the substance in the bryophyte, which are also reproduced, the pollution and the accumulation change in time to be the multivalued maps

$$
F \rightrightarrows[g(y), f(x)] \text { for all }(x, y) \in X \times Y
$$

and

$$
G \rightrightarrows[\psi(y), \varphi(x)] \text { for all }(x, y) \in X \times Y
$$

respectively, where

$$
f(x)=\frac{2}{\sqrt[4]{9^{3}}} \sqrt[4]{(x+1)^{3}}+5, g(y)=\frac{2}{\sqrt[4]{11^{3}}-\sqrt[4]{2^{3}}} \sqrt[4]{(y+1)^{3}}+3-\frac{2 \sqrt[4]{2^{3}}}{\sqrt[4]{11^{3}}-\sqrt[4]{2^{3}}}
$$

and

$$
\varphi(x)=\frac{2}{\sqrt[5]{9^{4}}} \sqrt[4]{(x+1)^{5}}+5, \psi(y)=\frac{2}{\sqrt[5]{11^{4}}-\sqrt[5]{2^{4}}} \sqrt[5]{(y+1)^{4}}+3-\frac{2 \sqrt[5]{2^{4}}}{\sqrt[5]{11^{4}}-\sqrt[5]{2^{4}}}
$$

From Example 1 we get the inequality

$$
\begin{aligned}
S_{13} & =e(F(x, y), F(u, v))+e(G(z, w), G(t, s)) \\
& \leq 0.3 \rho(x, u)+0.4 \rho(y, v)+0.3 \rho(z, t)+0.4 \rho(w, s) .
\end{aligned}
$$

and consequently there exists an equilibrium pair of $(x, y)$, such that $x \in F(x, y)$ and $y \in G(x, y)$. The actual values of $\alpha, \beta, \gamma$ and $\delta$ are smaller.
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#### Abstract

In this paper, we present a fixed-point theorem in $\mathcal{R}$-complete regular symmetric spaces endowed with a locally $T$-transitive binary relation $\mathcal{R}$ using comparison functions that generalizes several relevant existing results. In addition, we adopt an example to substantiate the genuineness of our newly proved result. Finally, as an application of our main result, we establish the existence and uniqueness of a solution of a periodic boundary value problem.
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## 1. Introduction

In 1922, one of the most pivotal results in analysis was proved by Banach [1] in his doctoral thesis, which asserts that every contraction mapping on a complete metric space admits a unique fixed point. This principle continues to inspire generations of researchers in metric fixed-point theory. Thus far, this classical result has been generalized and improved in various ways, and by now, there exists an extensive literature on and around this premier result. Over the last several decades, there have been many interesting generalizations of this classical result in various directions.

There exist several extensions of the Banach contraction principle to various spaces obtained by lightening the underlying involved metric conditions. In doing so, we are in receipt of several spaces, namely: rectangular metric spaces, generalized metric spaces, partial metric spaces, b-metric spaces, partial b-metric spaces, symmetric spaces, quasimetric spaces, quasi-partial metric spaces, and many more. In 1976, Cicchese [2] established the first ever fixed-point theorem in the framework of symmetric spaces. The idea of such spaces was coined by Wilson [3] by relaxing the triangle inequality from metric conditions. By now, there exists a considerable literature on fixed-point theory in symmetric spaces. For work of this kind, one can be referred to [4-11].

On the other hand, there have been various generalizations that were obtained by varying the class of contractions (e.g., see [12-14]). In 2004, Ran and Reurings [15] obtained a very useful generalization of the Banach fixed-point theorem in a partially ordered metric space by taking a relatively weaker contraction condition that is required to hold only on those elements that were comparable in the underlying ordering. In doing so, they were essentially motivated by Turinici [16]. This result was further generalized by Nieto and Rodríguez-López in [17,18] in 2005 and 2007, respectively. Subsequently, in 2015, Alam and Imdad [19] furnished a natural extension of the Banach contraction principle in a complete metric space endowed with a binary relation that generalizes all of the above-mentioned results [15,17,18].

The existing literature contains several results on nonlinear contractions, which were initiated by Browder [13] and were followed by similar works by Boyd and Wong [14]
and Matkowski [20]. In 2014, Bessenyei and Páles [21] extended Matkowski's result in symmetric spaces, which required an additional regularity condition.

The intent of this paper is to prove a relation-theoretic version of a theorem due to Bessenyei and Páles [21]. In doing so, we are essentially motivated by [15,17-19].

## 2. Preliminaries

In this section, we recall some definitions, propositions, and lemmas that will be utilized in our subsequent discussions. The following are taken from Wilson's paper [3] on symmetric space. Throughout the paper, $\mathbb{R}, \mathbb{R}^{+}, \mathbb{N}, \mathbb{N}_{0}$, and $\mathbb{Q}$ denote the sets of reals, nonnegative reals, natural numbers, whole numbers, and rational numbers respectively.

Definition 1. Let $X$ be a nonempty set and let $d: X \times X \rightarrow \mathbb{R}^{+}$be a mapping satisfying the following axioms: for each $a, b \in X$,
(i) $\quad d(a, b)=0$ if and only if $a=b$;
(ii) $\quad d(a, b)=d(b, a)$.

Then, $d$ is called symmetric on $X$ and the pair $(X, d)$ is a symmetric space.
In such spaces, the notions of convergent and Cauchy sequences are as usual.

- A sequence $\left(x_{n}\right) \subset X$ is said to converge to $x \in X$ if $\lim _{n \rightarrow \infty} d\left(x_{n}, x\right)=0$.
- A sequence $\left(x_{n}\right) \subset X$ is said to be Cauchy if for each $\epsilon>0$, there exists $N \in \mathbb{N}$ such that $d\left(x_{n}, x_{m}\right)<\epsilon \forall n, m \geq N$.
The space is said to be complete if every Cauchy sequence converges. For an open ball centered at $p$ with radius $r$, the notation $B(p, r)$ is used. The diameter of $B(p, r)$ is the supremum of distances taken over the pairs of points of the ball. The topology of such spaces is the topology induced by the open balls.

Because of the unavailability of the triangle inequality, the following problems are obvious:

- There is nothing to assure that limits are unique (thus, the space need not be Hausdorff);
- A convergent sequence need not be a Cauchy sequence;
- The mapping $d(a,):. X \rightarrow \mathbb{R}$ need not be continuous.

Definition 2. Consider a symmetric space $(X, d)$. A function $\psi: \mathbb{R}_{+}^{2} \rightarrow \mathbb{R}_{+}$is a triangle function [21] for $d$ if the following hold:
(i) $\psi(u, v)=\psi(v, u) \forall u, v \in \mathbb{R}_{+}$;
(ii) $\psi$ is monotone increasing in both of its arguments;
(iii) $\psi(0,0)=0$;
(iv) $d(x, y) \leq \psi(d(x, z), d(y, z)) \forall x, y, z \in X$ for all $x, y, z \in X$.

It has been shown in [21] that every symmetric space $(X, d)$ admits a unique triangle function $\Phi_{d}$, which has the property that if $\psi$ is any other triangle function for $d$, then $\Phi_{d} \leq \psi$. Such a triangle function $\Phi_{d}$ is called the basic triangle function.

Definition 3. A symmetric space $(X, d)$ is called a regular space if the basic triangle function with respect to the symmetric $d$ is continuous at $(0,0)$.

Throughout this paper, we shall restrict our attention to regular spaces only. The utility of such spaces is enlightened by the next important result.

Lemma 1 ([21]). The topology of a regular symmetric space is Hausdorff. A convergent sequence in a regular symmetric space has a unique limit and it has the Cauchy property. Moreover, a symmetric space $(X, d)$ is regular if and only if

$$
\lim _{r \rightarrow 0} \sup _{p \in X} \operatorname{diam} B(p, r)=0
$$

Definition 4. A monotone increasing function $\varphi: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$is called a comparison function if $\lim _{n \rightarrow \infty} \varphi^{n}(t)=0$ for each $t \in \mathbb{R}^{+}$. A mapping $T: X \rightarrow X$ is called a $\varphi$-contraction if

$$
d(T(x), T(y)) \leq \varphi(d(x, y)) \text { for each } x, y \in X
$$

These concepts are due to Matkowski [20]. The following is the main result of [21].
Theorem 1. If $(X, d)$ is a complete regular symmetric space and $\varphi$ is a comparison function, then every $\varphi$-contraction on $X$ has a unique fixed point.

## 3. Relation-Theoretic Notions and Related Results

Definition 5 ([22]). Let $X$ be a nonempty set. A subset $\mathcal{R}$ of $X \times X$ is called a binary relation on $X$. For $x, y \in X$ when $(x, y) \in \mathcal{R}$, we say that $x$ is related to $y$, or in other words, $x$ relates to $y$ under $\mathcal{R}$. Sometimes, we write $x \mathcal{R} y$ instead of $(x, y) \in \mathcal{R}$. If $(x, y) \notin \mathcal{R}$, we say $x$ is not related to $y$.

Definition 6. Let $\mathcal{R}$ be a binary relation on a nonempty set $X$ and $x, y \in X$. We say that $x$ and $y$ are $\mathcal{R}$-comparative if either $(x, y) \in \mathcal{R}$ or $(y, x) \in \mathcal{R}$. When $x$ and $y$ are $\mathcal{R}$-comparative, we write it as $[x, y] \in \mathcal{R}$.

Proposition 1 ([19]). If $(X, d)$ is a symmetric space, $\mathcal{R}$ is a binary relation on $X, T$ is a selfmapping on $X$, and $\varphi: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$is a comparison function, then the following conditions are equivalent:
(i) $\quad d(T x, T y) \leq \varphi(d(x, y)) \forall(x, y) \in \mathcal{R}$;
(ii) $\quad d(T x, T y) \leq \varphi(d(x, y)) \forall[x, y] \in \mathcal{R}$.

The proof is simple and follows from symmetry of $d$.
Definition 7. A binary relation $\mathcal{R}$ defined on a nonempty set $X$ is called

- reflexive if $(x, x) \in R \forall x \in X$;
- transitive if $(x, y) \in \mathcal{R}$ and $(y, z) \in \mathcal{R}$ implies $(x, z) \in \mathcal{R}$;
- complete, connected, or dichotomous if $[x, y] \in \mathcal{R} \forall x, y \in X$.

Definition 8 ([19]). Let $X$ be a nonempty set endowed with a binary relation $\mathcal{R}$. A sequence $\left(x_{n}\right) \subset X$ is called $\mathcal{R}$-preserving if $\left(x_{n}, x_{n+1}\right) \in \mathcal{R} \forall n \in \mathbb{N}$.

Definition 9 ([19]). Let $X$ be a nonempty set and let $T$ be a self-mapping on $X$. A binary relation $\mathcal{R}$ on $X$ is called $T$-closed if, for any $x, y \in X$,

$$
(x, y) \in \mathcal{R} \Rightarrow(T x, T y) \in \mathcal{R}
$$

Definition 10 ([23]). Let $X$ be a nonempty set and let $T$ be a self-mapping on $X$. A binary relation $\mathcal{R}$ on $X$ is said to be $T$-transitive if, for any $x, y, z \in X$,

$$
(T x, T y),(T y, T z) \in \mathcal{R} \Rightarrow(T x, T z) \in \mathcal{R}
$$

Definition 11 ([22]). Let $X$ be a nonempty set endowed with a binary relation $\mathcal{R}$ and $E \subset X$. The restriction of $\mathcal{R}$ to $E$, denoted as $\left.\mathcal{R}\right|_{E}$, is the set $\mathcal{R} \cap E^{2}$. Indeed, $\left.\mathcal{R}\right|_{E}$ is a relation on $E$ induced by $\mathcal{R}$.

Definition 12 ([23]). A binary relation $\mathcal{R}$ on a nonempty set $X$ is called locally transitive if, for each $\mathcal{R}$-preserving sequence $\left(x_{n}\right) \subset X$ with range $E=\left\{x_{n}\right\}_{n \in \mathbb{N}_{0}}$, the binary relation $\left.\mathcal{R}\right|_{E}$ is transitive.

Definition 13 ([23]). Let $X$ be a nonempty set and let $T$ be a self-mapping on $X$. A binary relation $\mathcal{R}$ on $X$ is called locally $T$-transitive if, for each (effectively) $\mathcal{R}$-preserving sequence $\left(x_{n}\right) \subset T(X)$ with range $E=\left\{x_{n}\right\}_{n \in \mathbb{N}_{0}}$, the binary relation $\left.\mathcal{R}\right|_{E}$ is transitive.

Definition 14 ([24]). Let $X$ be a nonempty set and let $\mathcal{R}$ be a binary relation on $X$. For $x, y \in X$, a path of length $k$ (where $k$ is a natural number) in $\mathcal{R}$ from $x$ to $y$ is a finite sequence $\left\{x_{0}, x_{1}, x_{2}, \ldots, x_{k}\right\} \subset X$ satisfying the following conditions:
(i) $x_{0}=x$ and $x_{k}=y$;
(ii) $\quad\left(x_{i}, x_{i+1}\right) \in \mathcal{R}$ for each $i(0 \leq i \leq k-1)$.

Definition 15 ([23]). Let $X$ be a nonempty set and let $\mathcal{R}$ be a binary relation on $X$. A subset $E$ of $X$ is called $\mathcal{R}$-connected if, for each pair $x, y \in X$, there exists a path (in $\mathcal{R}$ ) from $x$ to $y$.

Definition 16 ([23]). Let $X$ be a nonempty set and let $\mathcal{R}$ be a binary relation on $X$. A subset $E$ of $X$ is called $\mathcal{R}^{S}$-connected if, for each pair $x, y \in X$, there is a finite sequence $\left\{x_{0}, x_{1}, x_{2}, \ldots, x_{k}\right\} \subset X$ satisfying the following conditions:
(i) $x_{0}=x$ and $x_{k}=y$;
(ii) $\quad\left[x_{i}, x_{i+1}\right] \in \mathcal{R}$ for each $i(0 \leq i \leq k-1)$.

Now, we define the analogue of the notion of $d$-self-closedness in metric space due to [23] in the framework of symmetric spaces.

Definition 17. Let $(X, d)$ be a symmetric space. A binary relation $\mathcal{R}$ defined on $X$ is called $d$-self-closed if, for any $\mathcal{R}$-preserving sequence $\left(x_{n}\right)$ converging to $x$, there exists a subsequence $\left(x_{n_{k}}\right)$ of $\left(x_{n}\right)$ with $\left(x_{n_{k}}, x\right) \in \mathcal{R}$.

We will use the following notations in this paper:

- $\quad F(T):=\{x \in X \mid T(x)=x\}$;
- $\quad X(T, \mathcal{R}):=\{x \in X \mid(x, T x) \in \mathcal{R}\}$.


## 4. Main Result

In an attempt to prove a relation-theoretic version of Matkowski's theorem [20] in symmetric spaces, we prove the following.

Theorem 2. Let $(X, d)$ be a regular symmetric space, $\mathcal{R}$ a binary relation on $X$, and $T$ a selfmapping on $X$. Suppose that the following conditions hold:
(a) $(X, d)$ is $\mathcal{R}$-complete;
(b) $\mathcal{R}$ is $T$-closed and locally $T$-transitive;
(c) $T$ is either $\mathcal{R}$-continuous or $\mathcal{R}$ is $d$-self-closed;
(d) $X(T, \mathcal{R})$ is nonempty;
(e) There is a comparison function $\varphi$ such that

$$
d(T x, T y) \leq \varphi(d(x, y)) \forall(x, y) \in \mathcal{R} .
$$

Then, $T$ has a fixed point.
Moreover, if
(f) $\quad F(T)$ is $\mathcal{R}^{S}$-connected, then $T$ has a unique fixed point.

Proof. As $X(T, \mathcal{R})$ is nonempty, let $x_{0}$ be such that $\left(x_{0}, T x_{0}\right) \in \mathcal{R}$. If $T x_{0}=x_{0}$, then we are done. Suppose that $T x_{0} \neq x_{0}$. Since $\left(x_{0}, T x_{0}\right) \in \mathcal{R}$ and $\mathcal{R}$ is $T$-closed, we obtain by induction that

$$
\left(T^{n} x_{0}, T^{n+1} x_{0}\right) \in \mathcal{R} \forall n \in \mathbb{N} .
$$

Construct the sequence $\left(x_{n}\right)$ of Picard iterates with initial point $x_{0}$, i.e., $x_{n}=T^{n}\left(x_{0}\right)$. So, $\left(x_{n}, x_{n+1}\right) \in \mathcal{R} \forall n \in \mathbb{N}_{0}$, i.e., the sequence is $\mathcal{R}$-preserving. As $\mathcal{R}$ is locally $T$-transitive, we have $\left(x_{n}, x_{m}\right) \in \mathcal{R} \forall m>n$. Observe that the sequence $d\left(x_{n}, x_{n+k}\right)$ tends to zero for all fixed $k \in \mathbb{N}$;

$$
\begin{aligned}
d\left(x_{n}, x_{n+k}\right) & =d\left(T x_{n-1}, T x_{n+k-1}\right) \\
& \leq \varphi\left(d\left(x_{n-1}, x_{n+k-1}\right)\right) \\
& \leq \varphi^{2}\left(d\left(x_{n-2}, x_{n+k-2}\right)\right) \\
& \vdots \\
& \leq \varphi^{n} d\left(x_{0}, x_{k}\right) \rightarrow 0 \text { as } n \rightarrow \infty .
\end{aligned}
$$

Now, we are going to prove that $\left\{x_{n}\right\}$ is a Cauchy sequence. Let $\epsilon>0$ be any positive number. As $(X, d)$ is regular, the basic triangle function $\Phi_{d}$ is continuous at $(0,0)$. So, there exists a neighborhood $U$ of the origin such that $\Phi_{d}(u, v)<\epsilon \forall(u, v) \in U$. In other words, $\exists \delta>0$ such that $\Phi_{d}(u, v)<\epsilon \forall u, v: 0 \leq u, v \leq \delta$. We take $\delta<\epsilon$. As $\varphi$ is a comparison function, $\varphi^{n}(t) \rightarrow 0 \forall t>0$; so there exists $N \in \mathbb{N}$ such that $\varphi^{N}(\epsilon)<\delta$. Set $S=T^{N}$. We can see that

$$
d(S x, S y)=d\left(T^{N} x, T^{N} y\right) \leq \varphi^{N} d(x, y) \text { when }(x, y) \in \mathcal{R}
$$

Define $n_{k}: d\left(x_{n}, T^{k} S x_{n}\right)<\delta \forall n \geq n_{k}$ and set $M=\max \left\{n_{0}, n_{1}, \ldots, n_{N}\right\}$.
If $V=\left\{x_{M}, x_{M+1}, x_{M+2}, \ldots x_{M+k}, \ldots\right\}$ then for any $y \in B\left(x_{M}, \epsilon\right) \cap V, y \neq x_{M}$, we have

$$
\begin{gathered}
d\left(T^{k} S x_{M}, T^{k} S y\right)=d\left(S T^{k} x_{M}, S T^{k} y\right) \leq \varphi^{N} d\left(T^{k} x_{M}, T^{k} y\right) \text { as }\left(T^{k} x_{M}, T^{k} y\right) \in \mathcal{R} \\
\leq \varphi^{N} \varphi^{k} d\left(x_{M}, y\right)<\varphi^{N} d\left(x_{M}, y\right)<\varphi^{N}(\epsilon)<\delta
\end{gathered}
$$

So,

$$
\begin{aligned}
d\left(T^{k} S y, x_{M}\right) & \leq \Phi_{d}\left(d\left(T^{k} S y, T^{k} S x_{M}\right), d\left(T^{k} S x_{M}, x_{M}\right)\right) \\
& \leq \Phi_{d}(\delta, \delta) \forall k=0,1,2, \ldots, N \\
\Longrightarrow d\left(T^{k} S y, x_{M}\right) & <\epsilon, \forall k=0,1,2, \ldots, N .
\end{aligned}
$$

and for $y=x_{M}, d\left(T^{k} S x_{M}, x_{M}\right)<\delta<\epsilon, \forall k=0,1,2, \ldots, N$.
Thus we see that $T^{k} S$ maps $V \cap B\left(x_{M}, \epsilon\right)$ into itself. In particular, each iteration of $S$ maps $V \cap B\left(x_{M}, \epsilon\right)$ into itself. Now, if $n>M$ is any arbitrarily given natural number, i.e., $n=N k+p$ where $k \in \mathbb{N}_{0}$ and $0 \leq p<N$, then

$$
T^{n} S=T^{N k+p} S=T^{p} S^{k+1}
$$

and hence,

$$
\begin{aligned}
T^{n} S\left(V \cap B\left(x_{M}, \epsilon\right)\right) & =T^{p} S^{k+1}\left(V \cap B\left(x_{M}, \epsilon\right)\right) \\
& =T^{p} S\left(S^{k}\left(V \cap B\left(x_{M}, \epsilon\right)\right)\right. \\
& \subset T^{p} S\left(V \cap B\left(x_{M}, \epsilon\right)\right) \\
& \subset V \cap B\left(x_{M}, \epsilon\right) ; \text { as } 0 \leq p<N
\end{aligned}
$$

Therefore, $T^{n} S\left(x_{M}\right) \in B\left(x_{M}, \epsilon\right) \forall n>M$, i.e., $x_{M+N+k} \in B\left(x_{M}, \epsilon\right) \forall k \in \mathbb{N}$. As the space is regular, $\operatorname{diam}\left(x_{M}, \epsilon\right) \rightarrow 0$ when $\epsilon \rightarrow 0$, and from this, we conclude that the sequence $\left\{x_{n}\right\}$ is a Cauchy sequence. The completeness of the space $(X, d)$ gives some element $x \in X$ such that $x_{n} \rightarrow x$.

Now, if $T$ is $\mathcal{R}$-continuous, then $T\left(x_{n}\right) \rightarrow T(x)$, i.e., $x_{n+1} \rightarrow T(x)$. As the space is regular, we conclude that $T(x)=x$, as the limit is unique in regular spaces. So, the limit of the sequence constructed above is a fixed point.

If $\mathcal{R}$ is $d$-self-closed, then there is a subsequence $\left(x_{n_{k}}\right)$ of $\left(x_{n}\right)$ such that $\left[x_{n_{k}}, x\right] \in$ $\mathcal{R} \forall k \in \mathbb{N}_{0}$. So,

$$
d(x, T x) \leq \Phi_{d}\left(d\left(x, x_{n_{k}+1}\right), d\left(x_{n_{k}+1}, T x\right)\right) \leq \Phi_{d}\left[d\left(x_{n_{k}+1}, x\right), \varphi\left(d\left(x_{n_{k}}, x\right)\right)\right]
$$

Now, for $\epsilon>0$, there exists $\delta>0$ such that $\Phi_{d}(u, v)<\epsilon \forall u, v: 0 \leq u, v \leq \delta$, and for $\delta>0$, there exists $K \in \mathbb{N}$ such that $d\left(x_{n}, x\right) \leq \delta \forall n \geq K$. Therefore, if we take $n_{k} \geq K$, we have

$$
d(x, T x) \leq \Phi_{d}(\delta, \varphi(\delta)) \leq \Phi_{d}(\delta, \delta)<\epsilon
$$

So, $T(x)=x$ i.e., $x$ is a fixed point.
To show that $T$ has a unique fixed point, let $y$ be any other fixed point of $T$. Now, $F(T)$ is $\mathcal{R}^{S}$-connected and $x, y \in F(T)$; so, there is a finite sequence of elements $\left\{z_{0}, z_{1}, z_{2}, \ldots, z_{k}\right\} \subset$ $X$ satisfying the following conditions:
(i) $z_{0}=x, z_{k}=y$;
(ii) $\left[z_{i}, z_{i+1}\right] \in \mathcal{R}$ for each $i(0 \leq i \leq k-1)$.

Now, as $T$ is a $\varphi$-contraction on $\mathcal{R}, d\left(T z_{i}, T z_{i+1}\right) \leq \varphi\left(d\left(z_{i}, z_{i+1}\right)\right)$. Using induction, we get $d\left(T^{n} z_{i}, T^{n} z_{i+1}\right) \leq \varphi^{n} d\left(z_{i}, z_{i+1}\right)$. We already have, for $\epsilon>0, \exists \delta>0$ such that $\Phi_{d}(u, v)<\epsilon \forall u, v: 0 \leq u, v<\delta$.

Let $\delta_{1}=\delta$, define $\delta_{i}(2 \leq i \leq k-1): \Phi_{d}(u, v)<\delta_{i-1} \forall u, v: 0 \leq u, v<\delta_{i}$, and set $\alpha=\min \left\{\delta_{1}, \delta_{2}, \ldots, \delta_{k-1}\right\}$.

In addition, set $M=\max \left\{N_{1}, N_{2}, \ldots, N_{k-1}\right\}$, where $N_{i}: d\left(T^{n} z_{i}, T^{n} z_{i+1}\right) \leq \varphi^{n} d\left(z_{i}, z_{i+1}\right)<$ $\alpha \forall n \geq N_{i}$. Hence, for $n \geq M$, we have

$$
\begin{aligned}
d\left(T^{n} z_{k-1}, T^{n} y\right) & <\alpha \leq \delta_{k-1} \\
d\left(T^{n} z_{k-2}, T^{n} y\right) & \leq \Phi_{d}\left[d\left(T^{n} z_{k-2}, T^{n} z_{k-1}\right), d\left(T^{n} z_{k-1}, T^{n} y\right)\right] \\
& \leq \Phi_{d}\left(\alpha, \delta_{k-1}\right) \leq \Phi_{d}\left(\delta_{k-1}, \delta_{k-1}\right)<\delta_{k-2} \\
d\left(T^{n} z_{k-3}, T^{n} y\right) & \leq \Phi_{d}\left[d\left(T^{n} z_{k-3}, T^{n} z_{k-2}\right), d\left(T^{n} z_{k-2}, T^{n} y\right)\right] \\
& \leq \Phi_{d}\left(\alpha, \delta_{k-2}\right) \leq \Phi_{d}\left(\delta_{k-2}, \delta_{k-2}\right)<\delta_{k-3} \\
& \vdots \\
d\left(T^{n} z_{1}, T^{n} y\right) & \leq \Phi_{d}\left(d\left(T^{n} z_{1}, T^{n} z_{2}\right), d\left(T^{n} z_{2}, T^{n} y\right)\right) \\
& \leq \Phi_{d}\left(\alpha, \delta_{2}\right) \leq \Phi_{d}\left(\delta_{2}, \delta_{2}\right)<\delta_{1} \\
d\left(T^{n} x, T^{n} y\right) & \leq \Phi_{d}\left(d\left(T^{n} x, T^{n} z_{1}\right), d\left(T^{n} z_{1}, T^{n} y\right)\right) \\
& \leq \Phi_{d}\left(\alpha, \delta_{1}\right) \leq \Phi_{d}\left(\delta_{1}, \delta_{1}\right)<\epsilon .
\end{aligned}
$$

Therefore, $d\left(T^{n} x, T^{n} y\right)=d(x, y)=0$, i.e., $x=y$. Hence, the fixed point of $T$ is unique.

Now, we consider some special cases, where our result deduces some well-known results from the existing literature.
(1) Under the universal relation $\mathcal{R}=X^{2}$, our theorem deduces the result by M. Bessenyei and Z. Pàles [21]. Clearly, under the universal relation, the hypotheses of our result hold trivially.
(2) As every metric space is a symmetric space, the result of Alam and Imdad [19], which is a generalization of the classical Banach contraction principle, is yielded immediately. In this case, we take $\varphi(t)=c t$ as the comparison function, where $c \in[0,1)$ is such that $d(T x, T y) \leq c(d(x, y)) \forall x \mathcal{R} y$.
(3) The fixed-point result of Ran and Reurings [15] can be obtained from our result, as every partially ordered complete metric space is automatically a symmetric space, and the associated relation to the partial order satisfies all the hypotheses of our result if we take the comparison function $\varphi$ as the same as the earlier case (2), i.e., $\varphi(t)=c t$.
(4) The result of Neito and Rodríguez-López becomes a corollary of our result because of the same reasons as the earlier one. Notice that the $d$-self-closedness property is a generalization of the ICU (increasing-convergence upper bound) property.
Finally, we produce an illustrative example to substantiate the utility of our result, which does not satisfy the hypotheses of the existing results [1,15,17-19,21,23], but satisfies the hypotheses of our result, and hence has a fixed point.

Example 1. Let $X=\mathbb{R}$ and $d(x, y)=(x-y)^{2}$; then, $(X, d)$ is a complete regular symmetric space. Consider the binary relation

$$
\mathcal{R}=\left\{(x, y) \in R^{2}: x \geq y \geq 0, x \in \mathbb{Q}\right\} .
$$

We define a mapping $T: X \rightarrow X$ as follows:

$$
T(x)=\left\{\begin{array}{l}
2 x, \text { if } x \leq 0 \\
\frac{x}{3}, \text { if } x>0
\end{array}\right.
$$

We see that the self-mapping $T$ on $X$ is not a $\varphi$-contraction on the whole space $X$ for any comparison function $\varphi$. So, the result of Bessenyei and Páles [21] does not apply here. However, when we consider the elements $x, y$ such that $(x, y) \in \mathcal{R}$, then $T$ is a $\varphi$-contraction on $\mathcal{R}$ for $\varphi(t)=\frac{t}{2}$, and all the other hypotheses of our result hold.

In addition, we see that the fixed-point results of [1,15,17-19,23] do not apply here, as the space is not a metric space.

## 5. Application to Ordinary Differential Equations

In this section, we study the existence and uniqueness of a first-order periodic boundary value problem as an application of our main fixed-point theorem.

Consider the first-order periodic boundary value problem

$$
\begin{align*}
& x^{\prime}(t)=g(t, x(t)), t \in[0, \lambda] \\
& x(0)=x(\lambda) \tag{1}
\end{align*}
$$

where $\lambda>0$ and $g:[0, \lambda] \times \mathbb{R} \rightarrow \mathbb{R}$ is a continuous function.
We consider the space $X=C[0, \lambda]$ of all continuous functions on $[0, \lambda]$ under the symmetric given by

$$
d(x, y)=\sup _{t \in[0, \lambda]}(x(t)-y(t))^{2}
$$

We define a relation $\mathcal{R}$ on $X$ as

$$
x \mathcal{R} y \Longleftrightarrow x(t) \leq y(t) \forall t \in[0, \lambda]
$$

Now, we give the following definition, which will be useful in the subsequent theorem.
Definition 18. A function $z$ is said to be a lower solution of (1) if

$$
\begin{aligned}
& z^{\prime}(t) \leq g(t, z(t)) \text { for } t \in[0, \lambda] \\
& z(0) \leq z(\lambda)
\end{aligned}
$$

Theorem 3. Consider problem (1) with $g: I \times \mathbb{R} \rightarrow \mathbb{R}$, a continuous function, and suppose that there exists some $k>0$ such that for $s_{1}, s_{2}$ in $\mathbb{R}$ with $s_{1} \geq s_{2}$,

$$
0 \leq g\left(t, s_{1}\right)+k s_{1}-\left[g\left(t, s_{2}\right)+k s_{2}\right] \leq k \sqrt{\varphi\left(s_{1}-s_{2}\right)^{2}}
$$

where $\varphi$ is a comparison function. Then, the existence of a lower solution for (1) guarantees the existence of a unique solution of (1).

Proof. Problem (1) can be rewritten as

$$
\begin{aligned}
& x^{\prime}(t)+k x(t)=g(t, x(t))+k x(t), t \in[0, \lambda] \\
& x(0)=x(\lambda) .
\end{aligned}
$$

This problem is equivalent to the integral equation

$$
x(t)=\int_{0}^{\lambda} G(t, s)[g(s, x(s))+k x(s)] d s
$$

where

$$
G(t, s)=\left\{\begin{array}{l}
\frac{e^{k(\lambda+s-t)}}{e^{k \lambda-1}}, 0 \leq s<t \leq \lambda \\
\frac{e^{k(s-t)}}{e^{k \lambda-1}}, 0 \leq t<s \leq \lambda
\end{array}\right.
$$

Consider the self-mapping $T$ on $X$ defined as

$$
(T x)(t)=\int_{0}^{\lambda} G(t, s)[g(s, x(s))+k x(s)] d s
$$

Here, it is apparent that a fixed point of $T$ is, in fact, a solution of the above problem (1).
Now, we will show that the hypotheses in Theorem 2 are satisfied.
To prove that the relation $\mathcal{R}$ is $T$-closed, take $x, y \in X$ such that $x \mathcal{R} y$, i.e.,

$$
x(t) \leq y(t) \forall t \in[0, \lambda] .
$$

As $y(t) \geq x(t)$, from the hypothesis, we obtain

$$
g(t, x(t))+k x(t) \leq g(t, y(t))+k y(t) \forall t \in[0, \lambda] .
$$

As $G(t, s)>0 \forall t, s \in[0, \lambda]$, we have

$$
\begin{aligned}
(T x)(t)= & \int_{0}^{\lambda} G(t, s)[g(s, x(s))+k x(s)] d s \\
& \leq \int_{0}^{\lambda} G(t, s)[g(s, y(s))+k y(s)] d s \\
& =(T y)(t)
\end{aligned}
$$

Hence, $\mathcal{R}$ is $T$-closed. In addition, for $x \mathcal{R} y$, we have

$$
\begin{aligned}
\sqrt{d(T x, T y)} & =\sup _{t \in[0, \lambda]}|(T x)(t)-(T y)(t)| \\
& \leq \sup _{t \in[0, \lambda]} \int_{0}^{\lambda} G(t, s)|g(s, x(s))+k x(s)-g(s, y(s))-k y(s)| d s \\
& \leq \sup _{t \in[0, \lambda]} \int_{0}^{\lambda} G(t, s) \sqrt{\varphi(y(s)-x(s))^{2}} d s \\
& \leq \sqrt{\varphi d(x, y)} \sup _{t \in[0, \lambda]} \int_{0}^{\lambda} G(t, s) d s \\
& \left.\left.=\sqrt{\varphi d(x, y)} \sup _{t \in[0, \lambda]} \frac{1}{e^{k \lambda}-1}\left(\frac{1}{k} e^{k(\lambda+s-t)}\right]_{0}^{t}+\frac{1}{k} e^{k(s-t)}\right]_{t}^{\lambda}\right) \\
& =\sqrt{\varphi d(x, y)} \sup _{t \in[0, \lambda]} \frac{1}{e^{k \lambda}-1}\left(e^{k \lambda}-1\right) \\
& =\sqrt{\varphi d(x, y)} .
\end{aligned}
$$

Thus, we have

$$
d(T x, T y) \leq \varphi d(x, y)
$$

Hence, the required contraction condition (2) holds.
Now, as there is some lower solution, say $x_{0} \in X$, we have

$$
x_{0}^{\prime}(t) \leq g\left(t, x_{0}(t)\right)
$$

which can be rewritten as

$$
x_{0}^{\prime}(t)+k x_{0}(t) \leq g\left(t, x_{0}(t)\right)+k x_{0}(t) \text { for } t \in[0, \lambda]
$$

Multiplying both the sides by $e^{k t}$, we obtain

$$
\left(x_{0}(t) e^{k t}\right)^{\prime} \leq\left[g\left(t, x_{0}(t)\right)+k x_{0}(t)\right] e^{k t} \text { for } t \in[0, \lambda]
$$

and thus, we get

$$
\begin{equation*}
x_{0}(t) e^{k t} \leq x_{0}(0)+\int_{0}^{t}\left[g\left(s, x_{0}(s)\right)+k x_{0}(s)\right] e^{k s} d s \text { for } t \in[0, \lambda] \tag{2}
\end{equation*}
$$

which implies that

$$
x_{0}(0) e^{k \lambda} \leq x_{0}(\lambda) e^{k \lambda} \leq x_{0}(0)+\int_{0}^{\lambda}\left[g\left(s, x_{0}(s)\right)+k x_{0}(s)\right] e^{k s} d s
$$

thereby yielding

$$
x_{0}(0) \leq \int_{0}^{\lambda} \frac{e^{k s}}{e^{k \lambda}-1}\left[g\left(s, x_{0}(s)\right)+x_{0}(s)\right] d s
$$

Using the above inequality (2), we get

$$
\begin{aligned}
x_{0}(t) e^{k t} \leq & \int_{0}^{t}\left[g\left(s, x_{0}(s)\right)+x_{0}(s)\right] e^{k s} d s+\int_{0}^{\lambda} \frac{e^{k s}}{e^{k \lambda}-1}\left[g\left(s, x_{0}(s)\right)+x_{0}(s)\right] d s \\
& =\int_{0}^{t}\left[g\left(s, x_{0}(s)\right)+x_{0}(s)\right] \frac{e^{k(s+\lambda)}}{e^{k \lambda}-1} d s+\int_{t}^{0}\left[g\left(s, x_{0}(s)\right)+x_{0}(s)\right] \frac{e^{k s}}{e^{k \lambda}-1} d s \\
& +\int_{0}^{\lambda} \frac{e^{k s}}{e^{k \lambda}-1}\left[g\left(s, x_{0}(s)\right)+x_{0}(s)\right] d s \\
& =\int_{0}^{t}\left[g\left(s, x_{0}(s)\right)+x_{0}(s)\right] \frac{e^{k(s+\lambda)}}{e^{k \lambda}-1} d s+\int_{t}^{\lambda}\left[g\left(s, x_{0}(s)\right)+x_{0}(s)\right] \frac{e^{k s}}{e^{k \lambda}-1} d s .
\end{aligned}
$$

Hence,

$$
x_{0}(t) \leq \int_{0}^{t} \frac{e^{k(s+\lambda-t)}}{e^{k \lambda}-1}\left[g\left(s, x_{0}(s)\right)+x_{0}(s)\right] d s+\int_{t}^{\lambda} \frac{e^{k(s-t)}}{e^{k \lambda}-1}\left[g\left(s, x_{0}(s)\right)+x_{0}(s)\right] d s,
$$

i.e.,

$$
x_{0}(t) \leq \int_{0}^{\lambda} G(t, s)\left[g\left(s, x_{0}(s)\right)+x_{0}(s)\right] d s=\left(T x_{0}\right)(t)
$$

Thus, the existence of some element $x_{0} \in X$ such that $x_{0} \mathcal{R} T x_{0}$ is ensured.
To show that $\mathcal{R}$ is $d$-self-closed, let $\left(x_{n}\right)$ be an $\mathcal{R}$-preserving Cauchy sequence converging to $x \in X$. As $\left(x_{n}\right)$ is $\mathcal{R}$-preserving, we have

$$
x_{0}(t) \leq x_{1}(t) \leq x_{2}(t) \leq \cdots \leq x_{n}(t) \leq x_{n+1}(t) \leq \cdots \leq x(t) \forall t \in[0, \lambda]
$$

thereby yielding $x_{n} \mathcal{R} x \forall n \in \mathbb{N}$. Therefore, $\mathcal{R}$ is $d$-self-closed.

The remaining hypotheses of Theorem 2 also hold and are easy to check. Hence, $T$ possesses a fixed point in $X$.
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#### Abstract

The aim of our paper is to present a new class of functions and to define some new contractive mappings in $b$-metric spaces. We establish some fixed point results for these new contractive mappings in $b$-metric spaces. Furthermore, we extend our main result in the framework of $b$-metric-like spaces. Some consequences of main results are also deduced. We present some examples to illustrate and support our results. We provide an application to solve simultaneous linear equations. In addition, we present some open problems.
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## 1. Introduction

The well-known concept of metric space was introduced by M. Frechet [1] as an extension of usual distance. In the theory of metric space, Banach's contraction principle [2] is one of the most important theorems and a powerful tool. A mapping $T: X \rightarrow X$, where $(X, d)$ is a metric space, is called a contraction mapping if there exists $\alpha<1$ such that for all $x, y \in X, d(T x, T y) \leq \alpha d(x, y)$. If the metric space $(X, d)$ is complete, then $T$ has a unique fixed point. Contraction mappings are continuous. In [3], Kannan proved the following result which gives the fixed point for discontinuous mapping: let $T: X \rightarrow X$, be a mapping on a complete metric space $(X, d)$ with

$$
d(T x, T y) \leq \alpha(d(x, T x)+d(y, T y))
$$

where $\alpha \in\left[0, \frac{1}{2}\right)$ and $x, y \in X$. Then, $T$ has a unique fixed point. Contraction mappings have been extended or generalized in several directions by various authors (see, for example, [4-10]). Not only contraction mappings but the concept of metric space is also extended in many ways in the literature (see, for example, [11-19]).

The concept of $b$-metric spaces was initiated by Bakhtin [11] and Czerwik [13,14] as an extension of metric spaces by weakening the triangular inequality.

Definition 1 ([11,13,14]). Let $X$ be a non-empty set. Then, a mapping $d: X \times X \rightarrow[0,+\infty)$ is called a b-metric if there exists a number $s \geq 1$ such that for all $x, y, z \in X$,
(d1) $d(x, y)=0$ if and only if $x=y$;
(d2) $d(x, y)=d(y, x)$;
(d3) $d(x, z) \leq s(d(x, y)+d(y, z))$.
Then triplet $(X, d, s)$ is called a b-metric space. Clearly, every metric space is a b-metric space with $s=1$, but the converse is not true in general. In fact, the class of $b$-metric spaces is larger than the class of metric spaces.

In [14], Banach's contraction principle is proved in the framework of $b$-metric spaces. In 2013, Kir and Kiziltunc established the results in $b$-metric spaces, which generalized the Kannan and Chatterjea type mappings. In [20], the authors introduced the following result that improves Theorem 1 in [21].

Theorem 1 ([20]). Let $(X, d)$ be a complete $b$-metric space with a constant $s \geq 1$. If $T: X \rightarrow X$ satisfies the inequality:

$$
d(T x, T y) \leq \lambda_{1} d(x, y)+\lambda_{2} d(x, T x)+\lambda_{3} d(y, T y)+\lambda_{4}(d(x, T y)+d(T x, y))
$$

where $\lambda_{i} \geq 0$ for all $i=1,2,3,4$ and $\lambda_{1}+\lambda_{2}+\lambda_{3}+2 \lambda_{4}<1$ for $s \in[1,2]$ and $\frac{2}{s}<\lambda_{1}+\lambda_{2}+$ $\lambda_{3}+2 \lambda_{4}<1$ for $s \in(2,+\infty)$; then, $T$ has a unique fixed point.

In [6], the author introduced quasi-contraction mappings in metric spaces $(X, d): \mathrm{A}$ mapping $T: X \rightarrow X$ is said to be a quasi-contraction if there exists $0 \leq q<1$ such that for any $x, y, \in X$,

$$
d(T x, T y) \leq q \max \{d(x, y), d(x, T x), d(y, T y), d(x, T y), d(T x, y)\}
$$

Many authors proved fixed point theorems for quasi-contraction mappings in $b$-metric spaces with some more restriction on values of $q$ (see, for example, [20,22-25]). More on $b$-metric spaces can be found in [26-37].

In the present work, we define a new class of functions. After that, we define some new contractive mappings which combine the terms $d(x, y), d(x, T x), d(y, T y), d(x, T y)$ and $d(T x, y)$ by means of the member of a newly defined class. We also prove some fixed point results. To prove our results, we need the following concepts and results from the literature.

Definition 2 ([27]). Let $(X, d, s \geq 1)$ be a b-metric space. Then, a sequence $\left\{x_{n}\right\}$ in $X$ is called:
(i) Cauchy sequence if for each $\epsilon>0$ there exist $n_{0} \in \mathbb{N}$ such that $d\left(x_{n}, x_{m}\right)<\epsilon$ for all $n, m \geq n_{0}$.
(ii) convergent if there exists $l \in X$ such that for each $\epsilon>0$ there exist $n_{0} \in \mathbb{N}$ such that $d\left(x_{n}, l\right)<\epsilon$ for all $n \geq n_{0}$. In this case, the sequence $\left\{x_{n}\right\}$ is said to converge to $l$.

Definition 3 ([27]). A b-metric space $(X, d, s \geq 1)$ is said to be complete if every Cauchy sequence is convergent in it.

Lemma 1 ([29]). Let $(X, d, s \geq 1)$ be a b-metric space and suppose that sequences $\left\{x_{n}\right\}$ and $\left\{y_{n}\right\}$ converge to $x$ and $y \in X$, respectively. Then,

$$
\frac{1}{s^{2}} d(x, y) \leq \liminf _{n \rightarrow+\infty} d\left(x_{n}, y_{n}\right) \leq \limsup _{n \rightarrow+\infty} d\left(x_{n}, y_{n}\right) \leq s^{2} d(x, y)
$$

In particular, if $x=y$, then $\lim _{n \rightarrow+\infty} d\left(x_{n}, y_{n}\right)=0$.
Moreover, for any $z \in X$, we have

$$
\frac{1}{s} d(x, z) \leq \liminf _{n \rightarrow+\infty} d\left(x_{n}, z\right) \leq \limsup _{n \rightarrow+\infty} d\left(x_{n}, z\right) \leq s d(x, z)
$$

Lemma 2 ([31]). Every sequence $\left\{x_{n}\right\}$ of elements from a $b$-metric space $(X, d, s \geq 1$ ), having the property that there exists $\lambda \in[0,1)$ such that $d\left(x_{n}, x_{n+1}\right) \leq \lambda d\left(x_{n-1}, x_{n}\right)$ for every $n \in \mathbb{N}$, is Cauchy.

## 2. Fixed Point Results in b-Metric Spaces

In this section, we first define a new class of functions, and then we define a new contractive mapping in $b$-metric spaces as follows.

Definition 4. For any $m \in \mathbb{N}$, we define $\Xi_{m}$ to be the set of all functions $\xi:[0,+\infty)^{m} \rightarrow[0,+\infty)$ such that
( $\left.\xi_{1}\right) ~ \xi\left(t_{1}, t_{2}, \ldots, t_{m}\right)<\max \left\{t_{1}, t_{2}, \ldots, t_{m}\right\}$ if $\left(t_{1}, t_{2}, \ldots, t_{m}\right) \neq(0,0, \ldots, 0)$;
( $\xi_{2}$ ) if $\left\{t_{i}^{(n)}\right\}_{n \in \mathbb{N}}, 1 \leq i \leq m$, are $m$ sequences in $[0,+\infty)$ such that $\limsup _{n \rightarrow+\infty} t_{i}^{(n)}=t_{i}$

$$
<+\infty \text { for all }
$$

$$
i=1 \text { to } m \text {, then } \liminf _{n \rightarrow+\infty} \xi\left(t_{1}^{(n)}, t_{2}^{(n)}, \ldots, t_{m}^{(n)}\right) \leq \xi\left(t_{1}, t_{2}, \ldots, t_{m}\right) .
$$

### 2.1. First Main Result

Definition 5. Let $(X, d, s \geq 1)$ be a $b$-metric space. The mapping $T: X \rightarrow X$ is said to be an $\xi$-contractive mapping of type-I if there exists $\xi \in \Xi_{4}$ and

$$
\begin{equation*}
d(T x, T y) \leq \frac{1}{s} \xi\left(d(x, y), d(x, T x), d(y, T y), \frac{d(x, T y)+d(T x, y)}{2 s}\right) \tag{1}
\end{equation*}
$$

for all $x, y \in X$.
Now, the first result of this paper is as follows:
Theorem 2. Let $(X, d, s \geq 1)$ be a complete $b$-metric space and $T: X \rightarrow X$ be an $\xi$-contractive mapping of type-I. Then, $T$ has a unique fixed point.

Proof. Let $x_{0} \in X$. Define a sequence $\left\{x_{n}\right\}$ in $X$ as $x_{n}=T x_{n-1}$ for all $n \geq 1$. Assume that any two consecutive terms of the sequence $\left\{x_{n}\right\}$ are distinct; otherwise, $T$ has a fixed point. First, we prove that $\left\{x_{n}\right\}$ is a Cauchy sequence. For this, let $n \in \mathbb{N}$.

Consider

$$
\begin{align*}
d\left(x_{n}, x_{n+1}\right) & \leq \frac{1}{s} \xi\left(d\left(x_{n-1}, x_{n}\right), d\left(x_{n-1}, x_{n}\right), d\left(x_{n}, x_{n+1}\right), \frac{d\left(x_{n-1}, x_{n+1}\right)}{2 s}\right)  \tag{2}\\
& <\frac{1}{s} \max \left\{d\left(x_{n-1}, x_{n}\right), d\left(x_{n-1}, x_{n}\right), d\left(x_{n}, x_{n+1}\right), \frac{d\left(x_{n-1}, x_{n+1}\right)}{2 s}\right\} \\
& =\frac{1}{s} \max \left\{d\left(x_{n-1}, x_{n}\right), \frac{d\left(x_{n-1}, x_{n+1}\right)}{2 s}\right\} \\
& \leq \frac{1}{s} \max \left\{d\left(x_{n-1}, x_{n}\right), \frac{d\left(x_{n-1}, x_{n}\right)+d\left(x_{n}, x_{n+1}\right)}{2}\right\}
\end{align*}
$$

which implies that

$$
\begin{equation*}
d\left(x_{n}, x_{n+1}\right)<\frac{1}{s} d\left(x_{n-1}, x_{n}\right) \quad \text { for all } n \geq 1 \tag{3}
\end{equation*}
$$

Case 1: If $s>1$, then by Lemma 2 in view of (3), $\left\{x_{n}\right\}$ is a Cauchy sequence.
Case 2: If $s=1$, then by (3), the sequence $\left\{d\left(x_{n}, x_{n+1}\right)\right\}$ is monotonically decreasing and bounded below. Therefore, $d\left(x_{n}, x_{n+1}\right) \rightarrow k$ for some $k \geq 0$. Suppose that $k>0$; now, taking lim inf $n \rightarrow+\infty$ in (2), we have $k \leq \xi\left(k, k, k, k^{\prime}\right)$, where

$$
k^{\prime}=\limsup _{n \rightarrow+\infty} \frac{d\left(x_{n-1}, x_{n+1}\right)}{2} \leq \limsup _{n \rightarrow+\infty} \frac{d\left(x_{n-1}, x_{n}\right)+d\left(x_{n}, x_{n+1}\right)}{2}=k .
$$

Now,
$k \leq \xi\left(k, k, k, k^{\prime}\right)<\max \left\{k, k, k, k^{\prime}\right\}=k$, which is a contradiction; therefore,

$$
\begin{equation*}
\lim _{n \rightarrow+\infty} d\left(x_{n}, x_{n+1}\right)=0 \tag{4}
\end{equation*}
$$

Suppose that $\left\{x_{n}\right\}$ is not a Cauchy sequence; then, there exists $\varepsilon>0$ such that for any $r \in \mathbb{N}$, there exists $m_{r}>n_{r} \geq r$ such that

$$
\begin{equation*}
d\left(x_{m_{r}}, x_{n_{r}}\right) \geq \varepsilon \tag{5}
\end{equation*}
$$

Furthermore, assume that $m_{r}$ is the smallest natural number greater than $n_{r}$ such that (5) holds. Then,

$$
\begin{aligned}
\varepsilon & \leq d\left(x_{m_{r}}, x_{n_{r}}\right) \\
& \leq d\left(x_{m_{r}}, x_{m_{r}-1}\right)+d\left(x_{m_{r}-1}, x_{n_{r}}\right) \\
& <d\left(x_{m_{r}}, x_{m_{r}-1}\right)+\varepsilon \\
& <d\left(x_{r}, x_{r-1}\right)+\varepsilon,
\end{aligned}
$$

thus, using (4) and taking $\lim r \rightarrow+\infty$, we get

$$
\begin{equation*}
\lim _{r \rightarrow+\infty} d\left(x_{m_{r}}, x_{n_{r}}\right)=\varepsilon \tag{6}
\end{equation*}
$$

Now, consider

$$
d\left(x_{m_{r}+1}, x_{n_{r}+1}\right) \leq \xi\left(d\left(x_{m_{r}}, x_{n_{r}}\right), d\left(x_{m_{r}}, x_{m_{r}+1}\right), d\left(x_{n_{r}}, x_{n_{r}+1}\right), \frac{d\left(x_{m_{r}}, x_{n_{r}+1}\right)+d\left(x_{m_{r}+1}, x_{n_{r}}\right)}{2}\right) .
$$

Therefore, we have

$$
\begin{aligned}
d\left(x_{m_{r}}, x_{n_{r}}\right) \leq & d\left(x_{m_{r}}, x_{m_{r}+1}\right)+d\left(x_{m_{r}+1}, x_{n_{r}+1}\right)+d\left(x_{n_{r}+1}, x_{n_{r}}\right) \\
\leq & d\left(x_{m_{r}}, x_{m_{r}+1}\right)+d\left(x_{n_{r}+1}, x_{n_{r}}\right)+ \\
& \xi\left(d\left(x_{m_{r}}, x_{n_{r}}\right), d\left(x_{m_{r}}, x_{m_{r}+1}\right), d\left(x_{n_{r}}, x_{n_{r}+1}\right), \frac{d\left(x_{m_{r}}, x_{n_{r}+1}\right)+d\left(x_{m_{r}+1}, x_{n_{r}}\right)}{2}\right) .
\end{aligned}
$$

Thus, by taking liminf $r \rightarrow+\infty$ on both sides and also using (4) and (6), we get $\varepsilon \leq 0+0+\xi\left(\varepsilon, 0,0, \varepsilon^{\prime}\right)$, where

$$
\begin{aligned}
\varepsilon^{\prime} & =\limsup _{r \rightarrow+\infty} \frac{d\left(x_{m_{r}}, x_{n_{r}+1}\right)+d\left(x_{m_{r}+1}, x_{n_{r}}\right)}{2} \\
& \leq \limsup _{r \rightarrow+\infty} \frac{d\left(x_{m_{r}}, x_{n_{r}}\right)+d\left(x_{n_{r}}, x_{n_{r}+1}\right)+d\left(x_{m_{r}+1}, x_{m_{r}}\right)+d\left(x_{m_{r}}, x_{n_{r}}\right)}{2} \\
& =\frac{\varepsilon+0+0+\varepsilon}{2}=\varepsilon .
\end{aligned}
$$

Thus, $\varepsilon \leq \xi\left(\varepsilon, 0,0, \varepsilon^{\prime}\right)<\max \left\{\varepsilon, 0,0, \varepsilon^{\prime}\right\}=\varepsilon$, which is a contradiction. Thus, $\left\{x_{n}\right\}$ is a Cauchy sequence in $(X, d, s \geq 1)$.

Now, $(X, d, s \geq 1)$ is a complete $b$-metric space. Therefore, there exists $x \in X$ such that $x_{n} \rightarrow x$.

Now, consider

$$
d\left(T x_{n}, T x\right) \leq \frac{1}{s} \xi\left(d\left(x_{n}, x\right), d\left(x_{n}, T x_{n}\right), d(x, T x), \frac{d\left(x_{n}, T x\right)+d\left(x, T x_{n}\right)}{2 s}\right)
$$

which implies that

$$
d\left(x_{n+1}, T x\right) \leq \frac{1}{s} \xi\left(d\left(x_{n}, x\right), d\left(x_{n}, x_{n+1}\right), d(x, T x), \frac{d\left(x_{n}, T x\right)+d\left(x, x_{n+1}\right)}{2 s}\right)
$$

Taking liminf $n \rightarrow+\infty$ on both sides and using Lemma 1, we get

$$
\frac{1}{s} d(x, T x) \leq \frac{1}{s} \xi(0,0, d(x, T x), l)
$$

i.e.,

$$
d(x, T x) \leq \xi(0,0, d(x, T x), l)
$$

where

$$
l=\limsup _{n \rightarrow+\infty} \frac{d\left(x_{n}, T x\right)+d\left(x, x_{n+1}\right)}{2 s} \leq \limsup _{n \rightarrow+\infty} \frac{s d(x, T x)+0}{2 s}=\frac{d(x, T x)}{2}
$$

Thus,

$$
d(x, T x) \leq \xi(0,0, d(x, T x), l)<\max \{0,0, d(x, T x), l\}=d(x, T x)
$$

which is a contradiction. Therefore, $T x=x$.
Let $T y=y$ for some $y \in X$ and suppose that $x \neq y$; then, consider

$$
\begin{aligned}
d(x, y)=d(T x, T y) & \leq \frac{1}{s} \xi\left(d(x, y), d(x, T x), d(y, T y), \frac{d(x, T y)+d(y, T x)}{2 s}\right) \\
& \leq \frac{1}{s} \xi\left(d(x, y), 0,0, \frac{d(x, y)}{s}\right) \\
& <\frac{1}{s} \max \left\{d(x, y), 0,0, \frac{d(x, y)}{s}\right\} \\
& =\frac{d(x, y)}{s},
\end{aligned}
$$

which is a contradiction. Therefore, $x=y$.
Now, the following remark improves our main result for Theorem 2.
Remark 1. Theorem 2 is also valid if the term $\frac{d(x, T y)+d(T x, y)}{2 s}$ in (1) is replaced by $\frac{d(x, T y)+d(T x, y)}{\delta s}$, where $\delta$ is a real number defined by

$$
\delta=\left\{\begin{array}{cc}
2, & \text { if } s=1 \\
\delta^{\prime}, & \text { if } 1<s \leq 2 \\
1, & \text { if } s>2
\end{array}\right.
$$

where $\delta^{\prime}$ is any number in $\left(\frac{2}{s}, 1+\frac{1}{s}\right)$.
Now, the following result is a consequence of Theorem 2.
Corollary 1. Let $(X, d, s \geq 1)$ be a complete $b$-metric space and $T: X \rightarrow X$ be a mapping such that there exists $q \in\left[0, \frac{1}{s}\right)$ and

$$
\begin{equation*}
d(T x, T y) \leq q \max \left\{d(x, y), d(x, T x), d(y, T y), \frac{d(x, T y)+d(T x, y)}{2 s}\right\} \tag{7}
\end{equation*}
$$

for all $x, y \in X$. Then $T$ has a unique fixed point.
Proof. Let $\xi \in \Xi_{4}$ be defined by $\xi\left(t_{1}, t_{2}, t_{3}, t_{4}\right)=q s \max \left\{t_{1}, t_{2}, t_{3}, t_{4}\right\}$. Then, following Theorem 2, $T$ has a unique fixed point.

In the following example, we see that conditions of Theorem 2 are satisfied, but Corollary 1 is not applicable.

Example 1. Let $X=\left\{\frac{1}{\sqrt{n}}: n \in \mathbb{N}\right\} \cup\{0\}$. Define $d: X \times X \rightarrow[0,+\infty)$ byd $(x, y)=|x-y|^{2}$ for all $x, y \in X$. Then $d$ is a $b$-metric on $X$ with $s=2$.

Define $T: X \rightarrow X$ by $T\left(\frac{1}{\sqrt{n}}\right)=\frac{1}{\sqrt{2(n+1)}}$ for all $n \in \mathbb{N}$ and $T(0)=0$. Define

$$
\xi\left(t_{1}, t_{2}, t_{3}, t_{4}\right)=\left\{\begin{array}{cl}
\frac{\max \left\{t_{1}, t_{2}, t_{3}, t_{4}\right\}}{1+t_{1}}, & \text { if } t_{1}>0 \\
\frac{1}{2} \max \left\{t_{2}, t_{3}, t_{4}\right\}, & \text { otherwise } .
\end{array}\right.
$$

Now, for all $x, y \in X,(1)$ is satisfied, and thus the conditions of Theorem 2 are satisfied.
However, we see that if (7) is satisfied for all $x, y \in X$, we have

$$
d(T x, T y) \leq q N(x, y)
$$

for all $x, y \in X$, where $N(x, y)=\max \left\{d(x, y), d(x, T x), d(y, T y), \frac{d(x, T y)+d(T x, y)}{2 s}\right\}$. So, in particular, we have

$$
d\left(\frac{1}{\sqrt{2(n+1)}}, \frac{1}{\sqrt{2(m+1)}}\right) \leq q N\left(\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{m}}\right) \quad \text { for all } m, n \in \mathbb{N}, m \neq n
$$

i.e.,

$$
\frac{\left|\frac{1}{\sqrt{n+1}}-\frac{1}{\sqrt{m+1}}\right|^{2}}{N\left(\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{m}}\right)} \leq 2 q \quad \text { for all } m, n \in \mathbb{N} m \neq n
$$

Now, taking $\lim n, m \rightarrow+\infty$, we get $2 q \geq 1$, which is a contradiction. Thus, Corollary 1 is not applicable for this example.

Remark 2. In view of Remark 1, Corollary 1 is also valid, if the term $\frac{d(x, T y)+d(T x, y)}{2 s}$ is replaced by $\frac{d(x, T y)+d(T x, y)}{\delta s}$, where $\delta$ is the same as defined in Remark 1.

The following result is another consequence of Theorem 2.
Corollary 2. Let $(X, d, s \geq 1)$ be a complete $b$-metric space and $T: X \rightarrow X$ be a mapping such that

$$
\begin{equation*}
d(T x, T y) \leq \lambda_{1} d(x, y)+\lambda_{2} d(x, T x)+\lambda_{3} d(y, T y)+\lambda_{4}(d(x, T y)+d(T x, y)) \tag{8}
\end{equation*}
$$

for all $x, y \in X$, where $\lambda_{1}+\lambda_{2}+\lambda_{3}+\delta s \lambda_{4}<\frac{1}{s}$ and $\lambda_{i} \geq 0$ for all $i=1$ to 4 . Then, $T$ has $a$ unique fixed point.

Proof. Let $\xi \in \Xi_{4}$ be defined by $\xi\left(t_{1}, t_{2}, t_{3}, t_{4}\right)=s\left(\lambda_{1} t_{1}+\lambda_{2} t_{2}+\lambda_{3} t_{3}+\delta s \lambda_{4} t_{4}\right)$. Then, by Theorem 2 and Remark 2, $T$ has a unique fixed point.

### 2.2. Second Main Result

Now, we define another contractive mapping in $b$-metric space.
Definition 6. Let $(X, d, s \geq 1)$ be a b-metric space. The mapping $T: X \rightarrow X$ is said to be an $\xi$-contractive mapping of type-II if there exists $\xi \in \Xi_{5}$ and

$$
\begin{equation*}
d(T x, T y) \leq \frac{1}{s} \xi\left(d(x, y), d(x, T x), d(y, T y), \frac{d(x, T y)}{2 s}, d(T x, y)\right) \tag{9}
\end{equation*}
$$

for all $x, y \in X$.
The proof of our next result proceeds in a similar manner as the proof of Theorem 2.
Theorem 3. Let $(X, d, s \geq 1)$ be a complete $b$-metric space and $T: X \rightarrow X$ be an $\xi$-contractive mapping of type-II. Then $T$ has a unique fixed point.

The following remark improves Theorem 3.
Remark 3. Theorem 3 is also valid, if the term $\frac{d(x, T y)}{2 s}$ in (9) is replaced by $\frac{d(x, T y)}{\delta s}$, where $\delta$ is the same as in Remark 1.

Corollary 3. Let $(X, d, s \geq 1)$ be a complete $b$-metric space and $T: X \rightarrow X$ be a mapping such that there exists $q \in\left[0, \frac{1}{s}\right)$ and

$$
\begin{equation*}
d(T x, T y) \leq q \max \left\{d(x, y), d(x, T x), d(y, T y), \frac{d(x, T y)}{\delta s}, d(T x, y)\right\} \tag{10}
\end{equation*}
$$

for all $x, y \in X$. Then, $T$ has a unique fixed point.
Proof. Let $\xi \in \Xi_{5}$ be defined by $\xi\left(t_{1}, t_{2}, t_{3}, t_{4}, t_{5}\right)=q s \max \left\{t_{1}, t_{2}, t_{3}, t_{4}, t_{5}\right\}$. Then, by Theorem $3, T$ has a unique fixed point.

Corollary 4. Let $(X, d, s \geq 1)$ be a complete $b$-metric space and $T: X \rightarrow X$ be a mapping such that

$$
\begin{equation*}
d(T x, T y) \leq \lambda_{1} d(x, y)+\lambda_{2} d(x, T x)+\lambda_{3} d(y, T y)+\lambda_{4} d(x, T y)+\lambda_{5} d(T x, y) \tag{11}
\end{equation*}
$$

for all $x, y \in X$, where $\lambda_{1}+\lambda_{2}+\lambda_{3}+\delta s \lambda_{4}+\lambda_{5}<\frac{1}{s}$ and $\lambda_{i} \geq 0$ for all $i=1$ to 5 . Then, $T$ has a unique fixed point.

Proof. Let $\xi \in \Xi_{5}$ be defined by $\xi\left(t_{1}, t_{2}, t_{3}, t_{4}, t_{5}\right)=s\left(\lambda_{1} t_{1}+\lambda_{2} t_{2}+\lambda_{3} t_{3}+\delta s \lambda_{4} t_{4}+\lambda_{5} t_{5}\right)$. Then by Theorem 3, $T$ has a unique fixed point.

## 3. Fixed Point Results in $b$-Metric-Like Spaces

Partial metric spaces were introduced by Matthews (1992) as a generalization of metric spaces. The self-distance may be non-zero in partial metric space. In 2012, A. A. Harandi generalized the concept of the partial metric by establishing a new space named the metric-like-space. We notice that in metric-like space, the self-distance of a point may be greater than the distance of that point to any other point (see Example 2.2 in [15]). Later on, S. Shukla (2014) presented the idea of the partial $b$-metric as a generalization of the partial metric and $b$-metric. Meanwhile, in 2013, M.A. Alghamdi et al. introduced the concept of $b$-metric-like spaces that generalized the notions of partial $b$-metric space and metric-like space. Obviously, $b$-metric-like space generalizes all abstract spaces that we have mentioned in our paper. For the sake of clarity, we recall the definitions of these abstract spaces as follows.

Definition 7 ([12]). Let $X$ be a non-empty set. Then, a mapping $d: X \times X \rightarrow[0,+\infty)$ is called a partial metric if for all $x, y, z \in X$,

$$
\begin{aligned}
& (p 1) \quad d(x, y)=0 \Leftrightarrow d(x, x)=d(x, y)=d(y, y) \\
& (p 2) \quad d(x, x) \leq d(x, y) \\
& (p 3) \quad d(x, y)=d(y, x) \\
& (p 4) \\
& (p 3(x, z) \leq d(x, y)+d(y, z)-d(y, y)
\end{aligned}
$$

Then, the pair $(X, d)$ is called a partial metric space.
Definition $8([15,38])$. Let $X$ be a non-empty set. Then, a mapping $d: X \times X \rightarrow[0,+\infty)$ is called a metric-like space if for all $x, y, z \in X$,

$$
\begin{aligned}
& (m l 1) \quad d(x, y)=0 \Rightarrow x=y \\
& (m l 2) \quad d(x, y)=d(y, x) \\
& (m l 3) \quad d(x, z) \leq d(x, y)+d(y, z)
\end{aligned}
$$

Then, the pair $(X, d)$ is called a metric-like space.
Definition 9 ([17]). Let $X$ be a non-empty set. Then, a mapping $d: X \times X \rightarrow[0,+\infty)$ is called a partial $b$-metric if there exists a number $s \geq 1$ such that for all $x, y, z \in X$,

```
(pb1) \(d(x, y)=0 \Leftrightarrow d(x, x)=d(x, y)=d(y, y)\);
(pb2) \(d(x, x) \leq d(x, y)\);
(pb3) \(\quad d(x, y)=d(y, x)\);
\((p b 4) \quad d(x, z) \leq s(d(x, y)+d(y, z))-d(y, y)\).
```

Then, the triplet $(X, d, s)$ is called a partial $b$-metric space.
Definition 10 ([16]). Let $X$ be a non-empty set. Then, a mapping $d: X \times X \rightarrow[0,+\infty)$ is called a $b$-metric-like if there exists a number $s \geq 1$ such that for all $x, y, z \in X$,

$$
\begin{array}{ll}
(b m l 1) & d(x, y)=0 \Rightarrow x=y \\
(b m l 2) & d(x, y)=d(y, x) \\
(b m l 3) & d(x, z) \leq s(d(x, y)+d(y, z))
\end{array}
$$

Then, the triplet $(X, d, s)$ is called a b-metric-like space.
The following definitions and results related to $b$-metric-like spaces are required in the main results of this section.

Definition 11 ( $[16,39])$. Let $(X, d, s \geq 1)$ be a b-metric-like space and let $\left\{x_{n}\right\}$ be a sequence of points of $X$. A point $x \in X$ is said to be the limit of sequence $\left\{x_{n}\right\}$ if $\lim _{n \rightarrow+\infty} d\left(x, x_{n}\right)=d(x, x)$, and we say that the sequence $\left\{x_{n}\right\}$ is convergent to $x$ and denote it by $x_{n} \rightarrow x$ as $n \rightarrow+\infty$.

Definition 12 ([16,39]). Let $(X, d, s \geq 1)$ be a b-metric-like space.
(i) A sequence $\left\{x_{n}\right\}$ in $X$ is called Cauchy sequence if $\lim _{n, m \rightarrow+\infty} d\left(x_{n}, x_{m}\right)$ exists and is finite.
(ii) $(X, d, s \geq 1)$ is said to be complete if every Cauchy sequence $\left\{x_{n}\right\}$ in $X$ converges to $x \in X$ so that
$\lim _{n, m \rightarrow+\infty} d\left(x_{n}, x_{m}\right)=d(x, x)=\lim _{n \rightarrow+\infty} d\left(x_{n}, x\right)$.
Proposition 1 ([16]). Let $(X, d, s \geq 1)$ be a b-metric-like space and $\left\{x_{n}\right\}$ be a sequence in $X$ such that for some $x \in X, \lim _{n \rightarrow+\infty} d\left(x_{n}, x\right)=0$. Then,
(i) $x$ is unique.
(ii) $\frac{1}{s} d(x, y) \leq \lim _{n \rightarrow+\infty} d\left(x_{n}, y\right) \leq s d(x, y)$ for all $y \in X$.

Lemma 3 ([40]). Let $(X, d, s \geq 1)$ be a b-metric-like space and $\left\{x_{n}\right\}$ be a sequence in $X$ such that

$$
d\left(x_{n}, x_{n+1}\right) \leq \lambda d\left(x_{n-1}, x_{n}\right)
$$

for some $\lambda \in[0,1)$ and for each $n \in \mathbb{N}$. Then, $\left\{x_{n}\right\}$ is a Cauchy sequence with $\lim _{n, m \rightarrow+\infty} d\left(x_{n}, x_{m}\right)=$ 0.

Now, we extend Theorem 2 in the framework of a $b$-metric-like space. At the end of the proof, we provide an example in support.

Theorem 4. Let $(X, d, s \geq 1)$ be a complete $b$-metric-like space. Let $T: X \rightarrow X$ be a mapping such that there exists $\xi \in \Xi_{4}$ and

$$
\begin{equation*}
d(T x, T y) \leq \frac{1}{s} \xi\left(d(x, y), d(x, T x), d(y, T y), \frac{d(x, T y)+d(T x, y)-d(y, y)}{2 s}\right) \tag{12}
\end{equation*}
$$

for all $x, y \in X$ with $d(x, T y)+d(T x, y) \geq d(y, y)$. Then, $T$ has a unique fixed point.
Proof. Let $x_{0} \in X$. Define a sequence $\left\{x_{n}\right\}$ in $X$ as $x_{n}=T x_{n-1}$ for all $n \geq 1$. Assume that any two consecutive terms of the sequence $\left\{x_{n}\right\}$ are distinct; otherwise, $T$ has a fixed point. First, we prove that $\left\{x_{n}\right\}$ is a Cauchy sequence. For this, let $n \in \mathbb{N}$.
Now,

$$
d\left(x_{n-1}, T x_{n}\right)+d\left(T x_{n-1}, x_{n}\right)=d\left(x_{n-1}, x_{n+1}\right)+d\left(x_{n}, x_{n}\right) \geq d\left(x_{n}, x_{n}\right)
$$

therefore, using (12), we have

$$
\begin{align*}
& d\left(x_{n}, x_{n+1}\right) \leq \frac{1}{s} \xi\left(d\left(x_{n-1}, x_{n}\right), d\left(x_{n-1}, x_{n}\right), d\left(x_{n}, x_{n+1}\right), \frac{d\left(x_{n-1}, x_{n+1}\right)+d\left(x_{n}, x_{n}\right)-d\left(x_{n}, x_{n}\right)}{2 s}\right)  \tag{13}\\
&<\frac{1}{s} \max \left\{d\left(x_{n-1}, x_{n}\right), d\left(x_{n-1}, x_{n}\right), d\left(x_{n}, x_{n+1}\right), \frac{d\left(x_{n-1}, x_{n+1}\right)}{2 s}\right\} \\
&=\frac{1}{s} \max \left\{d\left(x_{n-1}, x_{n}\right), \frac{d\left(x_{n-1}, x_{n+1}\right)}{2 s}\right\} \\
& \leq \frac{1}{s} \max \left\{d\left(x_{n-1}, x_{n}\right), \frac{d\left(x_{n-1}, x_{n}\right)+d\left(x_{n}, x_{n+1}\right)}{2}\right\}
\end{align*}
$$

which implies that

$$
\begin{equation*}
d\left(x_{n}, x_{n+1}\right)<\frac{1}{s} d\left(x_{n-1}, x_{n}\right) \quad \text { for all } n \geq 1 \tag{14}
\end{equation*}
$$

Case 1: If $s>1$, then by Lemma 3 and in view of (14), $\left\{x_{n}\right\}$ is a Cauchy sequence in $(X, d, s \geq 1)$ and $\lim _{n, m \rightarrow+\infty} d\left(x_{n}, x_{m}\right)=0$.

Case 2: If $s=1$, then by (14), the sequence $\left\{d\left(x_{n}, x_{n+1}\right)\right\}$ is monotonically decreasing and bounded below. Therefore, $d\left(x_{n}, x_{n+1}\right) \rightarrow k$ for some $k \geq 0$. Suppose that $k>0$; now, taking liminf $n \rightarrow+\infty$ in (13), we have $k \leq \xi\left(k, k, k, k^{\prime}\right)$,
where

$$
k^{\prime}=\limsup _{n \rightarrow+\infty} \frac{d\left(x_{n-1}, x_{n+1}\right)}{2} \leq \limsup _{n \rightarrow+\infty} \frac{d\left(x_{n-1}, x_{n}\right)+d\left(x_{n}, x_{n+1}\right)}{2}=k
$$

Now, $k \leq \xi\left(k, k, k, k^{\prime}\right)<\max \left\{k, k, k, k^{\prime}\right\}=k$, a contradiction; therefore,

$$
\begin{equation*}
\lim _{n \rightarrow+\infty} d\left(x_{n}, x_{n+1}\right)=0 \tag{15}
\end{equation*}
$$

## Furthermore,

$$
d\left(x_{n}, x_{n}\right) \leq d\left(x_{n}, x_{n+1}\right)+d\left(x_{n+1}, x_{n}\right)
$$

taking limsup $n \rightarrow+\infty$, and using (15) we get

$$
\begin{equation*}
\lim _{n \rightarrow+\infty} d\left(x_{n}, x_{n}\right)=0 \tag{16}
\end{equation*}
$$

Suppose that $\lim _{n, m \rightarrow+\infty} d\left(x_{n}, x_{m}\right) \neq 0$; then, there exists $\varepsilon>0$ such that for any $r \in \mathbb{N}$, there exists $m_{r}>n_{r} \geq r$ such that

$$
\begin{equation*}
d\left(x_{m_{r}}, x_{n_{r}}\right) \geq \varepsilon . \tag{17}
\end{equation*}
$$

Furthermore, assume that $m_{r}$ is the smallest natural number greater than $n_{r}$ such that (17) holds. Then,

$$
\begin{aligned}
\varepsilon & \leq d\left(x_{m_{r}}, x_{n_{r}}\right) \\
& \leq d\left(x_{m_{r}}, x_{m_{r}-1}\right)+d\left(x_{m_{r}-1}, x_{n_{r}}\right) \\
& <d\left(x_{m_{r}}, x_{m_{r}-1}\right)+\varepsilon \\
& <d\left(x_{r}, x_{r-1}\right)+\varepsilon .
\end{aligned}
$$

Thus, using (15) and taking $\lim r \rightarrow+\infty$, we get

$$
\begin{equation*}
\lim _{r \rightarrow+\infty} d\left(x_{m_{r}}, x_{n_{r}}\right)=\varepsilon \tag{18}
\end{equation*}
$$

Now, suppose that there exist infinitely many $r$ such that

$$
d\left(x_{m_{r}}, T x_{n_{r}}\right)+d\left(T x_{m_{r}}, x_{n_{r}}\right)<d\left(x_{n_{r}}, x_{n_{r}}\right)
$$

Taking lim sup $r \rightarrow+\infty$, and using (16), we get

$$
\lim _{r \rightarrow+\infty}\left(d\left(x_{m_{r}}, T x_{n_{r}}\right)+d\left(T x_{m_{r}}, x_{n_{r}}\right)\right)=0
$$

which means that

$$
\lim _{r \rightarrow+\infty}\left(d\left(x_{m_{r}}, x_{n_{r}+1}\right)=\lim _{r \rightarrow+\infty} d\left(x_{m_{r}+1}, x_{n_{r}}\right)\right)=0
$$

Now,

$$
\varepsilon=\lim _{r \rightarrow+\infty} d\left(x_{m_{r}}, x_{n_{r}}\right) \leq \limsup _{r \rightarrow+\infty}\left(\left(d\left(x_{m_{r}}, x_{n_{r}+1}\right)+d\left(x_{n_{r}+1}, x_{n_{r}}\right)\right)=0\right.
$$

which is a contradiction. Therefore, there exists $r_{0} \in \mathbb{N}$ such that for all $r \geq r_{0}, d\left(x_{m_{r}}, T x_{n_{r}}\right)+$ $d\left(T x_{m_{r}}, x_{n_{r}}\right) \geq d\left(x_{n_{r}}, x_{n_{r}}\right)$. Thus, for all $r \geq r_{0}$, using (12),

$$
d\left(x_{m_{r}+1}, x_{n_{r}+1}\right) \leq \xi\left(d\left(x_{m_{r}}, x_{n_{r}}\right), d\left(x_{m_{r}}, x_{m_{r}+1}\right), d\left(x_{n_{r}}, x_{n_{r}+1}\right), \frac{d\left(x_{m_{r}}, x_{n_{r}+1}\right)+d\left(x_{m_{r}+1}, x_{n_{r}}\right)-d\left(x_{n_{r}}, x_{n_{r}}\right)}{2}\right)
$$

Now,

$$
\begin{aligned}
d\left(x_{m_{r}}, x_{n_{r}}\right) \leq & d\left(x_{m_{r}}, x_{m_{r}+1}\right)+d\left(x_{m_{r}+1}, x_{n_{r}+1}\right)+d\left(x_{n_{r}+1}, x_{n_{r}}\right) \\
\leq & d\left(x_{m_{r}}, x_{m_{r}+1}\right)+d\left(x_{n_{r}+1}, x_{n_{r}}\right)+ \\
& \xi\left(d\left(x_{m_{r}}, x_{n_{r}}\right), d\left(x_{m_{r}}, x_{m_{r}+1}\right), d\left(x_{n_{r}}, x_{n_{r}+1}\right), \frac{d\left(x_{m_{r}}, x_{n_{r}+1}\right)+d\left(x_{m_{r}+1}, x_{n_{r}}\right)-d\left(x_{n_{r}}, x_{n_{r}}\right)}{2}\right)
\end{aligned}
$$

Thus, by taking liminf $r \rightarrow+\infty$ on both sides and also using (15) and (18), we get $\varepsilon \leq 0+0+\xi\left(\varepsilon, 0,0, \varepsilon^{\prime}\right)$, where

$$
\begin{aligned}
\varepsilon^{\prime} & =\limsup _{r \rightarrow+\infty} \frac{d\left(x_{m_{r}}, x_{n_{r}+1}\right)+d\left(x_{m_{r}+1}, x_{n_{r}}\right)-d\left(x_{n_{r}}, x_{n_{r}}\right)}{2} \\
& \leq \limsup _{r \rightarrow+\infty} \frac{d\left(x_{m_{r}}, x_{n_{r}}\right)+d\left(x_{n_{r}}, x_{n_{r}+1}\right)+d\left(x_{m_{r}+1}, x_{m_{r}}\right)+d\left(x_{m_{r}}, x_{n_{r}}\right)-0}{2} \\
& =\frac{\varepsilon+0+0+\varepsilon}{2}=\varepsilon .
\end{aligned}
$$

Thus, $\varepsilon \leq \xi\left(\varepsilon, 0,0, \varepsilon^{\prime}\right)<\max \left\{\varepsilon, 0,0, \varepsilon^{\prime}\right\}=\varepsilon$, which is a contradiction. Thus, $\left\{x_{n}\right\}$ is a Cauchy sequence in $(X, d, s \geq 1)$ with $\lim _{n, m \rightarrow+\infty} d\left(x_{n}, x_{m}\right)=0$.

Now, $(X, d, s \geq 1)$ is a complete $b$-metric-like space; therefore, there exists $x \in X$ such that $x_{n} \rightarrow x$,

$$
d(x, x)=\lim _{n \rightarrow+\infty} d\left(x_{n}, x\right)=\lim _{n, m \rightarrow+\infty} d\left(x_{n}, x_{m}\right)=0
$$

Furthermore, according to Proposition 1, $x$ is unique.
Suppose that $T x \neq x$. Now, consider

$$
d\left(T x_{n}, T x\right) \leq \frac{1}{s} \xi\left(d\left(x_{n}, x\right), d\left(x_{n}, T x_{n}\right), d(x, T x), \frac{d\left(x_{n}, T x\right)+d\left(x, T x_{n}\right)-d(x, x)}{2 s}\right)
$$

i.e.,

$$
d\left(x_{n+1}, T x\right) \leq \frac{1}{s} \xi\left(d\left(x_{n}, x\right), d\left(x_{n}, x_{n+1}\right), d(x, T x), \frac{d\left(x_{n}, T x\right)+d\left(x, x_{n+1}\right)}{2 s}\right)
$$

Taking liminf $n \rightarrow+\infty$ on both sides and using Proposition 1, we get

$$
\frac{1}{s} d(x, T x) \leq \frac{1}{s} \xi(0,0, d(x, T x), l)
$$

i.e.,

$$
d(x, T x) \leq \xi(0,0, d(x, T x), l)
$$

where

$$
l=\limsup _{n \rightarrow+\infty} \frac{d\left(x_{n}, T x\right)+d\left(x, x_{n+1}\right)}{2 s} \leq \limsup _{n \rightarrow+\infty} \frac{s d(x, T x)+0}{2 s}=\frac{d(x, T x)}{2}
$$

Thus,

$$
d(x, T x) \leq \xi(0,0, d(x, T x), l)<\max \{0,0, d(x, T x), l\}=d(x, T x)
$$

which is a contradiction. Therefore, $T x=x$.
Let $T y=y$ for some $y \in X$; then, by (12), $d(y, y)=0$. Now, suppose that $x \neq y$, and consider

$$
\begin{aligned}
d(x, y) & =d(T x, T y) \\
& \leq \frac{1}{s} \xi\left(d(x, y), d(x, T x), d(y, T y), \frac{d(x, T y)+d(y, T x)-d(x, x)}{2 s}\right) \\
& =\frac{1}{s} \xi\left(d(x, y), d(x, T x), d(y, T y), \frac{d(x, T y)+d(y, T x)}{2 s}\right) \\
& \leq \frac{1}{s} \xi\left(d(x, y), 0,0, \frac{d(x, y)}{s}\right) \\
& <\frac{1}{s} \max \left\{d(x, y), 0,0, \frac{d(x, y)}{s}\right\} \\
& =\frac{d(x, y)}{s}
\end{aligned}
$$

which is a contradiction. Therefore, $x=y$.
Example 2. Let $X=[0,+\infty)$. Define $d: X \times X \rightarrow[0,+\infty)$ by $d(x, y)=(x+y)^{2}$ for all $x, y \in X$. Then, $d$ is $b$-metric-like on $X$ with $s=2$, but d is not $b$-metric on $X$.

Define $T: X \rightarrow X$ by $T(x)=\frac{x}{2}$. In addition, define $\xi\left(t_{1}, t_{2}, t_{3}, t_{4}\right)=\frac{1}{2} \max \left\{t_{1}, t_{2}, t_{3}, t_{4}\right\}$. Now, for all $x, y \in X$, with $d(x, T y)+d(T x, y) \geq d(y, y)$, (12) in Theorem 4 is satisfied and $T$ has a unique fixed point 0 .

## 4. Application

In this section, as an application of Theorem 2, we present the following result which provides a unique solution to simultaneous linear equations.

Theorem 5. Consider a system of linear equations

$$
\begin{equation*}
A x=b \tag{19}
\end{equation*}
$$

where $A=\left[a_{i j}\right]_{n \times n}$ is an $n \times n$ matrix, $b=\left[b_{i}\right]_{1 \times n}$ is a column vector of constants and $x=\left[x_{i}\right]_{1 \times n}$ is a column matrix of $n$ unknowns. If for each $x=\left[x_{i}\right]_{1 \times n}, y=\left[y_{i}\right]_{1 \times n}$ and $i=1$ to $n$,

$$
\begin{equation*}
\left|\left(a_{i i}+1\right)\left(x_{i}-y_{i}\right)+\sum_{j=1, j \neq i}^{n} a_{i j}\left(x_{j}-y_{j}\right)\right|\left(1+\max _{k=1}^{n}\left|x_{k}-y_{k}\right|\right) \leq\left|x_{i}-y_{i}\right| \tag{20}
\end{equation*}
$$

then, the system has a unique solution.
Proof. Let $X=\left\{\left[x_{i}\right]_{1 \times n} \mid x_{i}\right.$ is real for all $i=1$ to $n$, $n$ being fixed $\}$ and $d: X \times X \rightarrow$ $[0,+\infty)$ be defined as

$$
d(x, y)=\max _{i=1}^{n}\left|x_{i}-y_{i}\right|
$$

for all $x=\left[x_{i}\right]_{1 \times n}, y=\left[y_{i}\right]_{1 \times n} \in X$. Then, clearly $(X, d)$ is a complete $b$-metric space with constant $s=1$ (i.e. $(X, d)$ is a complete metric space).

Now, define a $n \times n$ matrix $C=\left[c_{i j}\right]$ by

$$
c_{i j}=\left\{\begin{array}{cc}
a_{i j}+1, & \text { if } i=j \\
a_{i j}, & \text { if } i \neq j
\end{array}\right.
$$

Then, the given system (19) reduces to

$$
\begin{equation*}
x=C x-b \tag{21}
\end{equation*}
$$

Condition (20) becomes

$$
\begin{equation*}
\left|\sum_{j=1}^{n} c_{i j}\left(x_{j}-y_{j}\right)\right|\left(1+\max _{k=1}^{n}\left|x_{k}-y_{k}\right|\right) \leq\left|x_{i}-y_{i}\right| \quad \text { for all } i=1,2, \ldots, n \tag{22}
\end{equation*}
$$

Now, define a mapping $T: X \rightarrow X$ by

$$
T x=C x-b, \quad \text { where } x \in X
$$

For $x=\left[x_{i}\right]_{1 \times n}$ and $y=\left[y_{i}\right]_{1 \times n}$, suppose that $T x=u=\left[u_{i}\right]_{1 \times n}$ and $T y=v=\left[v_{i}\right]_{1 \times n}$; then,

$$
u_{i}=\sum_{j=1}^{n} c_{i j} x_{j}-b_{i} \quad(i=1,2, \ldots, n)
$$

and

$$
v_{i}=\sum_{j=1}^{n} c_{i j} y_{j}-b_{i} \quad(i=1,2, \ldots, n)
$$

Define

$$
\xi\left(t_{1}, t_{2}, t_{3}, t_{4}\right)=\left\{\begin{array}{cl}
\frac{\max \left\{t_{1}, t_{2}, t_{3}, t_{4}\right\}}{1+t_{1}}, & \text { if } t_{1}>0 \\
\frac{1}{2} \max \left\{t_{2}, t_{3}, t_{4}\right\}, & \text { otherwise }
\end{array}\right.
$$

Now, using condition (22),

$$
\begin{aligned}
d(T x, T y) & =\max _{i=1}^{n}\left|u_{i}-v_{i}\right| \\
& =\max _{i=1}^{n}\left|\sum_{j=1}^{n} c_{i j}\left(x_{j}-y_{j}\right)\right| \\
& \leq \max _{i=1}^{n}\left(\frac{\left|x_{i}-y_{i}\right|}{1+\max _{k=1}^{n}\left|x_{k}-y_{k}\right|}\right) \\
& \leq \xi\left(d(x, y), d(x, T x), d(y, T y), \frac{d(x, T y)+d(T x, y)}{2 s}\right)
\end{aligned}
$$

Thus, it is straightforward to see that the hypothesis of Theorem 2 is satisfied. Therefore, T has a unique fixed point and system (19) has a unique solution.

## 5. Conclusions

In this paper, we have defined a new class of functions, and with the help of this class of functions, we defined some new contractive mappings in $b$-metric spaces. Furthermore, we proved some fixed point results for these contractive mappings. One can easily extend these results to common fixed points for weakly compatible mappings (see [22,41,42]). We improve our main results in Theorems 2 and 3 with the help of Remarks 1 and 3, respectively. Can these results be further improved in terms of $s$ ? More precisely, we present here some open questions as follows.

Open Question 1: Does Theorem 2 hold also if the term $\frac{1}{s}$ (before $\xi$ ) in (1) is replaced by $\alpha$, for some $\alpha \in\left[\frac{1}{s}, 1\right]$ ?

Open Question 2: Does Theorem 3 hold also if the term $\frac{1}{s}$ (before $\xi$ ) in (9) is replaced by $\alpha$, for some $\alpha \in\left[\frac{1}{s}, 1\right]$ ?
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#### Abstract

The fixed point theorems in so-called pre-metric spaces is investigated in this paper. The main issue in the pre-metric space is that the symmetric condition is not assumed to be satisfied, which can result in four different forms of triangle inequalities. In this case, the fixed point theorems in pre-metric space will have many different styles based on the different forms of triangle inequalities.
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## 1. Introduction

In this paper, we consider a so-called pre-metric space that does not assume the symmetric condition. We first recall the basic concept of (conventional) metric space as follows.

Given a nonempty universal set $X$, let $d: X \times X \rightarrow \mathbb{R}_{+}$be a nonnegative real-valued function defined on the product set $X \times X$. Recall that $(X, d)$ is a metric space when the following conditions are satisfied:

- $\quad d(x, y)=0$ implies $x=y$ for any $x, y \in X$;
- $\quad d(x, x)=0$ for any $x \in X$;
- $\quad d(x, y)=d(y, x)$ for any $x, y \in X$;
- $d(x, z) \leq d(x, y)+d(y, z)$ for any $x, y, z \in X$.

Different kinds of spaces that weaken the above conditions have been proposed. Wilson [1] says that $(X, d)$ is a quasi-metric space when the symmetric condition is not satisfied. More precisely, $(X, d)$ is a quasi-metric space when the following conditions are satisfied:

- $\quad d(x, y)=0$ if and only if $x=y$ for any $x, y \in X$;
- $\quad d(x, z) \leq d(x, y)+d(y, z)$ for any $x, y, z \in X$.

Many authors (by referring to [2-16] and the references therein) also defined the different type of quasi-metric space as follows:

- $\quad d(x, y)=0=d(y, x)$ if and only if $x=y$ for any $x, y \in X$;
- $\quad d(x, z) \leq d(x, y)+d(y, z)$ for any $x, y, z \in X$.

In the Wilson's sense, it is obvious that we also have $d(y, x)=0$ if and only if $y=x$. Wilson [17] also says that $(X, d)$ is a semi-metric space when the triangle inequality is not satisfied. More precisely, the following conditions are satisfied:

- $\quad d(x, y)=0$ if and only if $x=y$ for any $x, y \in X$;
- $\quad d(x, y)=d(y, x)$ for any $x, y \in X$.

Matthews [11] proposed the concept of partial metric space that satisfies the following conditions:

- $\quad x=y$ if and only if $d(x, x)=d(x, y)=d(y, y)$ for any $x, y \in X$;
- $\quad d(x, x) \leq d(x, y)$ for any $x, y \in X$;
- $\quad d(x, y)=d(y, x)$ for any $x, y \in X$.
- $d(x, z) \leq d(x, y)+d(y, z)-d(y, y)$ for any $x, y, z \in X$.

The partial metric space does not assume the self-distance condition $d(x, x)=0$. In this paper, we consider a so-called pre-metric space by assuming that

$$
d(x, y)=0 \text { implies } x=y \text { for any } x, y \in X
$$

The triangle inequality always plays a very important role in the study of metric space. Without considering the symmetric condition, the triangle inequalities can be considered in four different forms by referring to Wu [18]. The purpose of this paper is to establish the fixed point theorems in pre-metric space based on the different forms of triangle inequalities. We separately study the Banach contraction principle and Meir-Keeler type of fixed point theorems for pre-metric spaces. On the other hand, three types of contraction functions are considered in this paper. We also mention that the Meir-Keeler type of fixed point theorems in the context of b-metric spaces have been studied by Pavlović and Radenović [19].

This paper is organized as follows. In Section 2, four different forms of triangle inequalities in pre-metric space are presented. Many basic properties are also provided for further study. In Section 3, based on the different forms of triangle inequalities, many concepts of Cauchy sequences in pre-metric space are proposed in order to establish the fixed point theorems in pre-metric space. In Section 4, three different types of contraction functions are considered to establish the fixed point theorems using the different forms of triangle inequalities.

## 2. Pre-Metric Spaces

We formally introduce the basic concept of pre-metric space by considering four different forms of triangle inequalities as follows.

Definition 1. Given a nonempty universal set $X$, let d be a mapping from $X \times X$ into $\mathbb{R}_{+}$.

- $\quad$ The metric $d$ is said to satisfy the $\bowtie$-triangle inequality when the following inequality is satisfied:

$$
d(x, y)+d(y, z) \geq d(x, z) \text { for all } x, y, z \in X
$$

- The metric $d$ is said to satisfy the $\triangleright$-triangle inequality when the following inequality is satisfied:

$$
d(x, y)+d(z, y) \geq d(x, z) \text { for all } x, y, z \in X
$$

- $\quad$ The metric $d$ is said to satisfy the $\triangleleft$-triangle inequality when the following inequality is satisfied:

$$
d(y, x)+d(y, z) \geq d(x, z) \text { for all } x, y, z \in X
$$

- The metric $d$ is said to satisfy the $\diamond$-triangle inequality when the following inequality is satisfied:

$$
d(y, x)+d(z, y) \geq d(x, z) \text { for all } x, y, z \in X
$$

Suppose that $d$ satisfies the symmetric condition. It is clear to see that all the concepts of $\bowtie$-triangle inequality, $\triangleright$-triangle inequality, $\triangleleft$-triangle inequality and $\diamond$-triangle inequality described above are all equivalent. This means that the pre-metric space extends the concept of (conventional) metric space.

Remark 1. Now, we represent some interesting observations that are used in the study.

- Suppose that the metric d satisfies the $\bowtie$-triangle inequality. Then, we have

$$
d(a, b)+d(b, c)+d(c, d) \geq d(a, c)+d(c, d) \geq d(a, d)
$$

We also see that

$$
d(b, a)+d(c, b)=d(c, b)+d(b, a) \geq d(c, a)
$$

which implies

$$
d(b, a)+d(c, b)+d(d, c) \geq d(d, a)
$$

In general, we can have the following inequalities

$$
d\left(x_{1}, x_{2}\right)+d\left(x_{2}, x_{3}\right)+\cdots+d\left(x_{p}, x_{p+1}\right) \geq d\left(x_{1}, x_{p+1}\right)
$$

and

$$
d\left(x_{2}, x_{1}\right)+d\left(x_{3}, x_{2}\right)+\cdots+d\left(x_{p+1}, x_{p}\right) \geq d\left(x_{p+1}, x_{1}\right)
$$

- Suppose that the metric $d$ satisfies the $\triangleright$-triangle inequality. Since

$$
d(a, b)+d(c, b) \geq d(a, c) \text { and } d(c, b)+d(a, b) \geq d(c, a)
$$

we see that

$$
d(a, b)+d(c, b)=d(c, b)+d(a, b) \geq \max \{d(a, c), d(c, a)\}
$$

Therefore, we obtain

$$
\begin{equation*}
d(a, b)+d(c, b)+d(d, c) \geq \max \{d(a, d), d(d, a)\} \tag{1}
\end{equation*}
$$

In general, we can have the following inequalities

$$
d\left(x_{1}, x_{2}\right)+d\left(x_{3}, x_{2}\right)+d\left(x_{4}, x_{3}\right)+\cdots+d\left(x_{p+1}, x_{p}\right) \geq \max \left\{d\left(x_{1}, x_{p+1}\right), d\left(x_{p+1}, x_{1}\right)\right\}
$$

- Suppose that the metric $d$ satisfies the $\triangleleft$-triangle inequality. Since

$$
d(b, a)+d(b, c)=d(b, c)+d(b, a) \geq \max \{d(a, c), d(c, a)\}
$$

we see that

$$
\begin{equation*}
d(b, a)+d(b, c)+d(c, d) \geq \max \{d(a, d), d(d, a)\} \tag{2}
\end{equation*}
$$

In general, we can have the following inequalities
$d\left(x_{2}, x_{1}\right)+d\left(x_{2}, x_{3}\right)+d\left(x_{3}, x_{4}\right)+\cdots+d\left(x_{p}, x_{p+1}\right) \geq \max \left\{d\left(x_{1}, x_{p+1}\right), d\left(x_{p+1}, x_{1}\right)\right\}$.

- Suppose that the metric $d$ satisfies the $\diamond$-triangle inequality. Then, we have

$$
\begin{equation*}
d(a, b)+d(b, c)+d(d, c)=d(b, c)+d(a, b)+d(d, c) \geq d(c, a)+d(d, c) \geq d(a, d) \tag{3}
\end{equation*}
$$

and

$$
\begin{equation*}
d(b, a)+d(c, b)+d(c, d) \geq d(a, c)+d(c, d)=d(c, d)+d(a, c) \geq d(d, a) \tag{4}
\end{equation*}
$$

In general, we consider the following cases.
(a) Suppose that $p$ is an even number. Then, we have the following inequalities

$$
\begin{aligned}
& d\left(x_{1}, x_{2}\right)+d\left(x_{2}, x_{3}\right)+d\left(x_{4}, x_{3}\right)+d\left(x_{4}, x_{5}\right)+d\left(x_{6}, x_{5}\right) \\
& \quad+d\left(x_{6}, x_{7}\right)+\cdots+d\left(x_{p}, x_{p+1}\right) \geq d\left(x_{p+1}, x_{1}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
& d\left(x_{2}, x_{1}\right)+d\left(x_{3}, x_{2}\right)+d\left(x_{3}, x_{4}\right)+d\left(x_{5}, x_{4}\right)+d\left(x_{5}, x_{6}\right) \\
& \quad+d\left(x_{7}, x_{6}\right)+\cdots+d\left(x_{p+1}, x_{p}\right) \geq d\left(x_{1}, x_{p+1}\right)
\end{aligned}
$$

(b) Suppose that $p$ is an odd number. Then, we have the following inequalities

$$
\begin{aligned}
& d\left(x_{1}, x_{2}\right)+d\left(x_{2}, x_{3}\right)+d\left(x_{4}, x_{3}\right)+d\left(x_{4}, x_{5}\right)+d\left(x_{6}, x_{5}\right) \\
& \quad+d\left(x_{6}, x_{7}\right)+\cdots+d\left(x_{p}, x_{p+1}\right) \geq d\left(x_{1}, x_{p+1}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
& d\left(x_{2}, x_{1}\right)+d\left(x_{3}, x_{2}\right)+d\left(x_{3}, x_{4}\right)+d\left(x_{5}, x_{4}\right)+d\left(x_{5}, x_{6}\right) \\
& \quad+d\left(x_{7}, x_{6}\right)+\cdots+d\left(x_{p+1}, x_{p}\right) \geq d\left(x_{p+1}, x_{1}\right)
\end{aligned}
$$

Definition $2(\mathrm{Wu}[18])$. Given a nonempty universal set $X$, let $d$ be a mapping from $X \times X$ into $\mathbb{R}_{+}$. We say that $(X, d)$ is a pre-metric space when $d(x, y)=0$ implies $x=y$ for any $x, y \in X$.

Proposition 1 (Wu [18]). Given a nonempty universal set $X$, let $d$ be a mapping from $X \times X$ into $\mathbb{R}_{+}$. Suppose that the following conditions are satisfied:

- $\quad d(x, x)=0$ for all $x \in X$;
- $d$ satisfies the $\triangleright$-triangle inequality or the $\triangleleft$-triangle inequality or the $\diamond$-triangle inequality.

Then d satisfies the symmetric condition.
We also remark that Proposition 4.4 in $\mathrm{Wu}[18]$ is redundant and it can be omitted.

## 3. Cauchy Sequences in Pre-Metric Space

Let $(X, d)$ be a pre-metric space. Many different concepts of limit are proposed below because of lacking the symmetric condition.

Definition 3. Let $(X, d)$ be a pre-metric space, and let $\left\{x_{n}\right\}_{n=1}^{\infty}$ be a sequence in $X$.

- We write $x_{n} \xrightarrow{d^{\triangleright}} x$ as $n \rightarrow \infty$ when $d\left(x_{n}, x\right) \rightarrow 0$ as $n \rightarrow \infty$.
- We write $x_{n} \xrightarrow{d^{\triangleleft}} x$ as $n \rightarrow \infty$ when $d\left(x, x_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$.
- We write $x_{n} \xrightarrow{d} x$ as $n \rightarrow \infty$ when

$$
\lim _{n \rightarrow \infty} d\left(x_{n}, x\right)=\lim _{n \rightarrow \infty} d\left(x, x_{n}\right)=0
$$

The uniqueness of limits are given below.
Proposition $2(\mathrm{Wu}[18])$. Let $(X, d)$ be a pre-metric space, and let $\left\{x_{n}\right\}_{n=1}^{\infty}$ be a sequence in $X$.
(i) Suppose that the metric $d$ satisfies the $\bowtie$-triangle inequality or $\diamond$-triangle inequality. If $x_{n} \xrightarrow{d^{\triangleleft}} x$ and $x_{n} \xrightarrow{d^{\triangleright}} y$, then $x=y$.
(ii) Suppose that the metric $d$ satisfies the $\triangleleft$-triangle inequality. If $x_{n} \xrightarrow{d^{\triangleright}} x$ and $x_{n} \xrightarrow{d^{\triangleright}} y$, then $x=y$. In other words, the $d^{\triangleright}$-limit is unique.
(iii) Suppose that the metric $d$ satisfies the $\triangleright$-triangle inequality. If $x_{n} \xrightarrow{d^{\triangleleft}} x$ and $x_{n} \xrightarrow{d^{\triangleleft}} y$, then $x=y$. In other words, the $d^{\triangleleft}$-limit is unique.

Without the symmetric condition, the different concepts of Cauchy sequences are also presented below.

Definition 4. Let $(X, d)$ be a pre-metric space, and let $\left\{x_{n}\right\}_{n=1}^{\infty}$ be a sequence in $X$.

- We say that $\left\{x_{n}\right\}_{n=1}^{\infty}$ is a $>$-Cauchy sequence when, given any $\epsilon>0$, there exists an integer $N$ such that $d\left(x_{m}, x_{n}\right)<\epsilon$ for all pairs $(m, n)$ of integers $m$ and $n$ with $m>n \geq N$.
- We say that $\left\{x_{n}\right\}_{n=1}^{\infty}$ is a <-Cauchy sequence when, given any $\epsilon>0$, there exists an integer $N$ such that $d\left(x_{n}, x_{m}\right)<\epsilon$ for all pairs $(m, n)$ of integers $m$ and $n$ with $m>n \geq N$.
- We say that $\left\{x_{n}\right\}_{n=1}^{\infty}$ is a Cauchy sequence when, given any $\epsilon>0$, there exists an integer $N$ such that $d\left(x_{m}, x_{n}\right)<\epsilon$ and $d\left(x_{n}, x_{m}\right)<\epsilon$ for all pairs ( $m, n$ ) of integers $m$ and $n$ with $m, n \geq N$ and $m \neq n$.

We can also consider the different concepts of completeness for pre-metric space.
Definition 5. Let $(X, d)$ be a pre-metric space.

- We say that $(X, d)$ is $(>, \triangleright)$-complete when each $>$-Cauchy sequence is convergent in the sense of $x_{n} \xrightarrow{d^{\triangleright}} x$.
- We say that $(X, d)$ is $(>, \triangleleft)$-complete when each $>$-Cauchy sequence is convergent in the sense of $x_{n} \xrightarrow{d^{\triangleleft}} x$.
- We say that $(X, d)$ is $(<, \triangleright)$-complete when each $<-$ Cauchy sequence is convergent in the sense of $x_{n} \xrightarrow{d^{\triangleright}} x$.
- We say that $(X, d)$ is $(<, \triangleleft)$-complete when each $<$-Cauchy sequence is convergent in the sense of $x_{n} \xrightarrow{d^{\triangleleft}} x$.
- We say that $(X, d)$ is $\triangleleft$-complete when each Cauchy sequence is convergent in the sense of $x_{n} \xrightarrow{d^{\triangleleft}} x$.
- We say that $(X, d)$ is $\triangleright$-complete when each Cauchy sequence is convergent in the sense of $x_{n} \xrightarrow{d^{\triangleright}} x$.

Based on the above different concepts of completeness, we establish many fixed point theorems in pre-metric space by using the different types of triangle inequalities. Next, we present some examples to demonstrate the completeness.

Let $S$ be a bounded subset $S$ of $\mathbb{R}^{k}$ containing infinitely many points. The BolzanoWeierstrass theorem says that there exists at least one accumulation point of $S$, where the concept of accumulation point is based on the usual topology induced by the conventional metric. When the metric does not satisfy the symmetric condition, Wu [18] has proposed two different concepts of open balls given by

$$
B^{\triangleleft}(x ; r)=\{y \in X: d(x, y)<r\}
$$

and

$$
B^{\triangleright}(x ; r)=\{y \in X: d(y, x)<r\}
$$

which can induces two respective topologies as follows

$$
\tau^{\triangleleft}=\left\{O^{\triangleleft} \subseteq X: x \in O^{\triangleleft} \text { if and only if there exist } r>0 \text { such that } x \in B^{\triangleleft}(x ; r) \subseteq O^{\triangleleft}\right\}
$$

and

$$
\tau^{\triangleright}=\left\{O^{\triangleright} \subseteq X: x \in O^{\triangleright} \text { if and only if there exist } r>0 \text { such that } x \in B^{\triangleright}(x ; r) \subseteq O^{\triangleright}\right\}
$$

In this case, we can similarly define the concepts of $\triangleleft$-accumulation point and $\triangleright$ accumulation point based on the open balls $B^{\triangleleft}(x ; r)$ and $B^{\triangleright}(x ; r)$, respectively. Therefore, we can similarly obtain the $\triangleleft$-type of Bolzano-Weierstrass theorem and $\triangleright$-type of BolzanoWeierstrass theorem by considering the $\triangleleft$-accumulation point and $\triangleright$-accumulation point, respectively, which is used to present the completeness in $\mathbb{R}$.

Example 1. We are going to claim that every $>$-Cauchy sequence in $\mathbb{R}_{+}$is convergent in the sense of $x_{n} \xrightarrow{d^{\triangleright}} x$ with respect to a pre-metric $d: \mathbb{R}_{+} \times \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$defined by

$$
d(x, y)= \begin{cases}x & \text { if } x>y \\ 0 & \text { if } x=y \\ 2 y-x & \text { if } x<y\end{cases}
$$

where the symmetric condition is not satisfied and $d$ satisfies the $\bowtie$-triangle inequality.
Let $T=\left\{x_{1}, x_{2}, \cdots, x_{n}, \cdots\right\}$ be a $>$-Cauchy sequence in $\mathbb{R}_{+}$. We are going to show that $T$ is $\triangleright$-bounded. Given $\epsilon=1$, there is an integer $N$ such that $d\left(x_{n}, x_{N}\right)<1$ for each $n>N$. This means that $x_{n} \in B^{\triangleright}\left(x_{N} ; 1\right)$ for each $n \geq N$. We define

$$
r=1+\max \left\{d\left(x_{1}, 0\right), \cdots, d\left(x_{N}, 0\right)\right\}
$$

- For $n \leq N$, we have

$$
d\left(x_{n}, 0\right) \leq \max \left\{d\left(x_{1}, 0\right), \cdots, d\left(x_{N}, 0\right)\right\}<r
$$

- For $n>N$, using the $\bowtie$-triangle inequality, we have

$$
d\left(x_{n}, 0\right) \leq d\left(x_{n}, x_{N}\right)+d\left(x_{N}, 0\right)<1+d\left(x_{N}, 0\right) \leq r
$$

Then, we see that $T \subseteq B^{\triangleright}(0 ; r)$, which says that $T$ is $\triangleright$-bounded. Using the BolzanoWeierstrass theorem, the sequence $T$ has $a \triangleright$-accumulation point $x^{*} \in \mathbb{R}_{+}$. Next we are going to show that $x_{n} \xrightarrow{d^{\triangleright}} x^{*}$. Given any $\epsilon>0$, there exists an integer $N$ such that $n>m \geq N$ implies $d\left(x_{n}, x_{m}\right)<\epsilon / 2$. Since $x^{*}$ is a $\triangleright$-accumulation point of the sequence $T$, it follows that the open ball $B^{\triangleright}\left(x^{*} ; \epsilon / 2\right)$ contains a point $x_{m}$ for $m \geq N$, i.e., $d\left(x_{m}, x^{*}\right)<\epsilon / 2$. Therefore, for $n>N$, using the $\bowtie$-triangle inequality, we have

$$
d\left(x_{n}, x^{*}\right) \leq d\left(x_{n}, x_{m}\right)+d\left(x_{m}, x^{*}\right)<\frac{\epsilon}{2}+\frac{\epsilon}{2}=\epsilon
$$

which shows that $x_{n} \xrightarrow{d^{\triangleright}} x^{*}$. In other words, the pre-metric space $(\mathbb{R}, d)$ is $(>, \triangleright)$-complete
Example 2. Continued from Example 1, we are going to claim that every $<$-Cauchy sequence in $\mathbb{R}_{+}$is convergent in the sense of $x_{n} \xrightarrow{d^{\triangleleft}} x$. Let $T=\left\{x_{1}, x_{2}, \cdots, x_{n}, \cdots\right\}$ be $a<$-Cauchy sequence in $\mathbb{R}_{+}$. We are going to show that $T$ is $\triangleleft$-bounded. Given $\epsilon=1$, there is an integer $N$ such that $d\left(x_{N}, x_{n}\right)<1$ for each $n>N$. This means that $x_{n} \in B^{\triangleleft}\left(x_{N} ; 1\right)$ for each $n \geq N$. We define

$$
r=1+\max \left\{d\left(0, x_{1}\right), \cdots, d\left(0, x_{N}\right)\right\}
$$

- For $n \leq N$, we have

$$
d\left(0, x_{n}\right) \leq \max \left\{d\left(0, x_{1}\right), \cdots, d\left(0, x_{N}\right)\right\}<r
$$

- For $n>N$, using the $\bowtie$-triangle inequality, we have

$$
d\left(0, x_{n}\right) \leq d\left(0, x_{N}\right)+d\left(x_{N}, x_{n}\right)<1+d\left(0, x_{N}\right) \leq r
$$

Then, we see that $T \subseteq B^{\triangleleft}(0 ; r)$, which says that $T$ is $\triangleleft$-bounded. Using the BolzanoWeierstrass theorem, the sequence $T$ has $a \triangleleft$-accumulation point $x^{\circ} \in \mathbb{R}_{+}$. Next we are going to show that $x_{n} \xrightarrow{d} x^{\circ}$. Given any $\epsilon>0$, there exists an integer $N$ such that $n>m \geq N$ implies $d\left(x_{m}, x_{n}\right)<\epsilon / 2$. Since $x^{\circ}$ is a $\triangleleft$-accumulation point of the sequence $T$, it follows that the open ball $B^{\triangleleft}\left(x^{\circ} ; \epsilon / 2\right)$ contains a point $x_{m}$ for $m \geq N$, i.e., $d\left(x^{\circ}, x_{m}\right)<\epsilon / 2$. Therefore, for $n>N$, using the $\bowtie$-triangle inequality, we have

$$
d\left(x^{\circ}, x_{n}\right) \leq d\left(x^{\circ}, x_{m}\right)+d\left(x_{m}, x_{n}\right)<\frac{\epsilon}{2}+\frac{\epsilon}{2}=\epsilon
$$

which shows that $x_{n} \xrightarrow{d^{\triangleleft}} x^{\circ}$. In other words, the pre-metric space $(\mathbb{R}, d)$ is $(<, \triangleleft)$-complete
Example 3. Continued from Examples 1 and 2, we are going to claim that the pre-metric space $(\mathbb{R}, d)$ is simultaneously $\triangleright$-complete and $\triangleleft$-complete. Let $T=\left\{x_{1}, x_{2}, \cdots, x_{n}, \cdots\right\}$ be a Cauchy sequence in $\mathbb{R}_{+}$. It means that $T$ is both $a>$-Cauchy sequence and $<$-Cauchy sequence in $\mathbb{R}_{+}$. Examples 1 and 2 say that there exist $x^{*}$ and $x^{\circ}$ satisfying $x_{n} \xrightarrow{d^{\triangleright}} x^{*}$ and $x_{n} \xrightarrow{d^{\triangleleft}} x^{\circ}$. In other words, the pre-metric space $(\mathbb{R}, d)$ is simultaneously $\triangleright$-complete and $\triangleleft$-complete. We also remark that $x^{*} \neq x^{\circ}$ in general.

## 4. Banach Contraction Principle for Pre-Metric Spaces

Let $T: X \rightarrow X$ be a function from a nonempty set $X$ into itself. If $T(x)=x$, we say that $x \in X$ is a fixed point of $T$. The well-known Banach contraction principle says that any functions that are a contraction on $X$ has a fixed point when $X$ is taken to be a complete metric space. In this paper, we study the Banach contraction principle when $X$ is taken to be a complete pre-metric space.

Definition 6. Let $(X, d)$ be a pre-metric space. A function $T:(X, d) \rightarrow(X, d)$ is called a contraction on $X$ when there is a real number $0<\alpha<1$ satisfying

$$
d(T(x), T(y)) \leq \alpha d(x, y)
$$

for any $x, y \in X$.
Given any initial element $x_{0} \in X$, using the function $T$, we consider the iterative sequence $\left\{x_{n}\right\}_{n=1}^{\infty}$ as follows:

$$
\begin{equation*}
x_{1}=T\left(x_{0}\right), x_{2}=T\left(x_{1}\right)=T^{2}\left(x_{0}\right), \cdots, x_{n}=T^{n}\left(x_{0}\right), \cdots . \tag{5}
\end{equation*}
$$

We are going to show that the sequence $\left\{x_{n}\right\}_{n=1}^{\infty}$ can converge to a fixed point of $T$ under some suitable conditions.

Theorem 1 (Banach Contraction Principle Using the $\triangleleft$-Triangle Inequality). Let $(X, d)$ be a $(>, \triangleright)$-complete pre-metric space or $(<, \triangleright)$-complete pre-metric space such that the $\triangleleft$-triangle inequality is satisfied. Suppose that the function $T:(X, d) \rightarrow(X, d)$ is a contraction on $X$. Then $T$ has a unique fixed point $x \in X$. Moreover, the fixed point $x$ is obtained by the following limit

$$
d\left(x_{n}, x\right) \rightarrow 0 \text { as } n \rightarrow \infty
$$

where the sequence $\left\{x_{n}\right\}_{n=1}^{\infty}$ is generated according to (5).
Proof. Given any initial element $x_{0} \in X$, according to (5), we can generate the iterative sequence $\left\{x_{n}\right\}_{n=1}^{\infty}$. The purpose is to show that $\left\{x_{n}\right\}_{n=1}^{\infty}$ is both a $>$-Cauchy sequence and $<$-Cauchy sequence. Since $T$ is a contraction on $X$, without having the symmetric condition, we have the two cases as follows:

$$
\begin{aligned}
d\left(x_{m+1}, x_{m}\right) & =d\left(T\left(x_{m}\right), T\left(x_{m-1}\right)\right) \leq \alpha d\left(x_{m}, x_{m-1}\right) \\
& =\alpha d\left(T\left(x_{m-1}\right), T\left(x_{m-2}\right)\right) \leq \alpha^{2} d\left(x_{m-1}, x_{m-2}\right) \\
& \leq \cdots \leq \alpha^{m} d\left(x_{1}, x_{0}\right)
\end{aligned}
$$

and

$$
d\left(x_{m}, x_{m+1}\right) \leq \alpha^{m} d\left(x_{0}, x_{1}\right)
$$

For $m>n$, since the $\triangleleft$-triangle inequality is assumed to be satisfied, according to the third observation in Remark 1, we obtain

$$
\begin{aligned}
d\left(x_{m}, x_{n}\right) & \leq d\left(x_{m-1}, x_{m}\right)+d\left(x_{m-1}, x_{m-2}\right)+\cdots+d\left(x_{n+1}, x_{n}\right) \\
& \leq \alpha^{m-1} \cdot d\left(x_{0}, x_{1}\right)+\left(\alpha^{m-2}+\cdots+\alpha^{n}\right) \cdot d\left(x_{1}, x_{0}\right) \\
& \leq\left(\alpha^{m-1}+\alpha^{m-2}+\cdots+\alpha^{n}\right) \cdot \max \left\{d\left(x_{0}, x_{1}\right), d\left(x_{1}, x_{0}\right)\right\} \\
& =\alpha^{n} \cdot \frac{1-\alpha^{m-n}}{1-\alpha} \cdot \max \left\{d\left(x_{0}, x_{1}\right), d\left(x_{1}, x_{0}\right)\right\}
\end{aligned}
$$

and

$$
d\left(x_{n}, x_{m}\right) \leq \alpha^{n} \cdot \frac{1-\alpha^{m-n}}{1-\alpha} \cdot \max \left\{d\left(x_{0}, x_{1}\right), d\left(x_{1}, x_{0}\right)\right\} .
$$

Since $0<\alpha<1$, we have $1-\alpha^{m-n}<1$ in the numerator. Therefore, we obtain

$$
d\left(x_{m}, x_{n}\right) \leq \frac{\alpha^{n}}{1-\alpha} \cdot \max \left\{d\left(x_{0}, x_{1}\right), d\left(x_{1}, x_{0}\right)\right\} \rightarrow 0 \text { as } n \rightarrow \infty
$$

and

$$
d\left(x_{n}, x_{m}\right) \rightarrow 0 \text { as } n \rightarrow \infty,
$$

which shows that $\left\{x_{n}\right\}_{n=1}^{\infty}$ is both $\mathrm{a}>$-Cauchy sequence and $<$-Cauchy sequence. Since $X$ is $(>, \triangleright)$-complete or $(<, \triangleright)$-complete, there exists $x \in X$ satisfying $d\left(x_{n}, x\right) \rightarrow 0$ as $n \rightarrow \infty$.

Now, we are going to claim that $x$ is indeed a fixed point. We have

$$
\begin{aligned}
d(x, T(x)) & \leq d\left(x_{m}, x\right)+d\left(x_{m}, T(x)\right) \text { (using the } \triangleleft \text {-triangle inequality) } \\
& =d\left(x_{m}, x\right)+d\left(T\left(x_{m-1}\right), T(x)\right) \\
& \leq d\left(x_{m}, x\right)+\alpha d\left(x_{m-1}, x\right) \text { (using the contraction) }
\end{aligned}
$$

which implies $d(x, T(x))=0$ as $m \rightarrow \infty$. We conclude that $T(x)=x$ by the condition of pre-metric space. The uniqueness will also be obtained. Assume that there is another fixed point $\bar{x}$ of $T$, i.e., $\bar{x}=T(\bar{x})$. The contraction of function $T$ says that

$$
d(\bar{x}, x)=d(T(\bar{x}), T(x)) \leq \alpha d(\bar{x}, x)
$$

Since $0<\alpha<1$, we conclude that $d(\bar{x}, x)=0$, i.e., $\bar{x}=x$. This completes the proof.
Theorem 2 (Banach Contraction Principle Using the $\triangleright$-Triangle Inequality). Let $(X, d)$ be $a(>, \triangleleft)$-complete pre-metric space or $(<, \triangleleft)$-complete pre-metric space such that the $\triangleright$-triangle inequality is satisfied. Suppose that the function $T:(X, d) \rightarrow(X, d)$ is a contraction on $X$. Then $T$ has a unique fixed point $x \in X$. Moreover, the fixed point $x$ is obtained by the following limit

$$
d\left(x, x_{n}\right) \rightarrow 0 \text { as } n \rightarrow \infty,
$$

where the sequence $\left\{x_{n}\right\}_{n=1}^{\infty}$ is generated according to (5).
Proof. Given any initial element $x_{0} \in X$, according to (5), we can generate the iterative sequence $\left\{x_{n}\right\}_{n=1}^{\infty}$. The purpose is to show that $\left\{x_{n}\right\}_{n=1}^{\infty}$ is both a $>$-Cauchy sequence and $<$-Cauchy sequence. From the proof of Theorem 1, the contraction of function $T$ says that

$$
d\left(x_{m+1}, x_{m}\right) \leq \alpha^{m} d\left(x_{1}, x_{0}\right) \text { and } d\left(x_{m}, x_{m+1}\right) \leq \alpha^{m} d\left(x_{0}, x_{1}\right)
$$

For $m>n$, since the $\triangleright$-triangle inequality is satisfied, according to the second observation in Remark 1, we obtain

$$
\begin{aligned}
d\left(x_{m}, x_{n}\right) & \leq d\left(x_{m}, x_{m-1}\right)+d\left(x_{m-2}, x_{m-1}\right)+\cdots+d\left(x_{n}, x_{n+1}\right) \\
& \leq \alpha^{m-1} \cdot d\left(x_{1}, x_{0}\right)+\left(\alpha^{m-2}+\cdots+\alpha^{n}\right) \cdot d\left(x_{0}, x_{1}\right) \\
& \leq\left(\alpha^{m-1}+\alpha^{m-2}+\cdots+\alpha^{n}\right) \cdot \max \left\{d\left(x_{0}, x_{1}\right), d\left(x_{1}, x_{0}\right)\right\} \\
& =\alpha^{n} \cdot \frac{1-\alpha^{m-n}}{1-\alpha} \cdot \max \left\{d\left(x_{0}, x_{1}\right), d\left(x_{1}, x_{0}\right)\right\}
\end{aligned}
$$

and

$$
d\left(x_{n}, x_{m}\right) \leq \alpha^{n} \cdot \frac{1-\alpha^{m-n}}{1-\alpha} \cdot \max \left\{d\left(x_{0}, x_{1}\right), d\left(x_{1}, x_{0}\right)\right\}
$$

which also imply

$$
d\left(x_{m}, x_{n}\right) \rightarrow 0 \text { and } d\left(x_{n}, x_{m}\right) \rightarrow 0 \text { as } n \rightarrow \infty
$$

Therefore $\left\{x_{n}\right\}_{n=1}^{\infty}$ is both $\mathrm{a}>$-Cauchy sequence and $<$-Cauchy sequence. Since $X$ is $(>, \triangleleft)$-complete or $(<, \triangleleft)$-complete, there exists $x \in X$ satisfying $d\left(x, x_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$.

Regarding the uniqueness, we have

$$
\begin{aligned}
d(x, T(x)) & \leq d\left(x, x_{m}\right)+d\left(T(x), x_{m}\right) \text { (using the } \triangleright \text {-triangle inequality) } \\
& =d\left(x, x_{m}\right)+d\left(T(x), T\left(x_{m-1}\right)\right) \\
& \leq d\left(x, x_{m}\right)+\alpha d\left(x, x_{m-1}\right) \text { (using the contraction) }
\end{aligned}
$$

which implies $d(x, T(x))=0$ as $m \rightarrow \infty$. We conclude that $T(x)=x$. The uniqueness can also be obtained from the argument in the proof of Theorem 1. This completes the proof.

Theorem 3 (Banach Contraction Principle Using the $\bowtie$-Triangle Inequality). Let $(X, d)$ be a pre-metric space such that the $\bowtie$-triangle inequality is satisfied. We also assume that any one of the following conditions is satisfied:

- $(X, d)$ is simultaneously $(>, \triangleright)$-complete and $(>, \triangleleft)$-complete;
- $(X, d)$ is simultaneously $(>, \triangleright)$-complete and $(<, \triangleleft)$-complete;
- $(X, d)$ is simultaneously $(<, \triangleright)$-complete and $(>, \triangleleft)$-complete;
- $(X, d)$ is simultaneously $(<, \triangleright)$-complete and $(<, \triangleleft)$-complete;
- $(X, d)$ is simultaneously $\triangleright$-complete and $\triangleleft$-complete.

Suppose that the function $T:(X, d) \rightarrow(X, d)$ is a contraction on $X$. Then $T$ has a unique fixed point $x \in X$. Moreover, the fixed point $x$ is obtained by the following limits

$$
d\left(x_{n}, x\right) \rightarrow 0 \text { or } d\left(x, x_{n}\right) \rightarrow 0 \text { as } n \rightarrow \infty
$$

where the sequence $\left\{x_{n}\right\}_{n=1}^{\infty}$ is generated according to (5).
Proof. Given any initial element $x_{0} \in X$, according to (5), we can generate the iterative sequence $\left\{x_{n}\right\}_{n=1}^{\infty}$. The purpose is to show that $\left\{x_{n}\right\}_{n=1}^{\infty}$ is both a $>$-Cauchy sequence and $<$-Cauchy sequence. From the proof of Theorem 1, the contraction of function $T$ says that

$$
d\left(x_{m+1}, x_{m}\right) \leq \alpha^{m} d\left(x_{1}, x_{0}\right) \text { and } d\left(x_{m}, x_{m+1}\right) \leq \alpha^{m} d\left(x_{0}, x_{1}\right)
$$

For $m>n$, since the $\bowtie$-triangle inequality is satisfied, according to the first observation in Remark 1, we obtain

$$
\begin{aligned}
d\left(x_{m}, x_{n}\right) & \leq d\left(x_{m}, x_{m-1}\right)+d\left(x_{m-1}, x_{m-2}\right)+\cdots+d\left(x_{n+1}, x_{n}\right) \\
& \leq\left(\alpha^{m-1}+\alpha^{m-2}+\cdots+\alpha^{n}\right) \cdot d\left(x_{1}, x_{0}\right) \\
& =\alpha^{n} \cdot \frac{1-\alpha^{m-n}}{1-\alpha} \cdot d\left(x_{1}, x_{0}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
d\left(x_{n}, x_{m}\right) & \leq d\left(x_{m-1}, x_{m}\right)+d\left(x_{m-2}, x_{m-1}\right)+\cdots+d\left(x_{n}, x_{n+1}\right) \\
& \leq\left(\alpha^{m-1}+\alpha^{m-2}+\cdots+\alpha^{n}\right) \cdot d\left(x_{0}, x_{1}\right) \\
& =\alpha^{n} \cdot \frac{1-\alpha^{m-n}}{1-\alpha} \cdot d\left(x_{0}, x_{1}\right)
\end{aligned}
$$

which imply

$$
d\left(x_{m}, x_{n}\right) \rightarrow 0 \text { and } d\left(x_{n}, x_{m}\right) \rightarrow 0 \text { as } n \rightarrow \infty
$$

This proves that $\left\{x_{n}\right\}_{n=1}^{\infty}$ is both $\mathrm{a}>$-Cauchy sequence and $<$-Cauchy sequence. It follows that $\left\{x_{n}\right\}_{n=1}^{\infty}$ is a Cauchy sequence.

Assume that $X$ is simultaneously $(>, \triangleright)$-complete and $(<, \triangleleft)$-complete. Then there exists $x^{*}, x^{\circ} \in X$ satisfying $d\left(x_{n}, x^{*}\right) \rightarrow 0$ and $d\left(x^{\circ}, x_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$. Now, we have

$$
\begin{aligned}
d\left(x^{\circ}, T\left(x^{*}\right)\right) & \leq d\left(x^{\circ}, x_{m}\right)+d\left(x_{m}, T\left(x^{*}\right)\right) \text { (using the } \bowtie \text {-triangle inequality) } \\
& =d\left(x^{\circ}, x_{m}\right)+d\left(T\left(x_{m-1}\right), T\left(x^{*}\right)\right) \\
& \leq d\left(x^{\circ}, x_{m}\right)+\alpha d\left(x_{m-1}, x^{*}\right) \text { (using the contraction), }
\end{aligned}
$$

which implies $d\left(x^{\circ}, T\left(x^{*}\right)\right)=0$ as $m \rightarrow \infty$. Therefore, we obtain $T\left(x^{*}\right)=x^{\circ}$. Now, we have

$$
\begin{aligned}
d\left(T\left(x^{\circ}\right), x^{*}\right) & \leq d\left(T\left(x^{\circ}\right), x_{m}\right)+d\left(x_{m}, x^{*}\right) \text { (using the } \bowtie \text {-triangle inequality) } \\
& =d\left(T\left(x^{\circ}\right), T\left(x_{m-1}\right)\right)+d\left(x_{m}, x^{*}\right) \\
& \leq \alpha d\left(x^{\circ}, x_{m-1}\right)+d\left(x_{m}, x^{*}\right) \text { (using the contraction), }
\end{aligned}
$$

which implies $d\left(T\left(x^{\circ}\right), x^{*}\right)=0$ as $m \rightarrow \infty$. We also obtain $T\left(x^{\circ}\right)=x^{*}$. Now, we have

$$
\begin{equation*}
T^{2}\left(x^{*}\right)=T\left(T\left(x^{*}\right)\right)=T\left(x^{\circ}\right)=x^{*} \text { and } T^{2}\left(x^{\circ}\right)=T\left(T\left(x^{\circ}\right)\right)=T\left(x^{*}\right)=x^{\circ} \tag{6}
\end{equation*}
$$

This shows that $x^{*}$ and $x^{\circ}$ are fixed points of the composition mapping $T \circ T \equiv T^{2}$. The contraction of function $T$ says that

$$
d\left(x^{*}, x^{\circ}\right)=d\left(T^{2}\left(x^{*}\right), T^{2}\left(x^{\circ}\right)\right) \leq \alpha d\left(T\left(x^{*}\right), T\left(x^{\circ}\right)\right) \leq \alpha^{2} d\left(x^{*}, x^{\circ}\right)
$$

Since $0<\alpha<1$, i.e., $0<\alpha^{2}<1$, we conclude that $d\left(x^{*}, x^{\circ}\right)=0$, i.e., $x^{*}=x^{\circ}$. This also says that $x^{*}=x^{\circ}$ is a fixed point of $T$.

The uniqueness can be obtained using the argument in the proof of Theorem 1. For the other three conditions, we can similarly obtain the desired results. This completes the proof.

Example 4. Continued from Example 3, since the pre-metric space $(\mathbb{R}, d)$ is simultaneously $\triangleright$-complete and $\triangleleft$-complete, any function $T:(\mathbb{R}, d) \rightarrow(\mathbb{R}, d)$ that is a contraction on $\mathbb{R}$ has a unique fixed point. The concrete examples regarding functions that are contraction on $\mathbb{R}$ can be obtained from the literature.

Theorem 4 (Banach Contraction Principle Using the $\diamond$-Triangle Inequality). Let $(X, d)$ be a pre-metric space such that the $\diamond$-triangle inequality is satisfied. We also assume that any one of the following conditions is satisfied:

- $(X, d)$ is simultaneously $(>, \triangleright)$-complete and $(>, \triangleleft)$-complete;
- $(X, d)$ is simultaneously $(>, \triangleright)$-complete and $(<, \triangleleft)$-complete;
- $(X, d)$ is simultaneously $(<, \triangleright)$-complete and $(>, \triangleleft)$-complete;
- $(X, d)$ is simultaneously $(<, \triangleright)$-complete and $(<, \triangleleft)$-complete.

Suppose that the function $T:(X, d) \rightarrow(X, d)$ is a contraction on $X$. Then $T$ has a unique fixed point $x \in X$. Moreover, the fixed point $x$ is obtained by the following limits

$$
d\left(x_{n}, x\right) \rightarrow 0 \text { or } d\left(x, x_{n}\right) \rightarrow 0 \text { as } n \rightarrow \infty
$$

where the sequence $\left\{x_{n}\right\}_{n=1}^{\infty}$ is generated according to (5).
Proof. Given any initial element $x_{0} \in X$, according to (5), we can generate the iterative sequence $\left\{x_{n}\right\}_{n=1}^{\infty}$. The purpose is to show that $\left\{x_{n}\right\}_{n=1}^{\infty}$ is both a $>$-Cauchy sequence and $<-$ Cauchy sequence. From the proof of Theorem 1, the contraction of function $T$ says that

$$
d\left(x_{m+1}, x_{m}\right) \leq \alpha^{m} d\left(x_{1}, x_{0}\right) \text { and } d\left(x_{m}, x_{m+1}\right) \leq \alpha^{m} d\left(x_{0}, x_{1}\right)
$$

For $m>n$, since the $\diamond$-triangle inequality is satisfied, according to the fourth observation in Remark 1 by assuming $m-n \equiv p$ is an even number, we obtain

$$
\begin{aligned}
d\left(x_{m}, x_{n}\right) \leq & d\left(x_{n}, x_{n+1}\right)+d\left(x_{n+1}, x_{n+2}\right)+d\left(x_{n+3}, x_{n+2}\right)+d\left(x_{n+3}, x_{n+4}\right)+d\left(x_{n+5}, x_{n+4}\right) \\
& +d\left(x_{n+5}, x_{n+6}\right)+\cdots+d\left(x_{m-1}, x_{m}\right) \\
\leq & \alpha^{n} d\left(x_{0}, x_{1}\right)+\alpha^{n+1} d\left(x_{0}, x_{1}\right)+\alpha^{n+2} d\left(x_{1}, x_{0}\right)+\alpha^{n+3} d\left(x_{0}, x_{1}\right)+\alpha^{n+4} d\left(x_{1}, x_{0}\right) \\
& +\alpha^{n+5} d\left(x_{0}, x_{1}\right)+\cdots+\alpha^{m-1} d\left(x_{0}, x_{1}\right) \\
\leq & \left(\alpha^{m-1}+\alpha^{m-2}+\cdots+\alpha^{n}\right) \cdot \max \left\{d\left(x_{0}, x_{1}\right), d\left(x_{1}, x_{0}\right)\right\} \\
= & \alpha^{n} \cdot \frac{1-\alpha^{m-n}}{1-\alpha} \cdot \max \left\{d\left(x_{0}, x_{1}\right), d\left(x_{1}, x_{0}\right)\right\}
\end{aligned}
$$

and

$$
\begin{aligned}
d\left(x_{n}, x_{m}\right) \leq & d\left(x_{n+1}, x_{n}\right)+d\left(x_{n+2}, x_{n+1}\right)+d\left(x_{n+2}, x_{n+3}\right)+d\left(x_{n+4}, x_{n+3}\right)+d\left(x_{n+4}, x_{n+5}\right) \\
& +d\left(x_{n+6}, x_{n+5}\right)+\cdots+d\left(x_{m}, x_{m-1}\right) \\
\leq & \alpha^{n} d\left(x_{1}, x_{0}\right)+\alpha^{n+1} d\left(x_{1}, x_{0}\right)+\alpha^{n+2} d\left(x_{0}, x_{1}\right)+\alpha^{n+3} d\left(x_{1}, x_{0}\right)+\alpha^{n+4} d\left(x_{0}, x_{1}\right) \\
& +\alpha^{n+5} d\left(x_{1}, x_{0}\right)+\cdots+\alpha^{m-1} d\left(x_{1}, x_{0}\right) \\
\leq & \left(\alpha^{m-1}+\alpha^{m-2}+\cdots+\alpha^{n}\right) \cdot \max \left\{d\left(x_{0}, x_{1}\right), d\left(x_{1}, x_{0}\right)\right\} \\
= & \alpha^{n} \cdot \frac{1-\alpha^{m-n}}{1-\alpha} \cdot \max \left\{d\left(x_{0}, x_{1}\right), d\left(x_{1}, x_{0}\right)\right\}
\end{aligned}
$$

which imply

$$
d\left(x_{m}, x_{n}\right) \rightarrow 0 \text { and } d\left(x_{n}, x_{m}\right) \rightarrow 0 \text { as } n \rightarrow \infty
$$

This proves that $\left\{x_{n}\right\}_{n=1}^{\infty}$ is both $\mathrm{a}>$-Cauchy sequence and $<$-Cauchy sequence.
Assume that $X$ is simultaneously $(>, \triangleright)$-complete and $(<, \triangleleft)$-complete. Then there exists $x^{*}, x^{\circ} \in X$ satisfying $d\left(x_{n}, x^{*}\right) \rightarrow 0$ and $d\left(x^{\circ}, x_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$. Now, we have

$$
\begin{aligned}
d\left(x^{*}, T\left(x^{\circ}\right)\right) & \leq d\left(x_{m}, x^{*}\right)+d\left(T\left(x^{\circ}\right), x_{m}\right) \text { (using the } \diamond \text {-triangle inequality) } \\
& =d\left(x_{m}, x^{*}\right)+d\left(T\left(x^{\circ}\right), T\left(x_{m-1}\right)\right) \\
& \leq d\left(x_{m}, x^{*}\right)+\alpha d\left(x^{\circ}, x_{m-1}\right) \text { (using the contraction), }
\end{aligned}
$$

which implies $d\left(x^{*}, T\left(x^{\circ}\right)\right)=0$ as $m \rightarrow \infty$. We conclude that $T\left(x^{\circ}\right)=x^{*}$. We also have

$$
\begin{aligned}
d\left(T\left(x^{*}\right), x^{\circ}\right) & \leq d\left(x_{m}, T\left(x^{*}\right)\right)+d\left(x^{\circ}, x_{m}\right) \text { (using the } \diamond \text {-triangle inequality) } \\
& =d\left(T\left(x_{m-1}\right), T\left(x^{*}\right)\right)+d\left(x^{\circ}, x_{m}\right) \\
& \leq \alpha d\left(x_{m-1}, x^{*}\right)+d\left(x^{\circ}, x_{m}\right) \text { (using the contraction), }
\end{aligned}
$$

which implies $d\left(T\left(x^{*}\right), x^{\circ}\right)=0$ as $m \rightarrow \infty$. We conclude that $T\left(x^{*}\right)=x^{\circ}$. The remaining proof follows from the same argument in the proof of Theorem 3. This completes the proof.

## 5. Meir-Keeler Type of Fixed Point Theorems for Pre-Metric Spaces

In the sequel, we are going to establish the Meir-Keeler type of fixed point theorems for pre-metric spaces. First of all, we consider the different contraction.

Definition 7. Let $(X, d)$ be a pre-metric space. A function $T:(X, d) \rightarrow(X, d)$ is called a weakly strict contraction on $X$ when the following conditions are satisfied:

- $d(x, y)=0$ implies $d(T(x), T(y))=0$;
- $d(x, y) \neq 0$ implies $d(T(x), T(y))<d(x, y)$.

It is clear to see that if $T$ is a contraction on $X$, then it is also a weakly strict contraction on $X$.

Theorem 5 (Fixed Points Using the $\triangleleft$-Triangle Inequality). Let $(X, d)$ be $a(>, \triangleright)$-complete (resp. $(<, \triangleright)$-complete) pre-metric space such that the $\triangleleft$-triangle inequality is satisfied. Suppose that the function $T:(X, d) \rightarrow(X, d)$ is a weakly strict contraction on $X$, and that $\left\{T^{n}\left(x_{0}\right)\right\}_{n=1}^{\infty}$ forms $a>$-Cauchy sequence (resp. $<$-Cauchy sequence) for some $x_{0} \in X$. Then, the function $T$ has a unique fixed point $x \in X$. Moreover, the fixed point $x$ is obtained by the following limit

$$
d\left(T^{n}\left(x_{0}\right), x\right) \rightarrow 0 \text { as } n \rightarrow \infty .
$$

Proof. Since $\left\{T^{n}\left(x_{0}\right)\right\}_{n=1}^{\infty}$ is a >-Cauchy sequence, the $(>, \triangleright)$-completeness says that there exists $x \in X$ satisfying $d\left(T^{n}\left(x_{0}\right), x\right) \rightarrow 0$ as $n \rightarrow \infty$. In other words, given any $\epsilon>0$, there exists an integer $N$ satisfying $d\left(T^{n}\left(x_{0}\right), x\right)<\epsilon$ for $n \geq N$. Regarding $d\left(T^{n}\left(x_{0}\right), x\right)$, we consider two different cases as follows.

- Suppose that $d\left(T^{n}\left(x_{0}\right), x\right)=0$. Then, the weakly strict contraction of $T$ says that

$$
d\left(T^{n+1}\left(x_{0}\right), T(x)\right)=0<\epsilon .
$$

- Suppose that $d\left(T^{n}\left(x_{0}\right), x\right) \neq 0$. Then, the weakly strict contraction of $T$ says that

$$
d\left(T^{n+1}\left(x_{0}\right), T(x)\right)<d\left(T^{n}\left(x_{0}\right), x\right)<\epsilon \text { for } n \geq N
$$

The above two cases conclude that $d\left(T^{n+1}\left(x_{0}\right), T(x)\right) \rightarrow 0$ as $n \rightarrow \infty$. Using the $\triangleleft$-triangle inequality, we obtain

$$
d(T(x), x) \leq d\left(T^{n+1}\left(x_{0}\right), T(x)\right)+d\left(T^{n+1}\left(x_{0}\right), x\right) \rightarrow 0 \text { as } n \rightarrow \infty
$$

which shows that $d(T(x), x)=0$, i.e., $T(x)=x$. In other words, $x$ is a fixed point.
Regarding the uniqueness, suppose that $\bar{x}$ is another fixed point of $T$. i.e., $T(\bar{x})=\bar{x}$. Since $x \neq \bar{x}$, the weakly strict contraction of $T$ says that

$$
d(x, \bar{x})=d(T(x), T(\bar{x}))<d(x, \bar{x}) .
$$

This contradiction shows that $\bar{x}$ cannot be a fixed point of $T$.
When $\left\{T^{n}\left(x_{0}\right)\right\}_{n=1}^{\infty}$ is a <-Cauchy sequence, using the $(<, \triangleright)$-completeness, we can similarly obtain the desired results. This completes the proof.

Theorem 6 (Fixed Points Using the $\triangleright$-Triangle Inequality). Let $(X, d)$ be $a(>, \triangleleft)$-complete (resp. $(<, \triangleleft)$-complete) pre-metric space such that the $\triangleright$-triangle inequality is satisfied. Suppose that the function $T:(X, d) \rightarrow(X, d)$ is a weakly strict contraction on $X$, and that $\left\{T^{n}\left(x_{0}\right)\right\}_{n=1}^{\infty}$
forms $a>$-Cauchy sequence (resp. $<$-Cauchy sequence) for some $x_{0} \in X$. Then, the function $T$ has a unique fixed point $x \in X$. Moreover, the fixed point $x$ is obtained by the following limit

$$
d\left(x, T^{n}\left(x_{0}\right)\right) \rightarrow 0 \text { as } n \rightarrow \infty .
$$

Proof. Since $\left\{T^{n}\left(x_{0}\right)\right\}_{n=1}^{\infty}$ is a $>$-Cauchy sequence, the $(>, \triangleleft)$-completeness says that there exists $x \in X$ satisfying $d\left(x, T^{n}\left(x_{0}\right)\right) \rightarrow 0$ as $n \rightarrow \infty$. From the proof of Theorem 5 , the weakly strict contraction of $T$ can similarly show that $d\left(T(x), T^{n+1}\left(x_{0}\right)\right) \rightarrow 0$ as $n \rightarrow \infty$. Using the $\triangleright$-triangle inequality, we obtain

$$
d(T(x), x) \leq d\left(T(x), T^{n+1}\left(x_{0}\right)\right)+d\left(x, T^{n+1}\left(x_{0}\right)\right) \rightarrow 0 \text { as } n \rightarrow \infty
$$

which says that $d(T(x), x)=0$, i.e., $T(x)=x$. This shows that $x$ is a fixed point. The remaining proof follows from the proof of Theorem 5. This completes the proof.

Theorem 7 (Fixed Points Using the $\bowtie$-Triangle Inequality). Let $(X, d)$ be a simultaneously $(>, \triangleright)$-complete and $(>, \triangleleft)$-complete (resp. $(<, \triangleright)$-complete and $(<, \triangleleft)$-complete) pre-metric space such that the $\bowtie$-triangle inequality is satisfied. Suppose that the function $T:(X, d) \rightarrow(X, d)$ is a weakly strict contraction on $X$, and that $\left\{T^{n}\left(x_{0}\right)\right\}_{n=1}^{\infty}$ forms a >-Cauchy sequence (resp. $<$-Cauchy sequence) for some $x_{0} \in X$, then $T$ has a unique fixed point $x \in X$. Moreover, the fixed point $x$ is obtained by the following limits

$$
d\left(T^{n}\left(x_{0}\right), x\right) \rightarrow 0 \text { ord }\left(x, T^{n}\left(x_{0}\right)\right) \rightarrow 0 \text { as } n \rightarrow \infty
$$

Proof. Since $\left\{T^{n}\left(x_{0}\right)\right\}_{n=1}^{\infty}$ is a $>$-Cauchy sequence, the $(>, \triangleright)$-completeness says that there exists $x^{*} \in X$ satisfying $d\left(T^{n}\left(x_{0}\right), x^{*}\right) \rightarrow 0$ as $n \rightarrow \infty$. The $(>, \triangleleft)$-completeness also says that there exists another $x^{\circ} \in X$ satisfying $d\left(x^{\circ}, T^{n}\left(x_{0}\right)\right) \rightarrow 0$ as $n \rightarrow \infty$. From the proof of Theorem 5, the weakly strict contraction of $T$ can similarly show that $d\left(T^{n+1}\left(x_{0}\right), T\left(x^{*}\right)\right) \rightarrow 0$ and $d\left(T\left(x^{\circ}\right), T^{n+1}\left(x_{0}\right)\right) \rightarrow 0$ as $n \rightarrow \infty$. Using the $\bowtie$-triangle inequality, we obtain

$$
d\left(T\left(x^{\circ}\right), x^{*}\right) \leq d\left(T\left(x^{\circ}\right), T^{n+1}\left(x_{0}\right)\right)+d\left(T^{n+1}\left(x_{0}\right), x^{*}\right) \rightarrow 0 \text { as } n \rightarrow \infty
$$

which says that $d\left(T\left(x^{\circ}\right), x^{*}\right)=0$, i.e., $T\left(x^{\circ}\right)=x^{*}$. On the other hand, we also have

$$
d\left(x^{\circ}, T\left(x^{*}\right)\right) \leq d\left(x^{\circ}, T^{n+1}\left(x_{0}\right)\right)+d\left(T^{n+1}\left(x_{0}\right), T\left(x^{*}\right)\right) \rightarrow 0 \text { as } n \rightarrow \infty
$$

which says that $T\left(x^{*}\right)=x^{\circ}$. By referring to (6), it follows that $x^{*}$ and $x^{\circ}$ are fixed points of the composition mapping $T \circ T \equiv T^{2}$. Suppose that $x^{*} \neq x^{\circ}$. We want to claim $T\left(x^{*}\right) \neq T\left(x^{\circ}\right)$. Assume that it is not true, i.e., $T\left(x^{*}\right)=T\left(x^{\circ}\right)$. Then, we shall have

$$
x^{\circ}=T\left(x^{*}\right)=T\left(x^{\circ}\right)=x^{*}
$$

which contradicts $x^{*} \neq x^{\circ}$. The weakly strict contraction of $T$ also says that

$$
d\left(x^{*}, x^{\circ}\right)=d\left(T^{2}\left(x^{*}\right), T^{2}\left(x^{\circ}\right)\right)<d\left(T\left(x^{*}\right), T\left(x^{\circ}\right)\right)<d\left(x^{*}, x^{\circ}\right)
$$

This contradiction shows that $x^{*}=x^{\circ}$, and says that $x^{*}=x^{\circ}$ is a fixed point of $T$. The uniqueness can be obtained from the proof of Theorem 5

When $\left\{T^{n}\left(x_{0}\right)\right\}_{n=1}^{\infty}$ is a <-Cauchy sequence, using the $(<, \triangleright)$-completeness and $(<, \triangleleft)$ completeness, we can similarly obtain the desired results. This completes the proof.

Theorem 8 (Fixed Points Using the $\diamond$-Triangle Inequality). Let $(X, d)$ be a simultaneously $(>, \triangleright)$-complete and $(>, \triangleleft)$-complete (resp. $(<, \triangleright)$-complete and $(<, \triangleleft)$-complete) pre-metric space such that the $\diamond$-triangle inequality is satisfied. Suppose that the function $T:(X, d) \rightarrow$
$(X, d)$ is a weakly strict contraction on $X$, and that $\left\{T^{n}\left(x_{0}\right)\right\}_{n=1}^{\infty}$ forms $a>$-Cauchy sequence (resp. <-Cauchy sequence) for some $x_{0} \in X$. Then $T$ has a unique fixed point $x \in X$. Moreover, the fixed point $x$ is obtained by the following limits

$$
d\left(T^{n}\left(x_{0}\right), x\right) \rightarrow 0 \text { or } d\left(x, T^{n}\left(x_{0}\right)\right) \rightarrow 0 \text { as } n \rightarrow \infty
$$

Proof. From the proof of Theorem 7, there exist $x^{*}, x^{\circ} \in X$ satisfying $d\left(T^{n}\left(x_{0}\right), x^{*}\right) \rightarrow 0$, $d\left(x^{\circ}, T^{n}\left(x_{0}\right)\right) \rightarrow 0, d\left(T^{n+1}\left(x_{0}\right), T\left(x^{*}\right)\right) \rightarrow 0$ and $d\left(T\left(x^{\circ}\right), T^{n+1}\left(x_{0}\right)\right) \rightarrow 0$ as $n \rightarrow \infty$. Using the $\diamond$-triangle inequality, we can obtain

$$
d\left(x^{*}, T\left(x^{\circ}\right)\right) \leq d\left(T^{n+1}\left(x_{0}\right), x^{*}\right)+d\left(T\left(x^{\circ}\right), T^{n+1}\left(x_{0}\right)\right) \rightarrow 0 \text { as } n \rightarrow \infty
$$

which says that $d\left(x^{*}, T\left(x^{\circ}\right)\right)=0$, i.e., $T\left(x^{\circ}\right)=x^{*}$. We also have

$$
d\left(T\left(x^{*}\right), x^{\circ}\right) \leq d\left(T^{n+1}\left(x_{0}\right), T\left(x^{*}\right)\right)+d\left(x^{\circ}, T^{n+1}\left(x_{0}\right)\right) \rightarrow 0 \text { as } n \rightarrow \infty
$$

which says that $T\left(x^{*}\right)=x^{\circ}$. The remaining proof follows from the similar argument in the proof of Theorem 7. This completes the proof.

Next, we consider the different fixed point theorems based on the weakly uniformly strict contraction that was proposed by Meir and Keeler [12].

Definition 8. Let $(X, d)$ be a pre-metric space. A function $T:(X, d) \rightarrow(X, d)$ is called a weakly uniformly strict contraction on $X$ when the following conditions are satisfied:

- $d(x, y)=0$ implies $d(T(x), T(y))=0$;
- given any $\epsilon>0$, there exists $\delta>0$ such that $\epsilon \leq d(x, y)<\epsilon+\delta$ implies $d(T(x), T(y))<\epsilon$ for any $x, y \in X$ with $d(x, y) \neq 0$.

Remark 2. We observe that if $T$ is a weakly uniformly strict contraction on $X$, then $T$ is also a weakly strict contraction on $X$.

Lemma 1. Let $(X, d)$ be a pre-metric space, and let $T:(X, d) \rightarrow(X, d)$ be a weakly uniformly strict contraction on $X$. Then, the sequences $\left\{d\left(T^{n}(x), T^{n+1}(x)\right)\right\}_{n=1}^{\infty}$ and $\left\{d\left(T^{n+1}(x), T^{n}(x)\right)\right\}_{n=1}^{\infty}$ are decreasing to zero for any $x \in X$.

Proof. For convenience, we simply write $T^{n}(x)=x_{n}$ for all $n$. Let $c_{n}=d\left(x_{n}, x_{n+1}\right)$. Regarding $d\left(x_{n-1}, x_{n}\right) \geq 0$, we consider two different cases as follows.

- Suppose that $d\left(x_{n-1}, x_{n}\right) \neq 0$. By Remark 2, we have

$$
c_{n}=d\left(x_{n}, x_{n+1}\right)=d\left(T^{n}(x), T^{n+1}(x)\right)<d\left(T^{n-1}(x), T^{n}(x)\right)=d\left(x_{n-1}, x_{n}\right)=c_{n-1} .
$$

- Suppose that $d\left(x_{n-1}, x_{n}\right)=0$. Then, by the first condition of Definition 8 , we have

$$
c_{n}=d\left(T^{n}(x), T^{n+1}(x)\right)=d\left(T\left(x_{n-1}\right), T\left(x_{n}\right)\right)=0 \leq c_{n-1} .
$$

The above two cases conclude that the sequence $\left\{c_{n}\right\}_{n=1}^{\infty}$ is decreasing. We also consider the following two cases.

- Let $m$ be the first index in the sequence $\left\{x_{n}\right\}_{n=1}^{\infty}$ satisfying $d\left(x_{m-1}, x_{m}\right)=0$. Then, we want to claim

$$
c_{m-1}=c_{m}=c_{m+1}=\cdots=0
$$

Using the first condition of Definition 8, we have

$$
0=d\left(T\left(x_{m-1}\right), T\left(x_{m}\right)\right)=d\left(T^{m}(x), T^{m+1}(x)\right)=d\left(x_{m}, x_{m+1}\right)=c_{m}
$$

Since $d\left(x_{m}, x_{m+1}\right)=0$, using the similar argument, we can also obtain $c_{m+1}=0$ and $d\left(x_{m+1}, x_{m+2}\right)=0$. This shows that the sequence $\left\{c_{n}\right\}_{n=1}^{\infty}$ is indeed decreasing to zero.

- Suppose that $d\left(x_{m}, x_{m+1}\right) \neq 0$ for all $m \geq 1$. Since the sequence $\left\{c_{n}\right\}_{n=1}^{\infty}$ is decreasing, we assume that $c_{n} \downarrow \epsilon>0$, i.e., $c_{n} \geq \epsilon>0$ for all $n$. Therefore, there exists $\delta>0$ satisfying $\epsilon \leq c_{m}<\epsilon+\delta$ for some $m$, i.e., $\epsilon \leq d\left(x_{m}, x_{m+1}\right)<\epsilon+\delta$. Using the second condition of Definition 8, it follows that

$$
c_{m+1}=d\left(x_{m+1}, x_{m+2}\right)=d\left(T^{m+1}(x), T^{m+2}(x)\right)=d\left(T\left(x_{m}\right), T\left(x_{m+1}\right)\right)<\epsilon
$$

which contradicts $c_{m+1} \geq \epsilon$.
Therefore, we conclude that the sequence $\left\{d\left(T^{n}(x), T^{n+1}(x)\right)\right\}_{n=1}^{\infty}$ is indeed decreasing to zero for any $x \in X$. We can similarly show that the sequence $\left\{d\left(T^{n+1}(x), T^{n}(x)\right)\right\}_{n=1}^{\infty}$ is decreasing to zero for any $x \in X$. This completes the proof.

Theorem 9 (Meir-Keeler Type of Fixed Points Using the $\triangleleft$-Triangle Inequality). Let ( $X, d$ ) be a $(>, \triangleright)$-complete pre-metric space such that the $\triangleleft$-triangle inequality is satisfied, and let $T:(X, d) \rightarrow(X, d)$ be a weakly uniformly strict contraction on $X$. Then $T$ has a unique fixed point. Moreover, the fixed point $x$ is obtained by the following limit

$$
d\left(T^{n}\left(x_{0}\right), x\right) \rightarrow 0 \text { as } n \rightarrow \infty \text { for some } x_{0}
$$

Proof. According to Theorem 5 and Remark 2, we just need to claim that if $T$ is a weakly uniformly strict contraction, then $\left\{T^{n}\left(x_{0}\right)\right\}_{n=1}^{\infty}=\left\{x_{n}\right\}_{n=1}^{\infty}$ is a $>$-Cauchy sequence for $x_{0} \in X$. Suppose that $\left\{x_{n}\right\}_{n=1}^{\infty}$ is not a $>$-Cauchy sequence. Then, there exists $2 \epsilon>0$ such that, given any integer $N$, there exist $n>m \geq N$ satisfying $d\left(x_{n}, x_{m}\right)>2 \epsilon$. We are going to lead to a contradiction. The weakly uniformly strict contraction of $T$ says that there exists $\delta>0$ satisfying

$$
\epsilon \leq d(x, y)<\epsilon+\delta \text { implies } d(T(x), T(y))<\epsilon \text { for any } x, y \in X \text { with } d(x, y) \neq 0
$$

Let $\delta^{\prime}=\min \{\delta, \epsilon\}$. We want to show

$$
\begin{equation*}
\epsilon \leq d(x, y)<\epsilon+\delta^{\prime} \text { implies } d(T(x), T(y))<\epsilon \text { for any } x, y \in X \text { with } d(x, y) \neq 0 \tag{7}
\end{equation*}
$$

Indeed, when $\delta^{\prime}=\epsilon$, i.e., $\epsilon<\delta$, we have $\epsilon+\delta^{\prime}=\epsilon+\epsilon<\epsilon+\delta$.
Let $c_{n}=d\left(x_{n}, x_{n+1}\right)$ and $\bar{c}_{n}=d\left(x_{n+1}, x_{n}\right)$. Since the sequences $\left\{c_{n}\right\}_{n=1}^{\infty}$ and $\left\{\bar{c}_{n}\right\}_{n=1}^{\infty}$ are decreasing to zero by Lemma 1 , we can find a common integer $N$ satisfying

$$
\begin{equation*}
c_{N}<\delta^{\prime} / 3 \text { and } \bar{c}_{N}<\delta^{\prime} / 3 \tag{8}
\end{equation*}
$$

For $n>m \geq N$, we have

$$
\begin{equation*}
d\left(x_{n}, x_{m}\right)>2 \epsilon \geq \epsilon+\delta^{\prime} \tag{9}
\end{equation*}
$$

which implicitly says that $d\left(x_{n}, x_{m}\right) \neq 0$. Since the sequence $\left\{\bar{c}_{n}\right\}_{n=1}^{\infty}$ is decreasing by Lemma 1 again, we can obtain

$$
\begin{equation*}
d\left(x_{m+1}, x_{m}\right)=\bar{c}_{m} \leq \bar{c}_{N}<\frac{\delta^{\prime}}{3} \leq \frac{\epsilon}{3}<\epsilon \tag{10}
\end{equation*}
$$

For $j$ with $m<j \leq n$, using the $\triangleleft$-triangle inequality, it follows that

$$
\begin{equation*}
d\left(x_{j+1}, x_{m}\right) \leq d\left(x_{j}, x_{j+1}\right)+d\left(x_{j}, x_{m}\right) \tag{11}
\end{equation*}
$$

We want to cliam that there exists an integer $j$ with $m<j \leq n$ satisfying $d\left(x_{j}, x_{m}\right) \neq$ 0 and

$$
\begin{equation*}
\epsilon+\frac{2 \delta^{\prime}}{3}<d\left(x_{j}, x_{m}\right)<\epsilon+\delta^{\prime} \tag{12}
\end{equation*}
$$

Let $\gamma_{j}=d\left(x_{j}, x_{m}\right)$ for $j=m+1, \cdots, n$. Using (9) and (10), we have

$$
\begin{equation*}
\gamma_{m+1}<\epsilon \text { and } \gamma_{n}>\epsilon+\delta^{\prime} \tag{13}
\end{equation*}
$$

Let $j_{0}$ be an index satisfying

$$
\begin{equation*}
j_{0}=\max \left\{j \in[m+1, n]: \gamma_{j} \leq \epsilon+\frac{2 \delta^{\prime}}{3}\right\} \tag{14}
\end{equation*}
$$

Then, from (13), we see that $m+1 \leq j_{0}<n$, which also says that $j_{0}$ is well-defined. By the definition of $j_{0}$, it follows that $j_{0}+1 \leq n$ and $\gamma_{j_{0}+1}>\epsilon+\frac{2 \delta^{\prime}}{3}$, which also says that $d\left(x_{j_{0}+1}, x_{m}\right) \neq 0$. Therefore, the expression (12) will be sound if we can show

$$
\epsilon+\frac{2 \delta^{\prime}}{3}<\gamma_{j_{0}+1}<\epsilon+\delta^{\prime}
$$

Suppose that this is not true, i.e., $\gamma_{j_{0}+1} \geq \epsilon+\delta^{\prime}$. From (11), we have

$$
\frac{\delta^{\prime}}{3}>c_{N} \geq c_{j_{0}}=d\left(x_{j_{0}}, x_{j_{0}+1}\right) \geq \gamma_{j_{0}+1}-\gamma_{j_{0}} \geq \epsilon+\delta^{\prime}-\epsilon-\frac{2 \delta^{\prime}}{3}=\frac{\delta^{\prime}}{3}
$$

This contradiction says that the expression (12) is sound. Since $d\left(x_{j}, x_{m}\right) \neq 0$, using (7), it follows that (12) implies

$$
\begin{equation*}
d\left(x_{j+1}, x_{m+1}\right)=d\left(T\left(x_{j}\right), T\left(x_{m}\right)\right)<\epsilon . \tag{15}
\end{equation*}
$$

Using the $\triangleleft$-triangle inequality and referring to (2), we can obtain

$$
\begin{aligned}
d\left(x_{j}, x_{m}\right) & \leq d\left(x_{j+1}, x_{j}\right)+d\left(x_{j+1}, x_{m+1}\right)+d\left(x_{m+1}, x_{m}\right) \\
& =\bar{c}_{j}+d\left(x_{j+1}, x_{m+1}\right)+\bar{c}_{m}<\bar{c}_{j}+\epsilon+\bar{c}_{m}(\text { by }(15)) \\
& \leq \bar{c}_{N}+\epsilon+\bar{c}_{N}\left(\text { since }\left\{\bar{c}_{n}\right\}_{n=1}^{\infty}\right. \text { is decreasing) } \\
& <\frac{\delta^{\prime}}{3}+\epsilon+\frac{\delta^{\prime}}{3}(\text { by (8)) } \\
& =\epsilon+\frac{2 \delta^{\prime}}{3}
\end{aligned}
$$

which contradicts (12). This contradiction shows that every sequence $\left\{T^{n}(x)\right\}_{n=1}^{\infty}=$ $\left\{x_{n}\right\}_{n=1}^{\infty}$ is a >-Cauchy sequence. Using Theorem 5 , the proof is complete.

Theorem 10 (Meir-Keeler Type of Fixed Points Using the $\triangleright$-Triangle Inequality). Let ( $X, d$ ) be a $(>, \triangleleft)$-complete pre-metric space such that the $\triangleright$-triangle inequality is satisfied, and let $T:(X, d) \rightarrow(X, d)$ be a weakly uniformly strict contraction on $X$. Then $T$ has a unique fixed point. Moreover, the fixed point $x$ is obtained by the following limit

$$
d\left(x, T^{n}\left(x_{0}\right)\right) \rightarrow 0 \text { as } n \rightarrow \infty \text { for some } x_{0}
$$

Proof. According to Theorem 6 and Remark 2, we just need to claim that if $T$ is a weakly uniformly strict contraction, then $\left\{T^{n}\left(x_{0}\right)\right\}_{n=1}^{\infty}=\left\{x_{n}\right\}_{n=1}^{\infty}$ is a $<$-Cauchy sequence for $x_{0} \in X$. Suppose that $\left\{x_{n}\right\}_{n=1}^{\infty}$ is not a $<$-Cauchy sequence. Then, there exists $2 \epsilon>0$
such that, given any integer $N$, there exist $n>m \geq N$ satisfying $d\left(x_{m}, x_{n}\right)>2 \epsilon$. Let $\delta^{\prime}=\min \{\delta, \epsilon\}$. For $n>m \geq N$, we have

$$
\begin{equation*}
d\left(x_{m}, x_{n}\right)>2 \epsilon \geq \epsilon+\delta^{\prime} \tag{16}
\end{equation*}
$$

which implicitly says that $d\left(x_{m}, x_{n}\right) \neq 0$. Let $c_{n}=d\left(x_{n}, x_{n+1}\right)$ and $\bar{c}_{n}=d\left(x_{n+1}, x_{n}\right)$. Since the sequence $\left\{c_{n}\right\}_{n=1}^{\infty}$ is decreasing by Lemma 1 , we obtain

$$
\begin{equation*}
d\left(x_{m}, x_{m+1}\right)=c_{m} \leq c_{N}<\frac{\delta^{\prime}}{3} \leq \frac{\epsilon}{3}<\epsilon \tag{17}
\end{equation*}
$$

For $j$ with $m<j \leq n$, using the $\triangleright$-triangle inequality, we also have

$$
\begin{equation*}
d\left(x_{m}, x_{j+1}\right) \leq d\left(x_{m}, x_{j}\right)+d\left(x_{j+1}, x_{j}\right) \tag{18}
\end{equation*}
$$

We want to cliam that there exists an integer $j$ with $m<j \leq n$ satisfying $d\left(x_{m}, x_{j}\right) \neq$ 0 and

$$
\begin{equation*}
\epsilon+\frac{2 \delta^{\prime}}{3}<d\left(x_{m}, x_{j}\right)<\epsilon+\delta^{\prime} \tag{19}
\end{equation*}
$$

Let $\gamma_{j}=d\left(x_{m}, x_{j}\right)$ for $j=m+1, \cdots, n$. From (16) and (17), we can also obtain (13). Let $j_{0}$ be defined in (14). Then, the expression (19) will be sound if we can show that

$$
\epsilon+\frac{2 \delta^{\prime}}{3}<\gamma_{j_{0}+1}<\epsilon+\delta^{\prime}
$$

Suppose that this is not true, i.e., $\gamma_{j_{0}+1} \geq \epsilon+\delta^{\prime}$. From (18) and (8), it follows that

$$
\frac{\delta^{\prime}}{3}>\bar{c}_{N} \geq \bar{c}_{j_{0}}=d\left(x_{j_{0}+1}, x_{j_{0}}\right) \geq \gamma_{j_{0}+1}-\gamma_{j_{0}} \geq \epsilon+\delta^{\prime}-\epsilon-\frac{2 \delta^{\prime}}{3}=\frac{\delta^{\prime}}{3}
$$

This contradiction says that (19) is sound. Since $d\left(x_{m}, x_{j}\right) \neq 0$, using (7), it follows that (19) implies

$$
\begin{equation*}
d\left(x_{m+1}, x_{j+1}\right)=d\left(T\left(x_{m}\right), T\left(x_{j}\right)\right)<\epsilon \tag{20}
\end{equation*}
$$

Using the $\triangleright$-triangle inequality and referring to (1), we can obtain

$$
\begin{aligned}
d\left(x_{m}, x_{j}\right) & \leq d\left(x_{j}, x_{j+1}\right)+d\left(x_{m+1}, x_{j+1}\right)+d\left(x_{m}, x_{m+1}\right) \\
& =c_{j}+d\left(x_{m+1}, x_{j+1}\right)+c_{m}<c_{j}+\epsilon+c_{m} \text { (using Equation (20)) } \\
& \leq c_{N}+\epsilon+c_{N}\left(\text { since }\left\{c_{n}\right\}_{n=1}^{\infty}\right. \text { is decreasing) } \\
& <\frac{\delta^{\prime}}{3}+\epsilon+\frac{\delta^{\prime}}{3} \text { (using Equation (8)) } \\
& =\epsilon+\frac{2 \delta^{\prime}}{3}
\end{aligned}
$$

which contradicts (19). This contradiction shows that every sequence $\left\{T^{n}(x)\right\}_{n=1}^{\infty}=$ $\left\{x_{n}\right\}_{n=1}^{\infty}$ is a <-Cauchy sequence. Using Theorem 6, the proof is complete.

Theorem 11 (Meir-Keeler Type of Fixed Points Using the $\bowtie$-Triangle Inequality). Let ( $X, d$ ) be a pre-metric space such that the $\bowtie$-triangle inequality is satisfied. We also assume that any one of the following conditions is satisfied:

- $\quad(X, d)$ is simultaneously $(>, \triangleright)$-complete and $(>, \triangleleft)$-complete;
- $(X, d)$ is simultaneously $(<, \triangleright)$-complete and $(<, \triangleleft)$-complete;
- $(X, d)$ is simultaneously $\triangleright$-complete and $\triangleleft$-complete.

Suppose that $T:(X, d) \rightarrow(X, d)$ is a weakly uniformly strict contraction on $X$. Then $T$ has a unique fixed point. Moreover, the fixed point $x$ is obtained by the following limits

$$
d\left(T^{n}\left(x_{0}\right), x\right) \rightarrow 0 \text { or } d\left(x, T^{n}\left(x_{0}\right)\right) \rightarrow 0 \text { as } n \rightarrow \infty
$$

Proof. According to Theorem 7 and Remark 2, we just need to claim that if $T$ is a weakly uniformly strict contraction, then $\left\{T^{n}\left(x_{0}\right)\right\}_{n=1}^{\infty}=\left\{x_{n}\right\}_{n=1}^{\infty}$ is both a $<$-Cauchy sequence and $>$-Cauchy sequence for $x_{0} \in X$. Suppose that $\left\{x_{n}\right\}_{n=1}^{\infty}$ is not a $<$-Cauchy sequence. Then, there exists $2 \epsilon>0$ such that, given any integer $N$, there exist $n>m \geq N$ satisfying $d\left(x_{m}, x_{n}\right)>2 \epsilon$. We are going to follow the similar proof of Theorem 10.

Let $\delta^{\prime}=\min \{\delta, \epsilon\}$, and let $\gamma_{j}=d\left(x_{m}, x_{j}\right)$ for $j=m+1, \cdots, n$. For $j$ with $m<j \leq n$, using the $\bowtie$-triangle inequality, we have

$$
d\left(x_{m}, x_{j+1}\right) \leq d\left(x_{m}, x_{j}\right)+d\left(x_{j}, x_{j+1}\right)
$$

which implies

$$
\frac{\delta^{\prime}}{3}>c_{N} \geq c_{j_{0}}=d\left(x_{j_{0}}, x_{j_{0}+1}\right) \geq \gamma_{j_{0}+1}-\gamma_{j_{0}} \geq \epsilon+\delta^{\prime}-\epsilon-\frac{2 \delta^{\prime}}{3}=\frac{\delta^{\prime}}{3} .
$$

This contradiction shows that there exists an integer $j$ with $m<j \leq n$ satisfying $d\left(x_{m}, x_{j}\right) \neq 0$ and

$$
\begin{equation*}
\epsilon+\frac{2 \delta^{\prime}}{3}<d\left(x_{m}, x_{j}\right)<\epsilon+\delta^{\prime} \tag{21}
\end{equation*}
$$

which implies

$$
\begin{equation*}
d\left(x_{m+1}, x_{j+1}\right)=d\left(T\left(x_{m}\right), T\left(x_{j}\right)\right)<\epsilon . \tag{22}
\end{equation*}
$$

Using the $\bowtie$-triangle inequality, we can obtain

$$
\begin{aligned}
d\left(x_{m}, x_{j}\right) & \leq d\left(x_{m}, x_{m+1}\right)+d\left(x_{m+1}, x_{j+1}\right)+d\left(x_{j+1}, x_{j}\right) \\
& =c_{m}+d\left(x_{m+1}, x_{j+1}\right)+\bar{c}_{j}<c_{m}+\epsilon+\bar{c}_{j}(\text { by }(22)) \\
& \leq c_{N}+\epsilon+\bar{c}_{N}\left(\text { since }\left\{c_{n}\right\}_{n=1}^{\infty} \text { and }\left\{\bar{c}_{n}\right\}_{n=1}^{\infty} \text { are decreasing }\right) \\
& <\frac{\delta^{\prime}}{3}+\epsilon+\frac{\delta^{\prime}}{3}(\text { by (8)) } \\
& =\epsilon+\frac{2 \delta^{\prime}}{3}
\end{aligned}
$$

which contradicts (21). This contradiction shows that every sequence $\left\{T^{n}(x)\right\}_{n=1}^{\infty}=$ $\left\{x_{n}\right\}_{n=1}^{\infty}$ is a $<$-Cauchy sequence.

Suppose that $\left\{x_{n}\right\}_{n=1}^{\infty}$ is not a $>$-Cauchy sequence. Then, there exists $2 \epsilon>0$ such that, given any integer $N$, there exist $n>m \geq N$ satisfying $d\left(x_{n}, x_{m}\right)>2 \epsilon$. Let $\delta^{\prime}=\min \{\delta, \epsilon\}$, and let $\gamma_{j}=d\left(x_{j}, x_{m}\right)$ for $j=m+1, \cdots, n$. For $j$ with $m<j \leq n$, using the $\bowtie$-triangle inequality, we have

$$
d\left(x_{j+1}, x_{m}\right) \leq d\left(x_{j+1}, x_{j}\right)+d\left(x_{j}, x_{m}\right)
$$

which implies

$$
\frac{\delta^{\prime}}{3}>\bar{c}_{N} \geq \bar{c}_{j_{0}}=d\left(x_{j_{0}+1}, x_{j_{0}}\right) \geq \gamma_{j_{0}+1}-\gamma_{j_{0}} \geq \epsilon+\delta^{\prime}-\epsilon-\frac{2 \delta^{\prime}}{3}=\frac{\delta^{\prime}}{3}
$$

This contradiction shows that there exists an integer $j$ with $m<j \leq n$ satisfying $d\left(x_{j}, x_{m}\right) \neq 0$ and

$$
\begin{equation*}
\epsilon+\frac{2 \delta^{\prime}}{3}<d\left(x_{j}, x_{m}\right)<\epsilon+\delta^{\prime} \tag{23}
\end{equation*}
$$

which implies

$$
\begin{equation*}
d\left(x_{j+1}, x_{m+1}\right)=d\left(T\left(x_{j}\right), T\left(x_{m}\right)\right)<\epsilon \tag{24}
\end{equation*}
$$

Using the $\bowtie$-triangle inequality, we can obtain

$$
\begin{aligned}
d\left(x_{j}, x_{m}\right) & \leq d\left(x_{j}, x_{j+1}\right)+d\left(x_{j+1}, x_{m+1}\right)+d\left(x_{m+1}, x_{m}\right) \\
& =c_{j}+d\left(x_{j+1}, x_{m+1}\right)+\bar{c}_{m}<c_{j}+\epsilon+\bar{c}_{m}(\text { by }(24)) \\
& \leq c_{N}+\epsilon+\bar{c}_{N}\left(\text { since }\left\{c_{n}\right\}_{n=1}^{\infty} \text { and }\left\{\bar{c}_{n}\right\}_{n=1}^{\infty} \text { are decreasing }\right) \\
& <\frac{\delta^{\prime}}{3}+\epsilon+\frac{\delta^{\prime}}{3}(\text { by (8)) } \\
& =\epsilon+\frac{2 \delta^{\prime}}{3}
\end{aligned}
$$

which contradicts (23). This contradiction shows that every sequence $\left\{T^{n}(x)\right\}_{n=1}^{\infty}=$ $\left\{x_{n}\right\}_{n=1}^{\infty}$ is a >-Cauchy sequence. Using Theorem 7, the proof is complete.

Example 5. Continued from Example 3, since the pre-metric space $(\mathbb{R}, d)$ is simultaneously $\triangleright$-complete and $\triangleleft$-complete, any function $T:(\mathbb{R}, d) \rightarrow(\mathbb{R}, d)$ that is a weakly uniformly strict contraction on $\mathbb{R}$ has a unique fixed point. The concrete examples regarding functions that are weakly uniformly strict contraction on $\mathbb{R}$ can be obtained from the literature.

We finally remark that the Meir-Keeler type of fixed point theorem based on the $\diamond$-triangle inequality cannot be obtained by using an argument similar to Theorem 11. In other words, we need to design a different argument to obtain the Meir-Keeler type of fixed point theorem based on the $\diamond$-triangle inequality. It is also possible that we cannot establish the Meir-Keeler type of fixed point theorem based on the $\diamond$-triangle inequality. Therefore, this problem remains open and could be the subject future research.
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## 1. Introduction

It is well known that the Banach contraction principle was published in 1922 by S. Banach as follows:

Theorem 1. Let $(X, d)$ be a complete metric space and a self mapping $T: X \longrightarrow X$. If there exists $k \in[0,1)$ such that, for all $x, y \in X, d(T x, T y) \leq k d(x, y)$, then $T$ has a unique fixed point in $X$.

The Banach contraction principle has been extensively studied and different generalizations were obtained.

In 1968 [1], Kannan established his famous extension of this contraction.
Theorem 2. Ref. [1] Let $(X, d)$ be a complete metric space and a self mapping $T: X \longrightarrow X$. If $T$ satisfies the following condition:

$$
d(T x, T y) \leq k[d(x, T x)+d(y, T y)] \quad \text { for all } \quad x, y \in X \quad \text { where } \quad 0<k<\frac{1}{2}
$$

then $T$ has a fixed point in $X$.
A similar contractive condition has been introduced by Chattergea in 1972 [2] as follows:

Theorem 3. Ref. [2] Let $T: X \longrightarrow X$, where $(X, d)$ is a complete metric space. If there exists $0<k<\frac{1}{2}$ such that

$$
d(T x, T y) \leq k[d(y, T x)+d(T y, x)] \quad \text { for all } \quad x, y \in X
$$

then $T$ has a fixed point in $X$.
We can also find another extension of the Banach contraction principle obtained by S. Reich, Kannan in 1971 [3].

Theorem 4. Ref. [3] Let $T: X \longrightarrow X$, where $(X, d)$ is a complete metric space. If there exists $0<k<\frac{1}{3}$ such that

$$
d(T x, T y) \leq k[d(x, y)+d(x, T x)+d(y, T y)] \quad \text { for all } \quad x, y \in X
$$

then $T$ has a fixed point in $X$.
In addition, in the same year, Cirić gave the following extension [4].
Theorem 5. Ref. [4] Let $T: X \longrightarrow X$, where $(X, d)$ a complete metric space. If there exists $k \in[0,1)$ such that

$$
d(T x, T y) \leq k M a x[d(x, y), d(x, T x), d(y, T y), d(y, T x), d(T y, x)] \quad \text { for all } \quad x, y \in X
$$

then $T$ has a fixed point in $X$.
Many authors have investigated these situations and many results were proved (see [5-13]).

In this article, we prove the uniqueness and existence of the fixed points in different types contractions for a self mapping $T$ defined on the union of tree closed subsets of a complete metric space with $k$ in different intervals.

## 2. Preliminaries

In best approximation theory, the concept of tricyclic mappings extends that of ordinary cyclic mappings. Moreover, in the case where two of the sets, say A and C, coincide, we find a cyclic mapping which is also a self-map, and, hence, a best proximity point result for a tricyclic mappings means also a fixed point and a best proximity point result for a self-map and a cyclic mapping.

Definition 1. Let $A, B$ be nonempty subsets of a metric space $(X, d)$. A mapping $T: A \cup B \longrightarrow$ $A \cup B$ is said to be cyclic if :

$$
T(A) \subseteq B, T(B) \subseteq A
$$

In 2003, Kirk et al. [14] proved that, if $T: A \cup B \longrightarrow A \cup B$ is cyclic and, for some $k \in(0,1), d(T x, T y) \leq k d(x, y)$ for all $x \in A, y \in B$, then $A \cap B \neq \varnothing$, and $T$ has a unique fixed point in $A \cap B$.

In 2017, Sabar et al. [15] proved a similar result for tricyclic mappings and introduced the concept of tricyclic contractions.

Theorem 6. Ref. [15] Let $A, B$ and $C$ be nonempty closed subsets of a complete metric space $(X, d)$, and let a mapping $T: A \cup B \cup C \longrightarrow A \cup B \cup C$. If $T(A) \subseteq B, T(B) \subseteq C$ and $T(C) \subseteq A$ and there exists $k \in(0,1)$ such that $D(T x, T y, T z) \leq k D(x, y, z)$ for all $(x, y, z) \in A \times B \times C$, then $A \cap B \cap C$ is nonempty and $T$ has a unique fixed point in $A \cap B \cap C$,
where $D(x, y, z)=d(x, y)+d(x, z)+d(y, z)$.
Definition 2. Ref. [15] Let $A, B$ and $C$ be nonempty subsets of a metric space $(X, d)$. A mapping $T: A \cup B \cup C \longrightarrow A \cup B \cup C$ is said to be tricyclic contracton if there exists $0<k<1$ such that:

1. $T(A) \subseteq B, T(B) \subseteq C$ and $T(C) \subseteq A$.
2. $D(T x, T y, T z) \leq k D(x, y, z)+(1-k) \delta(A, B, C)$ for all $(x, y, z) \in A \times B \times C$.
where $\delta(A, B, C)=\inf \{D(x, y, z): x \in A, y \in B, z \in C\}$
Very Recently, Sabiri et al. introduced an extension of the aforementioned mappings and called them p-cyclic contractions [16].

## 3. Main Results

Definition 3. Let $A, B$ and $C$ be nonempty subsets of a metric space $(X, d)$. A mapping $T$ : $A \cup B \cup C \longrightarrow A \cup B \cup C$ is said to be a Kannan-S-type tricyclic contraction, if there exists $k \in\left(0, \frac{1}{3}\right)$ such that

1. $T(A) \subseteq B, T(B) \subseteq C, T(C) \subseteq A$.
2. $D(T x, T y, T z) \leq k[d(x, T x)+d(y, T y)+d(z, T z)]$ for all $(x, y, z) \in A \times B \times C$.

We give an example to show that a map can be a tricyclic contraction but not a Kannan-S-type tricyclic contraction.

Example 1. Let $X$ be $\mathbb{R}^{2}$ normed by the norm $\|(x, y)\|=|x|+|y|$, and $A=[1,2] \times\{0\}, B=$ $\{0\} \times[-2,-1], C=[-2,-1] \times\{0\}$, then

$$
\delta(A, B, C)=D((1,0),(0,-1),(-1,0))=6
$$

Put $T: A \cup B \cup C \longrightarrow A \cup B \cup C$ such that

$$
\begin{array}{ll}
T(x, 0)=\left(0,-\frac{x+2}{3}\right) & \text { if }(x, 0) \in A \\
T(0, y)=\left(\frac{y-2}{3}, 0\right) & \text { if }(0, y) \in B \\
T(z, 0)=\left(-\frac{z-2}{3}, 0\right) \quad \text { if }(z, 0) \in C
\end{array}
$$

We have $T(A) \subseteq B, T(B) \subseteq C$ and $T(C) \subseteq A$, and

$$
\begin{aligned}
D(T(x, 0), T(0, y), T(z, 0)) & =D\left(\left(0,-\frac{x+2}{3}\right),\left(\frac{y-2}{3}, 0\right),\left(-\frac{z-2}{3}, 0\right)\right) \\
& =\frac{2}{3}(x-y-z)+4 \\
& =\frac{1}{3} D((x, 0),(0, y),(z, 0))+4 \\
& =\frac{1}{3} D((x, 0),(0, y),(z, 0))+\left(1-\frac{1}{3}\right) \delta(A, B, C)
\end{aligned}
$$

for all $(x, 0) \in A,(0, y) \in B,(z, 0) \in C$.
On the other hand,

$$
D(T(2,0), T(0,-2), T(-2,0))=D\left(\left(0,-\frac{4}{3}\right),\left(\frac{-4}{3}, 0\right),\left(\frac{4}{3}, 0\right)\right)=8
$$

and

$$
d((2,0), T(2,0))+d((0,-2), T(0,-2))+d((-2,0), T(-2,0))=10
$$

which implies that
$D(T(2,0), T(0,-2), T(-2,0))$

$$
>\frac{1}{3}[d((2,0), T(2,0))+d((0,-2), T(0,-2))+d((-2,0), T(-2,0))]
$$

Then, $T$ is tricyclic contraction but not a Kannan-S-type tricyclic contraction.
Now, we give an example for which $T$ is a Kannan-S-type tricyclic contraction but not a tricyclic contraction.

Example 2. Let $X=\mathbb{R}$ with the usual metric. Let $A=B=C=[0,1]$, then $\delta(A, B, C)=0$. Put $T: A \cup B \cup C \longrightarrow A \cup B \cup C$ such that

$$
T x=\frac{1}{6} \text { if } 0 \leq x<1, \quad T x=\frac{1}{4} \text { if } x=1
$$

For $x=1, y=1$ and $z=\frac{23}{24}$, we have

$$
D\left(T(1), T(1), T\left(\frac{23}{24}\right)\right)=D\left(\frac{1}{4}, \frac{1}{4}, \frac{1}{6}\right)=2 d\left(\frac{1}{4}, \frac{1}{6}\right)=\frac{1}{6} .
$$

and

$$
D\left(1,1, \frac{23}{24}\right)=2 d\left(1, \frac{23}{24}\right)=\frac{1}{12}
$$

Then, $T$ is not tricyclic contraction.
However $T$ is a Kannan-S-type tricyclic contraction. Indeed:

- If $x=y=z=1$, we have

$$
D(T(1), T(1), T(1))=0 \leq \frac{9}{4} k
$$

for all $k \geq 0$, then for $0 \leq k<\frac{1}{3}$.

- If $x \in[0,1), y \in[0,1)$ and $z \in[0,1)$, we have

$$
D(T x, T y, T z)=0 \leq k\left(d\left(x, \frac{1}{6}\right)+d\left(y, \frac{1}{6}\right)+d\left(z, \frac{1}{6}\right)\right.
$$

for all $k \geq 0$, then for $0 \leq k<\frac{1}{3}$.

- If $x=1, y \in[0,1)$ and $z \in[0,1)$, we have

$$
D\left(T_{1}, T y, T z\right)=D\left(\frac{1}{4}, \frac{1}{6}, \frac{1}{6}\right)=\frac{1}{6}
$$

and

$$
d(1, T(1))+d(y, T y)+d(z, T z)=\frac{3}{4}+d\left(y, \frac{1}{6}\right)+d\left(z, \frac{1}{6}\right)
$$

then, for $k=\frac{2}{9}$, we have

$$
D(T(1), T(y, T z) \leq k(d(1, T(1))+d(y, T y)+d(z, T z)) .
$$

- If $x=1, y=1$ and $z \in[0,1)$, we have

$$
D(T(1), T(1), T z)=D\left(\frac{1}{4}, \frac{1}{4}, \frac{1}{6}\right)=\frac{1}{6}
$$

and

$$
d(1, T(1))+d(1, T(1))+d(z, T z)=\frac{3}{2}+d\left(z, \frac{1}{6}\right)
$$

Then, for $k=\frac{2}{9}$, we have

$$
D(T(1), T(1), T z) \leq k(d(1, T(1))+d(1, T(1))+d(z, T z))
$$

Consequently, for $k=\frac{2}{9}$, we have :

$$
D(T x, T y, T z) \leq k(d(x, T x)+d(y, T y)+d(z, T z)) \text { for all }(x, y, z) \in A \times B \times C
$$

Theorem 7. Let $A, B$ and $C$ be nonempty closed subsets of a complete metric space $(X, d)$, and let $T: A \cup B \cup C \longrightarrow A \cup B \cup C$ be a Kannan-S-type tricyclic contraction. Then, $T$ has a unique fixed point in $A \cap B \cap C$.

Proof. Fix $x \in A$. We have

$$
d\left(T^{3} x, T^{2} x\right) \leq D\left(T^{3} x, T^{2} x, T x\right) \leq k\left[d\left(T^{2} x, T^{3} x\right)+d\left(T x, T^{2} x\right)+d(x, T x)\right]
$$

Then,

$$
d\left(T^{3} x, T^{2} x\right) \leq k\left[d\left(T^{2} x, T^{3} x\right)+d\left(T x, T^{2} x\right)+d(x, T x)\right]
$$

which implies

$$
d\left(T^{3} x, T^{2} x\right) \leq \frac{k}{(1-k)}\left[d\left(T x, T^{2} x\right)+d(x, T x)\right]
$$

Similarly, we have

$$
\begin{gathered}
d\left(T^{2} x, T x\right) \leq \frac{k}{(1-k)}\left[d\left(T^{3} x, T^{2} x\right)+d(x, T x)\right] \\
d\left(T^{2} x, T x\right) \leq \frac{k}{(1-k)}\left[\frac{k}{(1-k)}\left[d\left(T x, T^{2} x\right)+d(x, T x)\right]+d(x, T x)\right] \\
\Longrightarrow d\left(T^{2} x, T x\right) \leq \frac{k}{1-2 k}(d(x, T x))
\end{gathered}
$$

Then,

$$
d\left(T^{2} x, T x\right) \leq t d(x, T x) \text { where } t=\frac{k}{1-2 k} \text { and } t \in(0,1)
$$

which implies

$$
d\left(T^{n+1} x, T^{n} x\right) \leq t^{n} d(x, T x), \text { for all } n \geq 1
$$

Consequently,

$$
\sum_{n=1}^{+\infty} d\left(T^{n+1} x, T^{n} x\right) \leq\left(\sum_{n=1}^{+\infty} t^{n}\right) d(x, T x)<+\infty
$$

implies that $\left\{T^{n} x\right\}$ is a Cauchy sequence in $(X, d)$. Hence, there exists $z \in A \cup B \cup C$ such that $T^{n} x \longrightarrow z$. Notice that $\left\{T^{3 n} x\right\}$ is a sequence in $A,\left\{T^{3 n-1} x\right\}$ is a sequence in $C$ and $\left\{T^{3 n-2} x\right\}$ is a sequence in $B$ and that both sequences tend to the same limit $z$. Regarding the fact that $A, B$ and $C$ are closed, we conclude $z \in A \cap B \cap C$, hence $A \cap B \cap C \neq \varnothing$. To show that $z$ is a fixed point, we must show that $T z=z$. Observe that

$$
\begin{aligned}
d(T z, z) & =\lim d\left(T z, T^{3 n} x\right) \leq \lim D\left(T^{3 n} x, T^{3 n-1} x, T z\right) \\
& \leq \lim k\left[d\left(T^{3 n-1} x, T^{3 n} x\right)+d\left(T^{3 n-2} x, T^{3 n-1} x\right)+d(z, T z)\right] \\
& \leq k d(T z, z)
\end{aligned}
$$

which is equivalent to

$$
(1-k) d(T z, z)=0
$$

Since $k \in\left(0, \frac{1}{3}\right)$, then $d(T z, z)=0$, which implies $T z=z$.
To prove the uniqueness of $z$, assume that there exists $w \in A \cup B \cup C$ such that $w \neq z$ and $T w=w$. Taking into account that $T$ is tricyclic, we get $w \in A \cap B \cap C$. We have

$$
d(z, w)=d(T z, T w) \leq D(T z, T w, T w) \leq k[d(z, T z)+d(w, T w)+d(w, T w)]=0
$$

which implies $d(z, w)=0$. We get that $z=w$ and hence $z$ is the unique fixed point of $T$.
Example 3. Let X be $\mathbb{R}^{2}$ normed by the norm $\|(x, y)\|=|x|+|y|$, let $A=\{0\} \times[0,+1], B=$ $[0,+1] \times\{0\}, C=\{0\} \times[-1,0]$ and let $T: A \cup B \cup C \longrightarrow A \cup B \cup C$ be defined by

$$
\begin{aligned}
& T(0, x)=\left(\frac{x}{6}, 0\right) \quad \text { if }(0, x) \in A \\
& T(y, 0)=\left(0, \frac{-y}{6}\right) \quad \text { if }(y, 0) \in B
\end{aligned}
$$

$$
T(0, z)=\left(0, \frac{-z}{6}\right) \quad \text { if }(0, z) \in C
$$

We have

$$
T(A) \subseteq B, T(B) \subseteq C \text { and } T(C) \subseteq A
$$

In addition, for all $(0, x) \in A,(y, 0) \in B,(0, z) \in C$, we have

$$
D(T(0, x), T(y, 0), T(0, z))=D\left(\left(\frac{x}{6}, 0\right),\left(0, \frac{-y}{6}\right),\left(0, \frac{-z}{6}\right)\right)=\frac{1}{3}(x+y-z)
$$

In addition, we have

$$
d((0, x), T(0, x))+d((y, 0), T(y, 0))+d((0, z), T(0, z))=\frac{7}{6}(x+y-z)
$$

This implies

$$
D(T(0, x), T(y, 0), T(0, z))=\frac{2}{7}[d((0, x), T(0, x))+d((y, 0), T(y, 0))+d((0, z), T(0, z))]
$$

Then, $T$ is a Kannan-S-type tricyclic contraction, and $T$ has a unique fixed point $(0,0)$ in $A \cap B \cap C$.

Corollary 1. Let $(X, d)$ be a complete metric space and a self mapping $T: X \longrightarrow X$. If there exists $k \in\left(0, \frac{1}{3}\right)$ such that

$$
D(T x, T y, T z) \leq k[d(x, T x)+d(y, T y)+d(z, T z)]
$$

for all $(x, y, z) \in X^{3}$, then $T$ has a unique fixed point.
Now, we shall define another type of a tricyclic contraction.
Definition 4. Let $A, B$ and $C$ be nonempty subsets of a metric space $(X, d)$. A mapping $T: A \cup$ $B \cup C \longrightarrow A \cup B \cup C$ is said to be a Chattergea-S-type tricyclic contraction if $T(A) \subseteq B, T(B) \subseteq$ $C, T(C) \subseteq A$, and there exist $k \in\left(0, \frac{1}{3}\right)$ such that $D(T x, T y, T z) \leq k[d(y, T x)+d(z, T y)+d(x, T z)]$ for all $(x, y, z) \in A \times B \times C$.

Theorem 8. Let $A, B$ and $C$ be nonempty closed subsets of a complete metric space $(X, d)$, and let $T: A \cup B \cup C \longrightarrow A \cup B \cup C$ be a Chattergea-S-type tricyclic contraction. Then, $T$ has a unique fixed point in $A \cap B \cap C$.

Proof. Fix $x \in A$. We have

$$
D\left(T x, T^{2} x, T^{3} x\right) \leq k\left[d(T x, T x)+d\left(T^{2} x, T^{2} x\right)+d\left(T^{3} x, x\right)\right]
$$

which implies

$$
D\left(T^{3} x, T^{2} x, T x\right) \leq k d\left(T^{3} x, x\right)
$$

so

$$
\begin{gathered}
d\left(T^{3} x, T^{2} x\right) \leq k\left[d\left(T^{3} x, T^{2} x\right)+d\left(T^{2} x, T x\right)+d(T x, x)\right] \text { (by the triangular inequality) } \\
\Longrightarrow d\left(T^{3} x, T^{2} x\right) \leq \frac{k}{(1-k)}\left[d\left(T x, T^{2} x\right)+d(x, T x)\right]
\end{gathered}
$$

and

$$
d\left(T^{2} x, T x\right) \leq D\left(T^{3} x, T^{2} x, T x\right) \leq \frac{k}{(1-k)}\left[d\left(T^{3} x, T^{2} x\right)+d(x, T x)\right]
$$

$$
\begin{aligned}
\Longrightarrow d\left(T^{2} x, T x\right) \leq & \frac{k}{(1-k)}\left[\frac{k}{(1-k)}\left[d\left(T x, T^{2} x\right)+d(x, T x)\right]+d(x, T x)\right] \\
& \Longrightarrow d\left(T^{2} x, T x\right) \leq \frac{k}{1-2 k}(d(x, T x))
\end{aligned}
$$

Then,

$$
d\left(T^{2} x, T x\right) \leq t d(x, T x) \text { where } t=\frac{k}{1-2 k} \text { and } t \in(0,1)
$$

which implies

$$
d\left(T^{n+1} x, T^{n} x\right) \leq t^{n} d(x, T x)
$$

for all $n \geq 1$. Consequently,

$$
\sum_{n=1}^{+\infty} d\left(T^{n+1} x, T^{n} x\right) \leq\left(\sum_{n=1}^{+\infty} t^{n}\right) d(x, T x)<+\infty
$$

implies that $\left\{T^{n} x\right\}$ is a Cauchy sequence in $(X, d)$. Hence, there exists $z \in A \cup B \cup C$ such that $T^{n} x \longrightarrow z$. Notice that $\left\{T^{3 n} x\right\}$ is a sequence in $A,\left\{T^{3 n-1} x\right\}$ is a sequence in $C$, and $\left\{T^{3 n-2} x\right\}$ is a sequence in $B$ and that both sequences tend to the same limit $z$. Regarding that $A, B$ and $C$ are closed, we conclude $z \in A \cap B \cap C$, hence $A \cap B \cap C \neq \varnothing$.

To show that $z$ is a fixed point, we must show that $T z=z$. Observe that

$$
\begin{aligned}
d(T z, z) & =\lim d\left(T z, T^{3 n} x\right) \leq \lim D\left(T z, T^{3 n} x, T^{3 n-1} x\right) \\
& \leq \lim k\left[d\left(T^{3 n-1} x, T z\right)+\left(T^{3 n-2} x, T^{3 n} x\right)+d\left(z, T^{3 n-1} x\right)\right] \leq k d(T z, z)
\end{aligned}
$$

which is equivalent to $(1-k) d(T z, z)=0$. Since $k \in\left(1, \frac{1}{3}\right)$, then $d(T z, z)=0$, which implies $T z=z$.

To prove the uniqueness of $z$, assume that there exists $w \in A \cup B \cup C$ such that $w \neq z$ and $T w=w$. Taking into account that $T$ is tricyclic, we get $w \in A \cap B \cap C$.

We have

$$
\begin{aligned}
d(z, w) & =d(T z, T w) \leq D(T z, T w, T w) \\
& \leq k[d(T z, w)+d(T w, w)+d(T w, z)] \\
& \leq 2 k d(z, w)
\end{aligned}
$$

Then, $d(z, w)=0$. We conclude that $z=w$ and hence $z$ is the unique fixed point of $T$.

Corollary 2. Let $(X, d)$ be a complete metric space and a self mapping $T: X \longrightarrow X$. If there exists $k \in\left(0, \frac{1}{3}\right)$ such that

$$
D(T x, T y, T z) \leq k[d(y, T x)+d(z, T y)+d(x, T z)]
$$

for all $(x, y, z) \in X^{3}$, then $T$ has a unique fixed point.
In this step, we define a Reich-S-type tricyclic contraction.
Definition 5. Let $A, B$ and $C$ be nonempty subsets of a metric space $(X, d)$.
A mapping $T: A \cup B \cup C \longrightarrow A \cup B \cup C$ is said to be a Reich-S-type tricyclic contraction if there exists $k \in\left(0, \frac{1}{7}\right)$ such that:

1. $T(A) \subseteq B, T(B) \subseteq C, T(C) \subseteq A$.
2. $D(T x, T y, T z) \leq k[D(x, y, z)+d(x, T x)+d(y, T y)+d(z, T z)]$ for all $(x, y, z) \in A \times$ $B \times C$.

Theorem 9. Let $A, B$ and $C$ be nonempty closed subsets of a complete metric space $(X, d)$, and let $T: A \cup B \cup C \longrightarrow A \cup B \cup C$ be a Reich-S-type tricyclic contraction. Then, $T$ has a unique fixed point in $A \cap B \cap C$.

Proof. Fix $x \in A$. We have

$$
\begin{aligned}
& d\left(T^{2} x, T^{3} x\right) \leq D\left(T x, T^{2} x, T^{3} x\right) \\
& \leq k\left[D\left(x, T x, T^{2} x\right)+d\left(T^{2} x, T^{3} x\right)+d\left(T x, T^{2} x\right)+d(x, T x)\right] \\
& \Longrightarrow d\left(T^{2} x, T^{3} x\right)(1-k) \leq k\left[2 d\left(T^{2} x, T x\right)+2 d(x, T x)+d\left(T^{2} x, x\right)\right] \\
& \Longrightarrow d\left(T^{2} x, T^{3} x\right) \leq \frac{k}{1-k}\left[2 d\left(T^{2} x, T x\right)+2 d(x, T x)+d\left(T^{2} x, x\right)\right] \\
& \leq \frac{k}{1-k}\left[2 d\left(T^{2} x, T x\right)+2 d(x, T x)+d\left(T^{2} x, T x\right)+d(T x, x)\right] \\
& \leq \frac{k}{1-k}\left[3 d\left(T^{2} x, T x\right)+3 d(x, T x)\right] \\
& \Longrightarrow d\left(T^{2} x, T^{3} x\right) \leq \frac{3 k}{1-k}\left[d\left(T^{2} x, T x\right)+d(x, T x)\right]
\end{aligned}
$$

and

$$
\begin{aligned}
& d\left(T^{2} x, T x\right) \leq D\left(T x, T^{2} x, T^{3} x\right) \leq k\left[D\left(x, T x, T^{2} x\right)+d\left(T^{2} x, T^{3} x\right)+d\left(T x, T^{2} x\right)+d(x, T x)\right] \\
& \Longrightarrow d\left(T^{2} x, T x\right) \leq k\left[3 d\left(T^{2} x, T x\right)+3 d(x, T x)+d\left(T^{2} x, T^{3} x\right)\right] \\
& \Longrightarrow d\left(T^{2} x, T x\right)(1-3 k) \leq k\left[d\left(T^{2} x, T^{3} x\right)+3 d(x, T x)\right] \\
& \Longrightarrow d\left(T^{2} x, T x\right) \leq \frac{k}{1-3 k} d\left(T^{2} x, T^{3} x\right)+\frac{3 k}{1-3 k} d(x, T x) \\
& \Longrightarrow d\left(T^{2} x, T x\right) \leq \frac{k}{1-3 k} \frac{3 k}{1-k}\left[d\left(T^{2} x, T x\right)+d(x, T x)\right]+\frac{3 k}{1-3 k} d(x, T x) \\
& \Longrightarrow d\left(T^{2} x, T x\right) \leq \frac{3 k^{2}}{(1-3 k)(1-k)} d\left(T^{2} x, T x\right)+\left(\frac{3 k^{2}}{(1-3 k)(1-k)}+\frac{3 k}{(1-3 k)}\right) d(x, T x) \\
& \Longrightarrow d\left(T^{2} x, T x\right)\left(1-\frac{3 k^{2}}{(1-3 k)(1-k)}\right) \leq \frac{3 k^{2}+3 k(1-k)}{(1-3 k)(1-k)} d(x, T x) \\
& \Longrightarrow d\left(T^{2} x, T x\right)\left((1-3 k)(1-k)-3 k^{2}\right) \leq\left(3 k^{2}+3 k(1-k)\right) d(x, T x) \\
& \Longrightarrow d\left(T^{2} x, T x\right)(1-4 k) \leq 3 k d(x, T x) \\
& \Longrightarrow d\left(T^{2} x, T x\right) \leq \frac{3 k}{(1-4 k)} d(x, T x) .
\end{aligned}
$$

Then,

$$
d\left(T^{2} x, T x\right) \leq t d(x, T x) \text { where } t=\frac{3 k}{(1-4 k)} \text { and } t \in(0,1)
$$

which implies

$$
d\left(T^{n+1} x, T^{n} x\right) \leq t^{n} d(x, T x)
$$

consequently

$$
\sum_{n=1}^{+\infty} d\left(T^{n+1} x, T^{n} x\right) \leq\left(\sum_{n=1}^{+\infty} t^{n}\right) d(x, T x)<+\infty
$$

This implies that $\left\{T^{n} x\right\}$ is a Cauchy sequence in $(X, d)$. Hence, there exists $z \in$ $A \cup B \cup C$ such that $T^{n} x \longrightarrow z$. Notice that $\left\{T^{3 n} x\right\}$ is a sequence in $A,\left\{T^{3 n-1} x\right\}$ is a sequence in $C$ and $\left\{T^{3 n-2} x\right\}$ is a sequence in $B$ and that both sequences tend to the same limit $z$. Regarding the fact that $A, B$ and $C$ are closed, we conclude that $z \in A \cap B \cap C$, hence $A \cap B \cap C \neq \varnothing$.

To show that $z$ is a fixed point, we must show that $T z=z$. Observe that

$$
\begin{aligned}
d(T z, z) & =\lim d\left(T z, T^{3 n} x\right) \\
& \leq \lim D\left(T^{3 n} x, T^{3 n-1} x, T z\right) \\
& \leq \lim k\left[d\left(T^{3 n-1} x, T^{3 n-2} x\right)+d\left(T^{3 n-1} x, z\right)+d\left(T^{3 n-2} x, z\right)\right. \\
& \left.+d\left(T^{3 n-1} x, T^{3 n} x\right)+d\left(T^{3 n-2} x, T^{3 n-1} x\right)+d(z, T z)\right] \\
& \leq k d(T z, z)
\end{aligned}
$$

which is equivalent to $(1-k) d(T z, z)=0$.
Since $k \in\left(0, \frac{1}{7}\right)$, then $d(T z, z)=0$, which implies $T z=z$.
To prove the uniqueness of $z$, assume that there exists $w \in A \cup B \cup C$ such that $w \neq z$ and $T w=w$. Taking into account that $T$ is tricyclic, we get $w \in A \cap B \cap C$.

$$
\begin{aligned}
d(z, w) & =d(T z, T w) \\
& \leq D(T z, T w, T w) \\
& \leq k[2 d(z, w)+d(w, w)+d(z, T z)+d(T w, w)+d(T w, w)] \\
& \leq 2 k d(z, w)
\end{aligned}
$$

implies $d(z, w)=0$. We conclude that $z=w$ and hence $z$ is the unique fixed point of $T$.
Example 4. We take the same example 3.
Let $X$ be $\mathbb{R}^{2}$ normed by the norm $\|(x, y)\|=|x|+|y|$,

$$
A=\{0\} \times[0,+1], B=[0,+1] \times\{0\}, C=\{0\} \times[-1,0]
$$

and let $T: A \cup B \cup C \longrightarrow A \cup B \cup C$ be defined by

$$
\begin{aligned}
& T(0, x)=\left(\frac{x}{6}, 0\right) \quad \text { if }(0, x) \in A \\
& T(y, 0)=\left(0, \frac{-y}{6}\right) \quad \text { if }(y, 0) \in B \\
& T(0, z)=\left(0, \frac{-z}{6}\right) \quad \text { if }(0, z) \in C
\end{aligned}
$$

We have $T$ is tricyclic and for all $(0, x) \in A,(y, 0) \in B,(0, z) \in C$,

$$
\begin{aligned}
D(T(0, x), T(y, 0), T(0, z)) & =D\left(\left(\frac{x}{6}, 0\right),\left(0, \frac{-y}{6}\right),\left(0, \frac{-z}{6}\right)\right) \\
& =\frac{1}{3}(x+y-z)
\end{aligned}
$$

In addition, we have

$$
\begin{gathered}
D((0, x),(y, 0),(0, z))+d((0, x), T(0, x))+d((y, 0), T(y, 0))+d((0, z), T(0, z)) \\
=2(x+y-z)+\frac{7}{6}(x+y-z)=\frac{19}{6}(x+y-z) .
\end{gathered}
$$

Then,

$$
\begin{aligned}
D(T(0, x), T(y, 0), T(0, z))= & \frac{2}{19}(D((0, x),(y, 0),(0, z))+d((0, x), T(0, x)) \\
& +d((y, 0), T(y, 0))+d((0, z), T(0, z))) \\
\leq & \frac{1}{7}(D((0, x),(y, 0),(0, z))+d((0, x), T(0, x)) \\
& +d((y, 0), T(y, 0))+d((0, z), T(0, z)))
\end{aligned}
$$

This implies that $T$ is a Reich-S-type tricyclic contraction, and $T$ has a unique fixed point $(0,0)$ in $A \cap B \cap C$.

Corollary 3. Let $(X, d)$ a complete metric space and a self mapping $T: X \longrightarrow X$. If there exists $k \in\left(0, \frac{1}{7}\right)$ such that

$$
D(T x, T y, T z) \leq k[D(x, y, z)+d(x, T x)+d(y, T y)+d(z, T z)]
$$

for all $(x, y, z) \in X^{3}$, then $T$ has a unique fixed point in $X$.
The next tricyclic contraction considered in this section is the Ciric-S-type tricyclic contraction defined below.

Definition 6. Let $A, B$ and $C$ be nonempty subsets of a metric space $(X, d), T: A \cup B \cup C \longrightarrow$ $A \cup B \cup C$ be a Cirié-S-type tricyclic contraction, if there exists $k \in(0,1)$ such that

1. $T(A) \subseteq B, T(B) \subseteq C, T(C) \subseteq A$
2. $D(T x, T y, T z) \leq k M(x, y, z)$ for all $(x, y, z) \in A \times B \times C$.
where $M(x, y, z)=\max \{D(x, y, z), d(x, T x), d(y, T y), d(z, T z)\}$
The fixed point theorem of the Cirić-S-type tricyclic contraction reads as follows.
Theorem 10. Let $A, B$ and $C$ be nonempty closed subsets of a complete metric space $(X, d)$, and let $T: A \cup B \cup C \longrightarrow A \cup B \cup C$ be a Cirić-S- type tricyclic contraction, then $T$ has a unique fixed point in $A \cap B \cap C$.

Proof. Taking $x \in A$, we have $D(T x, T y, T z) \leq k M(x, y, z)$ for all $(x, y, z) \in A \times B \times C$. If $M(x, y, z)=D(x, y, z)$, Theorem 7 implies the desired result.

Consider the case $M(x, y, z)=d(x, T x)$. We have:

$$
\begin{aligned}
D\left(T x, T^{2} x, T^{3} x\right) \leq k d(x, T x) & \Longrightarrow d\left(T x, T^{2} x\right) \leq k d(x, T x) \\
& \Longrightarrow d\left(T^{n} x, T^{n+1} x\right) \leq k^{n} d(x, T x)
\end{aligned}
$$

Consequently,

$$
\sum_{n=1}^{+\infty} d\left(T^{n+1} x, T^{n} x\right) \leq\left(\sum_{n=1}^{+\infty} k^{n}\right) d(x, T x)<+\infty
$$

which implies that $\left\{T^{n} x\right\}$ is a Cauchy sequence in $(X, d)$. Hence, there exists $z \in A \cup B \cup C$ such that $T^{n} x \longrightarrow z$. Notice that $\left\{T^{3 n} x\right\}$ is a sequence in $A,\left\{T^{3 n-1} x\right\}$ is a sequence in $C$,
and $\left\{T^{3 n-2} x\right\}$ is a sequence in $B$ and that both sequences tend to the same limit $z$; regarding the fact that $A, B$ and $C$ are closed, we conclude $z \in A \cap B \cap C$, hence $A \cap B \cap C \neq \varnothing$.

To show that $z$ is a fixed point, we must show that $T z=z$. Observe that

$$
d(T z, z)=\lim d\left(T z, T^{3 n} x\right) \leq \lim D\left(T^{3 n} x, T^{3 n-1} x, T z\right) \leq k d(T z, z)
$$

which is equivalent to $(1-k) d(T z, z)=0$. Since $k \in(0,1)$, then $d(T z, z)=0$, which implies $T z=z$.

To prove the uniqueness of $z$, assume that there exists $w \in A \cup B \cup C$ such that $w \neq z$ and $T w=w$.

Taking into account that $T$ is tricyclic, we get $w \in A \cap B \cap C$.
$d(z, w)=d(T z, T w) \leq D(T z, T w, T w) \leq k d(z, T z)=0$ implies $d(z, w)=0$. We conclude that $z=w$ and hence $z$ is the unique fixed point of $T$.
Consider the case $M(x, y, z)=d(y, T y)$. We have :

$$
D\left(T x, T^{2} x, T^{3} x\right) \leq k d\left(T x, T^{2} x\right) \Longrightarrow d\left(T x, T^{2} x\right) \leq k d\left(T x, T^{2} x\right)<d\left(T x, T^{2} x\right)
$$

which is impossible since $k \in(0,1)$
Consider the case $M(x, y, z)=d(z, T z)$. We have:

$$
D\left(T x, T^{2} x, T^{3} x\right) \leq k d\left(T^{2} x, T^{3} x\right) \Longrightarrow d\left(T^{2} x, T^{3} x\right) \leq k d\left(T^{2} x, T^{3} x\right)<d\left(T^{2} x, T^{3} x\right)
$$

which is impossible since $k \in(0,1)$.
Corollary 4. Let $A, B$ and $C$ be a nonempty subset of a complete metric space $(X, d)$ and let a mapping $T: A \cup B \cup C \longrightarrow A \cup B \cup C$. If there exists $k \in(0,1)$ such that

1. $T(A) \subseteq B, T(B) \subseteq C, T(C) \subseteq A$.
2. $D(T x, T y, T z) \leq k \max \{D(x, y, z), d(x, T x)\} \forall(x, y, z) \in A \times B \times C$.

Then, $T$ has a unique fixed point in $A \cap B \cap C$.
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#### Abstract

In this paper, we define almost $\mathcal{R}_{g}$-Geraghty type contractions and utilize the same to establish some coincidence and common fixed point results in the setting of $b_{2}$-metric spaces endowed with binary relations. As consequences of our newly proved results, we deduce some coincidence and common fixed point results for almost $g-\alpha-\eta$ Geraghty type contraction mappings in $b_{2}$-metric spaces. In addition, we derive some coincidence and common fixed point results in partially ordered $b_{2}$-metric spaces. Moreover, to show the utility of our main results, we provide an example and an application to non-linear integral equations.
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## 1. Introduction

The extension of fixed point theory to generalized structures, such as cone metric spaces, partial metric spaces, $b$-metric spaces and 2-metric spaces has received much attention. 2-metric space is a generalized metric space which was introduced by Gähler in [1]. Unlike the ordinary metric, the 2-metric is not a continuous function. The topology induced by 2-metric space is called 2-metric topology which is generated by the set of all open spheres with two centers. It is easy to observe that 2-metric space is not topologically equivalent to an ordinary metric. Hence, there is not any relationship between the results obtained in 2-metric spaces and the correspondence results in metric spaces. For fixed point results in the setting of 2-metric spaces, the readers may refer to [2-5] and references therein.

The concept of $b$-metric spaces was introduced by Czerwik [6,7] which is a generalization of the usual metric spaces and 2-metric spaces as well. Several papers have dealt with fixed point theory for single-valued and multi-valued operators in $b$-metric spaces have been obtained (see, e.g., [8-10]).

In 2014, Mustafa et al. [11] introduced the notion of $b_{2}$-metric spaces, as a generalization of both 2-metric and $b$-metric spaces.

On the other hand, the branch of related metric (metric space endowed with a binary relation) fixed point theory is a relatively new area was initiated by Turinici [12]. Recently, this direction of research is undertaken by several researchers such as: Bhaskar and Lakshmikantham [13], Samet and Turinici [14], Ben-El-Mechaiekh [15], Imdad et al. [16,17] and some others.

The aims of this paper are as follows:

- to define almost $\mathcal{R}_{g}$-Geraghty type contractions;
- to establish some coincidence and common fixed point results in the setting of $b_{2}$ metric spaces endowed with binary relations;
- to deduce some fixed point and common fixed point results in partially ordered $b_{2}$-metric spaces;
- to provide an example which shows the utility of our main results;
- to apply our newly proven results to non-linear integral equations.


## 2. Preliminaries

Definition 1 ([11]). Let $X$ be a non-empty set, $s \geq 1$ a given real number and $d: X^{3} \rightarrow \mathbb{R}$ be a map satisfying the following conditions:
(i) for every pair of distinct points $x, y \in X$, there exists a point $z \in X$ such that $d(x, y, z) \neq 0$;
(ii) if at least two of three points $x, y, z$ are the same, then $d(x, y, z)=0$;
(iii) $d(x, y, z)=d(x, z, y)=d(y, x, z)=d(y, z, x)=d(z, x, y)=d(z, y, x)$, for all $x, y, z \in X$;
(iv) $d(x, y, z) \leq s[d(x, y, w)+d(y, z, w)+d(z, x, w)]$, for all $x, y, z, w \in X$.

Then $d$ is called a $b_{2}$-metric on $X$ and $(X, d)$ is called a $b_{2}$-metric space with parameter $s$.
Obviously, for $s=1, b_{2}$-metric reduces to 2-metric.
Example 1. Let $(X, d)$ be a 2-metric space and $\rho(x, y, w)=(d(x, y, w))^{p}$, where $p \geq 1$ is a real number. We see that $\rho$ is a $b_{2}$-metric with $s=3^{p-1}$. In view of the convexity of $f(x)=x^{p}$, on $[0, \infty)$ for $p \geq 1$ and Jensen inequality, we have

$$
(a+b+c)^{p} \leq 3^{p-1}\left(a^{p}+b^{p}+c^{p}\right)
$$

Therefore, condition (iv) of Definition 1 is satisfied and $\rho$ is a $b_{2}$-metric on $X$.
Definition 2 ([11]). Let $\left\{x_{n}\right\}$ be a sequence in a $b_{2}$-metric space $(X, d)$. Then
(i) $\left\{x_{n}\right\}$ is said to be $b_{2}$-convergent and converges to $x \in X$, written $\lim _{n \rightarrow \infty} x_{n}=x$, if for all $a \in X, \lim _{n \rightarrow \infty} d\left(x_{n}, x, a\right)=0$.
(ii) $\left\{x_{n}\right\}$ is said to be $b_{2}$-Cauchy in $X$ if for all $a \in X, \lim _{m, n \rightarrow \infty} d\left(x_{m}, x_{n}, a\right)=0$.
(iii) $(X, d)$ is said to be $b_{2}$-complete if every $b_{2}$-Cauchy sequence is a $b_{2}$-convergent sequence.

Definition 3 ([11]). Let $(X, d)$ and $(\bar{X}, \bar{d})$ be two $b_{2}$-metric spaces and let $f: X \rightarrow \bar{X}$ be a mapping. Then $f$ is said to be $b_{2}$-continuous at a point $z \in X$ if for a given $\varepsilon>0$, there exists $\delta>0$ such that $x \in X$ and $d(z, x, a)<\delta$ for all $a \in X$ imply that $\bar{d}(f z, f x, a)<\varepsilon$. The mapping $f$ is $b_{2}$-continuous on $X$ if it is $b_{2}$-continuous at all $z \in X$.

Proposition 1 ([11]). Let $(X, d)$ and $(\bar{X}, \bar{d})$ be two $b_{2}$-metric spaces. Then a mapping $f: X \rightarrow \bar{X}$ is $b_{2}$-continuous at a point $x \in X$ if it is $b_{2}$-sequentially continuous at $x$, that is, whenever $\left\{x_{n}\right\}$ is $b_{2}$-convergent to $x,\left\{f\left(x_{n}\right)\right\}$ is $b_{2}$-convergent to $f(x)$.

Lemma 1 ([11]). Let $(X, d)$ be a $b_{2}$-metric space. Suppose that $\left\{x_{n}\right\}$ and $\left\{y_{n}\right\}$ are $b_{2}$-converge to $x$ and $y$, respectively. Then, we have

$$
\frac{1}{s^{2}} d(x, y, a) \leq \liminf _{n \rightarrow \infty} d\left(x_{n}, y_{n}, a\right) \leq \limsup _{n \rightarrow \infty} d\left(x_{n}, y_{n}, a\right) \leq s^{2} d(x, y, a) \quad \text { for all } a \in X
$$

In particular, if $y_{n}=y$, is constant, then

$$
\frac{1}{s} d(x, y, a) \leq \liminf _{n \rightarrow \infty} d\left(x_{n}, y, a\right) \leq \limsup _{n \rightarrow \infty} d\left(x_{n}, y, a\right) \leq s d(x, y, a) \quad \text { for all } a \in X
$$

Definition 4. Let $f$ and $g$ be two self mappings on a non-empty set X. If $w=f x=g x$ for some $x \in X$, then $x$ is called a coincidence point of $f$ and $g$ and $w$ is called a point of coincidence of $f$ and $g$.

Definition 5 ([18]). Two self mappings $f$ and $g$ are said to be weakly compatible if they commute at their coincidence points, that is, $f x=g x$ implies that $f g x=g f x$.

Lemma 2 ([19]). Let $f$ and $g$ be weakly compatible self mappings of a non-empty set $X$. If $f$ and $g$ have a unique point of coincidence $w=f x=g x$, then $w$ is the unique common fixed point of $f$ and $g$.

A non-empty subset $\mathcal{R}$ of $X \times X$ is said to be a binary relation on $X$. Trivially, $X \times X$ is a binary relation on $X$ known as the universal relation. For simplicity, we will write $x \mathcal{R} y$ whenever $(x, y) \in \mathcal{R}$ and write $x \mathcal{R}^{H} y$ whenever $x \mathcal{R} y$ and $x \neq y$. Observe that $\mathcal{R}^{H}$ is also a binary relation on $X$ and $\mathcal{R}^{\star} \subseteq \mathcal{R}$. The elements $x$ and $y$ of $X$ are said to be $\mathcal{R}$-comparable if $x \mathcal{R} y$ or $y \mathcal{R} x$, this is denoted by $[x, y] \in \mathcal{R}$.

Definition 6. A binary relation $\mathcal{R}$ on $X$ is said to be:
(i) reflexive if $x \mathcal{R} x$ for all $x \in X$;
(ii) transitive if, for any $x, y, z \in X, x \mathcal{R} y$ and $y \mathcal{R} z$ imply $x \mathcal{R} z$; antisymmetric if, for any $x, y \in X$, $x \mathcal{R} y$ and $y \mathcal{R} x$ imply $x=y$;
(iii) preorder if it is reflexive and transitive;
(iv) partial order if it is reflexive, transitive and antisymmetric.

Let $X$ be a nonempty set, $\mathcal{R}$ a binary relation on $X$ and $Y \subseteq X$. Then the restriction of $\mathcal{R}$ to $Y$ is denoted by $\left.\mathcal{R}\right|_{Y}$ and is defined by $\mathcal{R} \cap Y^{2}$. The inverse of $\mathcal{R}$ is denoted by $\mathcal{R}^{-1}$ and is defined by $\mathcal{R}^{-1}=\{(x, y) \in X \times X:(y, x) \in \mathcal{R}\}$ and $\mathcal{R}^{s}=\mathcal{R} \cup \mathcal{R}^{-1}$.

Definition 7 ([20]). Let $X$ be a non-empty set and $\mathcal{R}$ a binary relation on $X$. A sequence $\left\{x_{n}\right\} \subseteq X$ is said to be an $\mathcal{R}$-preserving sequence if $x_{n} \mathcal{R} x_{n+1}$ for all $n \in \mathbb{N}_{0}$.

Definition 8 ([20]). Let $X$ be a non-empty set and $f: X \rightarrow X$. A binary relation $\mathcal{R}$ on $X$ is said to be $f$-closed if for all $x, y \in X, x \mathcal{R} y$ implies $f x \mathcal{R} f y$.

Definition 9 ([20]). Let $X$ be a non-empty set and $f, g: X \rightarrow X$. A binary relation $\mathcal{R}$ on $X$ is said to be $(f, g)$-closed if for all $x, y \in X, g x \mathcal{R} g y$ implies $f x \mathcal{R} f y$.

Definition 10 ([20]). Let $(X, d)$ be a metric space and $\mathcal{R}$ a binary relation on $X$. We say that $X$ is $\mathcal{R}$-complete if every $\mathcal{R}$-preserving Cauchy sequence in $X$ converges to a limit in $X$.

Remark 1. Every complete metric space is $\mathcal{R}$-complete, whatever the binary relation $\mathcal{R}$. Particularly, under the universal relation, the notion of $\mathcal{R}$-completeness coincides with the usual completeness.

Definition 11 ([21]). Let $(X, d)$ be a metric space, $\mathcal{R}$ a binary relation on $X, f: X \rightarrow X$ and $x \in X$. We say that $f$ is $\mathcal{R}$-continuous at $x$ if, for any $\mathcal{R}$-preserving sequence $\left\{x_{n}\right\} \subseteq X$ such that $x_{n} \rightarrow x$, we have $f x_{n} \rightarrow f x$. Moreover, $f$ is called $\mathcal{R}$-continuous if it is $\mathcal{R}$-continuous at each point of $X$.

Remark 2. Every continuous mapping is $\mathcal{R}$-continuous, whatever the binary relation $\mathcal{R}$. Particularly, under the universal relation, the notion of $\mathcal{R}$-continuity coincides with the usual continuity.

Definition 12 ([21]). Let $(X, d)$ be a metric space, $\mathcal{R}$ a binary relation on $X, f, g: X \rightarrow X$ and $x \in X$. We say that $f$ is $(g, \mathcal{R})$-continuous at $x$ if, for any sequence $\left\{x_{n}\right\} \subseteq M$ such that $\left\{g x_{n}\right\}$ is $\mathcal{R}$-preserving and $g x_{n} \rightarrow g x$, we have $f x_{n} \rightarrow f x$. Moreover, $f$ is called $(g, \mathcal{R})$-continuous if it is $(g, \mathcal{R})$-continuous at each point of $X$.

Observe that on setting $g=I$, Definition 12 reduces to Definition 11.
Remark 3. Every $g$-continuous mapping is $(g, \mathcal{R})$-continuous, whatever the binary relation $\mathcal{R}$. Particularly, under the universal relation, the notion of $(g, \mathcal{R})$-continuity coincides with the usual g-continuity.

Definition 13 ([21]). Let $(X, d)$ be a metric space, $\mathcal{R}$ be a binary relation on $X$ and $f, g$ : $X \rightarrow X$. We say that the pair $(f, g)$ is $\mathcal{R}$-compatible if for any sequence $\left\{x_{n}\right\} \subseteq X$ such that $\left\{f x_{n}\right\}$ and $\left\{g x_{n}\right\}$ are $\mathcal{R}$-preserving and $\lim _{n \rightarrow \infty} g x_{n}=\lim _{n \rightarrow \infty} f x_{n}=x \in X$, we have $\lim _{n \rightarrow \infty} d\left(g f x_{n}, f g x_{n}\right)=0$.

Remark 4. Every compatible pair is $\mathcal{R}$-compatible, whatever the binary relation $\mathcal{R}$. Particularly, under the universal relation, the notion of $\mathcal{R}$-compatibility coincides with the usual compatibility.

Definition 14 ([20]). Let $(X, d)$ be a metric space. A binary relation $\mathcal{R}$ on $X$ is said to be $d$-selfclosed if for any $\mathcal{R}$-preserving sequence $\left\{x_{n}\right\} \subseteq X$ such that $x_{n} \rightarrow x$, there exists a subsequence $\left\{x_{n_{k}}\right\}$ of $\left\{x_{n}\right\}$ such that $\left[x_{n_{k}}, x\right] \in \mathcal{R}$ for all $k \in \mathbb{N}_{0}$.

## 3. Common Fixed Point Results for Almost $\mathcal{R}_{g}$-Geraghty Type Contraction Mappings

Lemma 3. Let $(X, d)$ be a $b_{2}$-metric space endowed with a binary relation $\mathcal{R}$ and $f, g: X \rightarrow X$ such that $f(X) \subseteq g(X)$, with $\mathcal{R}$ is $(f, g)$-closed and $\left.\mathcal{R}\right|_{g(X)}$ is transitive. Assume that there exists $x_{0} \in X$ such that $g x_{0} \mathcal{R} f x_{0}$. Define a sequence $\left\{x_{n}\right\}$ in $X$ by $f x_{n}=g x_{n+1}$ for $n \geq 0$. Then

$$
g x_{m} \mathcal{R} g x_{n} \text { and } f x_{m} \mathcal{R} f x_{n} \text { for all } m, n \in \mathbf{N}_{0} \text { with } m<n
$$

Proof. Since there exists $x_{0} \in X$ such that $g x_{0} \mathcal{R} f x_{0}, f x_{n}=g x_{n+1}$, and $\mathcal{R}$ is $(f, g)$-closed, we deduce that $g x_{0} \mathcal{R} g x_{1}$, then $g x_{1}=f x_{0} \mathcal{R} f x_{1}=g x_{2}$. By continuing this process, we get $g x_{n} \mathcal{R} g x_{n+1}$ for all $n \in \mathbf{N}$. Suppose that $m<n$, so $g x_{m} \mathcal{R} g x_{m+1}$ and $g x_{m+1} \mathcal{R} g x_{m+2}$, by $\mathcal{R}$ is $g$-transitive we have $g x_{m} \mathcal{R} g x_{m+2}$. Again, since $g x_{m} \mathcal{R} g x_{m+2}$ and $g x_{m+2} \mathcal{R} g x_{m+3}$, we get that $g x_{m} \mathcal{R} g x_{m+3}$. By continuing this process, we obtain $g x_{m} \mathcal{R} g x_{n}$. for all $m, n \in \mathbf{N}$ with $m<n$. In similar way and since $f(X) \subseteq g(X)$, we conclude $f x_{m} \mathcal{R} f x_{n}$ for all $m, n \in \mathbf{N}$ with $m<n$.

In 1973, Geraghty [22] introduced the class $\digamma$ of all functions $\beta:[0, \infty) \rightarrow[0,1)$ which satisfy that $\lim _{n \rightarrow \infty} \beta\left(t_{n}\right)=1$ implies $\lim _{n \rightarrow \infty} t_{n}=0$. In addition, the author proved a fixed point result, generalizing the Banach contraction principle. Afterwards, there are many results about fixed point theorems by using such functions in this class. Đukić et al. [23] obtained fixed point results of this kind in $b$-metric and from [23] we denote $\Omega$ to the family of all functions $\beta_{s}:[0, \infty) \rightarrow\left[0, \frac{1}{s}\right)$ for a real number $s \geq 1$, which satisfy the condition

$$
\lim _{n \rightarrow \infty} \beta_{s}\left(t_{n}\right)=\frac{1}{s} \quad \text { implies } \quad \lim _{n \rightarrow \infty} t_{n}=0
$$

Definition 15. Let $(X, d)$ be a $b_{2}$-metric space and $f, g: X \rightarrow X$. Suppose for all $x, y, a \in X$,

$$
M(x, y, a)=\max \left\{d(g x, g y, a), d(g x, f x, a), d(g y, f y, a), \frac{d(g x, f y, a)+d(g y, f x, a)}{2 s}\right\}
$$

and

$$
N(x, y, a)=\min \{d(g x, f x, a), d(g y, f y, a), d(g x, f y, a), d(g y, f x, a)\}
$$

We say that $f$ is almost $\mathcal{R}_{g}$-Geraghty type contraction mapping if there exist $L \geq 0$ and $\beta_{s} \in \Omega$ such that

$$
\begin{equation*}
d(f x, f y, a) \leq \beta_{s}(M(x, y, a)) M(x, y, a)+L N(x, y, a) \tag{1}
\end{equation*}
$$

for all $x, y, a \in X$, with $g x \mathcal{R} g y, f x \mathcal{R}^{H} f y$.

Definition 16. Let $(X, d)$ be a $b_{2}$-metric space and $f: X \rightarrow X$. Suppose for all $x, y, a \in X$,

$$
M(x, y, a)=\max \left\{d(x, y, a), d(x, f x, a), d(y, f y, a), \frac{d(x, f y, a)+d(y, f x, a)}{2 s}\right\}
$$

and

$$
N(x, y, a)=\min \{d(x, f x, a), d(y, f y, a), d(x, f y, a), d(y, f x, a)\} .
$$

We say that $f$ is almost $\mathcal{R}$-Geraghty type contraction mapping if there exist $L \geq 0$ and $\beta_{s} \in \Omega$ such that

$$
\begin{equation*}
d(f x, f y, a) \leq \beta_{s}(M(x, y, a)) M(x, y, a)+L N(x, y, a) \tag{2}
\end{equation*}
$$

for all $x, y, a \in X$, with $x \mathcal{R} y, f x \mathcal{R}^{H} f y$.
Now, we present our main result as follows:
Theorem 1. Let $(X, d)$ be a $b_{2}$-metric space endowed with a binary relation $\mathcal{R}$ and $f, g: X \rightarrow X$ such that $f(X) \subseteq g(X), g(X)$ is a $b_{2}$-complete subspace of $X$. Assume that $f$ is almost $\mathcal{R}_{g^{-}}$ Geraghty type contraction mapping and the following conditions hold:
(i) there exists $x_{0}$ in $X$ such that $g x_{0} \mathcal{R} f x_{0}$;
(ii) $\mathcal{R}$ is $(f, g)$-closed and $\left.\mathcal{R}\right|_{g(X)}$ is transitive;
(iii) $\left.\mathcal{R}\right|_{g(X)}$ is $d$-self closed provided (1) holds for all $x, y, a \in X$ with $g x \mathcal{R} g y$ and $f x \mathcal{R}^{\dagger} f y$.

Then $f$ and $g$ have a coincidence point in $X$.
Proof. Let $x_{0} \in X$ such that $g x_{0} \mathcal{R} f x_{0}$. The proof is finished if $g x_{0}=f x_{0}$ and $x_{0}$ is a coincidence point of $f$ and $g$. Let us take $g x_{0} \neq f x_{0}$, then since $f(X) \subseteq g(X)$ we can choose $x_{1} \in X$ such that $f x_{0}=g x_{1}$. Continuing this process, we can define a sequence $\left\{g x_{n}\right\}$ in $X$ by $f x_{n}=g x_{n+1}$, for all $n \in \mathbf{N}_{0}$.

We divide the proof into three steps as follows.
Step 1: We claim that $\lim _{n \rightarrow \infty} d\left(g x_{n}, g x_{n+1}, a\right)=0$. From Lemma 3, we have $\left\{g x_{n}\right\}$ is $\mathcal{R}$ preserving sequence that is $g x_{n} \mathcal{R} g x_{n+1}$ and $f x_{n} \mathcal{R} f x_{n+1}$, for all $n \in \mathbf{N}_{0}$. If $f x_{n_{0}}=f x_{n_{0}+1}$, for some $n_{0} \in \mathbf{N}_{0}$, then $x_{n_{0}+1}$ is a coincidence point of $f$ and $g$. Suppose that $f x_{n} \neq f x_{n+1}$, for all $n \in \mathbf{N}_{0}$. Therefore, from (1), we obtain

$$
\begin{aligned}
d\left(g x_{n+1}, g x_{n+2}, g x_{n}\right) & =d\left(f x_{n}, f x_{n+1}, g x_{n}\right) \\
& \leq \beta_{s}\left(M\left(x_{n}, x_{n+1}, g x_{n}\right)\right) M\left(x_{n}, x_{n+1}, g x_{n}\right)+L N\left(x_{n}, x_{n+1}, g x_{n}\right) \rightarrow(*)
\end{aligned}
$$

where

$$
\begin{aligned}
M\left(x_{n}, x_{n+1}, g x_{n}\right)= & \max \left\{d\left(g x_{n}, g x_{n+1}, g x_{n}\right), d\left(g x_{n}, f x_{n}, g x_{n}\right), d\left(g x_{n+1}, f x_{n+1}, g x_{n}\right),\right. \\
& \left.\frac{d\left(g x_{n}, f x_{n+1}, g x_{n}\right)+d\left(g x_{n+1}, f x_{n}, g x_{n}\right)}{2 s}\right\} \\
= & \max \left\{d\left(g x_{n}, g x_{n+1}, g x_{n}\right), d\left(g x_{n}, g x_{n+1}, g x_{n}\right), d\left(g x_{n+1}, g x_{n+2}, g x_{n}\right),\right. \\
& \left.\frac{d\left(g x_{n}, g x_{n+2}, g x_{n}\right)+d\left(g x_{n+1}, g x_{n+1}, g x_{n}\right)}{2 s}\right\} \\
= & d\left(g x_{n+1}, g x_{n+2}, g x_{n}\right),
\end{aligned}
$$

and

$$
\begin{aligned}
N\left(x_{n}, x_{n+1}, g x_{n}\right)= & \min \left\{d\left(g x_{n}, f x_{n}, g x_{n}\right), d\left(g x_{n+1}, f x_{n+1}, g x_{n}\right), d\left(g x_{n}, f x_{n+1}, g x_{n}\right),\right. \\
& \left.d\left(g x_{n+1}, f x_{n}, g x_{n}\right)\right\}=0 .
\end{aligned}
$$

If $d\left(g x_{n+1}, g x_{n+2}, g x_{n}\right) \neq 0$ for some $n \in \mathbf{N}_{0}$, then we have (due to $\left(^{*}\right)$ )

$$
d\left(g x_{n+1}, g x_{n+2}, g x_{n}\right) \leq \beta_{s}\left(d\left(g x_{n+1}, g x_{n+2}, g x_{n}\right)\right) d\left(g x_{n+1}, g x_{n+2}, g x_{n}\right),
$$

yielding that

$$
d\left(g x_{n+1}, g x_{n+2}, g x_{n}\right)-\beta_{s}\left(d\left(g x_{n+1}, g x_{n+2}, g x_{n}\right)\right) d\left(g x_{n+1}, g x_{n+2}, g x_{n}\right) \leq 0
$$

or

$$
d\left(g x_{n+1}, g x_{n+2}, g x_{n}\right)\left[1-\beta_{s}\left(d\left(g x_{n+1}, g x_{n+2}, g x_{n}\right)\right)\right] \leq 0 \rightarrow(* *)
$$

Divide both sides in $\left(^{* *}\right)$ by $d\left(g x_{n+1}, g x_{n+2}, g x_{n}\right) \neq 0$, we obtain

$$
1-\beta_{s}\left(d\left(g x_{n+1}, g x_{n+2}, g x_{n}\right)\right) \leq 0
$$

or

$$
\beta_{s}\left(d\left(g x_{n+1}, g x_{n+2}, g x_{n}\right)\right) \geq 1,
$$

a contradiction [as $\beta_{s}:[0, \infty) \rightarrow\left[0, \frac{1}{s}\right)$ and $s \geq 1$ so $\beta_{s}(c)<\frac{1}{s} \leq 1$, that is $\beta_{s}(c)<1$ for all $c \in[0, \infty)]$. Therefore, we must have

$$
\begin{equation*}
d\left(g x_{n+1}, g x_{n+2}, g x_{n}\right)=0, \quad \text { for all } n \in \mathbf{N}_{0} \tag{3}
\end{equation*}
$$

Thus, by the rectangle inequality and (3) we get

$$
\begin{equation*}
d\left(g x_{n}, g x_{n+2}, a\right) \leq s\left[d\left(g x_{n}, g x_{n+1}, a\right)+d\left(g x_{n+1}, g x_{n+2}, a\right)\right] \tag{4}
\end{equation*}
$$

for all $n \in \mathbf{N}_{0}, a \in X$. Using (4), Lemma 3 and (1) we have

$$
\begin{align*}
d\left(g x_{n+1}, g x_{n+2}, a\right) & =d\left(f x_{n}, f x_{n+1}, a\right) \\
& \leq \beta_{s}\left(M\left(x_{n}, x_{n+1}, a\right)\right) M\left(x_{n}, x_{n+1}, a\right)+\operatorname{LN}\left(x_{n}, x_{n+1}, a\right) . \tag{5}
\end{align*}
$$

Observe that

$$
M\left(x_{n}, x_{n+1}, a\right)=\max \left\{d\left(g x_{n}, g x_{n+1}, a\right), d\left(g x_{n+1}, g x_{n+2}, a\right)\right\}
$$

and

$$
\begin{aligned}
N\left(x_{n}, x_{n+1}, a\right) & =\min \left\{d\left(g x_{n}, f x_{n}, a\right), d\left(g x_{n+1}, f x_{n+1}, a\right), d\left(g x_{n}, f x_{n+1}, a\right), d\left(g x_{n+1}, f x_{n}, a\right)\right\} \\
& =\min \left\{d\left(g x_{n}, g x_{n+1}, a\right), d\left(g x_{n+1}, g x_{n+2}, a\right), d\left(g x_{n}, g x_{n+2}, a\right), d\left(g x_{n+1}, g x_{n+1}, a\right)\right\} \\
& =0
\end{aligned}
$$

Now, if $M\left(x_{n}, x_{n+1}, a\right)=d\left(g x_{n+1}, g x_{n+2}, a\right)$, then from (5) we have

$$
d\left(g x_{n+1}, g x_{n+2}, a\right) \leq \beta_{s}\left(d\left(g x_{n+1}, g x_{n+2}, a\right)\right) d\left(g x_{n+1}, g x_{n+2}, a\right)<d\left(g x_{n+1}, g x_{n+2}, a\right)
$$

a contradiction. Hence, $M\left(x_{n}, x_{n+1}, a\right)=d\left(g x_{n}, g x_{n+1}, a\right)$, and

$$
\begin{equation*}
d\left(g x_{n+1}, g x_{n+2}, a\right) \leq \beta_{s}\left(d\left(g x_{n}, g x_{n+1}, a\right)\right) d\left(g x_{n}, g x_{n+1}, a\right)<d\left(g x_{n}, g x_{n+1}, a\right) \tag{6}
\end{equation*}
$$

for all $n \in \mathbf{N}_{0}$ and $a \in X$, which implies that the sequence $\left\{d\left(g x_{n}, g x_{n+1}, a\right)\right\}$ is strictly decreasing of positive numbers. Hence, there exists $\delta \geq 0$ such that $\lim _{n \rightarrow \infty} d\left(g x_{n}, g x_{n+1}, a\right)=\delta$. Suppose that $\delta>0$. So, taking the limit as $n \rightarrow \infty$, from (6) we obtain

$$
\frac{1}{s} \delta \leq \delta \leq \lim _{n \rightarrow \infty} \beta_{s}\left(d\left(g x_{n}, g x_{n+1}, a\right)\right) \delta \leq \frac{1}{s} \delta .
$$

Hence,

$$
\lim _{n \rightarrow \infty} \beta_{s}\left(d\left(g x_{n}, g x_{n+1}, a\right)\right)=\frac{1}{s}
$$

From the property of $\beta_{s}$, we conclude that $\lim _{n \rightarrow \infty} d\left(g x_{n}, g x_{n+1}, a\right)=0$ a contradiction, hence, $\delta=0$ and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} d\left(g x_{n}, g x_{n+1}, a\right)=0 \tag{7}
\end{equation*}
$$

Step 2: We claim that $d\left(g x_{i}, g x_{j}, g x_{k}\right)=0$ for all $i, j, k \in \mathbf{N}_{0}$. Since $\left\{d\left(g x_{n}, g x_{n+1}, a\right)\right\}$ is strictly decreasing and $d\left(g x_{0}, g x_{1}, g x_{0}\right)=0$, we conclude that $d\left(g x_{n}, g x_{n+1}, g x_{0}\right)=0$, for all $n \in \mathbf{N}_{0}$.

Since $d\left(g x_{m-1}, g x_{m}, g x_{m}\right)=0$ for all $m \in \mathbf{N}_{0}$ and $\left\{d\left(g x_{n}, g x_{n+1}, a\right)\right\}$ is strictly decreasing we obtain that

$$
\begin{equation*}
d\left(g x_{n}, g x_{n+1}, g x_{m}\right)=0, \quad \text { for all } n \geq m-1 \tag{8}
\end{equation*}
$$

For $0 \leq n<m-1$, we have $m-1 \geq n+1$, so from (8) we have

$$
\begin{equation*}
d\left(g x_{m-1}, g x_{m}, g x_{n+1}\right)=d\left(g x_{m-1}, g x_{m}, g x_{n}\right)=0 . \tag{9}
\end{equation*}
$$

Thus, by the rectangle inequality, $d\left(g x_{n}, g x_{n+1}, g x_{n+1}\right)=0$, and using (9) we obtain

$$
\begin{aligned}
d\left(g x_{n}, g x_{n+1}, g x_{m}\right) & \leq s\left[d\left(g x_{n}, g x_{n+1}, g x_{m-1}\right)+d\left(g x_{n+1}, g x_{m}, g x_{m-1}\right)+d\left(g x_{m}, g x_{n}, g x_{m-1}\right)\right] \\
& =s d\left(g x_{n}, g x_{n+1}, g x_{m-1}\right) \\
& \leq s d\left(g x_{n}, g x_{n+1}, g x_{n+1}\right)=0 .
\end{aligned}
$$

Therefore, we get

$$
\begin{equation*}
d\left(g x_{n}, g x_{n+1}, g x_{m}\right)=0, \quad \text { for all } 0 \leq n<m-1 . \tag{10}
\end{equation*}
$$

Hence, from (8) and (10) we have

$$
d\left(g x_{n}, g x_{n+1}, g x_{m}\right)=0, \quad \text { for all } n, m \in \mathbf{N}_{0}
$$

Now, for all $i, j, k \in \mathbf{N}_{0}, i<j$ and $d\left(g x_{i}, g x_{j}, g x_{j-1}\right)=d\left(g x_{k}, g x_{j}, g x_{j-1}\right)=0$, applying the rectangle inequality we get

$$
\begin{aligned}
d\left(g x_{i}, g x_{j}, g x_{k}\right) & \leq s\left[d\left(g x_{i}, g x_{j}, g x_{j-1}\right)+d\left(g x_{j}, g x_{k}, g x_{j-1}\right)+d\left(g x_{k}, g x_{i}, g x_{j-1}\right)\right] \\
& =s d\left(g x_{k}, g x_{i}, g x_{j-1}\right) \\
& \leq s^{2} d\left(g x_{k}, g x_{i}, g x_{j-2}\right) \leq \ldots \leq s^{j-i} d\left(g x_{k}, g x_{i}, g x_{i}\right)=0 .
\end{aligned}
$$

Therefore, for all $i, j, k \in \mathbf{N}_{0}$, we have

$$
\begin{equation*}
d\left(g x_{i}, g x_{j}, g x_{k}\right)=0 \tag{11}
\end{equation*}
$$

Step 3: We show that $\left\{g x_{n}\right\}$ is a $b_{2}$-Cauchy sequence. Suppose to the contrary that $\left\{g x_{n}\right\}$ is not a $b_{2}$-Cauchy sequence. Then there is $\varepsilon>0$ such that for an integer $k$ there exist integers $n(k), m(k)$ with $n(k)>m(k)>k$ such that

$$
\begin{equation*}
d\left(g x_{m(k)}, g x_{n(k)}, a\right) \geq \varepsilon, \tag{12}
\end{equation*}
$$

for every integer $k$, let $n(k)$ be the least positive integer with $n(k)>m(k)$, satisfying (12) and such that

$$
\begin{equation*}
d\left(g x_{m(k)}, g x_{n(k)-1}, a\right)<\varepsilon . \tag{13}
\end{equation*}
$$

Using the rectangle inequality, (11) and (12) we have

$$
\begin{gathered}
\varepsilon \leq d\left(g x_{m(k)}, g x_{n(k)}, a\right) \leq s\left[d\left(g x_{m(k)}, g x_{n(k)-1}, a\right)+d\left(g x_{n(k)}, g x_{n(k)-1}, a\right)\right] . \\
195
\end{gathered}
$$

Again, using the rectangle inequality and (11) in the above inequality, it follows that

$$
\left.\varepsilon \leq s^{2}\left[d\left(g x_{m(k)}, g x_{m(k)-1}, a\right)+d\left(g x_{m(k)-1}, g x_{n(k)-1}, a\right)\right]+s d\left(g x_{n(k)}, g x_{n(k)-1}, a\right)\right] .
$$

In addition,

$$
d\left(g x_{m(k)-1}, g x_{n(k)-1}, a\right) \leq s\left[d\left(g x_{m(k)-1}, g x_{m(k)}, a\right)+d\left(g x_{n(k)-1}, g x_{m(k)}, a\right)\right] .
$$

Taking the upper limit as $k \rightarrow \infty$, in the above three inequalities and from (7) and (13) it follows that

$$
\begin{gather*}
\varepsilon \leq \limsup _{k \rightarrow \infty} d\left(g x_{m(k)}, g x_{n(k)}, a\right)<s \varepsilon,  \tag{14}\\
\frac{\varepsilon}{s^{2}} \leq \limsup _{k \rightarrow \infty} d\left(g x_{m(k)-1}, g x_{n(k)-1}, a\right)<s \varepsilon,  \tag{15}\\
\frac{\varepsilon}{s^{3}} \leq \limsup _{k \rightarrow \infty} d\left(g x_{m(k)}, g x_{n(k)-1}, a\right)<\varepsilon . \tag{16}
\end{gather*}
$$

Again, using the rectangle inequality, (11) and (12) we get

$$
\begin{aligned}
& d\left(g x_{m(k)-1}, g x_{n(k)}, a\right) \leq s\left[d\left(g x_{m(k)-1}, g x_{n(k)-1}, a\right)+d\left(g x_{n(k)}, g x_{n(k)-1}, a\right)\right] \\
& \quad \varepsilon \leq d\left(g x_{m(k)}, g x_{n(k)}, a\right) \leq s\left[d\left(g x_{m(k)}, g x_{m(k)-1}, a\right)+d\left(g x_{n(k)}, g x_{m(k)-1}, a\right)\right]
\end{aligned}
$$

Taking the upper limit as $k \rightarrow \infty$, in the above two inequalities and from (7) and (15), we get

$$
\begin{equation*}
\frac{\varepsilon}{s} \leq \limsup _{k \rightarrow \infty} d\left(g x_{m(k)-1}, g x_{n(k)}, a\right)<s^{2} \varepsilon . \tag{17}
\end{equation*}
$$

Now, from Lemma 3 we have $f x_{m(k)-1} \mathcal{R}^{\dagger} f x_{n(k)-1}$ for all $m(k), n(k) \in \mathbf{N}_{0}$ with $m(k)<n(k)$. Hence, from (1) we conclude that

$$
\begin{align*}
d\left(g x_{m(k)}, g x_{n(k)}, a\right) & =d\left(f x_{m(k)-1}, f x_{n(k)-1}, a\right) \\
& \leq \beta_{s}\left(M\left(x_{m(k)-1}, x_{n(k)-1}, a\right)\right) M\left(x_{m(k)-1}, x_{n(k)-1}, a\right)+L N\left(x_{m(k)-1}, x_{n(k)-1}, a\right) \tag{18}
\end{align*}
$$

where

$$
\begin{align*}
& M\left(x_{m(k)-1}, x_{n(k)-1}, a\right)=\max \left\{d\left(g x_{m(k)-1}, g x_{n(k)-1}, a\right), d\left(g x_{m(k)-1}, f x_{m(k)-1}, a\right),\right. \\
& \left.d\left(g x_{n(k)-1}, f x_{n(k)-1}, a\right), \frac{d\left(g x_{m(k)-1}, f x_{n(k)-1}, a\right)+d\left(g x_{n(k)-1}, f x_{m(k)-1}, a\right)}{2 s}\right\}, \\
= & \max \left\{d\left(g x_{m(k)-1}, g x_{n(k)-1}, a\right), d\left(g x_{m(k)-1}, g x_{m(k)}, a\right), d\left(g x_{n(k)-1}, g x_{n(k)}, a\right),\right. \\
& \left.\frac{d\left(g x_{m(k)-1}, g x_{n(k)}, a\right)+d\left(g x_{n(k)-1}, g x_{m(k)}, a\right)}{2 s}\right\}, \tag{19}
\end{align*}
$$

and

$$
\begin{align*}
N\left(x_{m(k)-1}, x_{n(k)-1}, a\right)= & \min \left\{d\left(g x_{m(k)-1}, g x_{m(k)}, a\right), d\left(g x_{n(k)-1}, g x_{n(k)}, a\right), d\left(g x_{m(k)-1}, g x_{n(k)}, a\right),\right. \\
& \left.d\left(g x_{n(k)-1}, g x_{m(k)}, a\right)\right\} . \tag{20}
\end{align*}
$$

Taking the upper limit as $k \rightarrow \infty$, in (19), (20) and using (7), (15)-(17) it follows that

$$
\begin{equation*}
\frac{\varepsilon}{s^{2}} \leq \limsup _{k \rightarrow \infty} M\left(x_{m(k)-1}, x_{n(k)-1}, a\right)<s \varepsilon \tag{21}
\end{equation*}
$$

and

$$
\begin{equation*}
\limsup _{k \rightarrow \infty} N\left(x_{m(k)-1}, x_{n(k)-1}, a\right)=0 \tag{22}
\end{equation*}
$$

Now, taking the upper limit as $k \rightarrow \infty$ in (18) and using (14), (21) and (22), we conclude that

$$
\frac{1}{s}=\frac{\varepsilon}{s \varepsilon} \leq \frac{\limsup _{k \rightarrow \infty} d\left(g x_{m(k)}, g x_{n(k)}, a\right)}{\limsup _{k \rightarrow \infty} M\left(x_{m(k)-1}, x_{n(k)-1}, a\right)} \leq \limsup _{k \rightarrow \infty} \beta_{s}\left(M\left(x_{m(k)-1}, x_{n(k)-1}, a\right)\right) \leq \frac{1}{s}
$$

Thus, $\limsup _{k \rightarrow \infty} \beta_{s}\left(M\left(x_{m(k)-1}, x_{n(k)-1}, a\right)\right)=\frac{1}{s}$. Hence, $\limsup _{k \rightarrow \infty} M\left(x_{m(k)-1}, x_{n(k)-1}, a\right)=0$, which is a contradiction. Therefore, $\left\{g x_{n}\right\}$ is a $b_{2}$-Cauchy sequence. As $g(X)$ is $b_{2}$-complete subspace of $X$, then there exist $z \in X$ such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} g x_{n}=\lim _{n \rightarrow \infty} f x_{n}=g z \tag{23}
\end{equation*}
$$

Now, we show that $z$ is a point of coincidence of $f$ and $g$. From condition (iii), we have $\left.\mathcal{R}\right|_{g(X)}$ is $d$-self closed and (1) holds for all $x, y, a \in X$ with $g x \mathcal{R} g y$ and $f x \mathcal{R}^{\dagger} f y$. As $\left\{g x_{n}\right\} \subseteq g(X),\left\{g x_{n}\right\}$ is $\left.\mathcal{R}\right|_{g(X)}$-preserving and $g x_{n} \rightarrow g z$ so there exists a subsequence $\left\{g x_{n(k)}\right\} \subseteq\left\{g x_{n}\right\}$ such that $\left.g x_{n(k)} \mathcal{R}\right|_{g(X)} g z$ for all $k \in \mathbf{N}_{0}$ and since $\mathcal{R}$ is $(f, g)$-closed then $\left.f x_{n(k)} \mathcal{R}\right|_{g(X)} f z$ for all $k \in \mathbf{N}_{0}$.

If $f x_{n(k)}=f z$ for all $k>k_{0}$, and $k_{0}, k \in \mathbf{N}_{0}$, then $\lim _{k \rightarrow \infty} f x_{n(k)}=f z$, and since $\lim _{n \rightarrow \infty} f x_{n}=g z$, we have $f z=g z$, that is $z$ is a coincidence point of $f$ and $g$.

On other hand, if $f x_{n(k)} \neq f z$ for all $k>k_{0}$, and $k_{0}, k \in \mathbf{N}_{0}$, then $\left.f x_{n(k)} \mathcal{R}\right|_{g(X)} f z$ and $f x_{n(k)} \neq f z$ for all $k>k_{0}$, and $k_{0}, k \in \mathbf{N}_{0}$. Thus, $\left.g x_{n(k)} \mathcal{R}\right|_{g(X)} g z$ and $\left.f x_{n(k)} \mathcal{R}^{H}\right|_{g(X)} f z$, and from (1), we have
$d\left(g x_{n(k)+1}, f z, a\right)=d\left(f x_{n(k)}, f z, a\right) \leq \beta_{s}\left(M\left(x_{n(k)}, z, a\right)\right) M\left(x_{n(k)}, z, a\right)+L N\left(x_{n(k)}, z, a\right)$,
where

$$
\begin{align*}
M\left(x_{n(k)}, z, a\right)= & \max \left\{d\left(g x_{n(k)}, g z, a\right), d\left(g x_{n(k)}, g x_{n(k)+1}, a\right), d(g z, f z, a),\right. \\
& \left.\frac{d\left(g x_{n(k)}, f z, a\right)+d\left(g z, g x_{n(k)+1}, a\right)}{2 s}\right\} \tag{25}
\end{align*}
$$

and

$$
\begin{equation*}
N\left(x_{n(k)}, z, a\right)=\min \left\{d\left(g x_{n(k)}, g x_{n(k)+1}, a\right), d(g z, f z, a), d\left(g x_{n(k)}, f z, a\right), d\left(g z, g x_{n(k)+1}, a\right)\right\} . \tag{26}
\end{equation*}
$$

Letting $k \rightarrow \infty$ in (25), (26), we get

$$
\limsup _{k \rightarrow \infty} M\left(x_{n(k)}, z, a\right)=\max \left\{d(g z, f z, a), \frac{\limsup _{k \rightarrow \infty} d\left(g x_{n(k)}, f z, a\right)}{2 s}\right\}
$$

and

$$
\begin{equation*}
\limsup _{k \rightarrow \infty} N\left(x_{n(k)}, z, a\right)=0 \tag{27}
\end{equation*}
$$

From Lemma 1, we have

$$
\begin{equation*}
\frac{d(g z, f z, a)}{s} \leq \limsup _{k \rightarrow \infty} d\left(g x_{n(k)}, f z, a\right) \leq s d(g z, f z, a) \tag{28}
\end{equation*}
$$

Thus,
$\max \left\{d(g z, f z, a), \frac{d(g z, f z, a)}{2 s^{2}}\right\} \leq \underset{k \rightarrow \infty}{\limsup } M\left(x_{n(k)}, z, a\right) \leq \max \left\{d(g z, f z, a), \frac{d(g z, f z, a)}{2}\right\}$,
yields,

$$
\begin{equation*}
\limsup _{k \rightarrow \infty} M\left(x_{n(k)}, z, a\right)=d(g z, f z, a), \tag{29}
\end{equation*}
$$

Again, taking the upper limit as $k \rightarrow \infty$, in (24) and using Lemma 1, (27) and (29), we get

$$
\begin{aligned}
\frac{d(g z, f z, a)}{s} & \leq \limsup _{k \rightarrow \infty} d\left(g x_{n(k)+1}, f z, a\right) \\
& \leq \limsup _{k \rightarrow \infty} \beta_{s}\left(M\left(x_{n(k)}, z, a\right)\right) \limsup _{k \rightarrow \infty} M\left(x_{n(k)}, z, a\right) \\
& \leq \limsup _{k \rightarrow \infty} \beta_{s}\left(M\left(x_{n(k)}, z, a\right)\right) d(g z, f z, a) \\
& \leq \frac{1}{s} d(g z, f z, a)
\end{aligned}
$$

Hence, $\limsup _{k \rightarrow \infty} \beta_{s}\left(M\left(x_{n(k)}, z, a\right)\right)=\frac{1}{s}$, so from the property of $\beta_{s}$ we conclude that $\lim \sup M\left(x_{n(k)}, z, a\right)=0$ implies $d(g z, f z, a)=0$ for all $a \in X$. That is, $g z=f z$. This shows that $f$ and $g$ have a coincidence point.

The next theorem shows that under some additional hypotheses we can deduce the existence and uniqueness of a common fixed point.

Theorem 2. In addition to the hypotheses of Theorem 1, suppose that $f$ and $g$ are weakly compatible and for all coincidence points $u, v$ of $f$ and $g$, there exists $w \in X$ such that $g u \mathcal{R} g w$ and $g v \mathcal{R} g w$. Then $f$ and $g$ have a unique common fixed point.

Proof. The set of coincidence points of $f$ and $g$ is not empty due to Theorem 1. Suppose that $u$ and $v$ are two coincidence points of $f$ and $g$, that is, $f u=g u$ and $f v=g v$. We will show that $g u=g v$. By our assumption, there exists $w \in X$ such that

$$
\begin{equation*}
g u \mathcal{R} g w \text { and } g v \mathcal{R} g w \tag{30}
\end{equation*}
$$

Now, proceeding similarly to the proof of Theorem 1 , we can define a sequence $\left\{w_{n}\right\}$ in $X$ as $f w_{n}=g w_{n+1}$ for all $n \in \mathbf{N}_{0}$ and $w_{0}=w$, with $\lim _{n \rightarrow \infty} d\left(g w_{n}, g w_{n+1}, a\right)=0$. Since $g u \mathcal{R} g w_{0}\left(g v \mathcal{R} g w_{0}\right)$ and $\mathcal{R}$ is $(f, g)$-closed, we conclude that $f u \mathcal{R} f w_{0}\left(f v \mathcal{R} f w_{0}\right)$. Hence, $g u \mathcal{R} g w_{1}\left(g v \mathcal{R} g w_{1}\right)$. By induction, we have

$$
\begin{equation*}
g u \mathcal{R} g w_{n} \text { and } g v \mathcal{R} g w_{n}, \quad \forall n \in \mathbf{N}_{0} . \tag{31}
\end{equation*}
$$

From (1) and using (31), we obtain

$$
\begin{equation*}
d\left(g u, g w_{n+1}, a\right)=d\left(f u, f w_{n}, a\right) \leq \beta_{s}\left(M\left(u, w_{n}, a\right)\right) M\left(u, w_{n}, a\right)+L N\left(u, w_{n}, a\right) \tag{32}
\end{equation*}
$$

where

$$
\begin{aligned}
M\left(u, w_{n}, a\right) & =\max \left\{d\left(g u, g w_{n}, a\right), d(g u, f u, a), d\left(g w_{n}, f w_{n}, a\right), \frac{d\left(g u, f w_{n}, a\right)+d\left(g w_{n}, f u, a\right)}{2 s}\right\} \\
& =\max \left\{d\left(g u, g w_{n}, a\right), d\left(g w_{n}, g w_{n+1}, a\right), \frac{d\left(g u, g w_{n+1}, a\right)+d\left(g w_{n}, g u, a\right)}{2 s}\right\}
\end{aligned}
$$

and

$$
\begin{aligned}
N\left(u, w_{n}, a\right) & =\min \left\{d(g u, f u, a), d\left(g w_{n}, f w_{n}, a\right), d\left(g u, f w_{n}, a\right), d\left(g w_{n}, f u, a\right)\right\} \\
& =\min \left\{d(g u, g u, a), d\left(g w_{n}, g w_{n+1}, a\right), d\left(g u, g w_{n+1}, a\right), d\left(g w_{n}, g u, a\right)\right\}=0 .
\end{aligned}
$$

Hence,

$$
\begin{aligned}
d\left(g u, g w_{n+1}, a\right) & \leq \beta_{s}\left(M\left(u, w_{n}, a\right)\right) M\left(u, w_{n}, a\right) \\
& <\frac{1}{s} M\left(u, w_{n}, a\right) \leq M\left(u, w_{n}, a\right) .
\end{aligned}
$$

Since,

$$
\begin{aligned}
d\left(g u, g w_{n+1}, a\right) & <M\left(u, w_{n}, a\right) \\
& =\max \left\{d\left(g u, g w_{n}, a\right), d\left(g w_{n}, g w_{n+1}, a\right), \frac{d\left(g u, g w_{n+1}, a\right)+d\left(g w_{n}, g u, a\right)}{2 s}\right\} \\
& =\max \left\{d\left(g u, g w_{n}, a\right), d\left(g w_{n}, g w_{n+1}, a\right)\right\}
\end{aligned}
$$

Thus,

$$
M\left(u, w_{n}, a\right)=\max \left\{d\left(g u, g w_{n}, a\right), d\left(g w_{n}, g w_{n+1}, a\right)\right\} .
$$

(Case1): if $M\left(u, w_{n}, a\right)=d\left(g u, g w_{n}, a\right)$, then

$$
\begin{equation*}
d\left(g u, g w_{n+1}, a\right) \leq \beta_{s}\left(d\left(g u, g w_{n}, a\right)\right) d\left(g u, g w_{n}, a\right)<\frac{1}{s} d\left(g u, g w_{n}, a\right) \leq d\left(g u, g w_{n}, a\right) \tag{33}
\end{equation*}
$$

it follows that $d\left(g u, g w_{n+1}, a\right)<d\left(g u, g w_{n}, a\right)$. Thus, $\left\{d\left(g u, g w_{n}, a\right)\right\}$ is strictly decreasing. Hence, there exists $\gamma \geq 0$ such that $\lim _{n \rightarrow \infty} d\left(g u, g w_{n}, a\right)=\gamma$. Letting $n \rightarrow \infty$ in (33), we obtain

$$
\begin{aligned}
\frac{\gamma}{s} \leq \gamma=\lim _{n \rightarrow \infty} d\left(g u, g w_{n+1}, a\right) & \leq \lim _{n \rightarrow \infty} \beta_{s}\left(d\left(g u, g w_{n}, a\right)\right) \lim _{n \rightarrow \infty} d\left(g u, g w_{n}, a\right) \\
& \leq \lim _{n \rightarrow \infty} \beta_{s}\left(d\left(g u, g w_{n}, a\right)\right) \gamma \\
& \leq \frac{\gamma}{s},
\end{aligned}
$$

this implies

$$
\frac{1}{s} \leq \lim _{n \rightarrow \infty} \beta_{s}\left(d\left(g u, g w_{n}, a\right)\right)<\frac{1}{s}
$$

Thus,

$$
\lim _{n \rightarrow \infty} \beta_{s}\left(d\left(g u, g w_{n}, a\right)\right)=\frac{1}{s} .
$$

From the property of $\beta_{s}$, we conclude that $\lim _{n \rightarrow \infty} d\left(g u, g w_{n}, a\right)=0$.
(Case2): If $M\left(u, w_{n}, a\right)=d\left(g w_{n}, g w_{n+1}, a\right)$, then

$$
d\left(g u, g w_{n+1}, a\right) \leq \beta_{s}\left(d\left(g w_{n}, g w_{n+1}, a\right)\right) d\left(g w_{n}, g w_{n+1}, a\right) .
$$

Therefore,

$$
\lim _{n \rightarrow \infty} d\left(g u, g w_{n+1}, a\right) \leq \lim _{n \rightarrow \infty} \beta_{s}\left(d\left(g w_{n}, g w_{n+1}, a\right)\right) \lim _{n \rightarrow \infty} d\left(g w_{n}, g w_{n+1}, a\right)=0
$$

This yields $\lim _{n \rightarrow \infty} d\left(g u, g w_{n+1}, a\right)=0$. Therefore, from all cases we conclude that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} d\left(g u, g w_{n}, a\right)=0 \tag{34}
\end{equation*}
$$

Similarly, we can show that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} d\left(g v, g w_{n}, a\right)=0 \tag{35}
\end{equation*}
$$

Hence, from (34) and (35), we obtain $g u=g v$. That is, $f$ and $g$ have a unique point of coincidence. From Lemma $2 f$ and $g$ have a unique common fixed point.

Now, we give an example to justify the hypotheses of Theorem 1.
Example 2. Let $X=\{p, q, r, t\}$ be a set with $b_{2}$-metric $d: X^{3} \rightarrow \mathcal{R}$ defined by

$$
d(p, q, r)=0, \quad d(p, q, t)=4, \quad d(p, r, t)=1, \quad d(q, r, t)=6,
$$

with symmetry in all variables and if at least two of the arguments are equal then $d(x, y, a)=0$. Then $(X, d)$ is a complete $b_{2}$-metric space with $s=\frac{6}{5}$. Define a binary relation $\mathcal{R}$ on $X$ by

$$
\mathcal{R}=\{(p, p),(q, q),(r, r),(p, q),(q, r),(p, r),(r, p),(r, q)\} .
$$

Define $f, g: X \rightarrow X$ and $\beta:(0, \infty) \rightarrow[0,1)$ as follows:

$$
f=\left(\begin{array}{llll}
p & q & r & t \\
p & p & r & t
\end{array}\right), \quad g=\left(\begin{array}{cccc}
p & q & r & t \\
p & r & q & t
\end{array}\right), \quad \beta_{s}(t)=\frac{1+t}{s(1+2 t)}
$$

We show that all the hypotheses of Theorem 1 are satisfied. Clearly, $(X, d)$ is a complete $b_{2}$-metric space and $f(X) \subseteq g(X), g(X)$ is a $b_{2}$-complete subspace of $X . \mathcal{R}=\left.\mathcal{R}\right|_{g(X)}$ is transitive. There is $r \in X$ such that $q=g r \mathcal{R} f r=r$. Since $\left.\mathcal{R}\right|_{g(X)}$ is finite, then it is $d$-self closed. We show that $\mathcal{R}$ is $(f, g)$-closed, we study the nontrivial cases:

- $\quad g p \mathcal{R} g r=p \mathcal{R} q \Rightarrow f p \mathcal{R} f r=p \mathcal{R} r \in \mathcal{R}, g r \mathcal{R} g q=q \mathcal{R} r \Rightarrow f r \mathcal{R} f q=r \mathcal{R} p$,
- $\quad g p \mathcal{R} g q=p \mathcal{R} r \Rightarrow f p \mathcal{R} f q=p \mathcal{R} p, g q \mathcal{R} g p=r \mathcal{R} p \Rightarrow f q \mathcal{R} f p=p \mathcal{R} p$,
- $\quad g q \mathcal{R} g r=r \mathcal{R} q \Rightarrow f q \mathcal{R} f r=p \mathcal{R} r$.

Now, we check the contractive condition 2. The nontrivial cases are when $a=t,(g p \mathcal{R} g r$ and $f p \mathcal{R} f r),(g r \mathcal{R} g q$ and $f r \mathcal{R} f q)$ and $(g q \mathcal{R} g r$ and $f q \mathcal{R} f r)$.

In all three cases, we get $M(p, r, t)=M(r, q, t)=M(q, r, t)=6, N(p, r, a)=N(r, q, t)=$ $N(q, r, t)=0$, and then

$$
\begin{aligned}
& 1=d(f p, f r, t)=d(p, r, t) \leq \frac{35}{13}=\beta_{s}(6) 6=\beta_{s}(M(p, r, a)) M(p, r, a)+L N(p, r, a), \\
& 1=d(f r, f q, t)=d(r, p, t) \leq \frac{35}{13}=\beta_{s}(6) 6=\beta_{s}(M(r, q, a)) M(r, q, a)+\operatorname{LN}(r, q, a), \\
& 1=d(f q, f r, t)=d(p, r, t) \leq \frac{35}{13}=\beta_{s}(6) 6=\beta_{s}(M(q, r, a)) M(q, r, a)+\operatorname{LN}(q, r, a),
\end{aligned}
$$

Therefore, all the hypotheses of Theorem 1 are satisfied. Then $f$ and $g$ have two coincidence fixed points $p$ and $t$. Noting that $p, t$ are not $\mathcal{R}$-comparable so the uniqueness of coincidence point is not fulfilled.

By taking $g=I$ in Theorems 1 and 2 we deduce the following result.
Corollary 1. Let $(X, d)$ be a complete $b_{2}$-metric space endowed with a transitive binary relation $\mathcal{R}: X \rightarrow X$ and $f: X \rightarrow X$. Assume that $f$ is almost $\mathcal{R}$-Geraghty type contraction mapping and the following conditions hold:
(i) there exists $x_{0}$ in $X$ such that $x_{0} \mathcal{R} f x_{0}$;
(ii) $\mathcal{R}$ is $f$-closed;
(iii) $\mathcal{R}$ is $d$-self closed provided (2) holds for all $x, y, a \in X$ with $f x \mathcal{R}^{\dagger} f y$.

Then $f$ has a fixed point. Moreover, if for $u, v \in \operatorname{Fix}(f)$, there exists $w \in X$ such that $u \mathcal{R} w$ and $v \mathcal{R} w$, then $f$ has a unique fixed point.

## 4. Results for Almost $g-\alpha-\eta$ Geraghty Type Contraction Mappings in $b_{2}$-Metric Spaces

Fathollahi et al. [4] introduced the concepts of triangular 2- $\alpha-\eta$-admissible mappings as follows.

Definition 17 ([4]). Let $(X, d)$ be a 2-metric space, $f: X \rightarrow X$ and $\alpha, \eta: X^{3} \rightarrow[0, \infty)$. We say that $f$ is a triangular 2- $\alpha-\eta$-admissible mapping if for all $a \in X$,
(i) $\alpha(x, y, a) \geq \eta(x, y, a)$ implies $\alpha(f x, f y, a) \geq \eta(f x, f y, a), x, y \in X$,
(ii) $\left\{\begin{array}{l}\alpha(x, y, a) \geq \eta(x, y, a), \\ \alpha(y, z, a) \geq \eta(y, z, a),\end{array} \quad\right.$ implies $\alpha(x, z, a) \geq \eta(x, z, a)$.

If we take $\eta(x, y, a)=1$, then we say that $f$ is a triangular 2 - $\alpha$-admissible mapping. In addition, if we take $\alpha(x, y, a)=1$, then we say that $f$ is a triangular $2-\eta$-subadmissible mapping.

Motivated by Fathollahi [4], we define the following concepts.
Definition 18. Let $(X, d)$ be a $b_{2}$-metric space, $f, g: X \rightarrow X$ and $\alpha, \eta: X^{3} \rightarrow[0, \infty)$. We say that $f$ is a triangular $g-b_{2}-\alpha-\eta$-admissible mapping if for all $a \in X$,
(i) $\alpha(g x, g y, a) \geq \eta(g x, g y, a)$ implies $\alpha(f x, f y, a) \geq \eta(f x, f y, a), \quad x, y \in X$,
(ii) $\left\{\begin{array}{l}\alpha(g x, g y, a) \geq \eta(g x, g y, a), \\ \alpha(g y, g z, a) \geq \eta(g y, g z, a),\end{array} \quad\right.$ implies $\alpha(g x, g z, a) \geq \eta(g x, g z, a), \quad x, y, z \in X$.

When $\eta(g x, g y, a)=1$, we say that $f$ is a triangular $g$ - $b_{2}-\alpha$-admissible mapping. In addition, when $\alpha(g x, g y, a)=1$, we say that $f$ is a triangular $g-b_{2}-\eta$-subadmissible mapping.

Definition 19. Let $(X, d)$ be a $b_{2}$-metric space with $s \geq 1$ and $f, g: X \rightarrow X, \alpha, \eta: X^{3} \rightarrow[0, \infty)$. Suppose for all $x, y, a \in X$,

$$
M(x, y, a)=\max \left\{d(g x, g y, a), d(g x, f x, a), d(g y, f y, a), \frac{d(g x, f y, a)+d(g y, f x, a)}{2 s}\right\}
$$

and

$$
N(x, y, a)=\min \{d(g x, f x, a), d(g y, f y, a), d(g x, f y, a), d(g y, f x, a)\}
$$

We say that $f$ is almost $g-\alpha-\eta$ Geraghty type contraction mapping if there exist $L \geq 0$ and $\beta_{s} \in \Omega$ such that

$$
\begin{align*}
& \forall x, y \in X, \alpha(g x, g y, a) \geq \eta(g x, g y, a) \\
& \Rightarrow d(f x, f y, a) \leq \beta_{s}(M(x, y, a)) M(x, y, a)+L N(x, y, a) \tag{36}
\end{align*}
$$

for all $a \in X$.
Now, we state the following corollaries
Corollary 2. Let $(X, d)$ be a complete $b_{2}$-metric space and $f, g: X \rightarrow X$, such that $f(X) \subseteq g(X)$, $g(X)$ is a $b_{2}$-complete subspace of $X$. Assume that $f$ is almost $g-\alpha-\eta$ Geraghty type contraction mapping and the following conditions hold:
(i) there exists $x_{0}$ in $X$ such that $\alpha\left(g x_{0}, f x_{0}, a\right) \geq \eta\left(g x_{0}, f x_{0}, a\right)$ for all $a \in X$;
(ii) $f$ is a triangular $g-b_{2}-\alpha-\eta$-admissible mapping;
(iii) if $\left\{g x_{n}\right\}$ is a sequence in $X$ such that $\alpha\left(g x_{n}, g x_{n+1}, a\right) \geq \eta\left(g x_{n}, g x_{n+1}, a\right)$ for all $a \in X$, $n \in \mathbf{N}_{0}$ and $g x_{n} \rightarrow g z$ as $n \rightarrow \infty$, then there exists a subsequence $\left\{g x_{n(k)}\right\}$ of $\left\{g x_{n}\right\}$ such that $\alpha\left(g x_{n(k)}, g z, a\right) \geq \eta\left(g x_{n(k)}, g z, a\right)$ for all $k \in \mathbf{N}_{0}$ and all $a \in X$.
Then $f$ and $g$ have a coincidence point in $X$. Moreover, suppose that for all coincidence points $u, v$ of $f$ and $g$, there exists $w \in X$ such that $\alpha(g u, g w, a) \geq \eta(g u, g w, a)$ and $\alpha(g v, g w, a) \geq \eta(g v, g w, a)$ for all $a \in X$ and $f, g$ are weakly compatible. Then $f$ and $g$ have a unique common fixed point.

Proof. Define $\mathcal{R}$ on $X$ as

$$
x \mathcal{R} y \Longleftrightarrow \alpha(x, y, a) \geq \eta(x, y, a)
$$

We note the following:

- $\quad$ since there exists $x_{0} \in X$ such that $\alpha\left(g x_{0}, f x_{0}, a\right) \geq \eta\left(g x_{0}, f x_{0}, a\right)$ for all $a \in X$ then $g x_{0} \mathcal{R} f x_{0}$;
- if $g x \mathcal{R} g y$ then $\alpha(g x, g y, a) \geq \eta(g x, g y, a)$. As $f$ is a triangular $g-b_{2}-\alpha-\eta$-admissible mapping, $\alpha(f x, f y, a) \geq \eta(f x, f y, a)$ and so $f x \mathcal{R} f y$. Thus, $\mathcal{R}$ is $(f, g)$-closed;
- if $g x \mathcal{R} g y$ and $g y \mathcal{R} g z$, then $\alpha(g x, g y, a) \geq \eta(g x, g y, a)$ and $\alpha(g y, g z, a) \geq \eta(g y, g z, a)$. As $f$ is a triangular $g-b_{2}-\alpha-\eta$-admissible mapping, $\alpha(g x, g z, a) \geq \eta(g x, g z, a)$, that is, $g x \mathcal{R} g z$. Therefore, $\left.\mathcal{R}\right|_{g(X)}$ is transitive;
- if $g x \mathcal{R} g y, f x \mathcal{R}^{\dagger} f y$, then $\alpha(g x, g y, a) \geq \eta(g x, g y, a), \alpha(f x, f y, a) \geq \eta(f x, f y, a)$. Since $f$ is almost $g-\alpha-\eta$ Geraghty type contraction, so (1) holds;
- from (iii), we have $g x_{n} \mathcal{R} g x_{n+1}$ for all $n \in \mathbf{N}_{0}$ and $g x_{n} \rightarrow g z$ as $n \rightarrow \infty$, then there exists a subsequence $\left\{g x_{n(k)}\right\}$ of $\left\{g x_{n}\right\}$ such that $g x_{n(k)} \mathcal{R} g z$ for all $k \in \mathbf{N}_{0}$. Hence, all conditions of Theorem 1 are satisfied. Thus, $f$ and $g$ have a point of coincidence in $X$.
Finally, if for all coincidence points $u, v$ of $f$ and $g$, there exists $w \in X$ such that $\alpha(g u, g w, a) \geq$ $\eta(g u, g w, a)$ and $\alpha(g v, g w, a) \geq \eta(g v, g w, a)$, then $g u \mathcal{R} g w$ and $g v \mathcal{R} g w$. That is, all hypotheses of Theorem 1 are satisfied. Therefore, $f$ and $g$ have a unique common fixed point.

By taking $g=I$ in Definitions 18 and 19, we say that $f$ is a triangular $b_{2}-\alpha-\eta$-admissible mapping and $f$ is almost $\alpha-\eta$ Geraghty type contraction mapping.

Now, we have the following corollary.
Corollary 3. Let $(X, d)$ be a complete $b_{2}$-metric space and $f: X \rightarrow X$. Assume that $f$ is almost $\alpha-\eta$ Geraghty type contraction mapping and the following conditions hold:
(i) there exists $x_{0}$ in $X$ such that $\alpha\left(x_{0}, f x_{0}, a\right) \geq \eta\left(x_{0}, f x_{0}, a\right)$ for all $a \in X$;
(ii) $f$ is a triangular $b_{2}-\alpha-\eta$-admissible mapping;
(iii) if $\left\{x_{n}\right\}$ is a sequence in $X$ such that $\alpha\left(x_{n}, x_{n+1}, a\right) \geq \eta\left(x_{n}, x_{n+1}, a\right)$ for all $a \in X, n \in$ $\mathbf{N}_{0}$ and $x_{n} \rightarrow z$ as $n \rightarrow \infty$, then there exists a subsequence $\left\{x_{n(k)}\right\}$ of $\left\{x_{n}\right\}$ such that $\alpha\left(x_{n(k)}, z, a\right) \geq \eta\left(x_{n(k)}, z, a\right)$ for all $k \in \mathbf{N}_{0}$ and all $a \in X$.
Then $f$ has a fixed point in $X$. Moreover, if for $u, v \in \operatorname{Fix}(f)$ there exists $w \in X$ such that $\alpha(u, w, a) \geq \eta(u, w, a)$ and $\alpha(v, w, a) \geq \eta(v, w, a)$ for all $a \in X$, then $f$ has a unique fixed point.

## 5. Fixed Point Results in Partially Ordered $b_{2}$-Metric Spaces

Fixed point theorems for monotone operators in ordered metric spaces are widely investigated and have found various applications in differential and integral equations. This trend was started by Turinici [12] in 1986. Ran and Reurings in [24] extended the Banach contraction principle in partially ordered sets with some applications to matrix equations. The obtained result in [24] was extended and refined by many authors (see, e.g., [25-27] and references therein). The aim of this section is to deduce our results in the context of partially ordered $b_{2}$-metric spaces. At first, we need to recall some concepts. Let $X$ be a nonempty set. Then $(X, \preceq, d)$ is called a partially ordered $b_{2}$-metric space with $s \geq 1$ if $(X, d)$ is a $b_{2}$-metric space and $(X, \preceq)$ is a partially ordered set.

Definition 20. Let $(X, \preceq)$ be a partially ordered set and $x, y \in X$. Then $x$ and $y$ are called comparable if $x \preceq y$ or $y \preceq x$ holds.

Definition 21. Let $(X, \preceq)$ be a partially ordered set. A mapping $f$ on $X$ is said to be monotone non-decreasing if for all $x, y \in X, x \preceq y$ implies $f x \preceq f y$.

Definition 22. Let $(X, \preceq)$ be a partially ordered set and $f, g: X \rightarrow X$. One says $f$ is $g$-nondecreasing if for $x, y \in X$,

$$
g(x) \preceq g(y) \quad \text { implies } \quad f(x) \preceq f(y) .
$$

By putting $\mathcal{R}=\preceq$ in Theorems 1 and 2, we get the following results.
Corollary 4. Let $(X, d, \preceq)$ be a complete partially ordered $b_{2}$-metric space. Assume that $f, g$ : $X \rightarrow X$, are two mappings such that $f(X) \subseteq g(X), g(X)$ is a $b_{2}$-complete subspace of $X$ and $f$ is a $g$-non-decreasing mapping. Suppose that there exists a function $\beta_{s} \in \Omega$ and $L \geq 0$ such that

$$
\begin{equation*}
d(f x, f y, a) \leq \beta_{s}(M(x, y, a)) M(x, y, a)+L N(x, y, a) \tag{37}
\end{equation*}
$$

where

$$
M(x, y, a)=\max \left\{d(g x, g y, a), d(g x, f x, a), d(g y, f y, a), \frac{d(g x, f y, a)+d(g y, f x, a)}{2 s}\right\}
$$

and

$$
N(x, y, a)=\min \{d(g x, f x, a), d(g y, f y, a), d(g x, f y, a), d(g y, f x, a)\},
$$

for all $x, y, a \in X$ with $g x \preceq g y$. In addition, suppose that the following conditions hold:
(i) there exists $x_{0}$ in $X$ such that $g x_{0} \preceq f x_{0}$,
(ii) if $\left\{g x_{n}\right\}$ is a non-decreasing sequence in $X$ with $g x_{n} \rightarrow g z$ as $n \rightarrow \infty$, then $g x_{n} \preceq g z$ for all $n \in \mathbf{N}_{0}$.
Then $f$ and $g$ have a coincidence point in $X$. Moreover, suppose that for all coincidence points $u, v$ of $f$ and $g$, there exists $w \in X$ such that $g u \preceq g w$ or $g v \preceq g w$ and $f, g$ are weakly compatible. Then $f$ and $g$ have a unique common fixed point.

By taking $g=I$ in Corollary 4, we obtain the following corollary.
Corollary 5. Let $(X, d, \preceq)$ be a complete partially ordered $b_{2}$-metric space. Assume that $f: X \rightarrow$ $X$ is a mapping satisfying the following conditions
(i) $f$ is non-decreasing mapping;
(ii) there exist a function $\beta_{s} \in \Omega$ and $L \geq 0$ such that

$$
\begin{equation*}
d(f x, f y, a) \leq \beta_{s}(M(x, y, a)) M(x, y, a)+L N(x, y, a) \tag{38}
\end{equation*}
$$

where

$$
M(x, y, a)=\max \left\{d(x, y, a), d(x, f x, a), d(y, f y, a), \frac{d(x, f y, a)+d(y, f x, a)}{2 s}\right\}
$$

and

$$
N(x, y, a)=\min \{d(x, f x, a), d(y, f y, a), d(x, f y, a), d(y, f x, a)\}
$$

for all $x, y, a \in X$ with $x \preceq y$;
(iii) there exists $x_{0}$ in $X$ such that $x_{0} \preceq f x_{0}$;
(iv) if $\left\{x_{n}\right\}$ is a non-decreasing sequence in $X$ with $x_{n} \rightarrow z$ as $n \rightarrow \infty$, then $x_{n} \preceq z$ for all $n \in \mathbf{N}_{0}$.
Then $f$ has a fixed point. Moreover, if $u, v \in \operatorname{Fix}(f)$ such that there exists $w \in X$ with $u \preceq w$ and $v \preceq w$, then $f$ has a unique fixed point. Then $f$ has a fixed point. Moreover, if for every pair $(u, v)$ of fixed points of $f$ such that there exists $w \in X$ with $u \preceq w$ and $v \preceq w$, then $f$ has a unique fixed point.

## 6. Application to Integral Equations

In this section, we study the existence of a solution for an integral equation using the results proved in Section 3. Let $X=(C[a, b], R)$ be the space of all real continuous functions on $[a, b]$ and $\rho: X \times X \rightarrow R^{+}$defined by

$$
\rho(x, y)=\max _{t \in[a, b]}|x(t)-y(t)|, \quad \forall x, y \in X
$$

Equip $X$ with the 2-metric given by $\sigma: X^{3} \rightarrow R^{+}$which is defined by

$$
\sigma(x, y, a)=\min \{\rho(x, y), \rho(y, a), \rho(a, x)\}, \quad \forall x, y, a \in X
$$

As $(X, \rho)$ is a complete metric space, $(X, \sigma)$ is a complete 2-metric space, according to Example 1, we define a $b_{2}$-metric on $X$ by

$$
d(x, y, a)=(\sigma(x, y, a))^{2}, \quad \forall x, y, a \in X
$$

It follows that $(X, d)$ is a complete $b_{2}$-metric space with $s=3$. Define a binary relation $\mathcal{R}$ on $X$ by

$$
\begin{equation*}
\mathcal{R}=\left\{(x, y) \in X^{2}: x(t) \leq y(t) \text { for all } t \in[a, \infty)\right\} \tag{39}
\end{equation*}
$$

Now, consider the integral equation:

$$
\begin{equation*}
x(t)=q(t)+\int_{a}^{b} h(t, s) A(s, x(s)) d s \tag{40}
\end{equation*}
$$

where $t \in[a, b] \subseteq R^{+}$. A solution of the Equation (40) is a function $x \in X=C[a, b]$. Assume that
(i) $h:[a, b] \times[a, b] \rightarrow[0, \infty), q:[a, b] \rightarrow R$ and $A:[a, b] \times R \rightarrow R$ are continuous functions on $[a, b]$;
(ii) $\int_{a}^{b} h(t, s) d t \leq r \leq 1$;
(iii) there exists $x_{0} \in X$ such that

$$
x_{0}(t) \leq q(t)+\int_{a}^{b} h(t, s) A\left(s, x_{0}(s)\right) d s
$$

(iv) $A$ is nondecreasing in the second variable and for all $x, y, a \in X, s \in[a, b]$ there exists $0<k<\frac{1}{\sqrt{3}}$ such that

$$
\begin{aligned}
\min & \{|A(s, x(s))-A(s, y(s))|,|A(s, x(s))-a(s)|,|A(s, y(s))-a(s)|\} \\
\leq & |A(s, x(s))-A(s, y(s))| \\
\leq & k e^{-M(x, y, a)} \min \{|x(s)-y(s)|,|x(s)-a(s)|,|y(s)-a(s)|\},
\end{aligned}
$$

where

$$
M(x, y, a)=\max \left\{d(x, y, a), d(x, f x, a), d(y, f y, a), \frac{d(x, f y, a)+d(y, f x, a)}{2 s}\right\}
$$

Now, we are equipped to state and prove our main result in this section.
Theorem 3. Under the assumptions (i)-(iv), the integral Equation (40) has a solution in $X$.

Proof. Define $f: X \rightarrow X$ by

$$
f x(t)=q(t)+\int_{a}^{b} h(t, s) A(s, x(s)) d s
$$

Observe that $x$ is a solution for (40) if and only if $x$ is a fixed point of $f$. Let $x, y, a \in X$ such that $x \mathcal{R} y$ for all $t \in[a, b]$. Since $A$ is nondecreasing in the second variable, we have

$$
\begin{aligned}
f x(t) & =q(t)+\int_{a}^{b} h(t, s) A(s, x(s)) d s \\
& \leq q(t)+\int_{a}^{b} h(t, s) A(s, y(s)) d s \\
& =f y(t)
\end{aligned}
$$

Hence, $f x \mathcal{R} f y$ and $\mathcal{R}$ is $f$-closed. From Condition (iii), we conclude that $x_{0} \leq f x_{0}$ for all $t \in[a, b]$, then $x_{0} \mathcal{R} f x_{0}$. Now, for any $x, y, a \in X$ such that $f x \mathcal{R}^{\dagger} f y$ we get

$$
\begin{aligned}
|f x(t)-f y(t)| & =\left|\int_{a}^{b} h(t, s)(A(s, x(s))-A(s, y(s))) d s\right| \\
& \leq \int_{a}^{b}|h(t, s)||A(s, x(s))-A(s, y(s))| d s \\
& \leq k e^{-M(x, y, a)} \int_{a}^{b}|h(t, s)| \min \{|x(s)-y(s)|,|x(s)-a(s)|,|y(s)-a(s)|\} d s \\
& \leq k e^{-M(x, y, a)} \int_{a}^{b}|h(t, s)| \min \left\{\max _{s \in[a, b]}|x(s)-y(s)|, \max _{s \in[a, b]}|x(s)-a(s)|\right. \\
& \leq k e^{-M(x, y, a)} \int_{a}^{b}|h(t, s)| \min \{\rho(x(s), y(s)), \rho(x(s), a(s)), \rho(y(s), a(s))\} d s \\
& \leq k e^{-M(x, y, a)} \int_{a}^{b}|h(t, s)| \sigma(x, y, a) d s \leq r k e^{-M(x, y, a)} \sigma(x, y, a) .
\end{aligned}
$$

Therefore,

$$
\sigma(f x, f y, a) \leq \max _{t \in[a, b]}|f x(t)-f y(t)| \leq r k e^{-M(x, y, a)} \sigma(x, y, a)
$$

It follows that
$d(f x, f y, a) \leq r^{2} k^{2} e^{-2 M(x, y, a)} d(x, y, a) \leq r^{2} k^{2} e^{-2 M(x, y, a)} M(x, y, a) \leq \frac{e^{-2 M(x, y, a)}}{3} M(x, y, a)$.
Thus,

$$
d(f x, f y, a) \leq \frac{e^{-2 M(x, y, a)}}{3} M(x, y, a)+L N(x, y, a)
$$

where

$$
M(x, y, a)=\max \left\{d(x, y, a), d(x, f x, a), d(y, f y, a), \frac{d(x, f y, a)+d(y, f x, a)}{2 s}\right\}
$$

and

$$
N(x, y, a)=\min \{d(x, f x, a), d(y, f y, a), d(x, f y, a), d(y, f x, a)\},
$$

with $\beta_{s}(t)=\frac{e^{-2 t}}{3}$ and $L \geq 0$. Then $f$ is almost a $\mathcal{R}$-Geraghty type contraction. In addition, if $\left\{x_{n}\right\} \in X$ is an $\mathcal{R}$-preserving sequence such that $\lim _{n \rightarrow \infty} x_{n}=x \in X$, then $x_{n} \leq x$ for all $n$. Hence, $x_{n} \mathcal{R} x$, for all $n$. Therefore, all the hypotheses of Corollary 1 are satisfied. Hence, $f$ has a fixed point which is a solution for the integral Equation (40) in $X=C([a, b], R)$.
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