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IZM, Germany), Prof. Giulio Antonini (Università degli Studi dell’Aquila, Italy), Prof. Jonas Ekman
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Abstract: The high-power wireless power transfer (WPT) system in railways does not require physical
contact to transfer electrical power, is electrically safe, and reduces maintenance costs from wear and
tear. However, a high-power system generates a strong magnetic field that can result in problems
of electromagnetic field (EMF) exposure and electromagnetic interference (EMI). In this study, EMF
and EMI were measured at various positions under in-motion environment conditions for a 1-MW
WPT light rail transit system. The measured maximum EMF was 2.41 µT, which is lower than the
international guideline of 6.25 µT for the various locations with a potential presence of passengers.
The measured EMI also satisfied international standards in the frequency range of 150 kHz–1 GHz.

Keywords: wireless power transfer; light rail; electromagnetic field; electromagnetic interference;
radiated emission

1. Introduction

The wireless power transfer (WPT) system transfers electrical power using magnetic
fields without any contact with electrical cables, avoiding the electrical [1] and mechan-
ical [2] issues in conventional contact systems. The WPT technology has already been
utilized in small electronic devices and home appliances such as mobile phones, and with
the rapid development in battery technology, the WPT system can be applied to high-power
systems such as electric vehicles (EVs) and railways. WiTricity entered the WPT system
market for EVs in 2018 [3]. WPT systems for stationary applications have a power of 11 kW
and an efficiency of 90–93%. Moreover, the dynamic WPT system has been tested at a
frequency of 85 kHz, and it could attain a power of 20 kW. However, a WPT system with
a higher power has been applied on an electric bus. In 2013, Korea Advanced Institute
of Science and Technology applied a 100-kW WPT system on an electric bus, which was
plied on an actual route [4]. The frequency was 20 kHz, and the air gap was approximately
300 mm. In 2019, Toshiba applied a 44-kW wireless charging technology on an electric
bus [5]. An efficiency of approximately 85% was achieved with a frequency of 85 kHz. The
transmission distance between the charging pads was 100–130 mm.

In addition, high-power WPT systems of more than 100 kW have been studied for
applications on railways. In 2013, Bombardier Inc. demonstrated the application of a
200-kW WPT technology for light rail transit [6–8]. The notable feature of this technology
was the use of a three-phase current. In 2015, the Korea Railroad Research Institute applied
a 1-MW WPT system where the frequency was 60 kHz and the air gap was 50 mm on a
high-speed railway system and demonstrated its successful pilot operation [9]. The same
year, the Railway Technical Research Institute (RTRI) applied a 50-kW WPT system with a
frequency of 10 kHz, an air gap of 75 mm, and the primary current at 400 A for application
in railways [10].
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Although there is an insufficient number of studies or reports regarding WPT systems
with a power of more than 500 kW, a number of major research institutes have plans
to perform tests by increasing the power transfer capacity. In addition, active R&D is
underway for dynamic charging or distributed charging at stations rather than a simple
system of stationary charging. In particular, dynamic charging is preferred for high-power
WPT systems because the charging duration becomes longer with stationary charging.

One of the challenges for commercial applications of high-power WPT technology
arises from the electromagnetic field (EMF) and electromagnetic interference (EMI) [11–14].
The levels of EMF and EMI exposure to humans during the operation of the WPT system
must comply with the international standards. At the WPT frequency of 60 kHz, the
standard limit of EMF is 6.25 µT. The EMI standard is defined from 150 kHz up to 1 GHz,
and the limit is different for each frequency. Although the EMF and EMI of WPT systems
have been discussed in certain previous studies, test results for various conditions still
need to be presented. The technology for EMF reduction in the operation of the WPT
system has been mostly investigated on a laboratory scale or using simulations, where
the major techniques modified the transmitter/receiver coil design and the shape of the
shielding material.

A technique using two loops in the transmission line has been proposed for reducing
EMI in WPT-powered buses [15,16]. Oak Ridge National Laboratory (ORNL) proposed a
method based on magnetic shielding for reducing EMF in a 100-kW wireless EV charging
system [17]. In addition, the National Renewable Energy Laboratory (NREL) measured the
EMF and touch current at various locations for a 25-kW inductive power transfer system
applied to a minibus and presented the measurement data [18]. Moreover, a method
has been proposed for reducing EMF by using a three-phase current in the transmitter
coil of a WPT system [19]. Furthermore, a technique has been developed to reduce EMF
by attaching additional coils to the outside of the transmitter/receiver coils, and fixedly
attached or switch-controlled passive and active coils have been proposed as well [20–22].
All previously presented EMF measurements and leakage reduction techniques have been
performed at the laboratory level or tested at medium power less than 100 kW. The EMF
and EMI measurement data in the actual high-power WPT system have not been presented.

In this study, we present the EMF and EMI levels measured based on stationary and
dynamic charging application of a WPT system for light rail transit. Recently, we applied a
1-MW WPT system on the light rail transit of Korea-automated guideway transit (K-AGT)
and measured the EMF and EMI levels in various environments during a test operation.
The EMF and EMI standards applicable to WPT systems are briefly outlined in Section 2.
Thereafter, Section 3 briefly introduces the newly developed WPT system for light rail
transit. The EMF and EMI values measured during operation on the test route are presented
in Section 4, and the obtained results are concluded in Section 5.

2. International Guidelines on EMF and EMI

2.1. EMF Guidelines

In this study, the high-power WPT system for light rail transit used a frequency
of 60 kHz. Therefore, the applicable regulations for this frequency and that for EMF
are reviewed in this section. The International Commission on Non-Ionizing Radiation
Protection (ICNIRP) 1998 [23] presented reference levels for general public exposure to
frequency bands of 1 Hz–300 GHz, whereas ICNIRP 2010 [24] provides reference levels
for frequency bands from 1 Hz to 10 MHz. In particular, ICNIRP 1998 represents a more
rigorous standard than ICNIRP 2010 for the frequency band of 60 kHz. Thus, the current
study analyzed the measurements by applying the ICNIRP 1998 standard, which is an
adopted standard for human protection against electromagnetic fields in South Korea.
Table 1 depicts the standards of electromagnetic fields for the general public, as presented
in the ICNIRP guidelines.
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Table 1. Reference levels for general public exposure to time varying electric and magnetic fields.

Frequency Range H-Field Strength (A/m) B-Field (µT)

ICNIRP 1998 3–150 kHz 5 6.25
ICNIRP 2010 3 kHz–10 MHz 21 27

The EMF measurement methods for the railway sector along with the measurement
locations of the rolling stock are specified in IEC62597 [25], according to which the mea-
surement location is divided for the rolling stock and the surrounding infrastructure. The
measurements inside the rolling stock are specified to be taken at three points: 0.3 m, 0.9 m,
and 1.5 m from the floor. In addition, a distance of at least 0.3 m needs to be maintained
from the wall. For measurements outside the rolling stock, the points must be horizontally
separated from the vehicle by at least 0.3 m, and the measurements are to be acquired at
0.5, 1.5, and 2.5 m in terms of height. In addition, the measurement points on the platform
need to be separated at least 0.3 m from the end of the platform at specified heights of
0.9 m and 1.5 m. Moreover, the power supply system installed in the infrastructure ought
to have a minimum separation distance of 0.3 m, and its EMF has to be measured at 0.3,
0.9, and 1.5 m in height.

2.2. EMI Guidelines

Radiated emission (RE) for light rail systems is specified in IEC 62236-2: 2018 [26] and
IEC 62236-3-1: 2018 [27]. According to IEC standards, the reference value of RE varies with
the type of rolling stock, and the strictest rules have been applied for light rail systems
plying in urban areas. In addition, the H-field is specified to be measured in the frequency
band 150 kHz–30 MHz, whereas the E-field is measured in the 30 MHz–1 GHz frequency
band. The limits of the fields for the light rail system defined in IEC standards can be
formulated with the following equations:

Hmax( f ) = 60 − 21.7 ∗ log10

(

f

150, 000

)

dBµA/m for 150 kHz–30 MHz

(60 dBµA/m at 150 kHz),

Emax( f ) = 85 − 16.4 ∗ log10

(

f

30, 000, 000

)

dBµV/m for 30 MHz–1 GHz

(85 dBµV/m at 30 MHz),

where f is the frequency in Hz, Hmax(f ) is maximum magnetic field intensity, and Emax(f ) is
maximum electric field intensity. However, the fields at 60 kHz are not defined. Thus, it is
necessary to examine whether or not the RE of the harmonic frequencies of the operating
frequency of WPT system exceeds the standard level. The magnetic field was measured
at 10 m away from the center of the track with a loop antenna placed at a height of 1–2 m.
The electric field was measured at a distance of 10 m from the center of the track using a
log-periodic antenna at a height of approximately 2.5–3.5 m.

3. WPT System for Light Rail Transit

3.1. Overview of WPT System for Light Rail Transit

The WPT system manufactured for the K-AGT light rail transit is presented in Figure 1;
it was designed with 1 MW, and the detailed specifications are listed in Table 2. It used four
pick-ups and generated 250 kW of rated power output per pick-up. The output voltage
was derived at 750 V DC to match the supply power of the existing light rail transit. The
air-gap distance between the transmission line and the pick-up was designed to be 60 mm.
In addition, the batteries of the stated system could be charged when both stationary and in
motion. Both driving energy and battery-charged energy was supplied to the WPT rolling
stock in sections with a transmission line, but the sections without a power line could
utilize only the battery energy for running, and a power supply system using a third rail
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was not required. As the rolling stock used the maximum power in the accelerating section
post departure, the WPT transmission line was installed in this section to ensure sufficient
power supply for charging and driving.

 

Figure 1. WPT system for light rail transit.

Table 2. Specifications of WPT system for light rail transit.

Category Description

Frequency 60 kHz
Air gap 60 mm

Maximum efficiency 90.1%

Inverter
Maximum current 500 A

Maximum output power 1.2 MW

Transmission line
Rated current 500 A

Length 201 m

Pick-up Output voltage 750VDC
Output power 250 kW/unit

3.2. Structure of the Power Line and Pick-Up

As depicted in Figure 2, the transmission line was set with wires carrying a maximum
current of 500 A wrapped around the track, where two cables of 35 mm diameter were
connected in parallel to achieve this purpose. The high-frequency loss in the cable was
minimized with a Litz wire comprising 25,200 strands, and the inside of one cable was
approximately 160 mm from that of the opposite cable. The width of the cable was set to
be narrow so that the magnetic field formed in the center part of the rolling stock can be
reduced at points away from the power line without using core shielding. In addition, the
ferrite core was removed to reduce the cost of the transmission line as compared with the
existing method of using the core therein. Moreover, the length of the transmission line
was set at 200 m in consideration of the distance traveled by the K-AGT rolling stock till
accelerating up to the maximum speed.

4
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Figure 2. Structure of power line.

The structure of the pick-up is illustrated in Figure 3, where the pick-up contains a
receiving coil that receives the magnetic field, a rectifier that converts AC into DC, and
a regulator. The coil was formed by winding a 20-mm-diameter cable four times, and
the regulator was designed for a constant output at 750 V by rectifying the voltage of the
pick-up. In particular, the rated power per pick-up was 250 kW, and the maximum current
flow in the pick-up was set to 392 A. In addition, a ferrite core and an aluminum plate
were used above the cable. The ferrite core served to increase the pick-up efficiency and
reduce the magnetic field leakage from the pick-up, whereas the aluminum plate served to
prevent the magnetic field generated from the lower side of the rolling stock to transmit
into the vehicle.

 

Figure 3. Structure of the pick-up.

3.3. Analysis of Electric Field by Simulation

The magnetic field generated by the WPT system was analyzed under simulation
performed using the designed and manufactured transmission and pick-up structures, as
depicted in Figure 4. A 3D electromagnetic analysis tool, Ansys HFSS, was used for the
full-wave simulation. The cables used for the transmission line and pick-up were assumed
as copper with a conductivity of 5.8 × 107 S/m. The top of the transmission line and the
bottom of the pick-up was separated by 60 mm to maintain the primary and pick-up coils
as close as possible, and allow a small margin of around 50 mm as the minimum distance
between the track surface and the underside of the vehicle. In addition, the current flowing
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through the transmission line during the actual operation of the light rail transit was set to
450 A. Moreover, the magnetic field value around the pick-up did not alter significantly
with the number of pick-ups increasing longitudinally over the transmission line; thus,
only a single pick-up was used in the simulation. Furthermore, a 180-nF capacitor was
connected in series with the coil to ensure resonance of the pick-up at 60 kHz.

Ω

 

Figure 4. Structure of the power line and pick-up for EMF simulation.

The magnetic field distribution between the transmission line and the pick-up is
presented in Figure 5. An impedance-matching method was applied to ensure maximum
output of the pick-up with 2 Ω at its output terminal. As can be observed from Figure 5,
a stronger magnetic field was formed sideways around the pick-up owing to a phase
difference of 90◦ between the magnetic field generated by the transmission line and that
produced from the current flowing in the pick-up coil—transferring power to the pick-up.
Therefore, the net magnetic field was augmented by the magnetic fields generated by both
the transmission line and the pick-up.

Ω

 

Figure 5. Magnetic field distribution between the power line and pick-up.

The pick-up of the actual light rail system was attached to the underside of the rolling
stock, and an external infrastructure such as a platform was present for the train to stop.
Therefore, a simulation considering the presence of a platform was performed to consider
all these effects. The magnetic field distribution in Figure 6 illustrates the cross-section of
the location where the pick-up was attached. Here, the maximum range of the magnetic
field was derived at 5 A/m in accordance with the maximum human-exposure level. In
addition, the rolling stock was assumed as a perfect conductor, and the platform was
assumed of concrete with a dielectric constant of 6 and a loss tangent of 0.06. Although
the actual pick-up was attached to the underside of the rolling stock, Figure 6a depicts
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the distribution of a magnetic field for a transmission line and pick-up without the rolling
stock. On the contrary, Figure 6b presents the magnetic field distribution for the pick-up
attached to the underside of the rolling stock, which serves to shield the magnetic field.
Moreover, the amount and intensity of the magnetic field on the platform were observed to
have evidently reduced. Therefore, the EMF levels of the designed system will not exceed
the reference level in an actual environment with the rolling stock.

 

(a) (b) 

Figure 6. Magnetic field distribution in a platform (a) without a rolling stock and (b) with a
rolling stock.

4. Measurement Results of EMF and EMI

The EMF and EMI were measured on the application of the WPT on the K-AGT rolling
stock to determine whether the manufactured WPT system satisfied the standards for
electromagnetic waves. In addition, the rolling stock consumed lesser power than the
design owing to the battery charging capacity and the vehicle power consumption limit at
low speed. As the charging speed varied based on the actual battery level, the measured
values could change as well. The following measurement results were obtained using
two pick-ups (rated power: 500 kW) in the in-motion state, and 150 kW of power was
transferred during charging in the stationary state. Moreover, up to 400 kW of power
was transferred during dynamic charging. The measurement values stated in the results
correspond to the above conditions.

The various EMF and EMI measurement points are illustrated in Figure 7. The
measurements were performed when the rolling stock was stationary on the platform and
when it started moving with the use of adequate energy. The EMF was measured at two
locations inside the rolling stock, one on the platform, one outside the rolling stock, and
one around an inverter that generated high-frequency power. In addition, the only RE for
EMI was measured in this paper. The RE measurement of rolling stock was performed for
three cases: stationary state, low-speed state, and high-speed state. For the stationary and
low-speed states, the measurements were obtained at point A, whereas the measurements
for the high-speed state were acquired at point B, as the maximum speed can be achieved
only after operating a sufficient distance.

7
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Figure 7. Measurement points for EMF and EMI.

4.1. EMF Measurement Results

When the rolling stock is in dynamic charging the battery with the maximum power
collection state, Figure 8 depicts the EMF measurement points inside the rolling stock,
and Table 3 outlines the measurement results. Three magnetic field testers (FT3470-50,
Hioki) were used to measure magnetic fields at each point simultaneously. The width of
the rolling stock was 2.4 m, and the measurement inside the rolling stock was acquired
at the midpoint—the closest position to the external transmission line, i.e., 1.2 m away
from the end of the rolling stock. The measurement location from the exit side and that
at the gangway point connecting the vehicles are portrayed in Figure 8a,b, respectively.
The magnetic field strength measured on the gangway side was four times larger than that
on the exit side owing to the gaps on the gangway floor. In addition, the sidewalls were
covered with a non-metallic material such as rubber that provided insufficient shielding
from the magnetic fields. Nonetheless, all the measured magnetic field strengths satisfied
the reference levels as per the ICNIRP 1998 standard, because the inside of the rolling stock
is 1.2 m away from the transmission line, and the bottom of the gangway is made of metal.

  
(a) (b) 

Figure 8. EMF measurement points inside the rolling stock.
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Table 3. Magnetic field measurements inside the rolling stock.

Measurement Points Measurement Height
Measured B-Field (µT)
(Intensity Limit: 6.25)

Inside the rolling stock
0.3 m 0.49
0.9 m 0.45
1.5 m 0.33

Gangway
0.3 m 2.41
0.9 m 1.90
1.5 m 1.78

The three EMF measurement points—outside the rolling stock, on the platform, and
on the inverter—are presented in Figure 9. First, the measurements outside the rolling
stock were obtained on the track separated by 0.3 m from the front of the light-rail rolling
stock. As the transmission line, in this case, was installed at the center of the track, the
measurement could not be acquired at this point. Therefore, a point 1 m away from the
center of the line was considered for the measurement. The second measurement point was
located on the platform, where the passengers usually wait for the light rail transit, and the
exit where the passengers stand in most cases. Therefore, the EMF measurement location
was selected at a point 0.3 m away from the end of the platform, which is the closest point
to the transmission line for the exit location. Although the high-frequency power of 60 kHz
was generated by the inverter, the amount of EMF leakage was small because the inverter
was shielded with a metal housing. However, a strong magnetic field could be generated
near the cable connection, as the transmitter cable was buried in the floor. Therefore, a
fence was installed at a distance of 2 m to restrict public access in the vicinity of the inverter,
and the magnetic field was measured at a point 0.3 m away from the fence.

  

 

(a) (b) (c) 

μ
μ

μ

Figure 9. EMF measurement points: (a) outside the rolling stock, (b) platform, (c) near the inverter.

The measurement results for the instant (departure while charging) when the largest
amount of power was transferred to the light rail transit are listed in Table 4. All the
measurements in the platform were within the standard value, because the measurement
points were located at a sufficient height—almost 1 m higher than the transmission line. In
addition, the magnetic field value at a point 0.5 m away from the ground and in front of
the rolling stock was measured at 14.5 µT, which exceeds the standard value. However,
this does not cause a practical problem because the transmission line is operated with the
flow of current only when the train enters, and the measurement point was located in an
area where human access to the track side is strictly restricted and the rolling stock is in
motion. Thus, the measurement is not posing any risk of human exposure. In addition, the
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reference level in the revised ICNIRP 2010 is increased to 27 µT; therefore, the measured
value satisfies this standard value. Although the magnetic field strength in the vicinity
of the inverter with the buried transmission cable is higher than that on the platform,
the measurement was within the reference value range. Moreover, the inverter is a high-
voltage electric device, and a safety fence can be installed around the inverter to restrict
public access. In this case, the risk of exposure to the magnetic field would be significantly
reduced.

Table 4. Magnetic fields measured outside the rolling stock and surrounding infrastructure.

Measurement Points Measurement Height
Measured B-Field (µT)
(Intensity Limit: 6.25)

Simulated
B-Field (µT)

Front of the rolling stock
0.5 m 14.50 13.88
1.5 m 4.09 6.62
2.5 m 1.37 3.77

Platform
0.5 m 1.93 1.17
0.9 m 1.48 1.01
1.5 m 1.08 0.73

Near the inverter
0.3 m 4.03 -
0.9 m 3.98 -
1.5 m 1.99 -

Simulation results were also presented for the platform environment and outside of
the vehicle in Table 4. It can be seen that the trend of the simulation and measurement
result are similar. The numerical differences are due to the simplification of the vehicle and
platform structures in the simulation. Only EMF data were presented inside the vehicle
and near the inverter due to the difficulty of simulation.

4.2. EMI Measurement Results

The measurement location of the RE is shown in Figure 10, where a loop antenna and
a log-periodic antenna of vertical and horizontal polarization was used at a point 10 m
vertically away from the center of the transmission line. The measurements were obtained
according to the train operation mode under the condition of WPT, and the measurements
were acquired for three categories: stationary, low-speed motion (0–35 km/h), and high-
speed motion (60 km/h). The measurements for the stationary and low-speed states were
obtained around the power inverter (point A in Figure 7) and those for the high-speed
state were measured at the end of the transmission line (point B in Figure 7). The EMI
measurement data are presented in Figure 11. Although the frequency band of 0–150 kHz
was not defined in the standard, these values represented the magnetic field measurements
for reference purposes. As the RE of the WPT system required to be measured, the EMI
was initially measured when the light rail system was not under operation, as illustrated
in Figure 11a. Moreover, certain values exceeding the standards corresponded to the
broadcasting and communication bands. Figure 11b presents the EMI measurements
during wireless charging in the stationary state. At frequencies beyond 150 kHz, all the
measurements were under the standard levels, and at the wireless charging frequency
of 60 kHz, the magnetic field was measured at 64 dBµA/m. The EMI measurements in
low- and high-speed states of the rolling stock during dynamic charging are presented in
Figure 11c,d, where the measurement data can be observed to be similar. During the same
wireless charging, the noise level in low-speed operations was slightly higher than that of
high-speed operations, because the rolling stock used energy with maximum acceleration
at low speed, whereas less energy was used for the coastdown at high speeds. In addition,
the noise level was observed to rise corresponding to various frequencies and results in a
stationary state. In particular, noise from the rolling stock operations was generated at a
frequency of around 180 kHz, which increased the wireless power energy. Furthermore,
the noise was presumably generated from the vehicle itself, such as during switching of
propulsion inverters of the rolling stock.
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Figure 10. Radiation emission measurement location.

(a) 

Figure 11. Cont.
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(b) 

(c) 

Figure 11. Cont.
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(d) 

Figure 11. RE measurement results for each scenario: (a) without WPT, (b) stationary charging, (c)
dynamic charging: low speed, (d) dynamic charging: high speed.

5. Conclusions

The current study presented the results of EMF and EMI measurements acquired inside
and around the rolling stock in a light rail transit system operating in a real environment
using a WPT system. This study is the first to present EMF and EMI data in accordance
with the railway standard for the 1 MW WPT system. The EMF simulations shows that
the EMF varied according to the platform environment of the rolling stock. In addition,
the measured EMF and EMI were below the reference level, thus satisfying the safety
standards. Moreover, the EMF inside the rolling stock was weak, because the magnetic field
was shielded by the vehicle itself. However, the magnetic field values in the gangway were
relatively higher than those inside the rolling stock owing to the presence of several gaps in
the vehicle body at this location. Therefore, magnetic field reduction method at the gangway
needs to be considered for using a strong magnetic field in the future. As the height of the
platform in the railway environment is adequate to be well separated from the transmission
line, the magnetic field strength on the platform satisfied the standard reference level.
However, a strong magnetic field can be produced near the buried transmission cable in
the high-frequency power inverter. Therefore, the standard level at this location can be
satisfied by maintaining a safe distance with a fence around the inverter. In addition, the
installation of additional shielding structures must be considered before the transmission
line reaches the track. The current study verified that all the measurements of the magnetic
field obtained from recommended locations for a high-power WPT system satisfied the
reference levels in the ICNIRP 1998 standard, thereby indicating the commercial potential
of the WPT system.
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Abstract: Modern wide-bandgap (WBG) devices, such as silicon carbide (SiC) or gallium nitride
(GaN) based devices, have emerged and been increasingly used in power electronics (PE) applica-
tions due to their superior switching feature. The power losses of these devices become the key of
system efficiency improvement, especially for high-frequency applications. In this paper, a gener-
alized behavioral model of a switch-diode cell (SDC) is proposed for power loss estimation in the
electromagnetic transient simulation. The proposed model is developed based on the circuit level
switching process analysis, which considers the effects of parasitics, the operating temperature, and
the interaction of diode and switch. In addition, the transient waveforms of the SDC are simulated by
the proposed model using dependent voltage and current sources with passive components. Besides,
the approaches of obtaining model parameters from the datasheets are given and the modelling
method is applicable to various semiconductors such Si insulated-gate bipolar transistor (IGBT),
Si/SiC metal–oxide–semiconductor field-effect transistor (MOSFET), and GaN devices. Further, a
multi-dimensional power loss table in a wide range of operating conditions can be obtained with
fast speed and reasonable accuracy. The proposed approach is implemented in PSCAD/ Electromag-
netic Transients including DC, EMTDC, (v4.6, Winnipeg, MB, Canada) and further verified by the
hardware setups including different daughter boards for different devices.

Keywords: semiconductor; model; power loss

1. Introduction

A power electronics (PE) system plays a key role in the process of efficient energy
control, conversion, and management. Power semiconductor devices are the core compo-
nents in a PE system and have a significant impact on system efficiency, reliability, and
cost [1]. For decades, silicon-based devices, such as insulated-gate bipolar transistors
(IGBTs) [2], metal-oxide-semiconductor field-effect transistors (MOSFETs) [3], are mainly
and widely used in various modern PE applications (e.g., Photovoltaics (PV) [4], Power
Factor Correction (PFC) [5], power supply [6], and other power converters [7,8]). However,
the PE system performance and efficiency are hindered by Si-based devices due to the
fundamental material limits. Recently, wide-bandgap (WBG) devices [9–11], such as silicon
carbide (SiC) MOSFETs [12], enhancement-mode gallium nitride (eGaN) high-electron-
mobility transistors (HEMTs) [13,14], have emerged and gained great popularity due to the
superior features of fast switching speed and low switching loss. Thereby, the switching
frequency can be further increased bringing the merits of size reduction for magnetic com-
ponents, high power density, and high efficiency. Whereas the increased power losses of
semiconductors are typically the main contributor to total loss especially for high-frequency
(HF) applications, and the generated heat energy during switching transition may lead to
fatigue failure and affect the reliability [15]. Hence, an accurate power loss model, which
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is applicable for different semiconductors and provides a deep insight into the switching
process, is highly desirable for device selection and PE system optimization.

Currently, the ideal switch or two-state resistances model is typically adopted in
most electromagnetic transient (EMT) simulators such as PSCAD/EMTDC and MAT-
LAB/Simulink [16]. This simple model is mainly used to evaluate the overall system
response and control strategy, and only the conduction loss is roughly considered. The
conduction loss can be directly determined by the output curves in the datasheet, while the
switching loss is more complicated and can be measured in the double-pulse test (DPT) [17].
Although DPT is widely used and can achieve high accuracy, it typically involves expensive
probes and much peripheral bulky equipment such as a high voltage power supply. Design-
ing a testing board with low parasitics is challenging and also significant for WBG devices
due to the fast switching. Recently, several physic-based semiconductor models [18–21],
such as simulation program with integrated circuit emphasis (SPICE) models [22,23], have
been proposed to accurately describe the transient behaviors of the devices. However, the
geometrical parameters for the model are often not available in the datasheet and thus the
applicability of the model is limited. Another type of model (i.e., behavioral model [24,25])
has been developed, which focuses more on the external behaviors of the devices instead of
the internal physics. As a result, the complexity is reduced and fast simulation speed can be
achieved. It is adequate and widely used for system-level study, but more detailed transient
concerns are needed to accurately evaluate the switching performance and estimate the
power losses.

To have a better description of the switching transients, a lot of analytical loss models
have been proposed [26,27]. Piecewise linearizing the switching process of the device is a
commonly used method which enables simple and rapid loss estimation [28]. Whereas,
the accuracy is still limited due to the ignorance of the parasitics. To improve it, more
comprehensive loss models are developed considering various factors, such as temperature-
dependent parameters [29,30], interactions between diode and switch [31], cross-talk
issue [32], displacement current [33,34], and non-flat miller plateau [35]. Thereby, the
switching loss can be obtained by solving the equivalent circuit for each switching sub-
stage. Further, the entire switching process of eGaN HEMT in synchronous buck converter
application is presented in [36,37] considering the third quadrant operation with the help of
the 2-dimensional electron gas (2DEG). However, these methods are complicated involving
huge computational burdens, not to mention the convergence issue. The measurement
techniques and loss distribution including the capacitive losses for eGaN HEMT are
illustrated in [38,39] and the scalable loss estimation method is further proposed based on
the measurements. However, the measured data in the datasheet is typically under specific
conditions, which limits the applicability and accuracy.

In a PE system, a power switch is typically paired with a diode as a switch-diode
cell (SDC) to provide current commutation [40]. This basic commutation cell as shown
in Figure 1a is widely used in PE applications and it consists of the active power switch
(S), diode (D), equivalent circuit voltage (Vdd) and load current (IL) [41]. Note that, four
configurations of S, namely Si/SiC MOSFET, Si IGBT and eGaN HEMT, are taken into
account in this paper and D can be a single positive-intrinsic-negative (PIN) diode, a
Schottky barrier diode (SBD), the body diode of MOSFET or the equivalent diode of eGaN
HEMT. During switching transition, power loss is resulted mainly from the switching and
conduction losses of S as well as the conduction loss and reverse recovery loss of D. In
order to estimate these power losses in a PE system, a generalized behavioral modelling
method of switch-diode cell in electromagnetic transient simulation (EMT) is proposed
and it is an extension of previous work [42–45]. There are three technical contributions in
this paper comparing with the conventional methods.
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Figure 1. Schematic diagrams of (a) switch-diode cell circuit; (b) DPT circuit; (c) Proposed switch and diode models.

• A generalized behavioral model of SDC is proposed which is realized by depen-
dent sources with passive components considering the impacts of parasitics, the
temperature-dependent parameters, and the reverse recovery behavior of D. This
model is not limited to a specific device and it is applicable to various devices in-
cluding Si/SiC MOSFET, Si IGBT, and eGaN HEMT. In addition, most of the model
parameters can be obtained from the device datasheets by the curve fitting method
and no additional measurement is involved. Based on the specific requirement, the
model can be modified and integrated into different simulators accordingly.

• The switching process of the switch-diode cell in a clamped inductive switching
circuit is studied analytically based on the equivalent circuits for each switching
sub-stage. Accordingly, the semiconductor model is developed and implemented
in PSCAD/EMTDC. The switching analysis in this paper is more comprehensive
considering the respective features of different devices such as the tail current of IGBT
and the third quadrant operation of eGaN HEMT.

• A DPT setup was designed for experimental verification. To meets the different
requirements of different semiconductors, three daughter boards were specifically
designed incorporating with the main control board to characterize various devices
and measure the corresponding power losses in a wide range of operating conditions.
The simulated results are compared with the experimental results and show good
agreements within 10% average error range.

2. Model Description

The simulation procedure of the proposed model is demonstrated in Figure 2. Initially,
the device requirements for the desired PE application (e.g., voltage, current, temperature,
and frequency) are determined. Based on those requirements, a specific semiconductor
device is preliminarily selected for modelling and characterization. According to the
device’s datasheet, the key model parameters can be extracted by the curve fitting method.
Afterwards, the model parameters together with the operating conditions are input to
the proposed device model, and a DPT simulation using the proposed model is further
carried out. Subsequently, the transient voltage and current waveforms can be obtained,
and simultaneously the power loss of the device can be computed. If the simulated results,
in terms of switching transient behaviors and power loss, meet the requirements within
the acceptable range, then the semiconductor is eventually selected for this application.
Otherwise, it is necessary to reselect another device and evaluate the performance until the
design is optimized.
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Figure 2. Flow chart of the proposed modelling procedure.

In order to understand the switching behaviors of the SDC, a diode-clamped inductive
load circuit (i.e., DPT circuit) is taken as an example which is widely used for device
characterization. As shown in Figure 1b, the basic commutation unit consists of two
complementary switches, one operates as a freewheeling diode D and the other is an active
switch S controlled by the gate drive voltage (vG) through the external gate resistance
Rgext. In a typical hard-switching PE system, S is identified by a positive drain current
id (collector current ic for IGBT) direction matching with the direction of IL. Since the
commutation time is sufficiently short, IL and Vdd are hardly changing during switching
transition and thus they are treated as constant current and voltage sources, respectively.

Note that, the crucial circuit parasitic elements are also included as shown in Figure 1b.
All the stray inductances in the power loop including the printed circuit board (PCB) trace
and device package inductance are lumped and represented by Ls, while the common
source inductance (Lcs) of S is considered separately. In addition, the parasitic capacitances
of S include gate-drain capacitance (Cgd), gate-source capacitance (Cgs) and drain-source
capacitance (Cds). Besides, the equivalent capacitance of D (CF) denotes for junction
capacitance of diode. It should be mentioned that when D is configured as the body diode
of a switch rather than a single diode, CF will be the corresponding parasitic capacitance
of the switch. During a switching transition, IL commutates between S and D. When a
positive vG is given, the gate-source voltage (vgs) will increase to turn on S. Subsequently,
id including the channel current (ich), the gate-drain current (igd) and the drain-source
current (ids) starts rising, meanwhile the diode forward current (iF) declines gradually.
When S is fully turn on, the drain-source voltage (vds) decreases to the on-state voltage and
the diode forward voltage (vF) rises to Vdd. The behavioral models of a SDC as illustrated
in Figure 1c are proposed to reproduce the switching behaviors of S and D, respectively.
The details of the model descriptions including the active switch and diode model are
presented as follows.

2.1. Active Switch Model

As shown in Figure 1c, the proposed active switch model consists of two parts, the
gate loop and the power loop. It is noted that Lcs is shared by both loops and thus each
loop includes one Lcs in order to decoupling both loops. Additionally, a dependent voltage
source (vLcs) is added in the gate loop to reflect the interactive impact of the current source
(iS) on Lcs as expressed by,

vLcs = Lcs·diS/dt (1)

• Gate Loop Part

The external vG is typically flipped between Vgon (20 or 15 V) and Vgoff (−5 or 0 V) based
on the specific gate drive requirement of the switch. The device internal gate resistance
(Rgint) is merged into Rgext as the total gate resistance (RG). Furthermore, the gate related
junction capacitances (i.e., Cgd and Cgs) are represented by the input capacitance (Ciss) and
an additional dependent voltage source (vmil). This equivalent vmil becomes valid only
when the miller plateau occurs on vgs during switching transition and its value can be
computed by

vmil = vth + ich/gfs (2)

where vth and gfs stand for threshold voltage and transconductance of a switch, respectively.
Additionally, ich during miller plateau period typically equals to IL which will be discussed
in Section 2.3.
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It is noted that the gate inductance is neglected here for simplicity although it can
introduce a slight delay on vgs. In fact, this delay is mainly resulted from Lcs and vLcs
due to the fast change of id. Besides, the gate drive circuit is normally placed close to S in
order to minimize the potential oscillation introduced by the gate inductance and thus this
inductance is negligible.

• Power Loop Part

In this model, id is represented by iS which is the sum of ich, igd and ids. Note that,
most of the time, iS is the same as ich except for the voltage transition period when a
displacement current is introduced due to the process of charging and discharging of the
parasitic capacitance. In order to reflect the voltage change during switching transition
as well as the on-state voltage (von) of S, an equivalent dependent voltage source (vS) is
adopted here. The value of von can be determined by Rds(on) with IL in (3) or the saturation
voltage (vcesat) for the case of IGBT.

von = Rds(on)·IL. (3)

Besides, Lcs is also included in the power loop part which is associated with Ls to
influence the transient waveforms. Thereby, the gate loop and power loop parts are
decoupled and their interaction is represented by the equivalent dependent sources instead
of nonlinear junction capacitances resulting in a reduction of model complexity.

2.2. Diode Model

The static model of a diode typically can be represented by an ideal diode (DF), a
forward resistance (RF) and a voltage source (vF0) based on the forward characteristics in
the device datasheet. Typically, vF of the diode can be computed by,

vF = RF·iF + vF0. (4)

It should be mentioned that, for the case of eGaN HEMT as D, the diode behavior
is realized by 2DEG and thus the calculation of vF is based on the reverse conduction
characteristic of the GaN device [44] which is highly affected by the gate drive voltage
(vGF) of GaN device as shown in (5),

vF(GaN) = RFr·iF + vthF − vGF (5)

where RFr and vthF are on-resistance in the third quadrant and threshold voltage of a GaN
device, respectively. Since negative vGF is typically provided to avoid the cross-talk issue,
higher vF is thus resulted which will increase the conduction loss of D. Notice that, if a
positive vGF is provided enabling the channel fully on, the on-state resistance will be the
same value in the first quadrant.

Moreover, the dynamic characteristic of D is described by CF in parallel with an
equivalent dependent current source (ire) for the reverse recovery behavior of D. When
D switches from forwarding conduction to off-state, iF cannot be eliminated immediately
and it takes a while to extinguish the excess carriers, this time is called reverse recovery
time (trr). The reverse recovery process occurs as soon as iF becomes negative, ire can be
expressed by [45],

ire =

{

diF/dt·t, t < trm
Irm· exp((t − trm)/τre), t ≥ trm

, (6)

where τre denotes decay time constant and ire reaches the peak current (Irm) at time trm. In
addition, the slew rate of diode current (diF/dt) typically keeps the same as the turn-off
slew rate of S. It needs to notice that, this reverse recovery behavior commonly exists in
PIN diode and body diode of S, while the reverse recovery loss is eliminated for the case
of SBD or eGaN HEMT and thus ire can be neglected for simplicity. In fact, in these cases,
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the effect of CF is the main concern which can introduce displacement current resulting in
capacitive loss during switching transition.

2.3. Switching Transient Modelling

The switching process of the SDC in the DPT circuit is thoroughly analyzed based on
the switching waveforms and the equivalent circuits as follows.

• Turn-on transition (t0 − t3)

The typical turn-on waveforms along with power loss information are illustrated in
Figure 3 considering the case of PIN or body diode as well as the case of SBD or eGaN
HEMT. The equivalent circuits during this period are also provided in Figure 4.
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Initially, S is in the off-state, and all the IL flows through D. The corresponding vF can
be estimated by (5). At t0, the gate charging period begins with a positive Vgon applying to
vG and Ciss is charged up through RG. Subsequently, vgs will increase accordingly with the
time constant (τiss = RG·Ciss). Note that Lcs in the gate loop will prolong the turn-on time
causing more power losses.

The current rising period begins when vgs goes beyond vth. During this interval,
the conductive channel of S is forming and iS starts rising from zero to IL which can be
expressed by

iS = gfs·
(

vgs − vth
)

. (7)

The fast change of iS on one hand, will introduce a negative feedback vLcs from power
loop to gate loop due to Lcs to further delay the turn-on process. On the other hand, it will
result in a total voltage drop (vL) on Ls and Lcs. Simultaneously, vds decreased by vL as
shown in Figure 3.

As IL commutates from D to S, iS reaches IL at t2 and vgs will be clamped at vmil. At
the same time, iF decreases to zero and D enters into the reverse recovery as shown in
Figure 3a. This additional ire will add to iS (= IL + ire) resulting a current spike and thus
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a bump in vgs according to (2). When ire reaches Irm, it starts declining and the voltage
falling period begins. Subsequently, vds starts decreasing which is controlled by vS and the
corresponding slew rate can be determined by,

dvds/dt = dvS/dt = −
(

Vgon − vmil − vLcs
)

/
(

Cgd·RG

)

. (8)

As vds keeps decreasing and vF increases simultaneously, the output capacitance (Coss)
of S and CF of D is discharged and charged, respectively. Since the voltage of Coss and CF
are clamped to Vdd, they share the same absolute value of voltage change. The resultant
capacitive displacement current for Coss (ioss) can be expressed by (9). Additionally, this
ioss along with the counterpart for CF (iCF = −CF·dvds/dt) will affect id as can be seen
in Figure 3. By applying Kirchhoff’s law, id can be determined by (10) and iS is modified
accordingly to consider these displacement currents.

ioss = igd + ids = Coss·dvds/dt (9)

id = iS = IL + ire − CF·dvds/dt (10)

Based on Figure 1b along with the above equations, ich can be further obtained,

ich = id − ioss = IL + ire − (Coss + CF)·dvds/dt (11)

Consequently, during this period, id includes IL, ire and iCF, while the additional ioss
is further added to ich as shown in Figure 3. As a result, vmil will also change according
to (2). This period ends when vds drop to von at t3. Thereafter, vgs will continue climbing
until reaches Vgon.

Furthermore, the turn-on waveforms for the case of SBD or eGaN HEMT are presented
in Figure 3b. Since the reverse recovery behavior is neglected for these cases as mentioned
previously, ire keeps zero and the voltage falling period starts right after iS reaches IL.
Apart from that, the turn-on modelling and analysis are the same as the case of the PIN
diode.

• Turn-off transition (t4 − t7)

The turn-off process can be considered as the opposite of turn-on transition and
the typical transient waveforms are illustrated in Figure 5. In order to turn off S, Vgon
is replaced by a negative gate drive signal Vgoff and thus Ciss is discharged through RG
resulting the reduction of vgs. As vgs drops to vmil, Cgd absorbs nearly all the ig and thus
vds begins to rise which again causes a current decline of id. When vds reaches Vdd, the
miller plateau disappears and id begins decreasing with vgs which results an additional vL
on vds as shown in Figure 5a.
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As vgs drops below vth, id becomes zero and S turns off completely. However, for the
case of Si IGBT, the tail current (itail) is considered due to the recombination of the excess
carriers. This itail will prolong the turn off time and can be modelled by the exponential
function [42],

itail = Itail0· exp(−(t − ttail0)/τtail) (12)

where τtail stands for carrier transit time and the tailing period starts at ttail0 with the initial
value of Itail0. These parameters can be estimated from the turn-off current waveform.

As can be seen from Figure 5b, a notable difference for the case of eGaN HEMT is vgs
does not typically plateau due to the much smaller capacitance and it keeps decreasing
until reaches Vgoff. As a result, ich quickly declines synchronized with vgs based on (7),
meanwhile vds rises slightly and the slew rate is limited by the relatively high Coss at low
vds. In fact, the channel turns off completely before vds is significantly rising. However, id
does not follow the fast decreasing ich since its changing rate is limited by the inductances
in the power loop. Additionally, Coss is charged by the current difference between id and
ich resulting a slight increase of vds which can be expressed as

dvds/dt = dvS/dt = (id − ich)/Coss (13)

Meanwhile, CF is discharged resulting in a reduction of vF. Additionally, id thus can
be obtained by

id = iS = IL − CF·dvF/dt (14)

Once vgs drops below vth, namely ich becomes zero, the channel shuts down and IL is
shared by Coss and CF. During this period, vds keeps rising according to (14). When vds
rises to Vdd, IL starts commuting to D and the S turn-off transition finishes. Note that if
very high RG is used for eGaN HEMT, the turn-off analysis will be the same as the case of
MOSFET as shown in Figure 5a.

Based on the above analysis vS can be considered as an open circuit except for voltage
rising/falling periods and S on-state. During the voltage transition period, vs is modelled
as a dependent voltage source with a voltage slew rate as mentioned previously. In addition,
the key expressions of iS for different conditions can be summarized in Table 1. It is noted
that when vgs is less than vth, the conduction channel is not established and theoretically, no
current is flowing through the device. As a result, iS is modelled with zero ampere under
this condition in PSCAD/EMTDC which can be considered as open circuit. In this paper,
all analytical equations for vs and is are implemented and programmed with conditions in
the custom programming modules in PSCAD. In this way, it is feasible and convenient to
make any modifications as necessary.

Table 1. Key expressions for iS in the proposed model.

iS

Condition vgs<vth id<IL id>IL Tail Period for IGBT Turn-off for eGaN HEMT

Expression 0 (7) (10) (12) (14)

3. Power Loss Analysis and Parameter Extraction

In general, the power losses of SDC mainly include conduction loss and switching
loss. Typically the conduction losses of S and D can be calculated directly as the product of
operating current (i.e., IL) and the on-state voltage drop based on (3–5). In addition, the
reverse recovery loss of D can be estimated based on the reverse recovery charge (Qrr) and
vF from the device datasheet and the switching loss of S is analyzed as follows.

3.1. Turn on Loss(Eon)

The instantaneous power of S (pS) along with Eon are presented in Figure 3. Basically,
Eon consists of the turn-on V-I overlap loss (Evion), the reverse recovery related loss (Err)
and the capacitive losses (Eoss and EF) for Coss and CF, respectively. Evion graphically can
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be divided into two parts, the id rising period and vds decreasing period. Hence, Evion can
be expressed as

Evion =
∫ t2

t1

vds·iddt + IL·
∫ t3

t2

vdsd (15)

Since reverse recovery behavior of D and the displacement current of Coss already
have been considered in the modelling of iS, therefore the sum of Evion, Err and Eoss, which
is actually the measured turn-on loss (Eonm), can be directly obtained by integrating id and
vds. This significantly reduces the complexity comparing with the analytical loss model
by computing the switching time for each sub-stages. Moreover, according to (11), both
the discharging current of Coss and charging current of CF are flowing through the channel
of S and thus these capacitive energy losses (i.e., Eoss, EF) are dissipated into the channel.
Based on the capacitance curves, Eoss can be expressed as

Eoss =
∫ Vdd

0
vds·Cossdvds (16)

Since the charging current of CF is provided by Vdd and part of the energy is stored
in CF, thus the energy loss dissipated in the channel (i.e., EF) can be derived based on the
charge of CF (QF),

EF = Vdd·QF −
∫ Vdd

0
vF·CFdvF =

∫ Vdd

0
(Vdd − vF)·CFdvF (17)

Consequently, EF theoretically should also be included in Eon which can be expressed
as,

Eon = Eonm + EF =
∫ t3

t1

id·vdsdt + EF (18)

3.2. Turn off Loss(Eo f f )

Generally, the power loss during turn-off transition occurs from t5 to t7 which includes
the turn-off V-I overlap loss (Evioff), Eoss and the tailing loss for the case of IGBT (Etail). The
analysis of Evioff is significantly different for the slow-switching scenario in Figure 5a and
the typical fast-switching for eGaN HEMT in Figure 5b. As for the former case, vgs is fixed
at vmil and thus id is relatively constant throughout the voltage rising period. Thereafter, id
decreases significantly meanwhile vds keeps relatively constant. Hence, Evioff for this case
can be graphically calculated as

Evioff =
∫ t6

t5

vds·iddt +
∫ t7

t6

(Vdd + vL)·idd (19)

Similarly, the sum of Evioff and Etail, namely the measured turn-off loss (Eoffm), is
typically an integral of id and vds. It is noticed that, CF is discharged and the energy is
transferred to the inductive load during the voltage rising period resulting in a reduction
of id, while Coss is charged and the corresponding energy (i.e., Eoss) is stored which will be
dissipated in the next turn-on transition. Therefore, Eoss should be theoretically excluded
from Eoff which can be expressed as

Eoff = Eoffm − Eoss =
∫ t7

t5

vds·iddt − Eoss (20)

As for the typical eGaN HEMT scenario, vgs skips the plateau and the channel turns
off quickly before vds rises significantly as discussed previously. Afterwards, the energy
is commutating between the inductive load and the two capacitances (i.e., CF and Coss)
which is almost lossless. Since the resistive overlap loss only occurs as long as the channel
is on, it is significantly reduced for this case due to the relatively low vds during this time.
Nevertheless, Eoff still can be calculated by (20).
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3.3. Parameter Extraction

The key model parameters can be directly extracted from the corresponding curves pro-
vided in the device datasheet by the curve fitting method [46–48], to avoid the supplementary
experiments which are usually not practical. This method is adopted in this paper since it
is applicable to different semiconductor devices and provides a relatively balanced tradeoff
between accuracy and practicability. As an example, different types of semiconductors
from different manufacturers as listed in Table 2 are selected for modelling and validation
of the proposed method. The extracting sequence is discussed in detail as follows.

Table 2. Semiconductor devices selected for modelling and validation.

Device Type Si IGBT SiC MOSFET Si MOSFET eGaN HEMT SiC SBD

Part Number IKW40T120 SCT2080KE NVHL072N65S3 GS66506T SCS220KG
Manufacturer Infineon Rohm On Semiconductor GaN System ROHM

• Static characteristic

In order to reproduce the switching behavior of S, two key parameters (i.e., vth and gfs)
are considered first. Since vth typically is a temperature-dependent parameter rather than a
constant value, it can be fitted by the 2nd order polynomial of junction temperature (Tj)
from the corresponding curve in the datasheet. Likewise, the transfer characteristic of S can
be fitted by the quadratic function of vgs and subsequently gfs can be further determined
based on vth and (7) as

gfs = is·
√

kga/
(

is − kgb

)

·kgTa·
(

Tj/Ta
)kgTb (21)

where kga, kgb, kgTa, and kgTb are fitting constants. Ta is room temperature which is
considered as 25 ◦C here. In this way, gfs under the given Tj in datasheet can be obtained.
The fitted results of transfer characteristics are compared and shown in good agreement
with the datasheet in Figure 6. It is also found that there is a positive correlation between
Tj and gfs for Si IGBT and Si/SiC MOSFET while it shows a negative correlation for the
case of eGaN HEMT.
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Figure 6. Fitted results of transfer curves for (a) Si IGBT; (b) SiC MOSFET; (c) Si MOSFET; (d) eGaN
HEMT.

Furthermore, in order to represent the on-state characteristic of S as expressed in (3),
the parameter vcesat for IGBT or Rds(on) for other cases is needed to be extracted. Typically,
both of vcesat and Rds(on) are affected by Tj and iS according to the curves in the datasheet.
Therefore, vcesat can be obtained by the following Equation (22).

vcesat = (kcea + rcea·iS) + (kceb + rceb·iS)·
(

Tj − Ta
)

(22)

where kcea, rcea, kceb and rceb are fitting coefficients. Note that the gate voltage is assumed
as constant in the parameter extraction for simplicity.

Likewise, Rds(on) for the cases of MOSFET and eGaN HEMT can be extracted by

Rds(on) = (kona + rona·iS) + (konb + ronb·iS)·
(

Tj − Ta
)

(23)

where kona, rona, konb and ronb are fitting coefficients. Based on the above equations, the
key parameters for different semiconductors in this paper can be extracted and illustrated
in Table 3.

Table 3. Key fitting coefficients parameters of different semiconductors.

Parameter kga kgb kgTa kgTb kcea,kona rcea,rona kceb,konb rceb,ronb

Si IGBT 2.05 −6.96 14.2 −0.012 −0.001 1·10−4 0.972 0.0215
SiC MOSFET 0.42 −0.35 2.96 −0.086 4.1·10−4 1.12·10−6 0.073 5.1·10−4

Si MOSFET 3.72 −19.2 13 −0.57 0.048 2.87·10−3 0.034 0.0012
eGaN HEMT 0.23 −776.9 0.51 −0.31 0.067 7.2·10−5 8.4·10−4 4·10−6

• Parasitic capacitance and inductance

It is a fact that nonlinear capacitances are the key to the dynamic characteristic of
the device. Typically, the capacitance curves provided in the datasheet is in the form of
Ciss, Coss and reverse capacitance (Crss) which can be mathematically converted to junction
capacitances. Generally, these capacitances are voltage-dependent and can be extracted by
fitting the curves as

C(v) = f (v), (24)

where f is a general fitting function for extraction of capacitance. In this paper, various f
are used for different devices to fit the corresponding curves as shown in Figure 7. Notice
that the nonlinear capacitance curves vary from different devices and thus it is reasonable
to change f accordingly.
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Figure 7. Parasitic capacitance extraction with the methods of (a) 5th order Gauss function;
(b) Analytical equation [49]; (c) Interpolating look-up table (LUT); (d) 3rd order exponential function.

As for the parasitic inductance, only the internal inductance of the device is normally
provided in the datasheet, while the stray parasitic inductance is highly related to the
specific device package and PCB design. There are two widely used methods for inductance
extraction, namely calculation method and experimental method. Based on the PCB
and device package specification, the corresponding inductance can be computationally
obtained with the help of calculation tools such as the Ansys Q3D Extractor software (v1.0,
Canonsburg, PA, USA). According to (1), it also can be extracted from the slew rate of
current along with vL during S turn on transition or from the resonant frequency of the
power loop in the experimental results. In this paper, the parasitic inductances are initially
estimated based on the PCB trace length of the power loop and the gate loop [50] as well as
the device package (e.g., 2–5 nH for TO-247 [51]) and further calibrated from the switching
waveforms.

• Diode parameters

According to (4), RF and vF0 are the key static parameters for D which can be extracted
directly from the diode I-V curve in the datasheet and the corresponding values for various
temperatures can be estimated by linear interpolation. Furthermore, the third quadrant
operation of eGaN HEMT as D is of special concern. Since the corresponding voltage drop
is dependent on the gate drive voltage of D, thus it should be fitted by (5) based on the
output curves in the third quadrant from the datasheet. The diode I-V curve fitted results
for different devices are compared with the datasheet and illustrated in Figure 8. Notice
that the conduction performance of the body diode in SiC MOSFET is generally worse than
the anti-parallel diode of IGBT and SiC SBD. As for the eGaN HEMT, the reverse voltage
drop is highly dependent on the gate drive voltage and the typical value for turn off (i.e.,
−3 V) will result in considerable conduction loss.
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Figure 8. Diode static parameter extraction of (a) Si IGBT; (b) SiC MOSFET; (c) Si MOSFET; (d) eGaN
HEMT.

In addition, CF can be obtained using the same method as mentioned above for S
from the capacitance curve in the datasheet. According to the previous switching transition
analysis, it can be found that the reverse recovery behavior of diode plays a considerable
role and the main parameters Irm and Qrr can be extracted from the diode curves as a
function of Tj and diF/dt [42],

Irm = krm0 + trm0·diF/dt + (krm1 + trm1·diF/dt)·
(

Tj − Ta
)

(25)

Qrr = krr0 + trr0·diF/dt + (krr1 + trr1·diF/dt)·
(

Tj − Ta
)

(26)

where krm0, trm0, krm1, trm1, krr0, trr0, krr1 and trr1 are all fitting coefficients. Besides, the
reverse recovery time (trr) and τre can be further determined by

trr = 2
√

Qrr/(diF/dt) (27)

τre = 1/ ln 10·(trr − Irm/(diF/dt)) (28)

4. Experimental Verification

The objective of the proposed method is to reproduce the switching performance of
the SDC and generate the corresponding power loss look-up table (LUT) with reasonable
accuracy and fast simulation speed. The models are implemented in PSCAD/EMTDC and
validated by comparing with the experimental waveforms and power loss results in the
DPT bench for different semiconductor combinations.

4.1. Setup Description

An automatic DPT bench was designed and built for device characterization and loss
validation [17]. Since the gate-drive requirements and device package are different for
all the devices, three daughter boards were designed accordingly with a power supply
(up to 1 kV) and the inductive load (5 mH) as shown in Figure 9. Tektronix High voltage
differential probe THDP0200 and current probe TCP0030A were used for Si IGBT/MOSFET
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voltage and current measurements, respectively, while passive voltage probe (TTP800) and
0.1 Ω current shunt resistor (SDN-414-01) were adopted for SiC MOSFET and eGaN HEMT
measurements. The temperature was controlled by a heating block and monitored by a
thermal imager (Fluke, TiS40). In the DPT, the desired test conditions (voltage, current, and
temperature) were initially set in the personal computer (PC) and all the control signals
were given by the microcontroller Arduino on the board. Afterwards, the DC capacitor
bank was charged to the desired voltage by the power supply unit, and the device was
heated to the desired temperature. When voltage and temperature conditions were ready,
two gate pulses were given in sequence to turn on and turn off the device under test (DUT).
The switching waveforms and data were obtained by oscilloscope and processed in the PC
for transient information and power loss analysis. In order to mitigate the measurement
error of power loss due to the asynchrony of voltage and current, it is necessary to calibrate
the probes before conducting the DPTs. To further guarantee the accuracy, additional delay
time adjustments for the transient waveforms are also needed for the turn-on and turn-off
processes. Taking the current as the reference, the calibration time of probe and waveform
are provided in Table 4. The calibrating fixture (067-1686-02) from Tektronix was used for
calibration of the current and voltage probes. A 10 MHz sinusoidal signal was applied to
both probes and the deskew time for voltage probe was adjusted until both measurements
were synchronizing. Note that, these calibration times can be different for various probes
and DUTs.

Ω current shunt resistor (SDN

   

(a) (b) (c) 

• 𝑣G
to control the DUT’s on and off, respectively. The 

 ℃ 150 ℃ 𝐷 𝑣ce𝑇j  ℃  ℃𝐷𝑣ce 𝑖c

Figure 9. Device characterization DPT setups for (a) Si IGBT/MOSFET; (b) SiC MOSFET; (c) eGaN HEMT.

Table 4. Calibration time of probes and waveforms.

DUT Case Si IGBT SiC MOSFET Si MOSFET eGaN HEMT

Probes calibration (ns) 48 26 45 23
Turn-on calibration (ns) 35 13 26 14
Turn-off calibration (ns) 31 18 25 12

4.2. Switching Transient Verification

• Si IGBT

The daughterboard in Figure 9a was used for Si IGBT and MOSFET tests, and vG was
flipped between 15 V and 0 V to control the DUT’s on and off, respectively. The simulated
results of switching current and voltage waveforms for IKW40T120 are compared with the
DPT measurements in Figure 10. The simulated results demonstrate good agreement with
measurements for current and voltage switching waveforms under 25 ◦C and 150 ◦C. The
switching details such as the tail current and the current spike resulting from the reverse
recovery of D can be clearly observed. In addition, vce slightly drops to 500 V as current
rising and reaches a peak of 700 V during turn-off transition due to parasitic inductance.
Besides, as Tj increases from 25 ◦C to 150 ◦C, the reverse recovery behavior of D becomes
more obvious resulting higher current peak (up to 60 A) and the rise of vce as well as the
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decline of ic during turn off transition slows down which will increase the switching power
loss.
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Figure 10. Switching waveforms of Si IGBTs (a) turn-on; (b) turn-off; @RG = 15 Ω.

• SiC MOSFET

A more compact daughterboard as shown in Figure 9b was designed for testing SiC
MOSFET. Additionally, the gate drive integrated circuit (IXDN609SI) was adopted as the
gate driver onboard to provide 20 V/−5 V drive voltage for SiC MOSFET. Figure 11 shows
the simulated switching waveforms of SiC MOSFET under the condition of 600 V and 20 A
which match well with measured results. It can be observed that there is only a slight
impact of Tj on the switching transients in terms of turn-on and turn-off time. Nevertheless,
the current still can reach almost 40 A during the turn-on transition due to the reverse
recovery behavior of the diode. Besides, it is found that a current ringing occurs during
both turn-on and turn-off transitions because of the parasitic resonance. This ringing
energy is generally consumed by the HF damping resistance in the circuit. Since either the
voltage or current has typically dropped to a low level during the ringing period, thus this
ringing loss is neglected in the model for simplicity.
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Figure 11. Switching waveforms of SiC MOSFETs (a) turn-on; (b) turn-off; @RG = 5 Ω.

• Si MOSFET with SiC diode

The DPT results for Si MOSFET with SiC diode using the same daughterboard as for
testing Si IGBT are shown in Figure 12. In general, the simulated results match well with
the measured results for different RG conditions. As RG increases from 10 Ω to 33 Ω, a
half less voltage drop of vds can be observed during turn-on transition due to the slower
current rising speed. Likewise, only a slight increase of vds can be seen after vds climbs to
Vdd. Moreover, it is noted that the current spike is significantly limited comparing with the
previous testing using PIN diode due to the merit of zero reverse recovery for SiC SBD.
Whereas, there is still a slight current bump causing by the resonance of parasitics as well
as the capacitive displacement current as discussed previously.
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Figure 12. Switching waveforms of Si MOSFET with SiC SBD (a) turn-on; (b) turn-off; @400 V, 20 A, 25 ◦C.

• eGaN HEMT

In order to test the eGaN HEMT which is a surface-mount device (SMD), a specific
DPT daughterboard was used as shown in Figure 9c. The gate driver provided 6 V/0 V as
gate drive voltage to control the lower side GaN switch S, while the upper side SiC SBD
served as a freewheeling diode when S turned off. The simulated switching results are
compared with the measurements for the two operating conditions as shown in Figure 13.
It can be seen that the simulation results are consistent with the experimental results. In the
turn-on waveforms, the current rising time is only tens of nanoseconds. After id reaches IL,
it behaves in the similar manner as previous test using Si MOSFET with SiC SBD. However,
during the turn-off period, it can be clearly observed that, id declines significantly and
drops to zero almost the same time as vds reaches steady state while for the other cases
of devices, the fast decrease of current typically occurs after vds climbs to vdd. This is
mainly because the channel of eGaN shuts down very fast before vds increase significantly
as discussed in Section 2.3. Hence, when the channel turns off completely, the apparent id
is dominated by the capacitive displacement current which is highly related to the change
of vds.
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Figure 13. Switching waveforms of eGaN HEMT with SiC SBD (a) turn-on; (b) turn-off; @25 ◦C, RG = 5 Ω.

4.3. Power Loss Verification

With the aim of power loss verification for various devices, the switching losses were
measured in the DPT and compared with the simulated results. During the switching
transients, pS, which is the product of voltage and current, can be obtained using the
math function in oscilloscope and similarly the Eonm and Eoffm can also be obtained by
integrating pS. As mentioned previously, the current and voltage probes are calibrated for
each test and additional delay time is also added to the waveforms results to keep transient
voltage and current synchronous. The captured waveforms and simulated waveforms
under the same test conditions are demonstrated in Figure 14 taking Si IGBT as an example.
By comparing the measured results with the simulated results, a good agreement can
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be clearly seen in terms of not only transient voltage and current waveforms but also
computed pS, Eonm and Eoffm. Furthermore, the measured power loss results are compared
with the simulated loss results for different devices under various operating conditions to
validate the proposed method. The average error (ē) is calculated by averaging the absolute
value of the error in each case.
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Figure 14. Si IGBT turn on waveforms (a) measured; (b) simulated; and turn off waveforms (c) measured; (d) simulated
@600 V, 20 A, 25 ◦C, RG15 Ω.

Figure 15 shows the power loss results of Si IGBT under different conditions of current,
voltage, and temperature. Generally, the total power loss (Ets) increases as the operating
voltage and current increase, and Eoff is less than Eon except for the high temperature
condition. It can be seen that, the average errors of Ets are within 7%, namely 5.1%, 5.5%,
and 6.3% for different operating conditions of current, voltage, temperature, respectively.
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Figure 15. Si IGBT loss results under different values of (a) current; (b) voltage; (c) Temperature.

Likewise, the power loss comparison results for SiC MOSFET are illustrated in Figure
16. Note that the Ets for SiC MOSFET is typically less than 1 mJ which is much less than the
counterpart of Si IGBT for similar conditions. It also can be found in Figure 16c that, there
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is a negative correlation between Eon and Tj. Since Eon is the dominated loss, as Tj rises, Ets
reduces accordingly though Eoff increases slightly. It is also noted that ē of Eoff for various
conditions are more than 7% while ē for Eon and Ets are still within acceptable range. The
reasons for the loss deviation can be the underestimation of parasitics and ringing loss as
well as measurement error. Besides, a relatively small amount of loss deviation can still
result in a high error percentage when the overall loss is relatively low.
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Figure 16. Power losses of SiC MOSFET under different values of (a) current; (b) voltage; (c) temperature.

Figure 17 shows Ets results for the combination of Si MOSFET and SiC SBD as the
SDC. It can be observed that Ets increases as the operating voltage and current increase.
In addition, a slight increase of Ets can be found as the operating temperature rise from
25 ◦C to 150 ◦C, while Ets increases significantly when 33 Ω RG is used. Moreover, the
power loss results for the case of eGaN HEMT with SiC SBD are illustrated in Figure 18.
It should be mentioned that, in order to capture the switching waveforms and the power
loss with reasonable accuracy, a 220 Ω gate resistance is used to relatively sacrifice the
switching speed and avoid shoot through issue due to the very low vth of GaN. Comparing
with the simulated and measured results, a good agreement is achieved at various testing
conditions and the error is within an acceptable range, although the ē of Eoff is slightly
higher.

𝐸ts 𝐸off increases slightly. It is also noted that ē of 𝐸off
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Figure 18. Power loss results of eGaN HEMT with SiC SBD (a) turn on, (b) turn off.

4.4. Discussion

• Accuracy

Comparing with the original two-state resistance switch model in PSCAD/EMTDC,
the proposed model is capable to reproduce the switching transient waveforms considering
various impacts of parasitics and interactive behavior of diode. In addition, the thermal ef-
fect is also considered to provide reasonably accurate results comparing with the measured
results where the temperature is monitored by a thermal imager as shown in Figure 19a.
Apart from the switching waveforms, multi-dimensional (i.e., voltage, current, tempera-
ture) power loss LUT as shown in Figure 19b also can be obtained simultaneously. The
average error is within 10% comparing with measured results for various devices under
various conditions. Comparing to the traditional physical model or analytical loss model,
no significant advantage is found in the modelling accuracy using the proposed model
due to the ignorance of parasitic resonance and some linear assumptions. Nevertheless,
the complexity of the proposed model is reduced with no state equations and numerical
calculations, and all the model parameters can be extracted from the datasheet.
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• Efficiency

The proposed model uses equivalent dependent voltage and current sources to rep-
resent the dynamic characteristics of devices based on the analytical equations for each
sub-stage of the switching process. In addition, the gate loop and power loop are decoupled
and the complicated numerical calculation as well as solving physical equations are not
necessary which can boost the simulation efficiency and avoid convergence issue. In order
to obtain an accurate power loss LUT with a wide range of operating conditions, there are
numerous permutations to be taken into account and thousands of simulation runs are
required instead of repetitive DPTs. For example, it requires around 5400 simulation runs
to cover the operating range, namely voltage from 20 V to 600 V with 20 V step, current
from 2 A to 60 A with a 2 A step, and temperature from 25 ◦C to 150 ◦C with a 25 ◦C
step. Figure 19c demonstrates the time cost of using the SPICE model provided by the
manufacturer and using the proposed model in PSCAD. In order to achieve reasonable
accuracy, the simulation time step is typically one nanosecond or less. Notice that, it takes
thousands of seconds to barely finish around 200 runs in SPICE, while more than 10 times
less running time is needed to finish the same number of runs by the proposed model with
even less time-step (i.e., 0.1 ns). Furthermore, to finish the whole 5400 simulation runs
using the proposed model at 1 ns time-step, it takes less than 300 s which shows the merit
of time-saving in generating the power loss LUT.

• Applicability

The proposed approach can be used to reproduce the switching waveforms and
obtain the power loss LUT of SDC configured by various devices such as Si IGBT, Si/SiC
MOSFET, eGaN HEMT, and SiC SBD. When it comes to other devices with a new structure
such as Cascade GaN, the proposed model cannot be used directly and modifications are
needed though the basic modelling method is still applicable. In addition, for each specific
device, the curve fitting functions and algorithms for parameter extraction are needed to
be adjusted for good fitting results. Apart from PSCAD/EMTDC, the proposed approach
can also be applied to other simulators such as MATLAB/Simulink, PLECS, and Saber
with respective modifications. Besides, the proposed model provides an insight into the
device behavior and most of the elements have clear descriptions. As a result, it is more
easily apprehensible than mathematical equations. Conversely, analytical loss models are
normally limited to the specific device type or combination and it is difficult to extend
the models to various PE applications for loss estimation. Besides, loss measurements
are time-consuming, costly, and challenging especially for WBG devices due to the fast
switching speed.

5. Conclusions

In this paper, a generalized behavioral modelling approach of the switch-diode cell
for power loss prediction is proposed, implemented in PSCAD/EMTDC, and validated by
experimental results in double-pulse tests. This proposed model consists of an active switch
model and diode model and it can be used for different modern power semiconductors.
The modelling approach along with power loss analysis is derived based on the compre-
hensive switching process analysis in a clamped inductive switching circuit. The static and
dynamic characteristics of the switch-diode cell are modelled by dependent voltage and
current sources with passive components. In addition, the proposed model is improved
by considering the impacts of parasitic elements, interactive behavior of diode, and the
temperature-dependent parameters. Besides, the extraction of the model parameters is
introduced by curve fitting from the device datasheet. Moreover, the switching transient
verification along with power verification is conducted for different devices under a wide
range of operating conditions. A good agreement between the simulated results using the
proposed model and experimental results can be achieved with less than 10% average error.
Consequently, the proposed model provides a good balance in terms of accuracy, efficiency,
and applicability.
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Abstract: EMC simulations are an indispensable tool to analyze EMC noise propagation in power
converters and to assess the best filtering options. In this paper, we first show how to set up EMC
simulations of power converters and then we demonstrate their use on the example of an industrial
AC motor drive. Broadband models of key power converter components are reviewed and combined
into a circuit model of the complete power converter setup enabling detailed EMC analysis. The
approach is demonstrated by analyzing the conducted noise emissions of a 75 kW power converter
driving a 45 kW motor. Based on the simulations, the critical impedances, the dominant noise
propagation, and the most efficient filter component and location within the system are identified.
For the analyzed system, maxima of EMC noise are caused by resonances of the long motor cable
and can be accurately predicted as functions of type, length, and layout of the motor cable. The
common-mode noise at the LISN is shown to have a dominant contribution caused by magnetic
coupling between the noisy motor side and the AC input side of the drive. All the predictions
are validated by measurements and highlight the benefit of simulation-based EMC analysis and
filter design.

Keywords: electromagnetic compatibility (EMC); electromagnetic interference (EMI) filter; SPICE
simulations; AC drives; conducted noise emissions; EMC filter; transmission line; power cable; chokes

1. Introduction

Switched-mode power converters transform the electrical power supplied to their
inputs according to the requirements of the load connected at their output. While these
converters provide high efficiency and control, their internal switching events also intro-
duce high-frequency noise that pollutes the environment with conducted and radiated
noise emissions [1,2]. In order to avoid any harm of such noise emissions to the device
itself or to other equipment in the same environment, electromagnetic compatibility (EMC)
norms limit the maximum allowed noise emissions of power converters and the minimum
necessary immunity against external EM disturbances. In this work, we consider EMC
norms on conducted noise emissions in the frequency band “B” ranging from 150 kHz to
30 MHz [3–5].

The objective of the EMC analysis of a converter is to design EMC filters that ensure
compliance with these norms and to optimize these filters by minimizing cost and/or
volume [6]. A powerful approach to EMC analysis is the usage of EMC simulations,
where the entire power converter system including the external impedances is described
in a form of an electrical circuit that captures the high-frequency noise sources as well as
the noise propagation [7,8]. In principle, such simulations allow a detailed study of the
system’s electromagnetic behavior, including the spectrum and location of noise sources
depending on the converter topology, the applied control scheme, and the semiconductor
technology [9,10], or of the noise propagation depending on the internal power components
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or the externally connected load and grid impedances [11]. Simulations can also help in the
assessment and optimization of interconnects or the locations of grounding connections [12].
Importantly, such simulations can be done at an early design stage, before the converter is
built, which enables short development time and minimizes risks of late redesigns. With all
these benefits, a simulation-based EMC design seems to clearly outperform a conventional
measurement-based approach [13].

However, all these benefits crucially depend on the quality of the simulation model.
All the relevant components need to be identified and represented by corresponding circuit
models valid in the frequency range of interest, where at high frequencies, the components’
behavior is far from ideal. Grounding connections and interconnects are no longer ideal
shorts but introduce important coupling mechanisms [12]. Even the discrete components
can couple to each other [1]. Ultimately, when the entire system is mapped to an accurate
circuit model, the used circuit solver has to run numerically stable simulations within
a reasonable time [13]. The active components such as semiconductor switches or the
modeled nonlinear magnetic effects might require time-domain simulations spanning over
a full fundamental period (20 ms for 50 Hz grid frequency), with a necessary resolution
to resolve noise up to 30 MHz. These challenges explain why EMC analysis is still an art,
despite all the advances in EMC technologies and in commercial software tools.

In this paper, we introduce and demonstrate a methodology to create, set up, and
run an EMC simulation of power electronic converters. A state-of-the-art review of all
EMC-critical components is given and a set of carefully developed component models is
chosen [14–20] to build up an entire system-level model of industrial power converters.
The used models not only accurately represent the EMC behavior of the power converter
components, but also ensure stable and time-efficient simulations of the entire circuit. Prior
work on EMC analysis of AC-drives has been reported in [21–27] and EMC analysis of
DC-fed motors can be found in [9,10,13,28–30]. However, many of these publications are
dealing with academic or low-power applications.

In this paper, the adopted methodology is applied to EMC analysis of conducted noise
emissions in an industrial 75 kW AC motor drive (a variable-speed drive that controls the
speed and torque of an induction motor connected at its output via a long, shielded motor
cable). The system is represented by broadband stable circuits and is analyzed to identify
the main noise propagation paths and the best noise filtering options. All effects predicted
and explained by simulations are validated by measurements.

2. State-of-the-Art Review of EMC Modeling of Power Electronic Components

Efficient and accurate circuit models of power electronic components are necessary for
EMC simulations of power electronic systems. In this section, we review the state-of-the-art
in high-frequency modeling of all EMC-relevant power electronic components, such as
chokes with non-linear magnetic cores, long cables, and motors, including resistors and
capacitors, printed circuit boards (PCB) and housing, semiconductors, and line impedance
stabilized networks (LISN).

Component modeling can be generally classified into two broad categories: physi-
cal or behavioral modeling [14,31]. Physical modeling is based on fundamental laws of
physics, such as Maxwell equations. It requires the knowledge of geometry and electro-
magnetic characteristics of the modeled component and it can make use of analytical or
numerical techniques to solve the equations and create an equivalent circuit model. The
behavioral modeling, on the other hand, does not need this information and uses measured
impedances of a component in various connection schemes to create an equivalent circuit
that will reproduce that same behavior. In this paper, we follow this classification and
designate the equivalent circuit models obtained using these two modeling procedures as
physical and behavioral models, respectively.
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2.1. Choke Modeling

Electromagnetic interference (EMI) filters in power electronic systems are based on
passive elements with inductors (chokes) used to reduce both common-mode (CM) and
differential-mode (DM) EMI levels. The frequency characteristics of chokes may be much
different from ideal when operating at high frequencies, due to parasitic capacitance of
windings, leakage inductance, and frequency-dependent permeability of the magnetic
cores, among other high-frequency effects. Accurate high-frequency models of single- and
three-phase chokes are, therefore, an important building block in EMC simulations used
for the filter design of power systems.

2.1.1. Physical Models

Physical models are based on analytical or numerical approaches, or a combination of
the two, where electromagnetic equations are constructed and solved using the geometry
and electromagnetic characteristics of the choke’s windings and the core, which are either
available from datasheets or need to be separately measured.

Analytical equations exist to estimate the magnetic fields inside the magnetic core and
in the air, as well as the electric fields between two turns and between turns and core. These
calculations can then be used to create an equivalent circuit of the choke [32–35], including
leakage inductances [36–39]and parasitic (turn-to-turn and turn-to-core) capacitances [40–46].
These models can be effectively used for the purpose of optimizing the common-mode
choke geometry and core materials [47,48].

Numerical approaches use various numerical techniques to solve Maxwell’s equations
for the entire choke or for some of its parts. Such techniques include the Finite-Element
Method (FEM) [49–51] or 3-D Partial Element Equivalent Circuit (PEEC) method combined
with the boundary integral method (BIM) [52,53]. Numerical models are more suitable for
choke designs and their frequency-domain analysis.

2.1.2. Behavioral Models

Behavioral choke models can be further broadly grouped into two subcategories [31,54].
The first subcategory is behavioral models with circuit topologies that reflect the physical
effects inside the choke (e.g., magnetic characteristics of the core). The second subcategory
is black-box behavioral models having circuit topologies without any relation to the choke’s
internal physical effects, but correctly reproducing the measured behavior at its terminals.

Behavioral modeling based on black-box measurements can be carried out on a
choke in different connection schemes using a spectrum analyzer [55–58], impedance
analyzer [14,59], or vector network analyzer (VNA) [60–62]. The parameters of the corre-
sponding equivalent circuits (with either fixed or variable topologies) are then extracted
from measurements by (iterative) analytical formulas [14] and/or optimization algorithms
for fitting the measured data, such as rational function approximations [31,63], vector
fitting [62,64,65], and evolutionary algorithms [14].

In behavioral models with circuit topologies reflecting the physical behavior of the
core, the frequency-dependent core permeability (caused by eddy currents inside the core)
is usually modeled using Cauer of Foster ladder networks, whose parameters are fitted to
the measured complex permeability using different methods [54,66–73].

Recently, the Cauer RL ladder network from [66] has been extended by replacing linear
inductors with Preisach [74] inductors. This model accurately captures high-frequency
effects, saturation, and hysteresis in single- and three-phase chokes [15]. A description of
the measurement setup used to characterize the magnetic properties and the parameter
extraction procedure for the equivalent circuit has been provided. This model has been
further extended in [16] to also account for dimensional resonance in ferrites. We use this
methodology to create equivalent circuit models of the chokes for system-level simulations
presented in this paper.
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2.2. Multiconductor Cable Modeling

Power cables, found in power distribution systems and motor drives, are distributed
elements whose lengths may by far exceed the operating wavelength. They can be modeled
as multi-conductor transmission lines, where many frequency-dependent characteristics
including per unit length (p.u.l.) parameters, skin and proximity effect, dielectric losses, and
transmission line propagation, reflections, and delay need to be appropriately accounted
for [75,76].

2.2.1. Determination of Frequency-Dependent per Unit Length Parameters

Typically, the first step in modeling cables is to determine their distribution or p.u.l.
parameters. When cable material parameters and cross-sectional geometry are known, the
p.u.l. parameters can be obtained using analytical formulas or numerical electromagnetic
simulations.

Analytical formulas exist for a limited set of canonical cross-section geometries [77–80]
or can be used in combination with cable cross-section partitioning for more general cross-
section geometries [81,82]. Different numerical electromagnetic methods can also be used
to extract the cable p.u.l. parameters, such as finite element method [80,83–89] or method
of moments [90–92]. In cables designed primarily to carry high-frequency signals, the
p.u.l. parameters are kept within strict tolerance levels during manufacture, which is not
necessarily the case for power cables whose primary function is the distribution of power
signals [79].

When the material and geometrical characteristics of the cable are not known, the p.u.l.
parameters can also be extracted from measurements using an impedance meter [93,94],
impedance analyzer [29,80,95,96], vector network analyzer (VNA) [18,97–100], and com-
bining the VNA measurements with time-domain reflectometry (TDR) [101] or impedance
meter measurements [18] to accurately capture both DC, low, and high-frequency behavior.

2.2.2. Cable Models Based on Lumped Segmentation of Transmission Line

Equivalent circuits of multiconductor cables to be used in SPICE (Simulation Program
with Integrated Circuit Emphasis) circuit simulations can be created using conventional
lumped segmentation of transmission lines. Each segment is represented by an elementary
cell containing the extracted p.u.l. RLGC parameters to model the transmission line that
may have an additional RL ladder network to model for frequency-dependent skin and
proximity effects, and an additional RC ladder network to model for frequency-dependent
dielectric losses [29,80,82,93–96,101–104].

Approaches based on conventional lumped segmentation of transmission lines pro-
vide an adequate solution to the problem of mixed frequency/time simulations for short
cables or approximate predictions of overvoltage transients. However, these methods lead
to large circuit matrices, rendering the simulations inefficient and/or unstable especially
for system-level EMC simulations including long cables [105,106].

2.2.3. Cable Models Based on Matrix Transfer Functions

An equivalent circuit of transmission lines can also be obtained based on matrix
transfer functions that interrelate terminal voltage and current vectors. They can be
further emulated in SPICE using modal decoupling and voltage/current controlled genera-
tors [105] or represented in a form of matrix rational function in terms of poles and residues
either analytically [107], or using various numerical algorithms such as a vector-fitting
algorithm [108–111], matrix-rational approximation method [106], or method of character-
istics [112]. Additionally, more advanced methods, such as extraction of the propagation
delay in the method of characteristics [113], delayed vector fitting (DVF) [114], or multivari-
ate orthonormal vector fitting (MOVF) [115,116] can also be used. These matrix rational
function techniques are suited to generate state-space models and synthesize equivalent
circuits, which can be embedded into conventional SPICE solvers by using lumped RLC
elements [63,108,117], Laplace elements [17,105], and/or controlled sources [76,105,118].
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The behavioral modeling procedure for long multiconductor power cables presented
in [17] starts with measurements of the DC resistances of the cable and of its frequency-
dependent admittance matrix up to the highest frequency of interest using a VNA. Rational
function interpolation and passivity enforcement are used next to create an analytic repre-
sentation of the tabulated measured data [108–110]. Finally, a SPICE equivalent circuit of
the measured cable is produced by translating the rational function representation into the
circuit domain [76,105,117]. This approach provides stable, causal, and passive equivalent
circuits of multiconductor cables that can be used in both time- and frequency-domain
SPICE simulations. An extension of this method is introduced in [18] to obtain length-
scalable multi-conductor cable models by using modal decomposition [119,120], extracting
the p.u.l. parameters from the measured admittance matrix, and by taking advantage of
the rotational symmetries of the cable, which in turn result in reduced equivalent circuits
that speed up the SPICE simulations of long multiconductor power cables (three- and
four-conductor shielded cables of 150 m length were modeled). This method is used for
creating models of multi-conductor cables in this paper.

2.3. Motor Modeling

High-frequency modeling of induction machines plays an important role in investigat-
ing motor drive electromagnetic interference issues such as stator winding reflected-wave
overvoltage and bearing discharging current [121].

Physical modeling of motors utilizes electromagnetic field analysis based on 2-D or
3-D FEM to create the equivalent circuits [122–126]. This methodology requires complete
geometry and material information and it enables a detailed EMC analysis and design of
the motor itself.

Behavioral modeling needs real motor measurements to construct the equivalent cir-
cuit that reproduces the motor impedances. These impedances are usually measured using
an impedance analyzer on a motor in several connection schemes (typically in common and
differential modes). The circuit parameters can then be extracted from the measurements
using either pre-defined equivalent circuit topologies that emulate the physical behavior of
the motors [29,93,95,102,121,127–134] or more general circuit topologies based on rational
function approximations [135,136] and vector fitting algorithm [17,19,137,138]. A combi-
nation of FEM and behavioral modeling may also be used to improve and fine-tune the
model parameters [139].

It is useful to create equivalent circuit models of various motors, which can then be
used to assess the conducted noise in the full converter system for different loads.

The behavioral motor model used in this paper is created by a parallel connection
of a high-frequency motor model based on measurements of a standstill motor [19] and
a low-frequency model capturing the operation condition of the motor [23]. A high pass
filter placed in front of the high-frequency model ensures that depending on the frequency
of excitation the correct motor model is used.

2.4. Interconnects, PCB, and Housing

From the EMC theory point of view, all low frequency (LF) coupling mechanisms
(galvanic, capacitive, and inductive coupling) are present in a power converter system and
must be adequately taken into account [1,2].

In the EMC analysis of real applications, the influence of PCB- and interconnects
design is sometimes overlooked. It is however very important to include the above-
described parasitic effects in the system level circuits [12,13,53,140], as will be demonstrated
later in Section 3.3. Although the extraction of equivalent circuits from 3-D models of
interconnects is quite a complex and time-consuming task, careful preparation of the CAD
data can significantly accelerate the modeling so that it can be integrated into the EMC
analysis process. For that purpose, the following features are expected from commercial
design tools:
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• import of the manufacturer CAD data with the automated placement of component
models, ports, and terminals;

• extraction of models with a large number of ports (>100);
• extraction of passive, broadband models which are accurate in a preselected fre-

quency range;
• Creating a standard, SPICE-compatible output model, suitable for time- and frequency-

domain system level simulations.

Presently, there are several commercial tools, allowing a full data process chain from
CAD import to the extraction of the wideband equivalent circuit. Tools like ANSYS Q3D
Extractor [141] or Dassault CST studio suite (3D/PCB) [142] implement the full design
chain described above, are easy to use and validated in a variety of applications by a large
user community.

2.5. HF Capacitor and Resistor Models

Capacitors, together with inductors, are essential components of any filter design.
Contrary to the complexity of the inductor modeling techniques (see Section 2.1), the
impedance curves of nearly all types of capacitors can be accurately represented by a
simple series RLC equivalent circuit. The RLC values can be obtained from measurements
either directly using hardware (Impedance- or Vector Network Analyzer) or software fitting
tools (e.g., Matlab Zfit [143]).

Analysis of impedance curves of different capacitors can be very helpful in the ca-
pacitor selection procedure, especially if certain resonances have to be damped by the
appropriate selection of the filter capacitors.

2.6. Power Semiconductor Models

In most PE applications, the power semiconductors are operated in switching mode
and their switching waveforms are the main EMC noise source. The spectrum of this
noise source is determined by the applied control scheme that determines the switching
frequency of the semiconductors, and by the switch-on/switch-off waveforms of the
switching devices, which depend on the type of semiconductor (IGBT, MOSFET, BJT,
WBG semiconductors [9,10]). The EMI noise spectrum increases with increasing switching
frequency and with reduced turn-on and turn-off time (for frequencies above the inverse
switching time). Due to the dominant role of semiconductors in EMC noise creation,
accurate semiconductor models are needed in EMC simulations, that capture switching
waveforms of controlled commutations and reverse recovery of free-wheeling diodes for
spontaneous commutation.

A detailed analysis of semiconductor modeling techniques is beyond the scope of
this paper, however, in the following we give a short overview of power semiconductor
models used in system-level EMC simulations. Modeling of power diodes [144–147], MOS-
FETs [148,149], and BJTs [150] is well established, therefore, numerous models are readily
available either in libraries of SPICE simulation tools (e.g., SIMetrix [151], LTSpice [152])
or on the web pages of most manufacturers. This does not seem to be the case for IGBT
models. A detailed overview of the modeling techniques and different complexity levels
of IGBT models can be found in [153,154]. Although several physical and behavioral
models of the coupled MOSFET-BJT structure of an IGBT device are presented in the litera-
ture [145,146,155–167], the parameter extraction procedures ask for simultaneous fitting to
both static and dynamic device measurement data, which makes the modeling of IGBTs a
rather complex task even for major manufacturers. Quite a few of them provide models of
some IGBT devices (e.g., [165,166]) but the accuracy and stability of these models differ and
the selection of an appropriate model for system level EMC simulations is still challenging.

2.7. LISN and Noise Detector Modelling

The line impedance stabilized network (LISN) is a low pass filter device, connected
between the mains and device under test (DUT). Application of a LISN in a test setup serves
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two purposes: it filters out the HF electrical noise from the grid and it provides a test port for
EMC conducted emission measurements. A standard LISN must provide 50 Ω impedance
between each line and the common ground in the frequency range 150 kHz–30 MHz.

A typical circuit diagram of one phase leg of a CISPR-16-1-2 [5] compatible LISN is
shown in Figure 1. Depending on the power level and manufacturer, the values of filter
components and the number of low-pass filter stages can vary but the circuit diagram from
Figure 1 is a good starting point for creating a LISN equivalent circuit in system level EMC
simulations.

Ω

3 5

Figure 1. A CISPR-16-1-2 compatible one phase leg LISN circuit diagram [5].

EMC standards are referring to the EMC noise using two types of noise detectors:
average (AV) and quasi-peak (QP). These noise detectors are implemented in a special
type of spectrum analyzers called EMI receivers. Since system level EMC simulations
are usually evaluated/compared with measured EMI noise, there is a need for having a
software implementation of QP and AV detectors based on simulation data. The easiest way
to obtain a QP or AV spectrum is the use of postprocessing routines. A digital time-domain
data processing methodology with the emulation of AV, QP, etc. detectors can be found
in [168] and has been used to post-process the simulations shown here.

3. System Level EMC Simulation and Analysis: Voltage-Source Inverter Driving
a Motor

In this section, we analyze measured and simulated EMC noise spectra of an industrial
power converter. The power converter is a 75 kW, 400 V three-phase variable speed drive
with a two-level inverter topology and an input diode rectifier. The converter is connected
via a long (10–200 m) shielded power cable to a 45 kW induction motor. The measurements
of conducted EMC noise are performed in an EMC lab according to the norms specified
in [3–5]. The simulation model of the EMC setup is created by combining the component
models reviewed in Section 2 into a full system model in SPICE software [151]. We show
the accuracy of the model in predicting the measured conducted EMC noise. Then we
analyze and simplify the system model in order to identify the main noise propagation
paths and the best noise filtering options. We found a dominant impact of the motor cable
on the measured EMC noise as well as of the couplings caused by the interconnects.

3.1. Build-Up and Validation of System Level EMC Simulation

The schematic of the EMC setup is shown in Figure 2. The required component models
have been discussed in the previous section. The common mode choke is realized by placing
three nanocrystalline magnetic cores around the three-phase input and it is modeled using
the physical equivalent circuit presented in [15], with parameters extracted from impedance
measurements. The two identical DC reactors are modeled with a behavioral model created
by applying vector fitting to the measured impedance [108].
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Figure 2. Simplified schematic representation of the EMC setup. Low-frequency values of filter components are specified,
but corresponding EMC models are more complex as discussed in Section 2. The corresponding CM-circuit is derived in
Section 3.2.

The model of the shielded motor cable is based on VNA measurements and created
using vector fitting [17]. Models of the same cable with different lengths are obtained
by first extracting the p.u.l. parameters of the cable which are then used to create the
equivalent circuit of the same cable for any length [18].

The voltages across the IGBTs in the inverter power module with an average switching
frequency of 4 kHz are the main noise source of the drive. The IGBTs were modeled
using physical behavioral models obtained from the manufacturer [165,166]. The actual
equipment under test (EUT) uses a complex vector control algorithm to determine the
switching pattern. Given that the average switching frequency of 4 kHz is well below the
EMC band of conducted emissions starting at 150 kHz, the exact switching pattern has
only a minor impact on EMC noise in stationary operation. Therefore, a simplified scalar
control scheme based on pulse width modulation is used in the simulations to approximate
the real behavior.

Interconnects between the components are not ideal shorts and introduce relevant
parasitic couplings that need to be included as was discussed in Section 2.4. Parasitic effects
of wires, busbars, and the metal chassis are included in the full three-phase simulation
by extracting an RLGC equivalent SPICE circuit of interconnects and housing using a
quasi-static field solver based on the method of moments (MoM [141]) as described in
Section 2.4. The simplified 3D model of the structure is shown in Figure 3. The extracted
black-box model has 69 ports and includes parasitic capacitances, coupled inductances,
and resistances. Instead of connecting the components of the schematic shown in Figure 2
by ideal shorts, they are then connected at the corresponding ports of the extracted SPICE
circuit. The compact broadband model of interconnects and housing is not shown explicitly
in the schematic of Figure 2 for better readability but is an important part of the full
three-phase circuit model.

Figure 4a shows the measured EMC noise at the LISN for all three phases, labeled L1,
L2, and L3 in the setup shown in Figure 2. The EMC noise shows repetitive resonances
as functions of frequency that exist due to wave resonances in the motor cable that oc-
cur at certain ratios of wavelength to cable length, as we will discuss in more detail in
Section 3.3. The schematic shown in Figure 2 does not include any auxiliary power circuit
that powers fans or control and gate circuits. These auxiliary circuits also include switch
mode power supplies with high switching frequency, however, they process much lower
powers. Figure 4b shows that for the analyzed converter, the contribution of these auxiliary
circuits to conducted noise emissions is small. The red curve in Figure 4b is the phase
noise for normal operation, as also shown in Figure 4a. For comparison, the black curve
in Figure 4b shows the EMC noise when only the auxiliary power is turned on, while the
inverter is not switching, and the motor is at a standstill. The noise stemming from the
auxiliary supply alone has a minor contribution to the total EMC noise and only becomes
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relevant for frequencies above 4 MHz, where for the setup shown, the noise is well below
the norm. Therefore, the auxiliary power circuit is not included in the simulation, and
simulation results above 4 MHz are not accurate.

 

Figure 3. 3D model of the chassis and busbar geometry in the prototype for parasitic RLGC extraction
(MoM) [141].

 
(a) (b) 

Figure 4. Measured average detected grid noise of all three phases L1, L2, and L3 with a 100 m motor cable (16 mm2) during
(a) normal operation with motor rotation (b) comparison between the noise of normal operation and the motor at standstill
with no switching at inverter (idle).

3.2. Common Mode Equivalent Circuit and Impact of Interconnects on EMI Noise

For EMC analysis it is useful to separate the phase noise in its common mode (CM)
and differential mode (DM) components. CM current flows between the power conversion
system and ground, while current flowing between the power lines is denoted as DM noise.
As indicated in Figure 2 with the line voltages at the LISN denoted as ULi, i = 1, 2, 3, the
CM voltage UCM and differential mode voltages UDMi at the LISN can be defined as:

UCM =
UL1 + UL2 + UL3

3
; UDMi = ULi − UCM; i = 1, 2, 3. (1)

In measurements, the transformation from phase noise to common mode and differ-
ential mode noise is done using a CM/DM noise separator [169,170]. The measurement
results shown in Figure 5a reveal that the EMC noise is dominated by the common mode
noise, which will be the focus of the EMC analysis in this paper. Figure 5b shows the CM
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and DM noise obtained by postprocessing of time-domain simulations of the full setup.
Simulated and measured EMC curves are in excellent agreement up to 4 MHz. For higher
frequencies, the EMC noise is very low, and the auxiliary power supply noise becomes
significant, which explains the deviation between simulations and measurements. As ex-
plained in Section 2.6, the dominant EMC noise sources of the converter shown in Figure 2
are the switching waveforms of the IGBTs in the inverter. The propagation of differential
mode noise from the inverter towards the input (AC grid side) is well suppressed by the
electrolytic DC capacitors, however, the DC capacitor cannot filter CM noise. The main
reasons why measurements still show significant DM noise at the AC grid side are the
noise mixing between CM and DM within the diode rectifier [20] and parasitic magnetic
couplings from the noisy load side to the input side [171], which will be described later in
Section 3.3.

𝑈𝐿𝑖 , 𝑖 =1,2,3 𝑈𝐶𝑀 𝑈𝐷𝑀𝑖
𝑈𝐶𝑀 = 𝑈𝐿1 + 𝑈𝐿2 + 𝑈𝐿33 ; 𝑈𝐷𝑀𝑖 = 𝑈𝐿𝑖 − 𝑈𝐶𝑀; 𝑖 = 1,2,3.

 
(a) (b) 

Figure 5. Average detector noise level of differential mode and common mode noise emissions as defined in Equation (1)
with a 100 m motor cable (16 mm2) (a) Measurement with CM/DM LISN separator. (b) Simulation results.

The propagation of the CM noise can be described by the equivalent circuit shown
in Figure 6. Most of the impedances shown in the CM circuit of Figure 6 are the CM
impedances of the components shown in the three-phase circuit of Figure 2. The frequency-
dependent CM impedances are shown in Figure 7a and they are accurately reproduced
by the circuit models. The impact of the diode rectifier either as a CM noise source or CM
impedance is neglected in the CM circuit of Figure 6, while the HF noise introduced by the
switching of the DC voltage in the inverter is represented as a fixed voltage noise source
Ucm. As indicated in Figure 2, the noise source Ucm is the voltage difference between the
DC bus midpoint and the average of the three output voltages, and it is determined only
once, using a time-domain simulation of the full three-phase circuit (which uses accurate
semiconductor models). The frequency spectrum of Ucm is shown in Figure 7b.

𝑖ଵ
𝑖ଷ

 

Figure 6. The equivalent CM circuit of the converter including magnetic parasitic couplings. The 3-phase circuit is shown in
Figure 2.
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(a) (b) 

𝑍ெ ≫ 𝑍ூௌே + 𝑍

Figure 7. (a) The circuit impedances of the equivalent CM circuit shown in Figure 6 with a 100 m motor cable (16 mm2). (b)
The spectrum of the CM noise source (using AVG detector). The corresponding EMC noise is shown in Figure 5.

The parasitic CM loop inductances Lp1, Lp2, Lp3 and their mutual couplings k12, k13, k23
capture the most relevant coupling mechanism of the interconnects and housing shown in
Figure 3 and they can be directly extracted by defining the corresponding CM current paths
in the quasi-static field solver [141] using matrix reduction which corresponds to a parallel
connection of the AC-phases and DC buses. The loop inductances Lp1 and Lp3 and their
coupling coefficient k13 quantify the important magnetic coupling between the noisy output
of the converter on the load side and the quiet input of the converter on the AC-grid side.
As indicated in Figure 3, this coupling is introduced by the pigtails of the input and output
cables that are close to each other, run in parallel, and do not have any shielding. Why
are the other types of parasitics introduced by the interconnects less important? Parasitic
capacitances between different interconnects and between interconnects and chassis turn
out to have little impact on CM noise propagation, due to the dominant shunt capacitances
CAC on the grid side, CDC on the DC link, and the effective cable capacitance between the
conductors of the motor cable and their grounded shield. Furthermore, resistances of the
interconnects are small compared to the other impedances within each loop namely ZLISN
+ ZCMC, ZLDC, or Zload. In contrast, the magnetic coupling between the different current
loops, which is modeled by the parasitic loop inductances Lp1, Lp2, Lp3 with their mutual
coupling factors k12, k13, k23 is highly relevant, because the induced voltages bypass the
capacitive filters CAC and CDC. It turns out that the most important coupling is the one
between the load loop with its high noise current between i3 and the grid loop with its low
noise current i1.

The CM circuit shown in Figure 6 consists of three loops. The first loop contains the
CM impedances on the grid side: LISN (ZLISN), common mode choke (ZCMC), and the AC
side capacitance CAC which consists of a series connection of X and Y capacitors. The loop
current i1 is subject to the EMC norms of the LISN side. The second loop consists of CAC,
the DC-reactors (ZLDC), and the DC-Y-capacitors CDC. As already stated above, the impact
of the diode rectifier on the CM noise in the EMC range is neglected here. The third loop
contains CDC, the CM voltage noise source Ucm, and the load impedance Zload given by
the CM impedance of the cable terminated with the motor. The loop current i3 is by far the
largest CM current in the system and its propagation to the LISN is filtered by the CLC
filter formed by CDC, ZLDC, CAC. However, the magnetic couplings, most importantly k13,
bypass this filter.

The simple structure of the CM circuit helps to understand the noise propagation,
furthermore, it is a linear circuit (if common mode choke and DC reactors are approximated
by linear broadband models) which allows one to apply frequency-domain analysis, which
is much faster than time-domain analysis.

The propagation of CM noise is assessed using the equivalent circuit shown in Figure 6
and the results are shown in Figure 8. As a validation of the simulation models, we show
that the measured noise (curve (a) in Figure 8) is accurately predicted by time-domain
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simulations (curve (b) in Figure 8) using the three-phase circuit of Figure 2. Equivalent
results are obtained by frequency-domain simulations (curve (c) in Figure 8) using the
common mode circuit of Figure 6. By varying the three mutual coupling factors in the
common mode circuit of Figure 6, the relative importance of the different couplings is
analyzed. In the simulations, the coupling factors are simple parameters that can easily be
changed. In the physical setup, the inductive couplings between the current loops depend
on the layout of the interconnects and can be reduced by minimizing the area enclosed
by the current loops, by increasing the distance between the loops, or by introducing
electromagnetic shields. It is found that the coupling factor k13 between loops 3 and 1 has
the biggest impact. In fact, as shown by curve (d) in Figure 8, if the coupling between
the input and output loops is set to zero k13 = 0 (all other parameters stay the same), the
grid side noise is reduced significantly below the norm limit. The load side loop (between
inverter and load) has the largest EMI noise current, which explains the relevance of even
a small magnetic coupling between output and input.

2
Figure 8. Simulated and measured conducted emissions of CM noise. Simulation (b) used the full three-phase circuit shown
in Figure 2, simulations (c)–(e) used the common mode circuit shown in Figure 6 with frequency-domain (FD) solver. The
setup uses a 100 m motor cable (16 mm2).

In contrast, an increase of the AC-side capacitance does not reduce the CM noise. As
shown by curve (e) in Figure 8, the noise level remains almost unchanged (except for a
small reduction at 150 kHz) when the filter capacitance CAC on the grid side is shorted
completely but the magnetic couplings are present. This finding confirms that the grid
side CM noise is mainly caused by the induced voltage source in the grid side current
loop. In the presence of the induced voltage, the current on the grid side is most effectively
suppressed by a large impedance within the grid side loop, which is achieved by placing a
large CM choke impedance ZCMC ≫ ZLISN + ZCAC see Figure 7a. Unfortunately, among
the EMC filter components, the CM choke is the largest and most expensive component.
Other CM filter options will be discussed in Section 4.

3.3. Impact of Cable Characteristics on EMI Noise

In this section, we show that the prominent maxima in the EMC noise measured at
the LISN are caused by cable resonances and we discuss how these maxima depend on the
length and the type of the motor cable. As shown in Figure 7, the load impedance Zload
is much larger than the impedance of the CY caps at the DC link, called CDC in Figure 7.
Therefore, the current i3 in the output loop is largest at the minima of the load impedance
Zload (or maxima of its admittance Yload). Furthermore, by comparing the impedances
Zmotor of the motor alone, with the load impedance Zload given by the CM impedance
of the cable terminated with the motor, we notice that resonances of the load stem from
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the cable resonances. The measured noise at the LISN is determined by the current i1 in
the input loop. According to the circuit shown in Figure 6, the noise can propagate from
the noisy output to the input either by conduction from output to DC link to input, or by
the inductive coupling between the loop inductances. As we will see in the next section,
the inductive coupling dominates the noise propagation. For both coupling paths, the
EMC noise measured at the LISN shows the same maxima as the output noise (although
with lower amplitude) and these maxima are essentially determined by the motor cable.
Accurate cable models are therefore essential for EMC simulations of the current setup.

In order to further analyze the impact of the motor cable on EMC noise, measurements
and simulations with two different cable types and for different cable lengths were done.
The results are shown in Figure 9. Figure 9a compares the load admittance of the two cables,
both 30 m long, connected to the same 45 kW motor. Both motor cables are three-phase,
shielded power cables, but one uses conductors with a cross section of 16 mm2 and the
other with 70 mm2 [172] The load admittances of the two cables shown in Figure 9a have
the same qualitative behavior as the load admittances with the periodic cable resonances
as functions of frequency. However, due to the different cable cross section, the p.u.l.
parameters are different, which causes a different characteristic cable impedance and
propagation constant. The measured and simulated EMC noise when these cables are used
in the EMC setup of Figure 2 is shown in Figure 9c. Note that the maxima of the load
admittance coincide with the maxima of the conducted noise emissions.

 
(a) 

 
(b) 

 
(c) (d) 

Figure 9. CM admittances Yload of different motor cables terminated with 45 kW motor are shown in subfigures (a,b). The
CM noise emissions of the full system when using these cables are shown in subfigures (c,d). The impact of cable type (for
the same cable length of 30 m) on load admittance and noise emissions is shown in (a,c) and the impact of cable length (for
same cable type with a 16 mm2 cross section of each conductor) is shown in (b,d).
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Figure 9c shows a good agreement between simulations and measurements up to
about 5 MHz, however for higher frequencies the measured noise shows additional peaks
that are not reproduced by the simulations. These peaks cannot be explained by the
auxiliary supply alone but are most probably caused by coupling between the motor cable
and the conductive ground plane present in the EMC setup [171]. Since the reference
ground plane of the setup was not included in the simulation model, the effect is not
reproduced in the simulation. In [171], the cable to ground coupling was analyzed and it
was shown that changes in the cable layout relative to the ground plane can significantly
affect the noise levels. However, the cable layout is currently not strictly specified in the
EMC measurement standards, despite its large impact on the measured EMC noise.

Next, the impact of the cable length on the load admittance and EMC noise at the
LISN is analyzed. Figure 9b compares the load admittances of motor cables of the same
cable type but of different lengths, all connected to the same 45 kW motor. With increasing
length, the frequency spacing between successive maxima as well as the amplitude of
the oscillations of the admittance is reduced. Both observations are well explained by the
transmission line behavior of the cable. In the limit of an infinitely long cable, the load
impedance would be given by the characteristic cable impedance that shows no oscillations.

Figure 9d shows the EMC noise measured at the LISN, for the various cables shown
in Figure 9b. Again, the resonances of the EMC noise stem from the cable resonances.
The location of the first maximum in EMC noise (or load admittance) shown in Figure 9d
moves to lower frequencies as the cable length increases, while the amplitude stays roughly
the same (or might even be higher for shorter cables). Interestingly, for the data shown
in Figure 9d, the EMC norm is violated for the shorter cables (10 m and 30 m) while the
CM noise is below the limits prescribed by the norm for the longer cables (100 m and
300 m). The large EMC noise for short cables contradicts the common belief that the
EMC emissions increase with increasing cable length, and this finding is discussed and
explained in Section 4. Here we note that the length-scalable cable models are an effective
and accurate tool to predict EMC noise emissions as shown by the good agreement between
simulations and measurements in Figure 9.

4. Discussion

Before drawing general conclusions of this work and providing an outlook, in this
section, we discuss two main findings of the EMC system simulations of the motor drive
presented in Section 3.

The first finding was presented in Section 3.2 and concerns the impact of magnetic
coupling on the filter performance of magnetic and capacitive filters. We showed that for
the analyzed system, EMC noise is dominated by CM noise and we derived the equivalent
circuit for CM noise propagation shown in Figure 6. Two main noise propagation paths
were identified. The first noise path is the conventional galvanic noise propagation from
the noise source at the inverter to the input side. This noise propagation is filtered by the
CLCL-type filter formed by CDC, LDC, CAC, LCM. The CM choke LCM is larger and more
expensive than the capacitors CDC, CAC and its size could be reduced by increasing the
capacitance CAC to ground. However, there is a second noise propagation path introduced
by the coupled loop inductances Lp1, Lp2, Lp3 in Figure 6, which represents the magnetic
couplings between the interconnects. The coupling gives rise to an induced voltage Uind

in the grid side current loop, which drives the grid current i1. The induced voltage
Uind = jωMi3, where M = k13

√

Lp1Lp3 denotes the magnetic coupling between output
and input loops and the dominant contribution was identified to be the cable connectors at
the input and output of the convert as shown in Figure 3. The second noise propagation
path dominates the emissions in the EMC frequency range. In fact, as shown in Figure 8,
even when replacing the capacitive filter CAC of the CM circuit of Figure 6 by an ideal short,
the emissions are not reduced. The emissions caused by the induced voltage are most
effectively suppressed by a large impedance within the grid side loop, which is achieved by
placing a large CM choke. What about other filter options for CM noise? In the presented
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setup, most of the EMC noise on the grid side is caused by the induced voltage between
the motor side and the grid input side, and therefore an increase of the DC link impedance
ZLDC value will have little effect on the grid noise. One could try to filter the noise on
the load side, by placing a CM choke around the motor cable. However, the high CM
current levels on the load side result in large losses in the core material and can cause
saturation. Finally, the coupling factor k13 could be lowered by introducing a shielding or
by the improved layout of the busbar geometry. If these parasitic mitigation methods are
not possible, the grid side common mode impedance must be kept high enough to limit
the coupled noise below standard requirements.

The second finding of the EMC analysis that we discuss here concerns the dependence
of noise emissions on the type and length of the motor cable as analyzed in Section 3.3. The
maxima of EMC noise are caused by resonances of the long motor cable. The interesting
finding was that in the analyzed system, the conducted EMC emissions are larger for cables
with a length of 30 m than for cables of 100 m (or even 300 m), which contradicts the
common belief that emissions always increase with cable length. The common belief is
based on the facts, that long cables have a larger capacitance to ground, leading to higher
load admittance and, furthermore, the cable resonance occurs at a lower frequency where
the noise source has a larger amplitude, see Figure 7b. The explanation for why the common
belief is wrong here is based on a combination of EMC effects. First, while the noise source
decreases in frequency as shown in Figure 7b, its propagation to the AC input is dominated
by magnetic coupling (for the analyzed converter) leading to an induced voltage on the
grid side Uind = jωMi3. This coupling is represented by the coupled loop inductances in
circuit Figure 6. The magnetic coupling is more effective with increasing frequency, which
improves noise propagation and compensates for the decrease of the noise source with
increasing frequency. Furthermore, the cable resonances are better damped for longer cable
lengths. Another aspect is that EMC norms are often stricter at higher frequencies (above
500 kHz in Figure 9d) and the frequency of the cable resonance increases with reducing
cable length. Similarly, for sufficiently long cables, the first resonance moves below this
frequency and for even longer cables (e.g., for the 300 m cable shown in Figure 9), the
first resonance of the cable admittance is below 150 kHz, which is the lower frequency
bound of the frequency band “B” relevant for conducted emissions. However, in addition
to the impact of the cable length on the EMC spectrum above 150 kHz, longer cables
also increase capacitive currents in the low-frequency range (DC up to low harmonics of
switching frequencies) due to increased parasitic cable capacitance. The increased CM
currents must be considered in the design of the inductive CM filter components to avoid
saturation, which relativizes the surprising finding that longer cables can lead to smaller
EMC problems.

5. Conclusions

EMC simulations are shown to be an excellent tool to analyze EMC noise propagation
and to assess the best filtering options. However, the setup of EMC simulations is a
difficult task and requires experience. First, the relevant components need to be identified
and modeled in the required detail. The relevant models are not limited to the power
components of the converter, but also include the couplings introduced by interconnects,
PCB and housing, as well as the external impedance of the converter at the input and
output sides, such as the power cable, motor, including the LISN and noise detector. The
models can be represented as SPICE circuits to allow including them into a circuit model
for the EMC analysis of the full power converter. Often the circuit representation of the full
EMC setup is rather complex, which can lead to long simulation times and sometimes even
to numerical instability. Therefore, a simplification of the circuit is very beneficial, which
also helps with better understanding the noise propagation. For example, the complex
semiconductor models can be replaced by a fixed voltage source, representing the switching
waveform, and/or by separately analyzing common and differential mode noise, which
can often be analyzed by simpler circuits. The simplified circuit is often a linear circuit
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and can then be analyzed using much faster frequency-domain simulations. Conducted
noise emissions of a 75 kW power converter driving a 45 kW motor were analyzed. Based
on the simulations, the critical impedances within the system were identified, as well as
the dominant noise propagation and the most efficient filter component and location. The
conducted noise was found to be dominated by common mode noise in the studied system
and a simplified CM circuit was derived. The layout of the interconnects and housing was
shown to introduce parasitic magnetic couplings between output and input grounding
loops formed by the EMC shunt capacitors and multiple common mode chokes are required
to suppress the EMC noise caused by induced voltages. Sharp maxima in the conducted
noise emissions were shown to be caused by cable resonances that can be accurately
predicted as functions of type, length, and layout of the motor cable. An interesting finding
was that in the analyzed system, the conducted EMC emissions were larger for cables with
a length of 30 m than for cables of 100 m length or more, which contradicts the common
belief that emissions always increase with cable length. All effects predicted and explained
by the simulations were validated by measurements, and the close agreement between
simulations and measurements underlines the benefit of simulation-based EMC analysis
and filter design.

There are various possible continuations of this work. Having identified the detrimen-
tal effect of magnetic couplings between input and output, possibilities of an improved
layout of the busbar geometry need to be assessed as well as other shielding options. Fur-
thermore, in order to reduce the need for expensive common mode chokes, the benefit of an
active EMC filter should be assessed [11]. Finally, while EMC simulations are a powerful
tool to analyze conducted noise emissions and to design the required filter, further efforts
are needed to build up similar simulation tools for radiated noise emissions.
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Abstract: The impact of the stray inductances originated from interconnects in power electronics
becomes crucial with the next generation of SiC devices. This paper shows that the existing layout of
a railway inverter, operating with Si IGBTs already exhibits a dynamic current imbalance between
paralleled modules. This will not allow using this geometry with SiC MOSFETs. A complete
investigation of the electromagnetic origin of this issue has been performed. A generic circuit model
has been proposed to establish a cabling rule to design a Gate Distribution Printed Circuit Board
(PCB) in such a way that it compensates the power dissymmetry. An optimization strategy has been
used to obtain a new geometry of this PCB, which has been validated with a time domain simulation.

Keywords: power electronics; PEEC method; optimization; paralleling devices; 3D layout; stray
inductance; coupling

1. Introduction

The European project “Shift2rail” [1] is investigating the advantages of the SiC wide
bandgap devices in railway applications. The potential benefits of using SiC MOSFETs in
future converters are explored, but also the mandatory impacts on the 3D layout design.
With the high speed commutation of these new switches, there is a strong need of properly
designing a geometrical arrangement of the various parts of a converter, in order to prevent
all consequences of the stray elements originated from the cabling. Voltage overshoots,
ringing, and power drive interactions are major concerns of power electronics designers in
the “wide bandgap era” [2–4].

Among the issues arising from high switching speed in high current applications, the
current division among paralleled power modules is a key topic, which has to be addressed
carefully to avoid any derating of the devices [5].

Several parameters may generate a bad current division among power modules [6]:

• difference between device’s parameters due to industrial processes or different operat-
ing temperatures,

• the power layout which provides various current paths among the paralleled devices
and therefore different loop inductances, leading to a different current commutation
speed (dI/dt),

• the gate circuit layout, including the common emitter and the mutual coupling be-
tween gate and power circuits: both effects modify the gate-to-emitter voltage, and
consequently the dI/dt.
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All these phenomena have been investigated for many years for Si IGBTs, and more
recently for SiC MOSFETs. The impact of power layout dissymmetry has been reported
in [7–10]. It was shown that an electrical symmetry (i.e., equivalent loop inductance seen
from each devices) can be obtained even with non-symmetrical geometries, taking into
account the effect of mutual inductances. However, this necessitates many degrees of
freedom for the 3D placement of the power modules, which are not always available in a
railway inverter. Indeed, compact solutions are requested, and the cold plate of the cooling
system often imposes the modules arrangement.

Another very important origin of the bad dynamic current division is due to the gate
driver. Many papers have addressed the issue of the common inductance between power
and gate circuits on the emitter (or source) pin [11–14]. Of course, this phenomena has
mainly been studied for the internal layout of the power module, and has more impact on
the current division among the dies than the difference between several modules. However,
these papers also described the impact of the mutual coupling between gate and power
circuits, which is another origin of power-drive interaction. In other words, reducing the
common emitter impedance is not sufficient to avoid the feedback effect from power to gate
during transients, and the impact of the magnetic couplings has to be considered. This has
been done in [15], where a metric has been defined in order for all the dies inside the power
module to be submitted to the same feedback voltage from the power circuit. Therefore,
using mutual couplings, and despite different values of common emitter inductances,
all gate to emitter voltages during transients were identical, leading to the same dI/dt.
Defining a gate circuit layout according to this metric was obtained, using an optimization
process, for a fixed power layout.

Nevertheless, in a general situation, the current imbalance among power devices
during transients combines both effects of power layout and power-drive interaction.
To elucidate these joint effects, it is necessary to add the device’s behavior. This was
done in [16] to account for electro-thermal effects, the device’s parameters being modified
with temperature.

The present paper will propose a full investigation of the impact of all inductive stray
effects generated by both power and gate layout. It will be shown that a dynamic current
imbalance generated by the power layout can be compensated by properly designing a
gate circuit layout. The electrical equations developed in this paper are more or less similar
to the recent work reported in [17] and will be used in an optimization process to obtain an
improved current division, despite the current imbalance caused by the power layout.

The approach to get the circuit equations must start with a clear link between the 3D
geometry and the electrical representation. Partial Element Equivalent Circuit (PEEC) [18]
is today the classical modeling approach to reach this goal. It allows for the representation
of any conductor with a partial inductance, and for mutual couplings with the rest of
the circuit. However, if the transfer from a simple interconnection linking two points
to its electrical model is straightforward, multiple port connections, as busbars, must
be clarified. This paper will present a generic electrical representation for this kind of
multiport conductors, which is implemented in many PEEC software but not reported in
the literature so far.

To support the proposed method, a 1700 V 1200 A railway inverter, ONIX 671, will
be used as an example. Even if this inverter is not based on SiC devices, it exhibits some
current imbalance, whose origin will be investigated thanks to simulation (Section 2). In
Section 3, the generic circuit model derived from the 3D layout will be presented. Equations
got from the model will be used to obtain a cabling rule to guarantee balanced currents
during transients, despite a non-symmetric power layout. This cabling rule will be the
objective function of the optimization process carried out in Section 4.
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2. Inverter Description

The 1700 V 1200 A studied inverter is a 3 phases + 1 brake chopper topology. The
electrical representation of the inverter is given in Figure 1, and the 3D layout in Figure 2.
Several parts can be identified:

• An Electrolytic Capacitor Bank made of 54 devices (18 groups of three series capaci-
tors), connected to the two HT+ and the two HT− terminals (DC bus);

• two identical subparts, each of them realizing two legs. One sub part is composed
of six power modules (three paralleled devices for top and bottom switches), eight
decoupling capacitors, and three busbars for linking the aforementioned elements: one
power busbar (DC bus) and two phase busbars for connection to the output phases.

• Each subpart contains drivers for controlling the IGBTs. A specific Printed Cicuit
Board (PCB) carries the driver signal to the three paralleled devices for the top
and bottom switch of each phase. Two Gate Distribution PCBs are thus used for
each subpart.

• A cold plate is supporting all 12 power modules (dry natural cooling system).

Figure 1. Railway inverter composition. The global function is a three-phase inverter with one additional non-reversible leg
for braking. Each leg uses three paralleled IGBT modules. The full converter is built from two identical subparts composed
of two legs and decoupling capacitors (bottom of the figure). A common DC capacitor tank is used to provide the energy
storage at DC-bus level.
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Figure 2. (Top: left), DC capacitor bank with duplicated DC bus connections, one for each subpart. (Center), overview of
the global 3D layout. (Right), IGBT power Module. (Bottom): 3D layout of the power part.

Figure 2 shows the 3D representation of the inverter. The Electrolytic Capacitor Bank
associates three groups of capacitors realized with simple copper bars and is linked to the
two inverter subparts through a dedicated busbar. The HT+ and HT− connections are
therefore duplicated. The IGBT module is also displayed in Figure 2. It offers separate
Emitter and Collector pins for top and bottom switches (E1, C1 and E2, C2), the series
connection being made by the phase busbar. A Kelvin connection is of course provided
for each emitter of each IGBT (Ec1 and Ec2). Gate pins G1 and G2 as well as separate
collectors Cc1 and Cc2 for control purposes are also indicated in the figure. On the bottom
of Figure 2, one can see the inverter power layout, which is split into two parts, each of them
associating two inverter legs. For each subpart, six power modules are fixed on the cold
plate and interconnected with a power busbar in the center and two phase busbars on both
sides, which also provide the connection between all top emitters and bottom collectors
of the three paralleled IGBTs. The power busbar associates the power module and eight
decoupling capacitors, and provides links to the DC capacitor tank. The gate drivers are
on the top, and a specific PCB is used for interfacing them with the three paralleled IGBTs.
These four Gate Distribution PCBs are localized directly over the phase busbars.

The cold plate is not much larger than the 12 power modules. Therefore, there are
almost no degrees of freedom for their geometrical implementation. The DC power busbar,
linking the decoupling capacitors Cdec to the power modules, has to provide both small
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loop inductance and as much symmetry as possible for ensuring an equal current division
between power modules. As mentioned before, the power modules are not providing the
series association of the two IGBTs of the leg, and the electrical link between the Emitter of
switch 1 and the Collector of switch 2 is performed through a part of the phase busbar. The
switching cell is thus composed of Decoupling Capacitors, Power Busbar, and a part of the
Phase Busbar.

It is worth noting that all phase busbars exhibit a slit, visible on Figure 3. This one has
been inserted for managing the static current division (DC resistance) between the three
paralleled IGBTs. Indeed, the current path from the power modules to the phase output
will have almost the same length, whereas without the slit the module close to the power
connections would see a much shorter path than the most distant one.

Figure 3. Zoom of the slit in the phase busbar to provide almost equal length for the current path
between the phase output and the power modules.

In the experiment, the operations of this converter were not fully satisfying regarding
the current division among the three paralleled modules. A huge experimental investiga-
tion was carried out to check if this current imbalance was due to the devices’ properties,
but even when carefully sorting IGBTs with the same characteristics, the issue remained.

The 3D layout is thus at the origin of the bad current distribution among the three
switches. Moving to SiC MOSFET with this kind of layout is not possible because the
influence of the cabling will be much more important with a higher commutation speed.
Understanding the root cause of the issue is therefore mandatory. For this purpose, an
investigation using a simulation has been carried out, using Ansoft Q3D [19] and the
associated time domain simulator Simplorer.

For this purpose, it was decided to focus on the bottom switch of phase W, composed
of 3 paralleled IGBTs. The power layout is composed of the DC busbars and the phase W
busbar. IGBT power modules have been simplified and represented by simple lumped
inductances, to avoid overloading the 3D simulation model. This simplification is not a
real issue, since all modules are identical: this is not the origin of the current dissymmetry.
The eight decoupling capacitors have been identified through impedance measurement
(simple esl–esr model [20]) and their equivalent circuit is connected to the appropriate
ports of the 3D PEEC model. The DC capacitor bank has also be simplified: from Figure 2,
it can be seen that the parallel association of 18 groups of three series capacitors is realized
with three blocks of 6 * 3 series components. An equivalent model of each block has been
identified (again, equivalent series inductance and resistance), and only the DC capacitor
busbar (Figure 2) has been modeled in Ansoft Q3D. The power busbar and phase W busbar
are also included in the 3D description. It is worth noting that to save memory space, the
DC capacitor busbar has been modeled in a separate file, since its mutual coupling with
the rest of the power structure is negligible.
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The gate driver is replaced by a perfect voltage source, common to each of the three
paralleled IGBTs. The link between this voltage source and each of the three devices is
made by the Gate Distribution PCB (Figure 4 represents the part of this PCB corresponding
to the bottom switches). It is a pure passive PCB, connecting the drive signal to each IGBT,
and providing external gate resistances (some additional feedback and protection circuits
are not studied here). It was included in the full 3D model, together with power and phase
W busbars.

Figure 4. Gate Distribution PCB, collecting the driver signal and linking it to each of the three paralleled IGBTs.

An illustration of the electrical simulation with all aforementioned blocks is provided
in Figure 5.

Figure 5. Time domain simulation scheme. Two Partial Element Equivalent Circuit (PEEC) models used from separate
files: power and phase busbar plus Gate Distribution PCB and DC capacitor tank busbar. Equivalent esr–esl models of
the decoupling capacitors and the three blocks of the DC Capacitor tank. “Home made” IGBT and diode models are used.
Idealized drive signal is a simple voltage source.

Figure 6 shows the simulation results for the three IGBTs. It is obvious in this figure
that IGBT 3 (far from the phase output and close to the driver input) is slower than the two
other ones, resulting in higher switching losses at turn off. IGBT 2 (in the middle) is the
quickest one, and consequently takes the major part of the diode recovery current.

To understand the root cause of the imbalance and determine if was due to the power
layout or to the power-drive interaction, a second simulation was done, removing the Gate
Distribution PCB from the 3D representation and directly controlling the IGBTs by the
ideal driver voltage source. Therefore, only the power layout was impacting the current
division. Simulation results are given in Figure 7. Again, current division is not perfect,
but this time the slowest device is not IGBT3, as in Figure 6, but IGBT 1. Therefore, the
current imbalance is necessarily affected by both effects, power and gate circuits.
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Figure 6. Simulated results of current division among the three bottom switches of phase W. Full 3D model.

Figure 7. Simulated results of current division among the three bottom switches of phase W with power layout only,
identical idealized gate signals.

A last simulation was also carried out to confirm the impact of mutual couplings in the
power-drive interaction. The Gate Distribution PCB was described in a separate file in Q3D,
therefore keeping the effects of its impedance, but not considering the mutual couplings
with the power layout. The results of Figure 8 show that IGBT1 is still the slowest, as with
the perfect gate circuit, which clearly shows that the most impacting effect is due to this
coupling between Power and Gate Distribution PCB. This is not surprising considering the
position of this PCB, directly on the top of the phase busbar, which is part of the switching
cell, so carrying high dI/dt.
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Figure 8. Simulated results of current divisions among the three bottom switches of phase W with power layout and Gate
Distribution PCB layout—no coupling considered.

From these simulations, it can be concluded that:

• the power layout generates a current imbalance, IGBT 3 being slower than the
two others

• the couplings between this PCB and the power part actually modify the current
division, since taking them into account leads to a real change in the slowest device
(IGBT 1 instead of IGBT 3). They must therefore be considered.

The power layout is hard to modify, due to a lack of space and the mandatory position
of the power modules on the cold plate. It has been shown that it is generating a current
imbalance, but that this one is reversed when considering the Gate Driver PCB. Therefore,
there is a possibility to compensate the imbalance caused by the power layout, using the
coupling with the gate circuit. However, to guarantee this compensation, it is first necessary
to consider both effects in a circuit model, combining an electrical representation of the
power layout, the gate layout, their couplings, and the IGBT model. This is the aim of the
following section.

3. Electrical Model of Paralleled IGBTs

Obtaining the circuit model from a 3D layout is quite straightforward using the
PEEC approach for a simple conductor linking two points: the conductor is replaced by a
resistance, an inductance, and mutual coupling with the rest of the circuit. However, in
the kind of 3D geometry used in Figure 2, some conductors—as busbars, for instance—are
not linking only two points but several points. Consequently, the electrical representation
becomes tricky. In some cases, the geometrical layout is organized in such a way that the
user can “guess” a circuit representation almost corresponding to the current path and
the layout (Figure 9 top). However, in the case of plates, for instance, the current path is
unknown, and the equivalent circuit topology not straightforward. A possibility would be
to connect all points with R-L coupled circuits, as in Figure 9 bottom, but this is clearly not
the representation using the minimal number of elements. The first subsection will propose
a generic approach to get an electrical circuit from the 3D layout, based on a “terminal
behavior” vision. This generic representation is used in several existing PEEC softwares, as
Ansoft Q3D [19] or Altair Flux-PEEC [21], but has not been explained in such detail so far.
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Figure 9. Electrical representation of conductors linking more than two points. (Top), the current
path is quite obvious, and an electrical representation can be “guessed”. (Bottom), the case of a plate
with no straightforward representation, except for the “heavy” full connection of each point with R-L
coupled elements (mutual coupling not displayed for clarity).

This circuit representation of both power and gate circuits will be combined with an
IGBT conventional model in order to investigate the current division in the simplified case
of two paralleled IGBTs. From this analysis, a rule on the impedance matrix will be derived
to reach balanced currents in each IGBT.

3.1. Generic Circuit Representation

The results of the previous sections show the importance of considering all stray
inductive elements involved in the dynamic behavior of the switching, including power,
layout, and mutual couplings with the gate circuits. It is thus mandatory to take all of
them into account. For simplification and illustration purposes, only two paralleled power
modules will be considered in this section, even if, obviously, the generalization to three
and more is quite straightforward with the proposed equations and matrix writing. We
will focus on the IGBT 1 and the IGBT 3 of the bottom switch of phase W to illustrate
the geometry.

The chosen electrical circuit representation of a conductor linking N_port > 2 will be
composed of N_port-1 inductors and resistors. One point among the I/O ports will be
considered as a reference and linked with the others with R-L circuits (and couplings). The
reference point can be chosen arbitrarily. Figure 10 shows a simple illustration for the basic
case of two plates associating three capacitors in parallel.

It is worth noting that this method is the one used in most PEEC-based softwares
to generate Pspice-compatible netlists. One further remark is that in this representation,
the full PEEC matrix exhibits both a real and an imaginary part. In other words, not
only the inductors but also the resistors are coupled. Physically, this corresponds to a
common resistive path within the same conductor and eddy currents induced in the rest
of the geometry. These “resistive couplings” can be represented in circuit equations with
current-controlled voltage sources (Figure 11), or by writing differential equations in a
programming language (VHDL AMS or MAST for Saber software).
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Figure 10. Generic representation, based in an input/output port choosing an arbitrary reference port. This representation
is NOT linked with any geometrical current path.

Figure 11. A possible way to reproduce “resistive couplings” in Pspice-compatible representations.

3.2. Application to Two Paralleled IGBTs

Let’s consider two paralleled IGBTs connected between phase W and the HT− nega-
tive potential (IGBT 1 and IGBT 3 of the full geometry). The PEEC method was applied
to model the power busbar as well as the phase busbar W. The power module was also
described using a PEEC model.

For the power busbar, the phase W connecting terminal was chosen as reference point
for linking it to both collectors C1 and C2, and the HT− potential for linking to both power
emitters, E1 and E2. For the power module, collectors and gate pins are simple connections
linking the die to the external pin. Only Emitters have to be linked to the Die, Control
Emitter, and Power Emitter pins. In this case, the reference point was the emitter die.
Therefore, the circuit of Figure 12 left can be obtained, which can be reduced to the circuit
of Figure 12 right by associating all impedances in series.

An important note is that this arbitrary circuit representation does not correspond
to the geometrical layout: for instance, a part of the circuit can be common to the power
and gate parts in the module (the contribution of a portion of DBC or bondings). This
is not seen as a common inductance in the equivalent circuit of Figure 12, but it is taken
into account in the value of mutual impedance between stray elements. This is illustrated
further in Figure 13 for more clarity. In this figure, a part of the emitter path is common to
the power and gate circuits. A geometrical representation would be as in Figure 13 left, but
the generic representation is always the same whatever the layout geometry.
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Figure 12. (Left): individual models of each part of the system. (Right): reduction of the model by associating
series elements.

Figure 13. Example of a PEEC representation in the case of classical common emitter coupling.
The (left) representation is based on the geometry and the proposed generic representation; (right)
is based on terminals only and is independent from the geometry. Both account for exactly the
same phenomena.

73



Energies 2021, 14, 1891

3.3. Circuit Equations

The method starts with considering the power circuit only, including a semiconductor
model composed of a current source and the output capacitor, as illustrated in Figure 14.

Imos = gm(VGE − Vth) (1)

Figure 14. Representation of the power part only, including a simple IGBT model.

To simplify writing, only inductive elements are displayed and considered in the equa-
tions, but all resistive elements and resistive couplings could be easily taken into account.

The expressions of the two power currents, IP1 and IP2, can be written as follows.

IP1 = gm1(VGE1 − Vth1) + CCE1

(

−a
d2 IP1

dt2 − b
d2 IP2

dt2

)

(2)

IP2 = gm2(VGE2 − Vth2) + CCE2

(

−c
d2 IP1

dt2 − d
d2 IP2

dt2

)

(3)

with
a = LC1 + LEp1 + 2MC1Ep1
b = MC1C2 + MC1Ep2 + MEp1C2 + MEp1Ep2
c = MC2C1 + MC2Ep1 + MEp2C1 + MEp2Ep1
d = LC2 + LEp2 + 2MC2Ep2

according to the notations of Figure 10 right, keeping the power elements only.
Considering identical devices, CCE1 = CCE2, gm1 = gm2, and Vth1 = Vth2. Furthermore,

instead of solving the equation in the time domain, the frequency domain is preferred.
Therefore, it leads to

IP1 =
gm(VGE1 − Vth)− CCEbω2 IP2

1 + CCEaω2 (4)

IP2 =
gm(VGE2 − Vth)− CCEcω2 IP1

1 + CCEdω2 (5)

Finally, combining (8) and (9), we obtain

IP1 =
gm

CCEω2(ad − bc)
[d(VGE1 − Vth)− b(VGE2 − Vth)] (6)
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IP2 =
gm(VGE2 − Vth)

CCEω2d
− c

d

[

gm

CCEω2(ad − bc)
[d(VGE1 − Vth)− b(VGE2 − Vth)]

]

(7)

Considering that the dynamic current share phenomena involves only high frequen-
cies, CDS.a.ω2 >> 1 and CDS.d.ω2 >> 1. If we want to have IP1 = IP2, it leads to

VGE1 =

(

a + b

c + d

)

VGE2 + Vth

(

1 −
(

a + b

c + d

))

(8)

This means that to obtain an equal dynamic share despite dissymmetric layouts, it is
possible to act on the gate voltages in the following way:

VGE1 = αVGE2 + Vth(1 − α) (9)

with α =
(

a+b
c+d

)

It is worth noting that if the power layout is symmetrical, a = d and b = c; therefore,
α = 1 and thus VGS1 = VGS2: it is not necessary to compensate the power currents from the
gate side.

Once the power layout has been defined, the current dissymmetry is defined (i.e., a, b,
c, d, and thus α), and it is possible to modify the gate circuit, in order to obtain different
values of VGE1 and VGE2.

These gate voltages can be expressed as a function of gate and power currents and the
various stray impedances of the circuit from Figure 12 right:

[

VGE1
VGE2

]

=

[

Vdriver

Vdriver

]

− jω[(ZG|ZPG)]









IG1
IG2
IP1
IP2









(10)

ZG being the stray impedance matrix on the gate distribution PCB, Vdriver being
the driver output voltage (common for all devices), and ZPG being the coupling matrix
between gate distribution PCB and power circuit. This coupling matrix contains all mutual
impedances the between power and the gate circuit, as already explained to introduce
Figure 12 right.

Neglecting gate currents in comparison with power currents leads to focus on ZPG

only. Therefore, the following expressions can be obtained for VGE1 and VGE2:

VGE1 = Vdriver − jωZPG line1 IP1 (11)

VGE2 = Vdriver − jωZPG line2 IP2 (12)

If we want to obtain IP1 = IP2, combining (11) and (12) with (9) leads to:

jωIP

[(

∑ ZPG line1
)

−
(

α ∑ ZPG line2
)]

− (Vth − Vdriver)(1 − α) = 0 (13)

the summation term is just here to show that more than two paralleled devices can
be considered.

Therefore, to reach equal currents, the ZPG matrix has to be designed in such a way that
(13) is fulfilled, in order to compensate the power dissymmetry, expressed by a non-unity
value of α. In other words, all couplings between gate PCB and power layout should be
designed in order to compensate the non-ideal behavior of the power part. This is a major
improvement in comparison to previous works where only power dissymmetry [7–10] or
power-drive interaction [11–15] were considered, but not the possibility of compensating
power dissymmetry through the gate circuit layout, using the device’s model, as in [16,17].
This target will be reached through optimization in the following section.
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4. Optimization of the Gate Distribution PCB

Finding the layout of the Gate Distribution PCB which, coupling with the power
circuit, fits (13) is not possible with a human brain, even with years of trial-and-error
work! Therefore, an optimization algorithm has been set up. The principle is illustrated
in Figure 15: a home-made optimization environment (RSM, developed by the Alstom
group, Semeac France), controls the Ansoft Q3D PEEC software, in which a parametrized
geometry of the Gate Distribution PCB and the power layout is described. By varying the
geometrical parameters of the PCB, the objective function defined by (13) is minimized. The
optimization used in the RSM environment is based on genetic algorithms NSGA2 [22] and
will not be described in this paper. The parametrized geometry of the Gate Distribution
PCB is given in Figure 16. For simplicity, a multilayer description has been chosen, in order
to draw the two gate tracks and the two emitter tracks independently. Track crossing in
each layer is also allowed, to simplify the description. After optimization, the number of
layers can be easily reduced, and track crossing can be avoided using vias. The geometrical
description of the gate connections involves four parameters per gate, whereas the source
connections are simpler and defined using two parameters per IGBT. Parameter description
and an example of corresponding geometrical constraints are given in Figure 16 and Table 1,
respectively. Choosing these 12 parameters allows the layout building some “loops”, which
can provide positive or negative couplings with the power part, and thus allow sufficient
degrees of freedom for the algorithm to reach the goal defined by the objective function.
All connection points to the power modules are obviously fixed, since the power layout
and the module location remain unchanged.

The optimization function is frequency-dependent: first of all, because equations
were written in the frequency domain, and also because impedance evaluation in the
PEEC software is carried out at a specific frequency. Since the goal is to balance currents
during the switching phase, an equivalent frequency corresponding to the switching time,
0.35/tswitching, has been used [23]. It has been evaluated to 50 MHz. The impact of this
choice will be discussed later.

The main interest of the proposed method is that it does not imply any time simulation
in the optimization loop, which is really time-consuming and often generates convergence
issues: some configurations generated by the optimizer may indeed not be able to converge
in the time domain, and the optimization process may thus fail.

After several hours of optimization, which is quite a reasonable amount of time, since
the process is automatic, a result has been obtained. It is displayed in Figure 17. The
geometry displayed on the top of the figure is compatible with the imposed constraints
(fixed connection points and maximum size of PCB).

Figure 15. Optimization methodology.
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Figure 16. Gate Distribution PCB: parametrized geometry.

Table 1. Example of geometrical constraints associated to parametrized geometry: example for A, B,
C, D.

Parameter Name Min Value Max Value

A 0 Amax = PCB max size X
B 0 Bmax = PCB max size Y
C 0 Cmax = PCB max size X
D 0 Dmax = PCB max size X

On the bottom of Figure 17, the evolution of the objective function is plotted as
a function of the number of iterations of the algorithm. This representation helps in
evaluating the convergence of the NSGA2 algorithm. It can be seen, for instance, that after
iteration 400, the minimal value of the objective function has been reached and is not really
modified between 400 and 1050, where it has been stopped. This minimal value converges
up to 225,000, which is lower than the initial value, around 260,000. This objective function
is the left part of (13). It has not reached zero due to all the constraints, but it has been
reduced compared to the initial situation.

Since some assumptions have been made to build the objective function, and since
it has been evaluated at a specific frequency (50 MHz), there is a strong need to validate
the obtained result in the time domain. For this purpose, the PEEC model of the 3D layout
(power and gate circuit in the same file for including couplings) has been combined with
precise models of IGBTs in the Simplorer time domain simulator (Figure 18).

77



Energies 2021, 14, 1891

Figure 17. (Top): Optimized Gate Distribution PCB corresponding to the optimal point. (Bottom): evolution of the objective
function vs iterations. The green point corresponds to the minimum of the objective function.

Figure 18. Post-processing of the optimization results: after geometric optimization, the full geometry
is exported to Simplorer for a time domain simulation.

The initial geometry of the gate distribution PCB and the power layout has been
simulated as well (light/dark blue curves in Figure 19). Results are compared to the
optimized gate distribution PCB (magenta/red in Figure 19). The improvement is really
obvious, which validates both the methodology and the optimized geometry.
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Figure 19. Results of the time domain simulation: in blue, the initial geometry of the gate distribution PCB; in red/pink, the
optimized PCB.

5. Conclusions

This paper has presented a 3D layout of a power inverter used in a railway application.
Due to the high-speed switching of candidate SiC MOSFETs, specific care has to be taken
with regard to stray inductances and mutual couplings generated by the interconnections.
In particular, it has been shown that the present 3D layout of the existing Si inverter
was exhibiting uneven current division among the paralleled IGBTs. It was therefore
mandatory to improve this layout before going to the next step with SiC devices. Using
the PEEC approach, it has been demonstrated that the power layout was at the origin of a
dynamic current imbalance, and that the power-gate interaction caused another imbalance.
Modifying the power layout was not possible due to several other constraints. However, it
was possible to design a Gate Distribution PCB in such a way that the couplings between
this PCB and the power layout compensate the non-ideal behavior of the power part.
For this purpose, a detailed analysis of the circuit equations has been carried out, using
a generic representation independent from the geometry. This has led to an objective
function to be minimized, which has been implemented in an optimization environment
controlling a PEEC based software. The optimized layout has been validated with a time
domain simulation.
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Abstract: Electroporation is a phenomenon that consists of increasing the permeability of the cell
membrane by means of high-intensity electric field application. Nowadays, its clinical application to
cancer treatment is one of the most relevant branches within the many areas of electroporation. In
this area, it is essential to apply homogeneous treatments to achieve complete removal of tumors
and avoid relapse. It is necessary to apply an optimized transmembrane potential at each point
of the tissue by means of a homogenous electric field application and appropriated electric field
orientation. Nevertheless, biological tissues are composed of wide variety, heterogeneous and
anisotropic structures and, consequently, predicting the applied electric field distribution is complex.
Consequently, by applying the parallel-needle electrodes and single-output generators, homogeneous
and predictable treatments are difficult to obtain, often requiring several repositioning/application
processes that may leave untreated areas. This paper proposes the use of multi-electrode structure to
apply a wide range of electric field vectors to enhance the homogeneity of the treatment. To achieve
this aim, a new multi-electrode parallel-plate configuration is proposed to improve the treatment in
combination with a multiple-output generator. One method for optimizing the electric field pattern
application is studied, and simulation and experimental results are presented and discussed, proving
the feasibility of the proposed approach.

Keywords: electroporation; finite element methods; electromagnetic fields

1. Introduction

Electroporation is a phenomenon based on the change in the permeability of the cell
membrane by applying an electric field [1–5]. This electric field produces a strong change
of transmembrane potential and, consequently, this induced potential can trigger different
mechanisms that change the properties of the membrane [6] (Figure 1).
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Figure 1. Reversible (RE) and irreversible (IRE) electroporation of an animal cell.
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Figure 1 shows how the electroporation has been classified according to the effect
produced in the cells depending on the intensity of the applied electric field, in reversible
electroporation (RE), and irreversible electroporation (IRE). RE causes temporary perme-
abilization and is typically used to improve drug absorption, whereas IRE causes cell death,
being used as an ablation mechanism with no thermal effect [7].

This paper focuses on the use of electroporation for oncological electrosurgery. In this
subject, electroporation has great advantages including:

− The treatment efficacy is not depended on thermal effect, this allows treating high
blood perfusion tissues, and it does not produce thermal damage [8,9].

− This technique does not destroy blood vessels structures, this allows the preservation
of more healthy tissue [1,3–5].

− Electroporation is compatible with many of the current treatments, such as radiother-
apy and chemotherapy, being an effective adjuvant mechanism [6].

In electroporation, an adequate distribution of the electric field is essential to achieve
a homogeneous and safe treatment. Electroporation is applied using differential electrodes;
at present, the two most used electrodes for the application of the treatment are: parallel-
needle electrodes as shown in Figure 2a and parallel-plate electrodes as shown in Figure 2e.
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Figure 2. State-of-the-art electroporation electrodes applied to human liver tissue: Needle (a) and parallel-plate (e) electrodes.
Finite element modeling of electroporation: Needle (b) and parallel-plate (f) electrodes. Electric field modulus in horizontal
slice (z = 0): Needle (c) and parallel-plate (g) model. Electric field modulus in vertical slice (y = 0): Needle (d) and
parallel-plate (h) model.

Currently, the most commonly used electrodes are parallel-needle electrodes [10–12],
as they normally allow quick and easy placement. The main limitation of needle-based
electrodes is that they create an irregular electric field [13], which is concentrated in several
points producing undesired thermal effects [14]. In Figure 2c,d, a simulation of the electric
field produced by two needle electrodes has been represented. Also, this type of electrode
normally requires several repositioning/application processes to treat large volumes [10,15].
For this reason, this paper is focused on the study of parallel-plate electrodes [3,16–18] to
achieve adequate electric field distribution [19,20], as can be seen in Figure 2f–h.

Biological tissues are complex structures [21] and, for this reason, it is complicated
to treat a large volume in a homogeneous way by applying a single electric field vector.
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In this sense, each spatial point of a tissue has an optimal direction in which the induced
transmembrane potential is maximized. This direction changes due to tissue heterogeneity,
conductivity variations, and the different cell geometry, among other factors. Nowadays,
the most extended method to apply more than one electric field vector is to physically
reposition them [22–25]. This procedure is not always available, and in the case of needle
electrodes, repositioning the electrodes increases the damage and extend the treatment.

The objective of this paper is to propose and validate a matrix parallel-plate electrode
(MPPE) [26]. This electrode has the advantages of state-of-the-art parallel-plate electrodes,
which allow treating large volumes of tissue and apply more uniform electric field than
needle-based electrodes. Also, unlike state-of-the-art parallel-plate electrodes, the proposed
structure is composed of different electrically insulated conductive electrode cells, allowing
the application of a wide variety of electric field vectors. The rotation of the electric field at
each point of the tissue will also allow the transmembrane potential to be applied more
efficiently, thus achieving more focused and homogeneous treatment.

Based on a conference publication [26], this paper delves into the analysis of the MPPE,
adds experimental validation of the MPPE, and rethinks and expands the optimization
of the electrode. Also, for the experimental validation it has been necessary to develop a
multi-output generator, considering that MPPE requires as many outputs as the proposed
multi-electrode electrode cells.

The remainder of this paper is organized as follows—Section 2 describes the basic
aspects of the proposed multi-electrode, and details the model carried out and its evaluation.
In Section 3, the main experimental results proving the feasibility of this proposal and an
example of optimization are included. Finally, the conclusions of this paper are drawn in
Section 4.

2. Materials and Methods

2.1. Proposed Multi-Electrode Architecture

Despite its safety and efficacy, electroporation suffers from several handicaps. One
of the challenges of electroporation is to achieve a homogeneous treatment on all types
of tissues despite their heterogeneity and anisotropy. To overcome this limitation, this
paper proposes the design of a new multi-electrode that allows to apply wide variety
of electric field vectors without manipulating the electrode. The MPPE is the proposed
multi-electrode to improve electroporation homogeneity.

2.1.1. Proposed Multi-Electrode Geometries

Two geometries of MPPE have been studied, considering square or circular electrodes.
These electrodes are made up of nine Cij electrode cells, as it can be seen in Figure 3.
Each electrode cell is made of conductive material and it is electrically isolated from the
others. The main geometric parameters are: LI is the side of the square electrode cell and
LE is the total side of the square electrode including the insulation; RI is the radius of the
circular center electrode cell and RE is the total radius of the circular electrode including
the insulation.

Considering that the proposed electrodes consist of 9 electrode cells, it is possible
to apply more than 40 different electric field vectors. Increasing the number of electrode
cells increases the number of electric field vectors that can be applied, but also leads to a
complex generator implementation. The two proposed geometries have been selected with
a number of electrode cells that can be controlled in an easy way, varying the inclination of
the applied electric field vectors by means of their central electrode cell size. These allow
the proposed electrodes to apply electric field vectors in a flexible way.
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Figure 3. Proposed multi-electrode geometries: (a) squared electrode and (b) circular electrode.

2.1.2. Operation of Proposed Multi-Electrode

To use the MPPE as well as to analyze its results, different strategies have been
proposed. The studied electrodes have been made up of 9 isolated electrode cells, with
different applied voltages to obtain the desired electric field distribution. As in state-of-
the-art parallel-plate electrodes, two electrodes are used differentially, being necessary
to establish and control up to 2 × 9 different voltages. Electroporation is based on the
application of electric field, for this reason, it is necessary to control the applied voltages
as a function of the distance between the electrode cells to apply the desired electric field.
Moreover, unlike parallel-plate electrodes, multiple electric field vectors are applied at each
point, so the application protocols and the evaluation of the results must be different.

In the case of parallel-plate electrodes, the only thing that can be controlled is the
applied voltage between their differential plates, and in this way, it is controlled a single
electric field vector. Furthermore, the proposed multi-electrode allows to apply voltage
between different combinations of the electrode cells that compose it. Controlling the
voltage of MPPE electrode cells allows to apply different electric field vectors An at each
point of the tissue. To control the different electrode cell settings (CS), a matrix system is
proposed that relates the voltages applied to each of the electrode cells with the n electric
field vectors that can be applied to each point of the tissue.

Figure 4a shows a schematic of topology proposed to control a circular MPPE of
9 electrode cells. This topology with the designed generator applies a voltage V_Cnn to
each electrode cell. Two direct voltage sources (Vcc and −Vcc) have been used, one positive
and other negative, which can be connected by switching devices to both the upper and
lower electrode cells and this allows to apply bipolar electric field pulses. Moreover, the
electrode cells of the two electrodes have been connected by independent switching devices.
So, the voltage is only applied in the selected electrode cells of the electrode. Each of these
CS will produce at each point of the tissue Pi an electric field vector An as can be seen in
Figure 4. by sequentially applying of 32 CS in the circular electrode, the different electric
field vectors represented in Figure 4b,c can be obtained.

When a uniform electric field is applied in a single direction to a biological tissue, a
transmembrane potential is induced in the membranes of its cells. The intensity of this
potential at each point of the membrane depends on the applied normal electric field. The
main advantage of the proposed electrode over traditional flat plates is that the area of the
cell membrane where the transmembrane potential is concentrated can be changed. This is
a great advantage, due to the geometry and imperfections of cell membrane, its dielectric
strength is not constant over its entire surface and has areas that are more susceptible
to electroporation. The proposed electrode allows applying several electric field vectors
by means of different CSs that can concentrate the electric field in different areas of the
membrane, therefore it is possible to find an electric field vector or a combination that
allows electroporating the cells of the tissue in a more homogeneous and easy way.

84



Energies 2021, 14, 1892

 

 

(b) 

 
(a) (c) 

Vcc -Vcc

AnPi

+V_C21

+V_C11

+V_C31

+V_C12

+V_C22

+V_C32

+V_C13

+V_C23

+V_C33

-V_C33

-V_C23

-V_C13

-V_C32

-V_C22

-V_C12

-V_C31

-V_C11

-V_C21

Figure 4. Schematic of the application of voltage in example setting: (a) Electric field vectors in the circular model applying
32 voltage settings; (b) in vertical slice (y = 0); (c) in horizontal slice (z = 0).

With the different systems that have been proposed it is possible to control the op-
eration of the electrode, and it is necessary to establish how to model and evaluate its
operation and results.

2.2. MPPE Modeling and Evaluation

Two finite element models have been developed. These types of models are used
in electroporation to plan treatments estimating the volumes in which the electric field
has exceeded the electroporation threshold. Unlike these, the models have been created
focusing on the study of the module and the direction of the applied electric field. In
addition, the models do not evaluate a single electric field application, as so it is studied the
relationship of the different electric field vectors applied at each point of the tissue by n CSs.
This is necessary as the use of MPPE is based on improving the treatment homogeneity
applying wide variety of electric field vectors, and not a single vector. This section presents
the models developed and how their results have been evaluated.

2.2.1. MPPE Model

With the objective of modelling, the proposed MPPE and improve their design, two
finite element models have been created using the software COMSOL Multiphysics. These
are stationary models developed with the Electric Currents block of the AC/DC module
(Figure 5). The meshed models can be seen in Figure 5a,e. These models allow to analyze
the direction and intensity of the electric field at each point of the tissue, assuming ideal
conditions, as can be seen in Figure 5b–d,f–h.
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Figure 5. Proposed multi-electrode models meshing: (a) squared electrode model, (e) circular electrode model. Cell settings
(CS)where the voltage is applied: (b) squared electrode, (f) circular electrode. Module and direction of the electric field in
vertical slice (y = 0): (c) squared electrode, (g) circular electrode. Module and direction of the electric field in horizontal slice
(z = 0): (d) squared electrode and (h) circular electrode.

The model consists of two MPPE made of FR4 as electrical insulation material, and
steel as conductive material. A biological tissue of a thickness of Tt is placed in between
the electrodes. To model the electrical behavior of the tissue, the electrical conductivity in
each point depends on the electric field applied in this point. This relationship depends on
measured parameters of the tissue [21,27].

Conductivity behavior of the tissue represented in Figure 6 is described in (1) where
σ0 and σf are the initial and final electric conductivities of the tissue, respectively. Field
Eth models the electric field in which the conductivity reaches half of its maximum value.
Finally, the constant Kv controls the slope of the curve.

σ(|E|) = (σ0 +
σf − σ0

2
(1 + tanh(Kv(E − Eth)))). (1)

σ σ

 
 


   

Figure 6. Electrical conductivity of the simulated tissue, as a function of the electric field applied at
10 kHz [21,27].

Table 1 lists the main electrical parameters used in the models presented. All data
has been extracted from previous research [27,28]. As it can be seen in Figure 6, two types
of tissue have been modeled. One handicap of electrosurgery is the strong differences in
electrical conductivity between tissues. Specifically, in tumor electroporation, the electric
field is concentrated in healthy tissue as it is a worse electrical conductor than the tumor.
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In past research, the conductivity measured in tumors is three times higher than that of
healthy tissues [29].

Table 1. Model parameters extracted from [27,28].

Symbol Parameter Value (Unit)

σi Insulating Electrical Conductivity 0.0001 (S/m)
σs Steel Electrical Conductivity 300000 (S/m)

σf_h Final Healthy Electrical Conductivity 0.4 (S/m)
σ0_h Initial Healthy Electrical Conductivity 0.03 (S/m)
Kv_h Healthy Slope Constant 0.01
Eth_h Healthy Electric Field Threshold 300 (V/cm)
σf_t Final Tumor Electrical Conductivity 1.2 (S/m)
σ0_t Initial Tumor Electrical Conductivity 0.09 (S/m)
Kv_t Tumor Slope Constant 0.01
Eth_t Tumor Electric Field Threshold 300 (V/cm)

In this model, the external surface is considered to be electrically isolated except for
the surfaces where the electric potential is applied, which are the active electrode cells.
Isotropic and homogeneous electrical properties in all the volumes are assumed. The tissue
has been modeled without taking into account the structure and geometry of the cells,
assuming an homogeneous block with equivalent electrical properties; and the effects of
temperature on conductivity have been considered negligible because, despite the high
instantaneous power applied, the pulses applied in the experiment had a duration of
100 µs.

2.2.2. Evaluation of Independent Electric Field Vectors

The objective of the proposed electrode is to apply the electric field at each point
with a modulus above the objective threshold and an appropriate orientation. Due to the
difficulty of achieving a homogeneous treatment by applying an electric field in only one
direction, the MPPE applies n different vectors to achieve the application of electric field
in a direction as optimal as possible. The perfect way to apply the vectors would be a
homogeneous distribution, since if the vectors are not sufficiently out of phase with each
other they can have the same effect as applying a single vector.

In order to evaluate the MPPE effect, a methodology has been proposed to calculate
the number of independent electric field vectors applied at each point. In this subject,
two vectors are independent when the angle between them is greater than a set threshold.
However, in the case of applying n vectors it is necessary to ensure that each vector meets
this condition with the other n-1 vectors. Increasing the number of independent electric
field vectors applied at a point, it is more probable to apply the field in the optimal way.
Calculating the number of independent electric field vectors applied at each point, it is
possible to know the volumes in which the MPPE has been most effective.

Taking into account the above, the first step to evaluate the model is simulating
the n electric field distributions produced by the n CS. At each point Pi of the model,
the n vectors of electric field are evaluated as can be seen in Figure 7d. In this example
three different configurations have been applied. At each Pi the modulus of the three
applied electric field vectors is evaluated, and to consider that an electric field vector has
been effective, its modulus must be greater than the electroporation threshold Elim. In the
example, the three vectors applied in P1, have a modulus above the objective threshold, and
therefore it is necessary to calculate if the three vectors are independent. To consider these
vectors independent, the angle of each vector with the others must be between established
thresholds θmin and θmax. Therefore, the first step is to calculate the angles α1, β1, and Ω1
(Figure 7a–c) which are all the possible relationships between the three electric field vectors
applied on P1 of the example. These three vectors are considered independent if θmax >
Ω1 > θmin, θmax > β1> θmin and θmax > α1 > θmin, that is, if all angle relationships are above
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the objective threshold and therefore the three vectors are well distributed. Moreover, if
θmax > β1 > θmin, θmax > Ω1 > θmin, and α1 < θmin or α1 > θmax the red and yellow vector are
considered to be applied almost collinearly, since the angle between them is considered not
above the objective threshold. Consequently, they will produce very similar effect and only
one can be considered as an independent vector. Moreover, if θmax > Ω1 > θmin, α1 < θmin

or α1 > θmax, and β1 < θmin or β1> θmax the angular relationship of the yellow vector with
the red and blue vectors is insufficient but between the red and blue vectors the angular
relationship is above the objective threshold. Therefore, they can produce different effects
at the point P1 and therefore only the yellow vector is not considered independent. Finally,
if, α1 < θmin or α1 > θmax, β1 < θmin or β1> θmax and, α1 < θmin or Ω1 > θmax three vectors are
considered to create the same effect and, therefore, in the point P1 only has been applied
one independent electric field vector. This process is carried out in the i points of the model
and next it is estimated the percentage that has been treated with 1, 2 or 3 independent
electric field vectors. This methodology has been implemented in both models to evaluate
the effectiveness of the different designs by applying n different CSs.

θ Ω θ α θ α θ
β θ β θ

α θ
α θ β θ β θ α θ Ω θ

    
(a) (b) (c) (d) 

 

 

 

P1

α1

P1

β1
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P2

Pi

Figure 7. Example of evaluation of independent electric field vectors: (a) angle between the electric field vectors produced
by red CS and configuration yellow CS, (b) angle between the electric field vectors produced by blue CS and configuration
yellow CS, (c) angle between the electric field vectors produced by blue CS and configuration red CS and (d) evaluation of
independent electric field vectors in each point of the mesh.

With the methods presented to operate the electrodes, to control the applied electric
field, and to evaluate the models carried out, in the following section the results obtained
are presented.

3. Experimental and Simulation Results and Discussion

The objective of this section is to prove the feasibility of the proposed MPPE design
and to present an example of optimization for a theoretical case.

Both the model and the experiments have been carried out on potato tissue. The
behavior of the electroporation of vegetal tissue is documented [21,30], and specifically
potatoes allow us to carry out an in-vivo experimentation to validate the proposed models.
Figure 8 shows the setup used in the experiments and the prototype under development.

The setup used in the experiment is composed of three parts:

• High voltage generator. This test-bench subset consists of high voltage monitor-
ing/acquiring: an 8-bit LeCroy oscilloscope Wavesurfer 3024, three differential high-
voltage probes LeCroy HVD3206, and one Pearson current monitor model 110.

• Electroporation ad hoc multioutput generator, which has been designed to be able to
power eighteen outputs and to provide online impedance measurements [27]. The pro-
posed generator is based on a multiple-output structure featuring IGBT (1700-V 100-A
3-phase IGBT power module FS100R17N3E4) an MOSFET (40-V NVMTS0D4N04CTXG
MOSFETs) devices [31]. This implementation allows high-performance omnidirec-
tional electroporation treatments.

• Experimentation area, where the potato specimens are carved and placed.
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The experimentation developed, and the results obtained by experimentation on
potato tissue are described below.

 

Figure 8. Image of setup used in the experiment.

3.1. Electric Field Distribution

There are direct and indirect methods of studying the effects of electroporation. The
most widespread indirect method to observe the effect of electroporation in real time is
the study of the change in impedance in the tissue. The problem is that this method only
gives a global idea of the state of the tissue, and to compare the results of the model it is
not necessary to study the effect in real time. Histopathological methods allow a much
more accurate understanding of the state of each part of the tissue. In this subject, different
techniques have been developed that allow to know the tissue state in a visual way. In
this paper, two different techniques have been used that allow studying the distribution of
the electric field by means of the coloration of the tissue. First, dye [32] was used to color
the areas most affected by electroporation, the intensity of the dye is proportional to the
electric field that has been applied. The other technique used [21] is the removal of the
tissue after natural degradation. It has already been described that, if the tissue is left to
rest for a few hours, it deteriorates naturally, darkening the areas affected by the treatment
in proportion to the intensity of the treatment applied.

To validate these models, the experiments represented in Figures 9 and 10 have been
carried out. For these experiments, electrodes with a square electrode cell side of 1 cm
spaced 0.8 cm have been used in addition to a 1 mm spacing between electrode cells to
ensure electrical insulation, and in the circular case, electrodes with equal interior and
exterior surfaces to the square case and an equal spacing have been used.

It can be seen in Figure 9a the CS of electric field that had been applied. In each
experiment in Figure 9, 30 pulses of 100 µs separated by 100 ms of 800 V have been applied.
The potato variety was young Monalisa and the separation between the electrodes has been
established in 8 mm. In Figure 9b–e the simulated electric field, the image of the treated
potato, and the superposition on the image of the potato with the contour that delimits the
treated area at 300 V/cm or more, this value being the electroporation threshold for the
tissue used [27].
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Figure 9. Results of the application in plant tissue of a single CS: (a) applied CS, (b) photo of the dyed potato and simulated
electric field, using circular electrode, (c) photo of the degraded potato and simulated electric field, using circular electrode,
(d) photo of the dyed potato and simulated electric field, using square electrode, and (e) photo of the degraded potato and
simulated electric field, using square electrode.
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Figure 10. Result of the application in plant tissue of 8 CSs: (a) applied CSs, (b) photo of the dyed potato and simulated
maximum electric field at each point, using circular electrode, (c) photo of the degraded potato and simulated maximum
electric field at each point, using circular electrode, (d) photo of the dyed potato and simulated electric field, using square
electrode, and (e) photo of the degraded potato and simulated electric field, using square electrode.

In Figure 10a, the CSs that had been applied and their main electric field directions are
represented for each combination of active electrode cells. In each experiment, 10 pulses
of 100 µs, 800 V, and separated by 100 ms have been applied; and this process has been
repeated in the 8 configurations represented in the Figure 10a. Electroporation was applied
to 8 mm thick samples of young Monalisa potatoes. In Figure 10b–e, the images of the
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treated potatoes are shown, and the simulated contour of the area treated at 300 V/cm
or more is superimposed on the image. In addition, these figures show a vertical and
horizontal slice of the simulated models, where are represented the maximum electric field
at each point of the tissue produced by the 8 simulated electric field distributions. These
results allow us to see that the models developed enable the prediction of the applied
electric field. The next step has been the use of the models developed to achieve the
optimization of the electrodes.

3.2. Size and Geometry Optimization

The MPPE prototypes are designed to apply the electric field in the best possible way.
One of the advantages of this electrode is that its geometry can be varied and optimized
for each case. In this section, a theorical example has been proposed with a spherical
tumor of 0.75 mm in diameter placed in the center of a healthy tissue without imperfection,
1 cm thick. The objective is to present a method that allows optimizing the geometry of
the electrode based on an initial study of the geometry of the tumor and its positioning.
In order to evaluate both geometries, the treated volumes have been estimated in the two
models, varying the surface of the electrodes and with an equivalent electrode surface
(LE =

√
π · RE and LI =

√
π · RI). To vary the surface of the electrodes, only the side

of the electrode cell of the square electrodes has been varied and then a circular electrode
with the same surfaces has been constructed. The data have been analyzed assuming
electroporation limit values of 800, 600 and 400 V/cm and an angle between 30◦ and
150◦. In the simulation, 32 different configurations of the electrodes have been applied.
There are more CSs that may be useful in other cases in which the tumor is positioned
differently, or the electrodes are not positioned evenly. For the example that has been used,
the 32 proposed CSs have been studied individually (Figures 11a and 12b). The CSs used
are considered to apply a uniform electric field and do not produce many edge effects.

Figure 11a shows the configurations applied to the square electrode, in Figure 12b
shows the configurations applied to the circular electrode and in Figures 11b and 12b
their results can be seen. It shows the data obtained from the comparison of the proposed
electrodes. Firstly, both electrodes allow to treat a large all tumor in 10 directions at
400 V/cm as minimum [27]. It is also possible to cover an important part of the volume
in 16 directions. In this example, the optimal geometry within those studied would be
the circular electrode with the surface of the square electrode 0.75 mm on a side. In both
geometries the best results have been obtained with the same size of central electrode cell.
This is because the ideal electrode cell size depends on both the tumor radius and the
spacing between the electrodes. Regarding the size of the tumor, the electrode cells must
have a comparable size to be able to focus on the treatment. The electrode cells should
also have a size comparable to the separation of the electrodes since it has been observed
that if the electrode cells are too large, the electric field concentrates on the edges of the
electrodes treating the same volume, this separates the outer electrode cells, producing a
worse field distribution.

The results make it clear that it is possible to optimize the geometry of the presented
electrodes, and that their use allows to obtain a significantly increase of number of directions
in which each point of the tissue can be treated, also being able to obtain the advantages of
state-of-art electrodes.
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Figure 11. Square electrode optimization results: (a) 32 CSs applied, and (b) geometry of the square matrix parallel-plate
electrode (MPPE) with tumor. Bar graphs with the percentage of tumor treated: standard electrode (c), 1.5 cm square
electrode cell side (d), 1 cm square electrode cell side (e), 0.75 cm square electrode cell side (f) and 0.5 cm square electrode
cell side (g).
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Figure 12. Circular electrode optimization results: (a) 32 CSs applied, and (b) geometry of the circular MPPE with tumor.
Bar graphs with the percentage of tumor treated: standard electrode (c), 1.5 cm square electrode cell side (d), 1 cm square
electrode cell side (e), 0.75 cm square electrode cell side (f) and 0.5 cm square electrode cell side (g).

4. Conclusions

Electroporation is a cancer treatment technique with promising results that needs
to use the latest power electronics technologies and electromagnetic designs. To achieve
effective treatments, an adequate electric field distribution application, one interesting way
is the use of advanced multi-electrode proposals and multi-output power converters.

The proposed structure allows the application of a uniform electric field like the
current flat plates but also allows the application of several electric field vectors with
different orientations. Applying electric field vectors in different orientations can improve
the homogeneity an the efficacy of the treatment [33–35] as is done with needle multi-
electrodes [23–25,36,37], but unlike these the proposed electrode does not need to be
repositioned. Although the use of flat plate electrodes is not very common in internal
tissues, some experiments have been carried out, and it is believed that with a suitable
support the proposed multi-electrodes could be better in some cases.

From the obtained results, it can be concluded that it is possible to improve the
treatment by means of the proposed multi-electrodes, but their dimensions and design
must be adapted in order to optimize the application for each tumor geometry and position.
Unlike traditional needle electrodes, the proposed methodology reduces the edge effect in
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the electric field strength distribution, minimizes thermal effects, and reduces injuries that
can occur due to electrode repositioning.

The proposed multi-electrode is an alternative to the current parallel-plates, but it
allows applying the electric field in a more flexible way to improve the homogenization
of the treatments. It is therefore useful in the treatment of large tumors located in areas
accessible without surgery, or even in the treatment of internal organs with high blood
perfusion where needles cannot be used.

The proposed electrodes could be useful in the treatment of liver tumors where
metastases are common. In this area, electroporation has great advantages since it is not
affected by the vascularization of the liver, and also the liver has been documented to be
able to regenerate from the effects of electroporation [5], since the electric field does not
affect vascular scaffold. Therefore, the proposed methodology could treat large volumes
of liver with metastases in a fast and effective way, allowing the regeneration of healthy
tissue. Finally, although parallel plates are often difficult to apply because they are usually
applied by tweezers, the proposed electrodes can be built with flexible PCBs and could be
applied in an easier way avoiding the use of tweezers.

To test the proposed electrodes, a new multi-output generator has been developed.
The proposed structures have been analyzed and compared, and finite element analysis
models have been developed and validated.
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Abstract: Milling is one of the most energy consuming stages of the value production chain in many
industries. To minimize the specific energy required, new and more efficient devices and circuits
are designed and dedicated optimizing control strategies are applied. This research presents the
results of innovative electromagnetic mill energy consumption reduction with dedicated supervisory
on-line optimizing control algorithm. The paper describes an algorithm that uses the active power
measurement and searches for the minimum on the active constraints of the optimization problem.
The constraints follow from the product quality, mill supply voltage and magnetic induction require-
ments. Algorithm performance was tested in simulations, but the main validation was performed
on a semi-industrial dry grinding and classification circuit equipped with an electromagnetic mill.
The results of the experiments presented in this paper show that the application of the on-line opti-
mization algorithm allows for even a 40% reduction in the electromagnetic mill energy consumption
when compared to the nominal operating point.

Keywords: electromagnetic mill; magnetic induction; comminution; energy consumption reduction;
on-line optimization; process control

1. Introduction

Comminution is one of the most commonly used processing stages in almost every
type of industry, including the mining, mineral processing, chemical, construction, phar-
maceutical cosmetics and food industries, among others [1]. It is a process where coarse
particles of the feed stream are subjected to various mechanical operations e.g., smashing,
breaking, attrition, pealing, cutting or crushing to reduce their average size [2]. In many
applications, it also serves as a preparation stage for the following operations. In mineral
processing, grinding is a part of the production circuit which aim is to concentrate the
valuable minerals contained in raw ores. Minerals are initially liberated from the ore
matrix by comminution and particle size separation processes. In the next stage, they are
separated from the gangue using processes that select particles based on their physical or
chemical properties, such as surface hydrophobicity, specific gravity, magnetic susceptibil-
ity, chemical reactivity or color [3,4]. Efficiency of the following operations requires strictly
defined features of the comminution product, so the size reduction process is subjected to
important technological constraints.

Industry has used comminution for years; however, it is still the most energy con-
suming operation in the whole value production chain [5]. It is responsible for over 50%
of mining companies’ total power consumption [6,7], reaching even higher values of 70%
for grains’ size reduction from 30–50 mm to 20–50 microns [8,9]. Required energy input
(often called specific energy) varies depending not only on the size reduction ratio but
mostly on the final average size of the product particles. Specific energies observed in the
industry can vary significantly: e.g., only 1 kWh/t is required to produce 10 mm particles,
while 200 kWh/t is required for 1 µm particles [5]. Such important differences result from
longer duration of material processing, less energy-efficient mechanical operations and
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different machinery required for finer products. Another important issue follows from
deteriorating ore grades. To meet the market requirements, the mineral industry is often
forced to process low-grade ores with fine-graded valuable minerals, which in turn requires
finer milling before further processing is possible [10].

Economic and environmental aspects indicate the relevance of the higher efficiency
of the comminution process that can be obtained by applying novel and more effective
processing technologies, devices and circuits [11]. It can also be achieved with the operation
optimization using dedicated measurements, modeling and control techniques [12,13],
or even with new, more environmentally friendly thermoelectric materials [14]. In this
research, the energy consumption of electromagnetic mills (EMM) is discussed. The device
was designed and patented [15] by the ELTRAF company (Lubliniec, Poland) for fast
and efficient ultra-fine milling in batch and continuous processes. One can find only
one other commercial solution on the market with a similar design, from GlobeCore [16];
however, it is dedicated only to batch milling. There are several studies reported on EMM
application with other inductor designs as well [17,18]. While EMM studies are becoming
more popular, one can find discussion on the efficiency of the existing EMM design [19,20].
The authors stress the need to improve the design of existing EMM constructions based on
the modeling and simulation results. While such actions are of the high importance, the
research reported in this paper is focused on the improvement of the energy efficiency of the
existing EMM’s operation using control techniques. When dynamic and static requirements
for the measurements and actuators are met it is possible to design multilayered control
system to optimize the whole system performance according to the chosen criterion [12].
In this approach, the key issue is to stabilize the process using direct control system and
then to optimize the chosen criterion for the given operating point. For the dry grinding
and classification circuit with EMM used in this research the most important issue is
to stabilize the EMM working chamber load by controlling the amount of the material
being processed in the mill [21]. Then it is possible to introduce other objectives to the
multilayered control system [22] based on technological and economical requirements.

This paper presents research results on reduction of the electromagnetic mill energy
consumption with dedicated on-line optimizing control algorithm that takes into account
constraints resulting from process technological requirements and EMM construction limi-
tations. Section 2 describes principles of the electromagnetic mill operation and presents
the semi-industrial grinding and classification circuit used in the research. Section 3 de-
scribes the optimization process: problem formulation, objective function and constraints
definition as well as the optimization algorithm design. Simulation results and algorithm
validation are also presented in this section. Section 4 describes the experimental verifica-
tion of the algorithm using semi-industrial circuit with EMM. Practical implementation
aspects are discussed, and experimental results are presented and commented on.

2. Electromagnetic Mill

2.1. Construction and Operating Principles of EMM

The electromagnetic mill developed by ELTRAF is a novel grinding device in which a
rotating magnetic field directly causes movement of ferromagnetic grinding medium in the
working chamber [23]. Figure 1 presents an exemplary D200 EMM with a working chamber
diameter equal to 200 mm. The milling process is performed in the working chamber of
the mill, which is a non-ferromagnetic tube placed inside the electromagnetic (EM) field
inductor. The inductor is composed with three pairs of salient poles placed radially around
the working chamber and shifted to each other by an angle of 120◦ (Figure 1a). After being
powered by three-phase grid, they create a rotating magnetic field inside the working
chamber, transverse to the chamber length and the direction of the processed material flow.
The working chamber is filled with small ferromagnetic rods serving as grinding medium.
The size parameters of the rods depend on the mill diameter and the average grain size of
the milled material, and are usually 1–3 mm in diameter and 10–15 mm in length. When
the rotating magnetic field is inducted in the working chamber, the grinding medium start
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to move. The processed material is directed to the working chamber, transverse to the
grinding medium movement. Material particles collide with the grinding medium when
passing through the working chamber what is the main action causing that size reducing
of the particles. The rotating magnetic field keeps the grinding medium inside the working
chamber, preventing its movement with the processed material stream. Collisions between
the rods themselves and with the processed material cause chaotic movements inside the
chamber (Figure 1c) and increase the milling effect. At the same time, friction between the
rods, material and working chamber walls produces an important amount of heat, further
increased by the induced eddy currents. Excessive heat is removed from the system by
the air cooling system installed inside the mill’s chassis (Figure 1b) and by the stream of
processed material with the transport medium (gas or liquid).

 

Figure 1. Electromagnetic mill D200: (a) inductor; (b) mill on the test stand without the working
chamber; (c) ferromagnetic rods (grinding medium) moving inside the working chamber; (d) grinding
medium during stop procedure arranging according to the pole lines (thermo-vision image).

The physical parameters of the mill, including working chamber dimensions, distance
between the chamber and inductor, number of inductor cores, etc., were optimized to
maximize the force exerted by the electromagnetic field and to minimize the electric energy
consumption [23]. It makes the electromagnetic mill highly competitive for other milling
solutions.

In this research, EMM is a part of the dry grinding and classification circuit, described
in more detail in Section 2.2, equipped with dedicated control system based on PLC and
SCADA systems. The EM field inductor of the mill is powered by the Mitsubishi Electric
FR—F700 frequency inverter with scalar control [24]. Additionally, the user can change the
base frequency fb, which is one of the inverter parameters and corresponds to the rated
operating frequency of the motor, if the inverter powers such a motor. Thanks to this,
knowing the rated supply voltage, the inverter is able to determine the ratio and change the
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output voltage in such a way as to maintain its value when the output frequency changes
(according to the principle of operation of the scalar control of the inverter) [25].

The frequency inverter allows continuous control and modification of the mill’s oper-
ating frequency without any technological breaks, and in turn fast reaction, for processing
disturbances (milled material parameters variation, flowrate changes, product quality
requirements, etc.). It is one of the most important advantage of EMM when compared
to the classic milling solutions, where rotation speed of the drum mills is constant, and
its change requires technological downtime and mechanical modifications in the mill’s
installation [26].

2.2. Semi-Industrial Grinding and Classification Circuit

ELTRAF’s electromagnetic mill is designed to operate in dry and wet batch and
continuous milling process. While initial tests for new materials are usually performed in
controlled batch experiments, industrial solutions uses dedicated circuits for continuous
processes. In this research D100 EMM with 100 mm working chamber diameter is used
in the dry grinding and classification circuit located in the Laboratory of Comminution
Processes Control at Silesian University of Technology in Gliwice, Poland (see Figure 2).
The circuit is designed according to the patented methodology [27] which assumes vertical
positioning of the mill and forced air transported movement of the processed material.

 

Figure 2. Semi-industrial dry grinding and classification circuit with EMM D100: (a) installation with
air transport and heat recovery systems; (b) control and power supply cabinets.

In the circuit presented in Figure 2a, the mill (no. 1) is placed horizontally, and the
feeding system (no. 2) directs the processed material to the mill from the top of the working
chamber. Particles of the material falls by gravity into the working chamber and are kept
inside by the transport air stream produced by the negative pressure fan (no. 5), directed
from the bottom of the working chamber. The amount of material inside the working
chamber (load of the mill) is controlled by dedicated algorithm using indirect acoustic
measurement [21]. During milling process the material particles are becoming smaller
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in size and lighter, and in turn, they start to be moved upwards outside the working
chamber into the main classifier (no. 3), which creates two material streams: the product
stream (particles with diameter ≤50 µm) and the recycle stream (particles with diameter
≥50 µm) [28]. The product stream is then separated from the air stream in the cyclone
(no. 4) and the recycle stream is fed back to the mill from its bottom to ensure additional
passing of the particles through the working chamber for the further size reduction.

The whole process is controlled by dedicated power supply and control system
presented in Figure 2b. The measurement and control cabinet (no. 6) is equipped with two
PLC systems based on SIMATIC S7-300 [29] and SIMATIC S7-1200 [30] controllers with
digital and analog I/O modules for communication with sensors and actuators. The system
measures transporting air flows, pressures, temperatures and humidities in each supply line
of the installation, feed flowrate, electric parameters (voltage, current, active power, etc.),
mill load, and mass of the grinding medium inside the working chamber. Research has been
performed to improve the system with on-line feed humidity measurements and product
quality [31,32]. The system controls the position of damping flaps for the transporting
air flow management, process material flowrate and most important—the frequency of
the mill operation. S7-1200 controller is connected via MODBUS-RTU communication
with Mitsubishi Electric F700 frequency inverter and Lumel ND20 3-phase power network
meter [33] installed in the supply cabinet (no. 8). For the purpose of the interaction with
the process operator SIMATIC Panel PC [34] was installed and equipped with SCADA
system based on GE iFIX platform [35].

The above configuration made it possible to design and implement the multilayered
hierarchical control system with dedicated direct control, supervisory control, optimization
and production planning layers [36]. Each layer is responsible for specific control tasks,
split according to the specific plant sub-systems’ dynamics (control horizons), frequency of
disturbances to be attenuated and physical range of the control actions in the plant. The
research reported in this paper focus only on the optimization layer actions, so for further
discussion it is enough to state that other control layers stabilize the process in the chosen
operating point. Control set-points for each sub-system are calculated and distributed by
the production planning layer based on the technological requirements.

3. Power Optimization Problem

3.1. Objective Function

To maximize profits, one may improve the operation of the distinguished sub-systems
of the technological installation. Such division of the global optimization task into sep-
arated sub-problems reduces the complexity of the optimization problem; however, the
performance of each optimization algorithm should be supervised by an upper-level system
that combines all optimization sub-problems into one, and in turn leads to the minimization
of the global objective function. This approach is a well-known decomposition of complex
optimization tasks, where the coordination of partial optimization tasks takes place by
changing the parameters (objective functions and/or constraints) of the partial tasks [37].

In the installation described in Section 3.2, the electromagnetic mill consumes the
largest amount of the electrical energy in the system [38]. Thus, it is reasonable to formulate
the optimization task as the minimization of the electromagnetic mill active power taking
into account quality of the final product and production efficiency.

To formulate the objective function of the optimization problem, a series of tests were
required to determine the static active power characteristics of the electromagnetic mill.
The dependence of the static characteristic on the mill parameters allows to define decision
variables. The mill is supplied by a frequency converter, which output frequency fo and the
base frequency fb can be changed. Additionally, the mass of the grinding medium m inside
the working chamber may be different as well. To create a static active power characteristic
of the mill Po, experiments were carried out in which the output frequency fo and the
base frequency fb were changed. Additionally, the experiments were carried out for three
different values of the grinding medium mass inside the mill’s working chamber, within
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the permissible range of grinding medium mass: mi = [200,400,600] g. The experiments
were conducted for three values of the base frequency fb

j = [40,50,60] Hz, and for changes
of the output frequency fo according to the schedule presented in Figure 3. Indices i and j
represent the succeeding sample numbers. The active power was measured after reaching
steady sate, i.e., 20 s after each change of the frequency set-point.

𝑚𝑚𝑚𝑚𝑚𝑚𝑓𝑓𝑜𝑜 𝑓𝑓𝑏𝑏𝐽𝐽 𝑓𝑓𝑜𝑜 𝑓𝑓𝑏𝑏

Figure 3. Schedule of the output frequency fo changes during identification experiments.

The results of the experiments are presented in Figure 4. Note that the maximum active
power is achieved for the output frequency fo equal to the base frequency fb. Figure 4 also
shows obvious dependence on the mass of the grinding medium in the working chamber:
power Po rises with mass m. The control system has the ability to change these quantities,
which means that they can become decision variables of the optimization problem. Mass
m depends, however, on the required product quality and is controlled by a separate
system; thus, it can be excluded from the set of decision variables and may be treated as a
disturbance that affects the operation of the optimization algorithm. Finally, the following
optimization problem is formulated:

minfo,fb J(fo, fb), (1)

where the objective function J(fo, fb) is the static characteristic of the mill’s active power (Po).
As is further explained, due to the form of the constraints and convexity of J, the analytical
model of J is not necessary to be known. For simulation purposes, it is enough to ap-
proximate J with non-parametric model, e.g., using Artificial Neural Network (ANN) [39].
There are several ANN models used in this research for approximation of the active power
measurements in different working conditions or for approximation of the mill’s supply
current measurements. In every instance two-layered neural network was used with one
hidden layer. Such structure approximates non-linear characteristic more precisely than
one-layered structure [39]. The number of neurons in the hidden layer was determined
with the mean square error (MSE) value for measurements approximation. Approximation
results were always verified with respect to the expected outcome, consistent with the
observed behavior of the device, to avoid over-parametrization of the model. In most cases,
seven to ten neurons in the hidden layer were used as a result of the ANN structure design.
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𝒅𝒅 𝑇𝑇
𝒑𝒑𝒑𝒑 𝑇𝑇

Figure 4. Static characteristic of the active power versus output and basic frequencies obtained for
different mass of grinding medium.

3.2. Constraints

In industry, the technological process is always subject to constrains following from
product quality requirements, safety condition of the process management, and ensuring
failure-free operation. Thus, the allowed area of the J minimum search is always limited by
technological constraints.

3.2.1. Product Quality Constraints

The main goal of the control system is to achieve the required production efficiency,
expressed by the volume flow of the processed material Ff, and to maintain the assumed
quality of the final product. The grinding process product quality is usually assessed by
distribution of grain classes, represented by pp vector of percentage content of grain classes
in the product, which is obtained for a given set of grain sizes d expressed in mm [28],
as for example in (2).

d = [0.05, 0.25, 0.5, 0.57, 1, 1.5]T , (2)

pp = [25, 31, 31, 33, 38, 48, 100]T , (3)

Many factors determine the quality of the final product (e.g., feed stream, physical
parameters of the ground material, etc.) [40], which means that the vector pp depends on
the parameters characterizing the process:

pp = pp(Ω, F, A, R, M), (4)

where Ω is a vector containing the output and base frequencies; F is a vector containing pa-
rameters of the processed material, such as volumetric flow, density, humidity, temperature,
and a vector characterizing the granulation; A is a vector containing the parameters of the
transport air flowing through the working chamber, such as volumetric flow, temperature
and humidity; R is a vector containing the parameters of the air-material stream flowing
through the recycle, i.e., air volume flow, material mass flow and the material grain size
vector in recycling; M is a vector containing parameters of the grinding medium such as
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weight, size and material. It is assumed that the final product quality requirements will be
met if the following inequality is met:

pl
p ≤ pp ≤ ph

p. (5)

From a multi-level control system point of view, most of the above-mentioned vari-
ables cannot be changed by the optimization layer but they are changed by the direct
control layer or serves as a technological parameter (treated in the control system as a
disturbance). Additionally, only the output and base frequencies (vector Ω) have an impact
on both the product quality and the active power, and therefore they become decision
variables of the optimization problem. Other values that affect the quality of the product (F,
A, R, M) that are not the decision variables should be treated as constant values, depending
on the type of material processed or following from the operating point of the plant. The
production management layer imposes restrictions on the output frequency fo and the
base frequency fb (6) and (7), which make it possible to maintain the desired quality of the
final product:

f l
o ≤ fo ≤ f h

o , (6)

f l
b ≤ fb ≤ f h

b , (7)

Constraints (6) and (7) are determined for the certain operating point which is defined
by the following set of equations:

F = FO, A = AO, R = RO, M = MO. (8)

If constraints (6) and (7) are met at the system operating point defined by the indepen-
dent variables (8), then the required quality of the final product is reached. The limit values
in (6) and (7) depend on the type of material processed and limit values of (5). In practice,
all these limits are determined in laboratory tests and analyzes made by technologists. It
is assumed that they are known a priori and are given as the constant parameters of the
optimization task.

3.2.2. EMM Voltage Constraint

The electromagnetic mill is equipped with six poles. The pole’s windings have a
limited resistance to electric breakdown. This means that they can be supplied with
effective voltage Uo not higher than the breakdown voltage Ubrk:

Uo ≤ Ubrk. (9)

The electromagnetic mill is supplied by a scalar-controlled inverter. The inverter
changes the output frequency fo, but it changes the mill winding voltage Uo as well. The
principle of the scalar control in the case of electric motor power supply is to maintain a
constant value of the magnetic flux amplitude in the stator, equal to its value in the nominal
operating conditions. The maintenance of the nominal magnetic flux causes the motor to
operate under nominal conditions [25]. For this reason, in the inverters with scalar control,
the output voltage is changed according to the following equation:

|Uo| =
∣

∣Usup

∣

∣

fo
fb

, (10)

where Usup is the supply voltage. Considering the mill supply voltage limitation (9) and
Equation (10), it is possible to derive the frequency limitation of the inverter:

fo ≤
|Ubrk|
∣

∣Usup

∣

∣

fb. (11)
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By introducing the limitation (11) to the optimization problem, the maximum value
of the voltage supplying the electromagnetic mill is limited to the level of the breakdown
voltage Ubrk.

3.2.3. Magnetic Field Induction Constraints

The basic parameter of the electromagnetic mill, which makes it possible to determine
the value of the forces acting on the grinding medium in different areas of the working
chamber, is the magnetic field induction B [23]. The induction directly impacts the grinding
medium movement, and determines its energy to grind a feed. Also, the induction keeps
grinding medium vertically in the working chamber. As field quantity, the induction
is characterized by its distribution in space, and in particular determines the grinding
medium movement [23].

To evaluate the quality of the electromagnetic mill inductor performance, a set of
measurements of magnetic induction is carried out at selected points in the mill’s working
chamber, not filled with grinding medium or material. Thus, it is possible to measure and
model the distribution of induction values in the working chamber space. The measure-
ments are made for different values of the output frequency fo. Figure 5 shows the spatial
distribution of the results obtained for the frequency fo = 50 Hz. In Figure 5, the x and y
axes define the plane of the cross section of the working chamber, while the z axis is parallel
to the side of the working chamber and the induced electromagnetic field rotates around it.

Figure 5. Distribution of the measured value of the magnetic induction inside the mill’s working
chamber. Dx and Dy are the distance in mm from the center of the working chamber, while Dz is the
distance from the bottom (beginning) of the working chamber. The value of the induction in mT is
marked with the appropriate color, shown in the legend.

To better illustrate the uniform distribution of induction, it can be presented along a
line between opposite poles at an equal distance from the bottom and top of the working
chamber (for Dx = 0) (Figure 6a) or along a line parallel to the z axis (or the side edge of the
working chamber) (Figure 6b). Figure 6a shows the induction values for fb = 50 Hz and
fo = [40,50,60,70] Hz. Figure 6b shows the measurement results for fb = fo = 50 Hz and the
respective curves correspond to the points on the cross-section of the working chamber.
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Exemplary values of the measured induction and respective current Io, as in Figure 6a, are
presented in Table 1.

 
Figure 6. Distribution of the measured value of the magnetic induction inside the working chamber: (a) along a line between
opposite poles; (b) along lines parallel to the side edge of the working chamber (each series represents different measuring
point on the working chamber cross-section).

Table 1. Measured values of magnetic induction B for different output frequencies fo and measured
output current Io.

Distance from Pole Magnetic Induction B [mT]

Left Right fo = 40 Hz fo = 50 Hz fo = 60 Hz fo = 70 Hz

x [mm ] x’ [mm] Io = 90 A Io = 68 A Io = 56 A Io = 49 A

0 120 190 144 136 120
20 100 148 115 95 86
40 80 128 102 84 75
60 60 124 100 84 74
80 40 128 102 86 75

100 20 144 110 100 86
120 0 190 156 137 119

The measurements show that the induction decreases with the distance from the pole
front and reaches the minimum Bcentr in the center of the working chamber independently
on the frequency fo. For technological reasons, in order to enable the proper movement of
the grinding medium to ensure an effective grinding process, it is important to keep the
induction over minimum value, therefore it is enough to require:

Bcentr ≥ Bmin, (12)

where Bmin is the smallest value of magnetic induction for which the grinding medium has
sufficient energy to effectively grind the material and keep the grinding medium inside the
working chamber. Bmin depends on the physical properties of the processed material. It is
important to note that Bmin depends as well on the quantity of grinding medium inside
the working chamber and it decreases if this quantity grows [23]. In practice, the Bmin is
determined by laboratory experiments or results from the analysis of measurements.

It can be observed in Figure 6 that the induction distribution changes with the change
of the output frequency fo. The value of Bcentr is also changing and is smaller, the more the
output frequency fo exceeds the value of the base frequency fb, and inversely, if fo is smaller
than fb. Table 1 shows that Bcentr increases with the increase of the windings current, which
is also shown in Figure 7. Proportional increase of Bcentr in relation to Io is valid only in the
range of linear operation of the magnetic circuit. This occurs if the Io does not saturate the
magnetic core [23]. Therefore, to limit the magnetic induction Bcentr (12), there is no need to
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introduce an upper limit on Io of the mill winding. Additionally, the maximum speed of
the grinding medium caused by the electromagnetic field is not greater than the frequency
of the voltage supplied to the mill [23]. Thus, it is not necessary to introduce an upper limit
on the magnetic induction value to keep the upper speed limit of grinding medium (6).

𝐵𝐵𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑏𝑏 ≥ 𝐵𝐵𝑚𝑚𝑚𝑚𝑐𝑐

 

Figure 7. Magnetic induction measured in the center of the working chamber in the function of the
windings current.

Due to lack of an upper limit on the induction, only the lower limit (12) is valid. Main-
taining the limitation (12) requires the determination of the magnetic induction inside the
working chamber during the grinding process. It is, howeverr, impossible, because while
working, the chamber is filled with grinding medium and material (see Figure 1c). An indirect
method should then be used based on the linear relation of induction B and the current Io

(see Figure 7). Experimental static characteristic of the current was made depending on
the output frequency fo and the base frequency fb for empty working chamber. For the
approximation purposes, a two-layer neural network with one hidden layer was used. The
two-layer network allows for a more precise approximation of non-linear characteristic [39]
then a single-layer variant. To ensure a sufficiently accurate and smooth approximation,
a structure with seven neurons in the hidden layer was finally used. The neural network
approximator allows to determine the segment where current Io reaches a given value. The
experiments with several different materials showed that if the current is greater than 55 A,
the limitation of the lower value of the magnetic induction Bmin (12) is kept. The current
measurements, as well as the result of the characteristic approximation using ANN and the
current limitation, are shown in Figure 8a. The approximation result using linear function
of the lower current limitation is shown in Figure 8b.

Finally, the constraints were determined (13) that would make it possible to meet
the requirements regarding the minimum value of the magnetic induction in the working
chamber (12).

{

fo ≤ alfb − bl

fo ≥ apfb − bp
. (13)

The parameters al, bl, ap, bp in (13) are determined and are constant for a certain type
of processed material and can act as guidelines for the fineness and the type of grinding
medium used. The parameter values are based on the linear approximation of Io lower
limit with the least-squares method [41].
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3.3. Optimization Algorithm

Apart from the specification of constraints, the minimization of the mill’s active
power requires determination of the objective function J for a given value of the decision
variables at a given operating point. This may be the phenomenological model or any form
of numerical approximation. Depending on the type of model, appropriate, dedicated
methods of searching for the optimal solution are used [37]. The use of complex process
models, however, can lead to high computational complexity, which in turn may cause
unrealizable algorithms in the context of PLC capabilities. In such a situation, on-line
algorithms are often used, where after the decision variables change the value of objective
function is directly measured. Such an on-line optimization usually employs directional
searching which requires some special analysis of the constraints and assumption of
unimodality of the objective function [37].

To illustrate the variability of the objective function J(fo, fb), a family of static charac-
teristics of the active power was created for different mass of grinding medium inside the
working chamber. Figure 9 shows the measurement results and approximations of the
objective function J(fo, fb). In the discussed case, the objective function is equal to the mill’s
active power Po(fo, fb).

Figure 9 shows the measured values of active power Po (represented by the empty
circles on the chart), registered by the SCADA system for different set points of base and
output frequencies, fb and fo, respectively, and for different mass of grinding medium
inside the working chamber m. Based on the measurements models approximating the
active power Po were identified for each value of the grinding medium mass m separately.
The models were designed as a two-layered ANN with 10 neurons in the hidden layer.
Each surface in Figure 9 represents the simulation results for each model separately (e.g.,
the surface indicating the lowest values of active power is the result of simulation for the
model identified for m = 0 g, while the surface indicating the highest values of active power
is the result of simulations for model obtained for m = 600 g). Figure 9 shows that for
a fixed value of the base frequency fb, there is only one extremum (maximum) of active
power for the output frequency fo equal to the base frequency fb. Additionally, in the
direction parallel to the base frequency axis fb, the static characteristic is monotonic and
decreases with increasing value of the base frequency fb. Therefore, the assumption about
unimodality of the static active power characteristic, which is also the objective function of
the optimization task J(fo, fb) is met.

108



Energies 2021, 14, 2380

 

Figure 9. Approximation of the static active power characteristic of the mill depending on the
grinding medium mass.

Summarizing the conclusions from Sections 3.1 and 3.2, in particular taking into
account (6), (7), (10) and (13), the minimization of the active power of the electromagnetic
mill described in Section 2.2 can be achieved by solving the optimization problem written
as (1) with respect to the constraints:























45 ≤ fo ≤ 70
50 ≤ fb ≤ 55

fo ≤ fb
fo ≤ 1.6fb − 42.4

fo ≥ −0.02fb − 60.8

. (14)

The coefficients in (14) are parameters of the optimization problem determined by
the supervisory control layer for a given operating point of the technological system. The
example presented in (14) concerns the D100 mill, product quality (expressed with 80% of
product grains with a size <50 µm) and the process efficiency of 150 kg/h of the processed
copper ore. Constraints (14) are graphically presented on the active power static character-
istic in Figure 10 to indicate the area where optimum solution will satisfy the constraints.
Figure 10 combines the active power measurements (dots) and measurements approxi-
mation using the ANN model (surface) with graphical representation of constraints (14).
Contrary to Figure 9, it presents only one case of the grinding medium mass (m = 200 g) for
clarity. Each line in Figure 10 represents the borders of the allowed area indicated by each
constraint, e.g., the area between two red lines (including the lines) represents the region
where technological constraints on fo are respected, while the area between two green
lines concerns lower limit on Bcentr. Supply voltage requirements, described by only one
constraint in (14) are respected in the region on the right side of the black line, representing
this constraint. The intersection of all such regions in Figure 10 represents the search area
for the optimization task.

109



Energies 2021, 14, 2380

⎩⎪⎨
⎪⎧ ≤ 𝑓𝑓𝑜𝑜 ≤≤ 𝑓𝑓𝑏𝑏 ≤𝑓𝑓𝑜𝑜 ≤ 𝑓𝑓𝑏𝑏𝑓𝑓𝑜𝑜 ≤ 𝑓𝑓𝑏𝑏 −𝑓𝑓𝑜𝑜 ≥ − 𝑓𝑓𝑏𝑏 −

Figure 10. Constraints on the static characteristics of the active power of the inverter.

The analysis of the objective function J(fo, fb) allows for the choice of the algorithm of
searching for the minimum active power of the mill, which ensures the smallest possible
effort needed to determine the optimal point. The convexity of the objective function shows
that the active power minimum will be located on one of the active constraints that are
presented in Figure 10. It is then enough to search only for the active constraints of the
optimization problem.

The constraints imposed on the decision variables (fo, fb) are linear (14), which means
that a simple one-direction search on the given active constraint may be used to determine
the global minimum. There is no need to determine gradient of the objective function,
what is the biggest advantage of this approach. Actual value of the objective function can
be achieved by changing the output frequency fo and the base frequency fb in the frequency
converter supplying the electromagnetic mill, and then measuring the value of the mill’s
active power after reaching steady state.

The general outline of the optimization algorithm is presented in the diagram below
(Figure 11). The algorithm starts with determining the active constraints (segments AB) of
the optimization problem. Then, the minimum active power is searched for each segment
AB. The minimum value is stored together with the value of decision variables for which it
was obtained. After minimization for each active constraint, the lowest value is selected.

In procedure 1: Determination of active constraints (Figure 11), the active constraints
for the i-th step (segments (ABi) are determined by taking the constraint coefficients from
the supervisory layer, determining the intersection points of all constraints, selecting points
that meet the constraints and creating segments ABi.

In procedure 2: Minimizing along the i-th constraint for each of the active constraints,
the active power minimum is determined using the golden section method [42]. At the
beginning of each iteration of the golden section method, the internal points F1(fo, fb) and
F2(fo, fb) are determined at a specific distance from the edge of the segment ABi obtained
from the previous block (No. 1 in Figure 11) according to the golden section rule. The
decision variables of point F1 are then set in the inverter. After the active power reaches
the steady state, its real value is measured. The whole process is repeated for the point F2.
The active power values obtained for both points F1 and F2 are compared and depending
on the result of the comparison, one of the constraints of the section ABi (point A or B)
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changes and the searching interval is shortened. Each iteration is completed by checking
the stop condition (15):

∣

∣ABi

∣

∣ < ε. (15)

𝐴𝐴𝐵𝐵����𝐴𝐴𝐵𝐵����

 

𝐴𝐴𝐵𝐵����𝑚𝑚 𝐴𝐴𝐵𝐵�����𝑚𝑚
𝐴𝐴𝐵𝐵����𝑚𝑚

Figure 11. General form of the optimization algorithm.
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The maximum number of iterations of Iter [37] is also limited according to Equa-
tion (16):

Iter ≤ Int





ln(ε)− ln
(∣

∣

∣
A1B1

i

∣

∣

∣

)

ln(0.618)



+ 1, (16)

where
∣

∣

∣
A1B1

i

∣

∣

∣
is the initial length of the interval ABi. Meeting the stop condition (15) or

exceeding the maximum number of iterations (16) causes the termination of the golden
section method.

Each execution of the optimization algorithm results in a new minimum of the objective
function that satisfies all constraints of the optimization problem. The proposed optimization
algorithm is insensitive to the change of the operating point due to the measurement of the
actual value of active power instead of calculation of the value indirectly through a model.
However, in order to verify the algorithm in simulations an approximation of the active power
was used by means of an ANN as described in Section 3.1 (Figure 10). The simulated process
of searching for the minimum is presented in the diagram in Figure 12.

𝐴𝐴𝐵𝐵����𝑚𝑚
𝐴𝐴𝐵𝐵𝚤𝚤����� ε

≤ �ln 𝜀𝜀 −ln��𝐴𝐴1𝐵𝐵1𝚤𝚤�����������ln 0 618 ��𝐴𝐴1𝐵𝐵1𝚤𝚤��������� 𝐴𝐴𝐵𝐵����𝑚𝑚

 

𝐴𝐴𝐵𝐵����𝑚𝑚
Figure 12. Simulation of searching for the minimum active power by directional optimization on the
active constraints.

It can be seen that with each iteration of the golden section method, the decision variables
tend to the minimum value of each constraint, narrowing the segment ABi. Finally, a minimum
is determined for each constraint (Figure 13) and the lowest value is selected. The starting
point for the simulated optimization task is the set of nominal frequencies fo = fb = 50 Hz
resulting in the active power Po value over 3.6 kW. As Figure 13 shows, the optimization
algorithms is calculating the lowest values of the objective function (equal to active power)
for each of the active constraints (blue circles). Then, the overall minimum is chosen from
all solution candidates (black circle) resulting in the active power reduction to almost
2.1 kW that stands for almost 42% of the power reduction. As follows from the analysis of
the objective function model in Figure 13, further reduction of active power is possible, e.g.,
for lower values of fo. It would, however, lead to the violation of the imposed technological
and quality constraints, hence only the allowed area inside the constrained region can be
considered.
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resolutions and the noise range determines the parameter ε choice, which is the stop con-

e value of the stop condition was determined as ε = 1.

Figure 13. Simulation result of the proposed optimization algorithm.

4. Algorithm Validation in Semi-Industrial Tests

4.1. Algorithm Implementation

Since the algorithm is based on the measurement of active power, the measurement
resolution and measurement noise, as well as the resolution of setting the base frequency
fb and the output frequency fo, should be taken into account. Interactions between these
resolutions and the noise range determines the parameter ε choice, which is the stop
condition of the optimization task (15). For the tested installation with the D100 mill and
Mitsubishi F700 inverter, the value of the stop condition was determined as ε = 1.

Another extremely important aspect is the dynamics of the object, i.e., the dynamics
of technological changes in the entire installation, and the dynamics of the control path.
The inverter used was parameterized to ensure a frequency change in the range of 0–50 Hz
within 3 s. Taking this parameter into account, as well as the settling time of the active
power and necessary time to execute the optimization algorithm, the sampling time was
set to Topt = 30 s. The algorithm was implemented on the PC panel in a SCADA application
using the VBA language.

The series of experiments was carried out for various operating points of the in-
stallation after implementing the optimization algorithm. From an energy consumption
point of view, the key sensitivity of the operating point concerns change of the grinding
medium mass in the working chamber. Grinding medium mass follows from technological
requirements and depends, inter alia, on the average mill throughput, the type of processed
material and requirements on the grinding ratio (average size reduction factor). Such tests
made it possible to assess the applicability of the proposed algorithm for a wide range of
technological scenarios.

4.2. Results of Experiments

As part of many tests, four experiments E1 to E4 were carried out, in which a mass
of grinding medium mk = [0,200,400,600] g was checked. Figure 14 summarizes the time
series of these experiments: the range of changes in the base and output frequencies and
the change in active power of the mill.
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Figure 14. Results of experiments for various mass of grinding medium: (a) changes in frequency values; (b) changes in the
active power of the mill (objective function).

The charts in Figure 14 show that the selected sampling period allows the active power
signal to reach a steady state before the succeeding step of the optimization algorithm is
performed. The values of the algorithm parameters were also correctly selected to give the
algorithm smooth converge. Note that the change of the operating point does not affect the
algorithm efficiency. Obviously, the change in the grinding medium mass has an impact on
the average value of the active power, which is the expected effect.

Analysis of the results shows that for each of the active constraints, the method deter-
mines the minimum of the objective function and then selects the one for which this value
is the lowest. The results of the algorithm for four experiments are presented in Figure 15.
For each operating point, the method determined the values of the fb and fo frequencies,
minimizing the energy consumption, which each time is lower by approximately 40% than
the value obtained for the nominal settings fb = 50 Hz and fo = 50 Hz (compare Figure 14b).

4.3. Discussion of Results

The obtained results show that the proposed optimization algorithm enables the
minimization of energy consumption by the electromagnetic mill while maintaining the
constraints imposed on the process. Similar global minimums follow from the same
set of constraints applied in each experiment. In industrial production scenarios, such
important changes in the grinding medium mass would usually be combined with different
technological requirements for the final product and, in turn, affect the parameters of the
imposed constraints. Such modification during experimental verification of the proposed
algorithm were not introduced on purpose to allow a clear comparison of results. On-line
optimization algorithm was successfully verified; however, the process of searching for the
minimum along the active constraint requires many changes of decision variables, which
may disrupt the grinding operation.

The reduction of the negative impact of the proposed method can be achieved by
carrying out each iteration of the optimization algorithm in an appropriate time window.
Time needed to carry out the entire optimization process should be adjusted to the dynamics
of disturbances affecting the electromagnetic mill (e.g., changes in the mass of grinding
medium, changes in the physical parameters of the feed) so that the determination of the
minimum active power follows the change in the operating point of the technological
system. The frequency variation can also affect the quality of the final product, whereby in
the case of searching and keeping the constraints, the required quality will not be affected.
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cation of the parameter ε. However, the value of this parameter affects the accuracy 

Figure 15. The results obtained from the optimization algorithm for the experiments with different mass of grinding
medium.

Frequent changes in the output and base frequencies affect the service life of the
actuators. The number of changes in decision variables can be limited by the appropriate
modification of the parameter ε. However, the value of this parameter affects the accuracy
of the determination of the minimum location. The number of changes also depends on
the length of the segment AB, representing a given active constraint and it becomes smaller
the shorter the length of this segment is.

5. Conclusions

The article presents a practical solution to the problem of minimizing electrical energy
consumption by the electromagnetic mill. It has been shown that using two variables
(output frequency and base frequency) to determine the operation of the inverter makes it
possible to change the active power of the electromagnetic mill–inverter system. The search
for minimal consumption was shown using the static characteristic of the mill’s active
power versus the output and base frequency and the mass of grinding medium inside
the working chamber. After approximation of the static characteristics with a two-layer
neural network, it was possible to analyze the influence of the output frequency, base
frequency and grinding medium mass on the active power of the electromagnetic mill. For
technological reasons, both frequencies were selected as the two decision variables for the
optimization task.

Analysis of the output and base frequencies was carried out, taking into account the
quality of the final product. It was noticed that the change in the base frequency caused
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a change in the supply voltage of the mill coils, which, in the absence of the internal
inverter limitation, may lead to their damage. Also shown is the indirect influence of
decision variables on the magnetic flux of the working chamber, which determines the
ability of the grinding medium to grind the material and keep them inside the working
chamber. As a result, the optimization task objective function was designed with the set
of technological and construction constraints. Satisfying the constraints makes it possible
to keep the required quality of the final product, enables failure-free operation of the mill
coils, and finally, creates magnetic field intensive enough to hold the grinding medium
inside the working chamber while rotating fast enough to break the feed grains.

Convexity of the objective function was confirmed by experimental measurements
and allows to created effective optimization algorithm which searches minima of the active
power of the mill on the active constraints. The proposed optimization algorithm finds the
global minimum of the active power, regardless of the operating point of the technological
system. The efficiency of the proposed on-line optimization algorithm was successfully ver-
ified during experiments on a dry grinding installation with an electromagnetic mill D100.
Further research will focus on constraint modification, e.g., using additional information
on the product quality based on the on-line product grain sizes measurement.
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Abstract: The size of back-to-back converters with active front end is significantly determined by
the size of the passive filter components. This paper presents a new complete EMC filter concept
for this type of converter system that is effective on the input and the output. This involves filtering
the main common mode interferences from the grid and motor sides with a single CM choke. Since
only the difference of the generated common mode voltage-time areas of both converters is absorbed
by this component, the size of the required filter can be greatly reduced compared to conventional
filter concepts. The concept is validated on a grid feeding inverter that can be connected to the public
distribution network with an output power of 63 kW. The size reduction is demonstrated by means
of a design example on a system with the same power and electrical requirements. It is elaborated
why, applying the new filter concept, the impedance of the DC link potentials to ground and other
electrical potentials should be as high as possible and therefore associated parasitic capacitances
should be minimized. From this requirement, rules for the design of the power modules of PFC and
motor converters for the application of this filter concept are derived.

Keywords: EMI filter design; electromagnetic compatibility; power electronic converters; motor
drives; active front end; filter topology; CM filter; volume minimization

1. Introduction

1.1. Back-to-Back Converters

Back-to-back converters are widely distributed in the industry. They are utilized in
variable speed drives connected to the three-phase public distribution network. In order
to comply with the requirements regarding the Total Harmonic Distortion (THD) of the
mains current and voltage, in many cases not only the motor inverter but also the rectifier
is actively controlled. The basic converter system with this so called Active Front End
(AFE) is shown in Figure 1 for the standard 2-level topology addressed in this paper.

One goal of research in the field of back-to-back converters is to increase the power
density i.e., the power conversion per physical converter volume. There are various
approaches for their size reduction. For example, the utilization of Wide Bandgap (WBG)
semiconductors can reduce the size of passive components because it enables the switching
frequency to be increased in turn permitting the use of smaller DC link capacitors as well
as ripple inductors. Another possibility for volume reduction is the development of new
filter topologies.

1.2. Filter Design Considerations

Due to the operation of semiconductors in switched mode, Electromagnetic Compati-
bility (EMC) disturbances are generated in the converters [1], which must be filtered on the
mains side due to EMC requirements, e.g. IEC 61800-3. However, filtering the interferences
on the motor side is also reasonable for many applications. On the one hand, differential
filtering measures can be applied to prevent high voltage slopes on the motor windings,
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which can damage the winding insulation due to over-voltages [2]. On the other hand,
Common Mode (CM) currents in the motor bearings [3,4] can be reduced [5]. Possibly
the motor cable no longer requires a screen because the motor filter reduces the radiated
interference to such an extent that the applicable EMC limits can be adhered to. Addi-
tionally, motor filters can reduce the occurring losses, especially when long motor cables
are used. With each switching operation in the motor inverter the parasitic capacitances
of motor and cables must be partially reloaded hard without the application of filters,
which leads, among other things, to an increase in switching losses [6,7]. Furthermore,
Differential Mode (DM) filtering on the motor side results in lower ripple currents in the
cable and in the machine, which leads to the reduction of high-frequency copper losses.
Although filters also cause losses, the overall loss balance is usually essentially lower [8].
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filter
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filter
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Figure 1. Simplified circuit diagram of a back-to-back converter with AFE in standard 2-level topology segmented into
EMC-relevant blocks.

DM filtering is implemented with a ripple filter stage at each of the half-bridge output
nodes. They consist of ripple inductors Lr and ripple capacitors Cr, as shown in Figure 2.
The inductors absorb almost the entire DM voltage-time area, resulting in a relatively high
current ripple in the components of the ripple stage, the semiconductors and the DC link
capacitors depending on the ripple inductor’s inductance value.

However, both converters also generate a CM voltage that must be reduced for previ-
ously described reasons. In [9] it is demonstrated how the CM voltage waveforms in both
converters can be made identical by sophisticated voltage pulse generation and thus the
CM interference can theoretically be completely eliminated. In fact, in real experiments
the CM voltage can be significantly reduced by more than 15 dB, although not completely,
due to impediments such as different switching characteristics of the individual semi-
conductors or dead-time effects (cf. [9]). Another benefit of this measure is that a less
saturation-resistant CM choke may be used, since the voltage-time areas, which need to be
absorbed, are significantly smaller.

However, for this approach an adjustment of the zero component of the αβ0 system in
the space vector modulation [10] is necessary. This represents a disadvantage as the degree
of freedom presented by the zero component is used up by the attempt to eliminate the CM
voltage and can hence no longer be used for clamping some transistors at specific moments
during the mains period i.e., flat-top modulation [11,12]. When flat-top modulation is
applied, not only the number of all switching operations can be reduced by one third. Ad-
ditionally, the amplitude of the fundamental component can be increased by approximately
15% compared to the conventional modulation scheme [11], enabling the DC link voltage
in a motor drive system to be reduced by approximately 13%. As a result of both measures,
switching losses can be reduced by more than half. Furthermore, the reduction of the DC
link voltage unburdens the inductive components, which have to absorb the main part of
the voltage-time areas, with regard to the core and High Frequency (HF) copper losses. It
can therefore be concluded that with the approach described in [9] flat-top modulation and
the DC link voltage reduction would partially not be possible, leaving even more potential
for optimization untapped. This is why it makes more sense to select the degree of freedom
of the zero-voltage system for flat-top modulation. The disadvantage that components are
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required which absorb the HF CM voltage-time area must be accepted. In the following
sections, it will be worked out how the volume of these components can be minimized.

1.3. Conventional Filter Concepts

Figure 2 shows the drive system using the most frequently used filter topology with
respect to the first filter stage (ripple filter) for the PFC [13] and the motor inverter [5].
The filtering of the DM interferences is achieved by the ripple inductors and capacitors.
The respective CM current in the PFC and motor inverter closes in two separate current
loops via the ripple inductors, the ripple capacitors and the CM capacitor to the DC link as
depicted in red in Figure 2. As a result, the ripple inductors absorb not only the differential
voltage-time area but also the respective CM voltage-time area of the corresponding inverter.
The increased total voltage-time area results in a higher potential for core losses and HF
copper losses in the components. Consequently, the ripple inductors need to be much
bigger compared to those that only absorb the DM voltage. It is also possible to distribute
the CM and DM components between two inductors connected in series [14]. This would
require two additional CM chokes in the back-to-back converter.
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Figure 2. Conventional EMC filter concept for back-to-back converters with AFE, CM current loops for PFC (iCM;PFC) and
motor inverter (iCM;Mot) depicted in red, the generated CM voltages are absorbed by the ripple inductors Lr;PFC and Lr;Mot,
respectively.

mention in the text and removed the highlight command.
The low-impedance connection of the capacitor star points to the DC link with the

CM capacitors CCM;Mot complicates the implementation of flat-top modulation on the
motor side at low output voltages. Due to the high voltage step at the flat-top transitions,
when another half-bridge output node is clamped to a DC link potential, filter oscillations
with large current amplitudes occur, which can lead to undesirable effects, for example
the saturation of the inductors. The oscillation is formed between the inductance of the
parallel-connected ripple inductors and the CM capacitor. To overcome the disadvantages
a new CM filter concept with a CM choke in the DC link is proposed in this paper.

1.4. New CM Filter Concept with a CM Choke in the DC Link

The first inductive stage of CM filtering can be provided using only a single CM
choke for both inverters. In this case, only the difference in the CM voltage-time areas of
the PFC and motor inverter must be absorbed by this component. The ripple inductors
of the PFC and the motor inverter are unburdened with respect to the potential for core
losses because, in contrast to the common concept from Figure 2, they only absorb the DM
voltage-time area. The circuitry requirement of this CM filtering concept is that the two
DC link potentials must not have any reference to other electrical potentials. The usually
existing low-impedance connection of the ripple capacitors to a DC link potential (see
Figure 2) and Y capacitors in the DC link cannot be applied.

The entire filter concept is depicted in Figure 3. As shown, the single circuit for the
CM current now contains the PFC semiconductors and inductors, the grid-side ripple
capacitors, the CM capacitors on the mains and the motor side, the motor-side ripple
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capacitors and inductors, the motor inverter semiconductors, and the DC link. The CM
choke can be placed anywhere in series with the PFC or motor inductors, but also in the
DC link. The arrangement in the DC link has the advantages that only two windings are
required, the total current is lower due to the higher DC link voltage compared to the two
AC voltages and no DM ripple current occur in the component.
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Figure 3. New CM filter concept with one common CM choke for the PFC and the motor inverter, only the main CM current
path between the ripple filters is shown, CM currents via parasitic capacitances to the heatsink are disregarded here, the CM
voltage time area is reduced to only the difference of both CM voltages.

According to the resulting voltage divider from the inductance values of ripple induc-
tors and CM choke, a low CM voltage also drops across the ripple inductors. However, it
is negligible due to the inductance value of the CM inductor, which is usually orders of
magnitude higher. The high-frequency voltage drop across the ripple capacitors can also be
neglected. Nevertheless, they absorb the low-frequency CM voltage which is unavoidable
when using flat-top modulation.

The pulse generation of both inverters should be synchronized and both inverters
should be operated with the same switching frequency. For instance, a switching period
can start with the turn-on of all High Side (HS) switches of PFC and motor inverter. This
ensures that the difference between the CM voltages of the PFC and motor inverter remains
minimal without adjusting the zero component in the αβ0 system. The degree of freedom
for the zero component in the αβ0 system should be utilized for flat-top modulation for the
reasons already analyzed. Occurring oscillations due to filter resonances are very low with
this concept because they are not excited by the voltage steps at the flat-top transitions but
only due to the discontinuity of the pulse patterns.

One disadvantage of this concept is that the CM choke in the DC link introduces an
additional leakage inductance between the two DC links. In case of load steps, this can
cause undesired oscillations in the DC link voltages. Therefore, this parasitic inductance
should be kept very low.

To avoid this problem, it is also feasible that the CM inductor in the DC link is
eliminated. In this case, the difference in the CM voltage of the PFC and motor inverter
is absorbed by the ripple inductors according to their inductance ratio. Compared to the
conventional filter topology, the inductors are also unburdened because they do not absorb
the entire CM voltage-time area of the respective converter, but only a part of the difference
between the two CM voltages.

1.5. Organization of This Paper

Section 2 contains the applied methods and utilized materials on which the predictions
and measurements are based. The prediction methodology for new filter concept intro-
duced in Section 1.4 is experimentally validated in Sections 3.1–3.3 using the example of a
grid-feeding inverter with an output power of 63 kW. Subsequently, design rules regarding
parasitic capacitances from the power module and the DC link potential to ground are elab-
orated in Section 3.4. In Section 3.5 the new filter concept is compared to the conventional
topology summarized in Section 1.3, in terms of design, using a typical specification catalog
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with respect to the size of the CM filter components. Section 4 highlights the conclusions of
this paper.

2. Materials and Methods

2.1. Experimental Validation Object

Initially, developed models introduced in [15] are compared with measurements.
For the validation of the presented filter concept it is not required to operate a complete
drive system as shown in Figure 1. It is sufficient to perform the measurements on the
power electronic system presented in Figure 4. As necessary for the validation, the CM
choke in the DC link absorbs almost the entire CM voltage-time area. One difference
compared to the complete motor drive is that the load profile of the DC link CM choke
regarding the flux linkage differs when the motor inverter is not operated. Consequently,
the design results of this choke optimized with respect to losses would differ. Furthermore,
without motor and motor cable a CM interference current path is eliminated due to the
high capacitive coupling of the motor and cable to ground, which must be considered in the
filter design of the complete motor drive system. Despite these differences the validation
object is suitable to qualify the approach presented here. The main CM circuit is marked
in red in Figure 4 and runs from the semiconductor modules T1–T6 through the ripple
inductors Lr;U,V,W and capacitors Cr;U,V,W as well as the mains-side Y capacitor CY;AC to
ground and closes through the Y capacitor on the DC side CY;DC and the CM choke LCM;DC

to the DC link potentials. Note that the CM capacitors in the ripple stage and the DC link
are Y capacitors connected to ground. Independently of this, a CM current can also be
generated without a Y capacitor via the parasitic ground capacitances, which are shown in
gray in the figure, since the electrical distribution network has a ground reference.
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Figure 4. Circuit diagram of the validation object, 3-phase 2-level grid feeding inverter with a DC link CM choke, a ripple
stage and one additional EMC filter stage, parasitic ground capacitances are depicted in gray and CM circuit loops in red
and blue.

If the predicted voltage and current waveforms, the voltage-time areas of the ripple in-
ductors and the CM choke in the DC link as well as the interference levels at the considered
grid feeding inverter correspond to those measured, the methodology can also be applied
to the more complex systems considered previously. Once the validity of the models has
been demonstrated, a size comparison can be provided between optimized back-to-back
converter system using the novel and the conventional filter topology.

The grid feeding inverter is intended for connection to the public distribution network.
Table 1 summarizes its electrical requirements and operating parameters. The DC link
capacitor, the ripple inductors and the EMC filter are designed for a switching frequency
of fS = 140 kHz. As a result, EMC limits need only be met from the second harmonic at a
frequency of 2 fS = 280 kHz, which reduces the size of the filter components.
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Table 1. Requirements and operating parameters of the validation object.

Parameter Value

Mains voltage VG = 230/400 V
Mains frequency fG = 50 Hz

Maximum output power Pout = 63 kW
DC link voltage range VDC = 610–700 V
Switching frequency fS = 140 kHz

EMC requirement IEC 61800-3 Class C2

The prototype inverter used in the measurements is shown in Figure 5. The filters are
designed in such a way that their components can be placed at the bottom of the device
on a PCB with the same base area as the heat sink. Table 2 contains a list of the applied
components with the relevant EMC properties. Note that most of the utilized passive
components are not volume optimized.

Motor inverter (not operated)

Inverter PCB with power modules, drivers and DC link capacitors

DC link CM choke

Mains CM filter choke

Ripple inductors

Ripple capacitors and mains Y capacitor

Heatsink and fan

Figure 5. Picture of the public grid connected 63 kW motor drive system with active front end,
the motor inverter was not operated.

Table 2. Utilized components and their relevant EMC properties.

Component Designator Description EMC Properties

Semiconductors T1–T6 2 × SiC MOSFET Cp;DC2GND;1−6 = 130 pF
ST SCT100N120G2D2AG Cp;DC2GND;Dig = 320 pF

DC link capacitor CDC 8 × CeraLink FA10, 2.5µF, 900 V CCDC = 20µF
DC link CM choke LCM;DC 10 × TDK R38.1 × 19.05 × 12.7, LCM;DC = 144µH,

N87, N = 2 × 2 LCM;DC;σ = 350 nH
DC link Y capacitors CY;DC;1, CY;DC;2 TDK B32034B4224, MKP CY;DC = 220 nF

Ripple inductors Lr;U , Lr;V , Lr;W 3 × EE4317, KoolMu 60u, N = 7 Figure 6, Lr(I = 0) = 22µH
Ripple capacitors Cr;U , Cr;V , Cr;W TDK B32926C3565, MKP Cr = 5.6µF,

LCr = 15 nH,
RCr = 20 mΩ

Mains Y capacitor CY;AC TDK B32926C3565, MKP CY;AC = 5.6µF,
LCY;AC = 15 nH,
RCY;AC = 20 mΩ

Mains CM filter choke LCM;AC VAC, T60006-L2050-V565, N = 3 × 4 Figure 6, LCM;AC;σ = 940 nH
Mains filter capacitors CX;U , CX;V , CX;W 2 × TDK B32926C3685, MKP CX = 13.6µF
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The impedance of the CM choke on the mains side LCM;AC cannot be described with
frequency-independent parameters because the employed nanocrystalline core material
has a strong dependence on frequency with respect to the complex permeability due
to increasing eddy currents at higher frequencies. The impedance curve used in the
simulations was measured with an impedance analyzer (see below) and is shown in the
right diagram of Figure 6.

Calculation

Measurement

Figure 6. Current dependency of the differential inductance of the ripple inductor and its calculation approach (left) and
frequency dependent CM impedance and phase angle of the CM choke on the mains side (right).

The frequency dependency of all other specified parameters is not as significant
(e.g., LCr, LCY) or can be neglected for the modeling (e.g., RCr, RCY;AC), allowing them to
be described with frequency-independent values. The parameters were determined by
measurements with the impedance analyzer.

The frequency dependence of the ripple inductors’ permeability is neglected, since it
drops by only 5% at the maximum frequency used in the EMI simulations (3 MHz) due
to the distributed air gaps in the core material. Furthermore, the winding capacitance
of the ripple inductors can also be neglected in the simulations because the first parallel
resonance only occurs at a frequency above 10 MHz.

However, it must be considered that the inductance value of the ripple inductors is
current-dependent due to the utilization of powder core material KoolMu 60u from Mag-
netics (https://www.mag-inc.com/Products/Powder-Cores/Kool-Mu-Cores (accessed
on 19 July 2019)). On the one hand, their voltage-time area and the CM voltage-time
area in the DC link CM choke are affected as a function of the load condition. In the left
diagram of Figure 6, the partially empirical equations and parameters for calculating this
dependency are provided and the result is compared with the measurement performed
with a power choke tester. The current dependent inductance can be predicted with very
high accuracy. On the other hand, the current dependent inductance value is reflected in
higher interference emissions with increasing load currents as described in the following.
the company and must therefore be written with a capital M: "Magnetics".

The interference measurements are performed at an output power of approximately
Pout = 1.5 kW and a DC link voltage of VDC = 610 V. At the operating point with the
highest mains current of approximately iG = 130 A, their inductance value drops from
Ldi f f = 22µH at zero current to 7µH. Due to the shifted phase currents of the three inverter
stages the emissions does not increase in a proportional manner. Even when one ripple
inductor momentarily carries a high current leading to a strongly reduced inductance,
the other two inductors will at the same time carry a lower current and thus, relatively seen,
maintain a higher inductance. Analyses show that the PK value increases by a maximum
of 7 dB and the AV value by 5 dB at full load compared to the low load case.

Special attention is paid to the design of the DC link CM choke, which is designed
having the complete motor drive system in mind. Since it must absorb the difference in
CM voltage-time areas from both converters, which is relatively high in certain operating
conditions, it must be ensured that the choke does not saturate at any operating point and
that it is designed for a minimum of losses. The selected core material is a loss-optimized
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MnZn ferrite for the applied switching frequency with a relatively high saturation flux
density of Bsat = 390 mT at a temperature of 100 ◦C (N87 from TDK). To keep the leakage
inductance as low as possible, two stacks of 5 cores R38.1 × 19.05 × 12.7 are wound
with 2 windings of 2 turns each as shown in the right picture of Figure 7. The resulting
low leakage inductance of LCM;DC;σ = 350 nH per winding including the connections to
the two DC links resonates with the DC link capacitors at a frequency of approximately
43 kHz. Due to the damping caused by the losses in the CM choke and especially in the
DC link capacitors, which have a relatively high Equivalent Series Resistance (ESR) at this
frequency, the oscillation decayed to below 10% of its initial amplitude after 5 oscillations
following a voltage step in one of the two DC link voltages. Since the controller operates
with a frequency of 12.5 kHz, no impact on the control is to be expected. However, a load
step on the motor side will cause an oscillation with the resonance frequency on the mains
side. At this frequency, however, no requirements exist regarding EMC or THD. As the
switching frequency is substantially higher than the resonance frequency, no oscillations
due to the switching operations of the semiconductors are to be expected. This topic will
be subject to further studies in the future.

Electrical
connection

Regular chip
scale package

Flipped chip
scale package

Thermal plane

DC+

DC−

Figure 7. Populated DCB of the EMC optimized power module used for validation, equipped with four SiC MOSFETs, each
in CSP, and additional thermal planes on the LS (left) and 3D model of the CM choke in the DC link with low parasitic stray
inductance (right).

For the validation object, power modules depicted in Figure 7 have been EMC-
optimized as described in [16]. The basis for the low-inductive design are Chip-Scale
Packages (CSPs) of silicon carbide (SiC) Metal–Oxide–Semiconductor Field-Effect Transis-
tor MOSFET dies, which are also used for the component SCTW100N120G2AG from ST
in HiP247 package (https://www.st.com/en/power-transistors/sctw100n120g2ag.html
(accessed on 7 October 2020)). The semiconductor dies are each embedded in a small circuit
board. One module features four such SiC switches, two in parallel for both High Side (HS)
and Low Side (LS).

In the first assembly step, the drain contact of the chip is sintered onto a copper foil.
The contacting of the gate and the source is realized with microvias in PCB technology.
The LS switches are flipped with respect to their relative position to the Direct Copper
Bond (DCB). This is done in order to reduce the parasitic capacitance between the LS
drain i.e., the half bridge output potential and the heat sink Cp;out2GND;U,V,W . To avoid
imbalances with respect to the occurring parasitic capacitances, the copper areas of the DC+
and DC− potentials on the top side of the DCB are of equal size. In first approximation
the capacitance between top and bottom copper areas can be simply determined using the
equation for the capacitance of a plate capacitor and amounts to Cp;DC2GND,1−6 ≈ 130 pF
(area 33.9 mm × 13.25 mm, the ceramic material silicon nitride Si3N4 is a dielectric with
ǫr = 8.0 and has a thickness of 250µm).

Thermal planes, visible in the picture near the LS switches, are added in order to
reduce the thermal resistance between the LS chips and the heat sink: Since the LS switches
are flipped, their sinter connection, which have a much better thermal conductivity than
the microvias, is not facing the DCB but the inverter PCB. The negative impact this has
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on the thermal properties is accepted in this case for the benefit of a decreased parasitic
capacitance. The additional thermal planes are thermally highly conductive cuboids
designed to alleviate thermal problems by transporting heat away from top of the CSPs via
copper paths on the inverter PCB back down to the DCB.

The top side of the module is not wire bonded, but soldered onto a PCB. Therefore,
the commutation and gate inductances are extraordinarily low allowing for extremely
fast switching. Using the loss simulation approach in [17] the switching losses can be
predicted neglecting the parasitic module inductances. Hence, it can be concluded that
the switching speed is limited exclusively by the semiconductor properties (internal gate
resistance, capacitances and transfer characteristic).

2.2. Utilized Measurement Devices

The inverter system described above was operated and monitored during operation
using the following instruments:

• Oscilloscope with 5 GHz bandwidth Tektronix MSO58;
• 2 DC voltage sources Delta Elektronika SM1500-CP-30;
• High-voltage, isolated, differential voltage probes PMK BumbleBee;
• Current clamps Tektronix TCP0150;
• Line impedance stabilization network 3 Rohde & Schwarz ESH3-Z6.

An Agilent 4294A impedance analyzer was used for impedance measurements. Fur-
thermore a DPG10 power choke tester was applied for inductance measurements in depen-
dence on the current. The evaluation of the interference emissions was performed with PK
detector measurements using an EMC test receiver Rohde & Schwarz ESU-8.

2.3. Filter Design Assumptions

After providing experimental evidence of the accuracy of the existing prediction
methodology, conventional and novel filter topologies are compared using computational
methods. As already mentioned, the analytical calculation tool presented in [15] is used
for the calculations. It enables a large number of design possibilities to be calculated in a
short time.

The models predict the operating behavior of back-to-back converter systems with
AFE according to Figures 2 and 3 respectively, assumed to have a rated power of 63 kW and
being connected to the public distribution network. Mains phase Root Mean Square (RMS)
voltage is VG = 230 V, mains frequency is fG = 50 Hz. The maximum DC link voltage
is set to VDC = 610 V, a switching frequency of fS = 140 kHz and flat-top modulation
is considered.

For thermal modeling it is assumed, that the ambient temperature is Ta = 60 ◦C
maximum and that the winding temperature of the inductors and CM chokes must not
exceed TL = 120 ◦C. Furthermore, it is assumed that the entire surface of the inductors can
dissipate a power of k = 50 W/(m2K) to the environment via forced air cooling.

The ripple inductors on the PFC and motor side as well as the DC link CM choke can
be designed independently of all other passive components because they are configured
according to the lowest losses and not according to EMC attenuation characteristics. Since
PFC ripple inductors always absorb the difference between mains and DC link voltage,
losses are maximum at full load. The output voltage on the motor side can be varied over a
wide range, resulting in the voltage-time area of the associated ripple inductors being much
higher than that of the PFC inductors. It makes sense to analyze and compare designs
at the operating point of maximum losses. With the use of the analytical calculation tool
mentioned above a motor voltage of 145 V and a motor current of 91.3 A is therefore chosen.

With respect to possible core materials, different powder materials are compared,
namely the powder material KoolMu from Magnetics with relative permeability of 40, 60
and 90 and the amorphous iron based alloy material 2605SA1 Metglas (https://metglas.
com/magnetic-materials/ (accessed on 20 February 2021)). Their parameters were taken
from their respective datasheets and used to calculate the core losses applying the improved
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generalized Steinmetz equation [18–20]. The Steinmetz parameters are listed in Table
3. The factor for calculation with a sinusoidal excitation kp is converted for use in the
generalized Steinmetz equation as described in [20]. The dependence of the core losses
on the premagnetization [21] is neglected for simplicity. The core shapes considered for
the design are limited to the standard cores available from the manufacturers. E cores are
considered for the KoolMu cores and AMCC cores for the Metglas cores.

Table 3. Steinmetz parameters of the considered core materials.

Material
Sinus Excitation Frequency Flux Density

Proportional Factor kp Exponent αFe Exponent βFe

KoolMu 40u 5.6 × 10−6 W/cm3 1.45 2.09
KoolMu 60u, KoolMu 90u 5.0 × 10−6 W/cm3 1.36 1.77

Metglas 2605SA1 1.36 × 10−6 W/cm3 1.51 1.74
Vitroperm 500F 7.15 × 10−9 W/cm3 1.82 2.08

Since the permeability of the core materials strongly changes with the magnetic field
strength, the dependence of the differential inductance of the inductors on the current is
taken into account by the calculation tool (cf. left hand diagram of Figure 6). To simplify
the calculation of the current ripple, the average differential inductance during a switching
period corresponding to the instantaneous low-frequency load current is used. The error
that occurs is negligible.

A single-layer rectangular winding with wires bent over the thinner edge is used
as winding, which ensures a high copper fill factor and low HF copper losses in the
components. Such rectangular wires are available in a large geometric variety. Therefore,
the width and height of the winding wire are automatically calculated by the calculation
tool, taking into account the necessary insulation distances and manufacturability. Those
are assumed to be 1 mm between copper and core where the wire is surrounded by core
material, 5 mm where the winding runs outside the core and 300µm from one turn to the
next. The frequency-dependent resistance of the winding is calculated with a 2D FEM
simulation at an assumed winding temperature of TL = 120 ◦C. The results are used to
determine the Low Frequency (LF) and HF copper losses. In this process, just the resistance
in the winding part enclosed by core material is calculated. Since the HF copper losses are
only a small part of the inductor losses, it is assumed that the current density distribution
is identical in the winding part outside the core. To account for the copper losses in the
winding part that is not enclosed by the core material, the resistance calculated with the
FEM is multiplied by the winding factor. This is calculated analytically previously and
specifies the ratio of the actual length of the winding wire to the length considered in
the simulation.

For the design of the CM choke in the DC link it is important to note that there is no
operating point at which all designed chokes have the maximum losses. In the case of motor
start-up, core losses occur almost exclusively, because the current in the DC link is very low
due to the low output voltage. At this operating point, the core losses are at a maximum.
A CM choke optimized for this operating point would have a large number of turns and a
winding wire with a low copper cross-section. In contrast to this, however, at maximum
output power the copper losses are maximum, but the potential for core losses is not as
pronounced. Therefore, several operating points must be considered for the design of the
CM choke in the DC link. Table 4 shows the operating points used for the choke design.
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Table 4. Considered operating points for the CM choke design.

Phase Motor Voltage Output Fre- Phase Shift between
and Current VMot , IMot Quency fMot Mains and Motor Voltage

0, 91.3 A 0 -
230 V, 91.3 A 50 Hz 60◦

150 V, 91.3 A 50 Hz 60◦

Standard ring cores made of nanocrystalline core material from Vacuumschmelze
(https://vacuumschmelze.com/products/Inductive-Components-and-Cores/Amorphous-
and-Nanocrystalline-Cores (accessed on 17 February 2021)) are used in the design. Since
the geometric dimensions are not very fine-grained, not as many variants as for the ripple
inductor design can be calculated. In the loss modeling, the HF copper losses are neglected
because the switching-frequency current is very low due to the high inductance value of
the CM choke. The core losses are calculated using the generalized Steinmetz equation with
the parameters specified in Table 3. The low-frequency copper losses result from the deter-
mined DC resistance of the flexible copper winding wire at a temperature of TL = 120 ◦C
and the DC link current. The latter and the voltage-time area that the CM choke must
absorb are determined using the calculation tool presented in [15]. Furthermore, it must
be ensured that the core material is not saturated at any operating point. It is also taken
into account that the CM voltages are load dependent due to the current dependence of the
differential inductance of the ripple inductors (cf. Sections 3.1 and 3.2).

For the EMC filter design the following assumptions are made. Since the switching
frequency is selected with fS = 140 kHz and EMC limits values exist from a frequency
of 150 kHz, the filters are designed for the interference levels at the second harmonic of
the switching frequency. The interference excitation is considered to be a square wave
voltage with a voltage step corresponding to the DC link voltage VDC and the highest
possible interference voltage value for the harmonic under consideration. The Fourier
transformed value for these assumptions results in the PK interference voltage in the
frequency domain VNoise:

VNoise =

√
2VDC

πk
(1)

where k is the number of the harmonic which is 2 for the design frequency of 280 kHz.
In order to comply with the EMC regulation limit values on the mains side according

to IEC 61800-3 Class C2, further filter components are required in addition to the ripple
filter. For the frequency of 280 kHz the PK limit value is 79 dBµV. To enable the cable shield
to be eliminated on the motor side, the PK interference voltage must not exceed 80 dBµV
in the frequency range 150–500 kHz in accordance with the CISPR 14 standard. For this
purpose, the interference voltage on the motor side is measured at an input impedance of
the measuring device of 1500 Ω.

The EMC filters are designed according to the PK value. Although the PK and AV
values differ by only about 5 dB for a LF sinusoidal excitation, the limits according to IEC
61800-3 Class C2 differ by 13 dB. However, the AV value of the interference can be reduced
to the desired difference to the PK value using frequency dithering according to [22,23].
Since the measurement bandwidth of 9 kHz is much smaller than the average switching
frequency, the AV value can be reduced widely by more than 10 dB. The PK value cannot
be influenced by frequency dithering.

For the size comparison, only the CM filter volume is considered. It is assumed that
EMC optimized power modules are utilized. For the conventional topology, this means
a minimum ground capacitance of the half-bridge output nodes Cp;out2GND according to
the design rules in [16]. In contrast, in the case of using the CM filter concept with the CM
choke in the DC link, the parasitic capacitances of the DC link potentials Cp;DC2GND must
be minimized. In the simulations, it is assumed that the module layout is optimized to
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reduce these capacitances to 5 pF per phase. For the other parasitic ground capacitances of
the semiconductor module, a total capacitance of 6 × 130 pF is considered.

As described in [14] the overall capacitance value of all Y capacitors on the mains
side must be limited due to safety requirements to a total value of 35 nF. Behind the
ripple inductors on the mains and motor side respectively, X capacitors with non-restricted
capacitance value can be used for CM filtering because they do not have to be connected to
the ground potential. The CM capacitors CCM;PFC and CCM;Mot in Figures 2 and 3 can be
omitted. The three capacitors Cr;PFC and Cr;Mot, respectively, are used on each side, each
connected to one of the three phases. Thus they have an effect for filtering the CM and DM
interferences. Their connection between the mains and motor sides when using the new
filter topology or to the DC link potential when using the conventional filter topology must
be very low inductive. Assuming three X capacitors with a capacitance value of 2.2µF each
and a parasitic inductance of 20 nH, the impedance of the CM current path is determined
exclusively by the inductance from the fourth harmonic on.

The required size of the DM filter is not influenced by the components of the CM filter
in this case. Although leakage inductances of the CM chokes have an influence on the DM
attenuation, but in this case they have such a minor influence with values in the range of
only 100–200 nH that they can be neglected. To minimize the DM filter, additional DM
filter chokes are needed to reduce the size of the X capacitors.

The design is done with simple circuit simulation with the simulation program Por-
tunus (https://www.adapted-solutions.com/en/home-englisch/ (accessed on 28 February
2021)). Due to the limited number of available cores made of nanocrystalline core ma-
terial from Vacuumschmelze, no calculation with the optimization tool for the CM filter
is required.

As almost the entire voltage-time area is absorbed by the CM choke in the DC link or
by the ripple inductors, and outside the ripple stages the ripple currents are negligible, only
the LF copper losses are considered for further required CM chokes. The inductance and
resistance values of the CM chokes are calculated according to the cross-section and path
length of the utilized core, the complex permeability of the nanocrystalline core material at
the design frequency of 280 kHz, as well as the number of turns.

3. Results and Discussion

3.1. Comparison of Predicted and Measured Current and Voltage Waveforms

Since the CM voltage is absorbed by the DC link, the current and voltage waveforms
differ from those using the conventional filter topology. To increase the understanding of
the system, current and voltage waveforms in the ripple stage are initially analyzed. The left
diagram of Figure 8 shows the comparison of measurement (gray) and prediction (red) of
the ripple inductor and mains current at an output power of Pout = 25 kW and operation
with flat-top modulation over one mains period in phase U. For better comparability,
the predicted inductor current waveform is shown with the envelope of minimum and
maximum current iLr;min, iLr;max.

In the measured waveforms of the inductor and mains currents, small inhomogeneities
can be seen at multiples of ∆ωt = 60◦. The cause can be explained by the fact that at these
points in time the switch, which is permanently turned on, is changed (at ωt ≈ 60◦ from
T6 to T1). However, the requirements regarding the THD are still met.

Slight differences can be recognized between the positive and negative inductor
current half-waves with regard to the minimum and maximum values. They are caused by
the fact that always all top transistors are turned on simultaneously at the beginning of a
switching period.

The diagram on the right in Figure 8 shows the curves of inductor current and
voltage over a switching period at the arbitrarily chosen mains angle of ωt = 20.8◦.
The representation of the control signals shows that the half bridge output of phase W is
currently clamped to the DC minus potential (T6 is permanently turned on). The control
signal value of 0 indicates that the bottom semiconductor is activated. If the value of 1
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is assigned to the control signal, the respective top switch is turned on. Occurring dead
times (tdead = 125 ns) could be assigned to one of both possible states depending on the
inductor current direction, but are neglected by the calculation tool, resulting in small time
deviations from the measured curves of the inductor voltage (here at ωt = 20.83◦). As can
be seen, the developed analytical calculation tool [15] enables a precise prediction of all
current and voltage characteristics.

Figure 8. Comparison between predicted and measured waveforms in the ripple inductor during one mains period (left)
and one switching period (right).

It can be seen that the voltage across the ripple inductor changes not only when the
switching state of the associated half-bridge changes, but also when that of the other two
half-bridges changes. The reason for this is the absence of a low-impedance connection
of the filter to the DC link potentials. As a result, the CM voltage drops across the DC
link potentials. Assuming current-independent inductance values of the ripple inductors,
the CM voltage changes by one third of the DC link voltage for each change in switching
state. However, since the inductance value of the ripple inductors is current-dependent
and different mains currents flow in the three inductors due to the phase shift of 120◦,
the CM voltage steps and thus also the inductor voltage steps differ from each other when
the switching state of the three half-bridges changes. In the example shown at ωt = 20.8◦,
the current in phase U is the smallest compared to the other phases, the inductance value
of the ripple inductor is the highest and consequently the CM voltage step when switching
phase U is the lowest. At a DC link voltage of VDC = 610 V, the CM voltage step at
switching in phase U at this operating point is only 176 V instead of 203 V and the inductor
voltage changes by 434 V instead of 407 V. Consequently, for the accurate prediction of
the voltage-time areas in the ripple inductors and the DC link CM choke, the current
dependence of the inductance value of the ripple inductors Lr = f (I) must be taken
into account.

3.2. Voltage Time Area of the Ripple Inductor and CM Choke

For the design of inductive components, the determination of the losses is of central
importance. Only if the voltage-time areas in the inductors are correctly determined,
the core losses can be calculated with high accuracy. For the validation of the design results
regarding the core losses from Section 3.5, the predicted voltage-time areas are compared
with those measured.

Figure 9 presents the voltage-time areas absorbed by the ripple inductor ΨLr = vLr · t
for different configurations as a function of the mains angle ωt for 5 different DC link
voltages and an output power of Pout = 11 kW in reactive power neutral operation cosϕ = 1
at a switching frequency of fS = 140 kHz and a mains voltage of VG = 228 V in each case.
The flux linkage ΨLr corresponds to the area below the inductor voltage-time curve when
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the inductor voltage is positive during a switching period 1/ fS. Illustratively, the voltage-
time area for the switching period shown in the right hand diagram of Figure 8 can be
calculated with the time interval when the top semiconductor of phase U is activated as
ΨLr = 110 V× 4.84µs = 0.532 mVs. This value can also be found in the bottom left diagram
at a mains angle of ωt = 20.8◦ and a DC link voltage of VDC = 610 V. The magnitude of
the negative voltage-time area is almost the same. The low-frequency component and the
occurring losses can be neglected.

Figure 9. Comparison between predicted and measured voltage time areas absorbed by the ripple inductors in dependence
on the mains angle at five different DC link voltages with and without connection of the capacitor star point SP and DC
minus potential applying flat-top modulation or imprinted third harmonic.

Since the waveforms are identical from ωt = 180◦ to 360◦, the plots are limited to a
half mains period. The capacitor star point SP is either connected to the DC minus potential
(con.) which is related to the conventional filter topology or not connected (new) what corre-
sponds to the operation with the new filter topology. In addition, the inverter is optionally
operated with the injection of a 3rd harmonic (3H) and with flat-top modulation (FT).

The flux linkages calculated with the analytical model are shown by the gray dashed
lines. It can be seen that the flux linkages can be predicted with high accuracy in all
operating conditions. More substantial deviations between measurement and prediction
occur in operation with flat-top modulation shortly after another half-bridge transistor is
clamped. The filter-frequency oscillations excited during this process slightly increase the
voltage-time area in the inductor for a short time. Additionally, there are small dead-time
related calculation inaccuracies.

The voltage-time area waveforms for operation with an injected 3rd harmonic and
flat-top modulation are identical when the filter is not connected to the DC link (new).
The reason for this is that the adjusted voltage vectors in the space vector diagram are
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the same for these two operating conditions and the voltage-time area generated by the
zero component of the αβ0 system (CM) does not occur in the ripple inductor but in the
DC link CM choke in this setup configuration. In contrast, in the case of a low-impedance
connection between the ripple capacitor star point and the DC link (con.), the ripple
inductor must absorb the switching-frequency CM voltage. Therefore, its voltage-time area
is considerably higher which leads to higher core loss potential. The low frequency CM
voltage drops across the ripple capacitors Cr;U , Cr;V , Cr;W . Since the CM voltage differs in
operation with imprinted 3rd harmonic and flat-top modulation, the voltage-time-area
waveforms are also different.

The disproportionate increase of the voltage-time area with the DC link voltage
ΨLr;mean = f (VDC) is caused by the disproportionate increase of the difference between DC
voltage and mains voltage. However, it is noticeable that the increase in the mean value
of the voltage-time area in the ripple inductors rises with an exponent of approximately
3.2 when the conventional filter topology is used (con.), whereas this exponent is only
approximately 1.9 when the filter topology with DC link CM choke is applied (new). It can
be concluded from this that the ripple inductors are unburdened particularly regarding
core loss potential at high DC link voltages when the new filter topology is used.

As mentioned earlier, when using ripple inductors with current-dependent inductance
applying the new filter topology, the CM voltage changes as a function of the load condition
and thus also influences the voltage-time area that the DC link CM choke absorbs. Figure 10
shows the voltage-time areas over half a mains period for three different load conditions.
It can be predicted with high accuracy.

Figure 10. Comparison between predicted and measured voltage time areas of the DC link CM choke
in dependence on the mains angle for three load conditions. Prediction and measurement are in very
good agreement demonstrating the validity of the underlying model, due to experimental limitations
the 63 kW curve is only predicted.

As the load increases, the voltage-time area becomes lower, reducing the potential for
core losses. This has a positive influence on the design of the choke because the copper
losses increase with the load and thus the overall loss profile is more balanced as a function
of the load condition.

3.3. EMC Measurements

The CM emissions of the system with the new filter concept described in Section 2.1
are modeled and measured. In Figure 11 the circuit model is depicted for the prediction
of CM emissions. As can be seen in the diagrams, the evaluation of the interference
levels measured by the test receiver with the measurement bandwidth of 9 kHz is already
included in the voltage source model of the interference excitation VCM_PK. For this
purpose, the equation

∆V = e
−
(√

ln2·∆ f
fBW

2

)2

(2)
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given in [24] is implemented in the circuit simulation. For the CM interferences, the ripple
inductors, the resistors of the Line Impedance Stabilization Network (LISN), the X capaci-
tors and the parasitic capacitances of the DC link potentials to ground are each connected
in parallel. This is taken into account in the simulation by a factor of three or one third
(see Figure 11). In the right-hand diagram the red curve depicts the predicted emissions,
while the black curve shows the result of the interference measurement, in the frequency
range between 100 kHz and 3 MHz. It can be recognized that only the switching-frequency
harmonic at 140 kHz exceeds the prediction for CM emissions. According to the inductance
and capacitance values of the used components listed in Table 2, these interference levels
can be clearly attributed to DM interferences, which will not be analyzed further here.
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Figure 11. Simplified model for HF CM currents iCM;HF (see also blue arrows in Figure 4) with
interference excitation (VCM_PK), the PK spectrum of the excitation is depicted in blue on the top
left, the predicted and measured PK interference levels in red and black, respectively, on the top right,
prediction and measurement are in very good agreement except for the interference level at 140 kHz.

The interference emissions can be reproduced from the second harmonic onwards
with the presented circuit simulation. This only requires consideration of the CM path
shown in blue in Figure 4. It can be concluded, that the ground capacitances of the DC
link potentials Cp;DC2GND play a key role for the modeling these results. These parasitic
capacitances are so high that, above a frequency of about 400 kHz, their impedance is lower
than that of the CM current path via the DC side Y capacitor and the DC link CM choke,
which is marked in red in Figure 4.

The limit exceedance by about 20 dB at a frequency of approximately 1.7 MHz arises
due to the resonance of the CM inductance of the ripple inductors Lr/3 with the parasitic
capacitance of the DC link potentials to ground Cp;DC2GND. Due to the strong capacitive
coupling of the DC link potentials to digital ground caused by the PCB design and the DC
link voltage measurement, a portion of Cp;DC2GND;Dig = 320 pF is added to the parasitic
ground capacitance caused by the semiconductor modules Cp;DC2GND;1−6.

This oscillation can also be seen in the inductor voltage in the right-hand diagrams
of Figure 8. However, in this measurement the semiconductor modules were removed
from the heat sink. As a result, the resonant frequency increases to approximately 3.3 MHz
corresponding to the lower ground capacitance of the DC link potentials (Cp;DC2GND =
Cp;DC2GND;Dig) and the interference emissions are reduced by approximately 10 dB. The re-
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lated EMC interference measurement results are shown in the left diagram of Figure
12.

In contrast to the design rules worked out in [16], it can be concluded from these
results that when using the introduced filter concept the ground capacitance of the DC link
potentials should ideally be minimized.

The right diagram of Figure 12 shows the interference emissions when wired capaci-
tors with a capacitance value of Cp;out2GND;1−3 = 480 pF each are additionally connected
between the half-bridge output nodes and ground. It can be seen that with this measure
the resonance at 3.3 MHz which exceeds the limit value can be suppressed. Due to their
low impedance, these capacitors return the CM interference current back to the source and
can thus be regarded as the first CM filter stage. Since the capacitors and especially their
connections with wires have a very high parasitic inductance of about 90 nH, there is a
significant resonance at approximately 24 MHz which exceeds regulation limits. However,
the interference emissions at the frequencies in the MHz range can be expected to be below
the limit values if the ground capacitances of the half-bridge output nodes are not generated
by wired capacitors, but by parasitic module capacitances.

Figure 12. EMC measurement results reducing the parasitic ground capacitance of the DC link potentials to
Cp;DC2GND=Cp;DC2GND;Dig=320 pF (left) and increasing the parasitic ground capacitance of the half bridge output nodes
Cp;out2GND = 1.44 nF (right).

3.4. Derivation of Design Rules for an EMC Optimized Power Module

From these results, design rules for the semiconductor modules when using the new
filter topology can be derived. In contrast to the design rules from [16], when using the
new filter concept presented here, not the ground capacitances of the half-bridge output
potentials Cp;out2GND but those of the DC link potentials Cp;DC2GND must be minimized
in order to optimize EMC. Therefore, not the bottom but the top semiconductors in the
power module have to be flipped. In addition, parasitic capacitive couplings of the DC link
potentials to all other electrical potentials, such as digital supply and ground potentials as
well as measurement lines, need to be minimized. Furthermore, the parasitic capacitances of
the half-bridge output nodes should be high and must be the same in all three half-bridges
to avoid the generation of CM currents. With each switching operation, the associated
ground capacitance of the half-bridge output node is reloaded by two thirds of the DC link
voltage. The amount of charge required for this is exactly the same as the amount of charge
required for reloading the other two capacitances that change their voltage by one third of
the DC link voltage, assuming all half-bridge outputs have the same ground capacitance.
Due to the fact that the directions of the currents are distributed in such a way that the
current flowing out of the half-bridge outputs is exactly as high as the current flowing in,
the change of the switching states of the half-bridges does not cause a CM interference.
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3.5. Design Comparison

After verifying the models, the back-to-back converters when using the conven-
tional and the new filter topology can now be optimized according to to assumptions in
Section 2.3 and compared with each other in terms of the required volumes.

Figure 13 illustrates the design results for the ripple inductors of the PFC. The left
diagram shows the losses and the right diagram the calculated temperature as a function
of the inductor volume. From the large number of more than 600 calculated inductor
variants, a Pareto front is obtained for each of the assumptions made, which is shown with
the solid lines. Based on this, the respective loss and volume optimized inductors can be
determined (new filter concept: 3xEE4317, KoolMu 60u, N = 7, ACu = 6.0 mm × 2.5 mm,
Lnom = 22µH, V = 80.4 cm3, PLr = 32.9 W, conventional filter concept: 4xEE4317, KoolMu
60u, N = 7, ACu = 6.0 mm × 2.5 mm, Lnom = 29µH, V = 97.7 cm3, PLr;Motor = 40.8 W).

Figure 13. Design results of the PFC ripple inductors for the conventional filter structure and the introduced new filter
concept, power losses (left) and temperature (right) as a function of the box volume, operating parameters VG = 230 V,
fG = 50 Hz, S = 63 kVA, cos ϕ = 1, VDC = 610 V, fS = 140 kHz, flat-top modulation.

For the motor inductor, only the dependence of the volume on the temperature
is shown in the left diagram of Figure 14. Due to the higher loss potential, the size
difference of the motor ripple inductors is larger than that of the PFC inductors. This
results in an inductor with 6 stacked EE4317 cores (6xEE4317, KoolMu 60u, N = 7, ACu =
6.0 mm × 2.5 mm, Lnom = 44µH, V = 131 cm3, PLr = 53.9 W) for the conventional filter
topology and an identical inductor but with only 4 stacked EE4317 cores (4xEE4317,
KoolMu 60u, N = 7, ACu = 6.0 mm × 2.5 mm, Lnom = 29µH, V = 97.7 cm3, PLr = 39.4 W)
for the design with CMC in the DC-link.

The design result of the CM choke in the DC link with respect to the calculated tem-
peratures is shown in the right-hand diagram of Figure 14. Based on the set conditions in
Section 2.3, the optimal choke has the core L2045-W101 and a winding with a cross-section
of approximately 16 mm2. The predicted winding diameter of 6 mm, which corresponds
to a cross-section of approximately 28 mm2, is rather large, which is understandable, be-
cause flexible winding wire has a lower copper fill factor than solid wire. The maximum
power dissipation is PL;CMC;DC = 35 W and occurs at full load (second operating point in
Table 4).
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Figure 14. Design results of the motor ripple inductors (left) and CM choke in the DC link for the conventional filter
structure and the introduced new filter concept, operating parameters VG = 230 V, fG = 50 Hz, S = 63 kVA, cos ϕ = 1,
VDC = 610 V, fS = 140 kHz, flat-top modulation.

Table 5 compares the required net volumes for the different subassemblies when using
the conventional and the new filter topology. The real assembly requires a larger volume
because, on the one hand, the PCB and the ventilation duct requires additional space and,
on the other hand, the components have to be placed at a distance from each other due
to the required heat dissipation and, in some cases, the minimization of electromagnetic
couplings. Since it can be assumed that the actually required volume must be scaled by the
same factor in each case, the net volumes for both setup variants are comparable.

Table 5. Comparison of the required net filter component box volume for the conventional and the
new filter topology, assumed PK limit value on the mains side is 79 dBµV and on the motor side
80 dBµV.

Component Conventional New Filter
Filter Topology Topology

PFC ripple inductor 3 × 97.7 cm3 3 × 80.4 cm3

Motor ripple inductor 3 × 131.0 cm3 3 × 97.7 cm3

CM choke in the DC link - 116.9 cm3

CM filter on the mains side 132.8 cm3 63.3 cm3

CM filter on the motor side 96.4 cm3 41.4 cm3

Total volume 914.1 cm3 754.7 cm3

It can be seen that already the total net volume of the ripple inductors and the CM
choke in the DC link when using the new filter topology is lower than the total volume
for the ripple inductors when using the conventional filter topology (sum of the first three
lines in the table, 651 cm3 compared to 686 cm3). The main reason for this is that only
the difference between the two CM voltages has to be absorbed by the CM choke in the
DC link.

In addition, when a DC link CM choke is employed, the CM interference voltages
across the ripple capacitors on the mains and motor sides are significantly lower compared
to the conventional filter topology because the impedance of the CM choke is factors higher
than the CM impedance of the PFC or motor inductors. This enables further filter volume
to be saved.

Figure 15 shows exemplarily the design result for the CM filter on the mains side when
using the conventional filter topology. The interference excitation is modeled with the
voltage source on the left side V_Noise which is parameterized according to Equation (1).
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The remaining interference voltage on the LISN is reproduced with the resistance R_m,
whose value is only 50 Ω/3 for CM interference due to the parallel connection of the
resistors of all three phases. The ripple stage consists of the previously designed ripple
inductors and the ripple capacitors, which are the same on the mains and motor sides
for both filter topologies (X capacitors, MKP, 3Cr;PFC = 3Cr;Mot = 3 × 2.2µF, VBox =
3 × 11.3 cm3) and are also required to provide DM attenuation. For the conventional filter
topology an LCL CM filter stage is additionally required (two CM chokes VAC L2030-
W514, N = 3 × 3, VBox = 48.4 cm3 and a Y capacitor MKP, CY;PFC = 33 nF, VBox = 2.0 cm3),
whereas if the filter topology with CM choke in the DC link is applied, only one more small
CM choke (VAC L2025-W344, N = 3 × 2, VBox = 25.3 cm3) is necessary.

Name Value

 20*log10(abs(R_m.V)/1u) 77.1475
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Figure 15. Design result of the CM filter on the mains side using the conventional filter concept, interference excitation is
the voltage source V_Noise, design frequency is 2 fS = 280 kHz, assumption of an EMC optimized power modules with
Cp;DC2GND = 780 pF and Cp;out2GND = 15 pF, voltage drop across the resistor R_m reproducing the behavior of the LISN
and the test receiver must not exceed the limit value of 79 dBµV.

On the motor side, only Y capacitors with a total capacitance value of CY;Mot =
2 × 100 nF (MKP, VBox = 2 × 3.7 cm3) is required behind the ripple stage to comply with
the limit values (cf. Section 2.3) when the new filter topology is applied. When using the
conventional filter topology, the CM interference voltage at the ripple capacitors Cr;Mot

is still so high that a CM choke (VAC L2030-W514, N = 3 × 3, VBox = 48.4 cm3) and Y
capacitors (MKP, CY;Mot = 2 × 220 nF, VBox = 2 × 7.0 cm3) must be inserted.

The calculations in Table 5 show that the total CM filter volume in this example can be
reduced by 17.5% when using the filter topology with the CM choke in the DC link.

4. Conclusions

discussion is unusually long or complex.
In this paper a novel filtering concept for back-to-back converter systems was pre-

sented. The main CM current path is designed in such a way that only a single CM choke
in the DC link absorbs the entire CM voltage-time area from both converters. Furthermore,
this concept has the advantage that the component only absorbs the difference between the
CM voltages from the mains and motor side and thus its core losses are very low at most
operating points if all semiconductors controlled synchronously.

The CM filter attenuation of the first filter stage is higher by multiples compared to the
conventional filter topology, because the inductance of the CM choke is typically orders of
magnitude higher than that of the ripple inductors, which usually absorb the CM voltage.
On a validation object with a power of 63 kW it was shown that the total CM filter volume
can be reduced by approximately 17.5%. The concept is particularly beneficial if unshielded
cables are used on the motor side and EMC requirements therefore must be met, or if the
cable shields can thus be eliminated. It is also advantageous that the ripple inductors on the
mains and motor side are unburdened with regard to the core loss potential, because they
now only absorb the DM voltage-time area, and their size can therefore be reduced. Due to
the lower dependence of the voltage-time area absorbed by the ripple inductors on the DC
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link voltage when using the new filter topology, the concept is particularly beneficial for
high DC link voltages.

Furthermore, the filter concept allows the application of flat-top modulation in both
converter stages almost without the excitation of filter-frequency oscillations, even when
the motor output voltage is very low.

It was also shown on the validation object that at high parasitic capacitances of the
DC link potentials to ground, the dominant CM current does not flow via both ripple
stages but via these parasitic capacitances and only one ripple stage. Together with the
CM inductance of the ripple inductors, they cause a pronounced resonance, which leads to
increased interference emissions in the frequency range of the resonant frequency.

From this finding it can be derived that when using the filter topology presented in
this paper, EMC optimized semiconductor modules should be designed in such a way that
parasitic ground capacitances of the two DC link potentials are minimal. Therefore, not
the LS but the HS chips have to be flipped. The parasitic capacitances of the half-bridge
output potentials to ground have a filtering effect for high-frequency CM noise and must
therefore not be limited. However, it must be ensured that they are as equal as possible in
all half bridges.

In the future, further studies and EMC-optimized setups are necessary to validate the
effectiveness of the presented concept also at high frequencies.
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Abbreviations

The following abbreviations are used in this manuscript:

AFE Active front end
AV Average
CM Common mode
CSP Chip scale package
DCB Direct copper bond
DM Differential mode
EMC Electromagnetic compatibility
ESR Equivalent series resistance
MOSFET Metal–oxide–semiconductor field-effect transistor
HF High frequency
LF Low frequency
LISN Line impedance stabilization network
LS Low side
MKP Polypropylene (dielectric of film capacitor)
PK Peak
RMS Root mean square
SiC Silicon carbide
THD Total harmonic distortion
WBG Wide band gap
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Abstract: Broadband electromagnetic (EM) modeling increases in importance for virtual prototyping
of advanced power electronics systems (PES), enabling a more accurate prediction of fast switching
converter operation and its impact on energy conversion efficiency and EM interference. With the aim
to predict and reduce an adverse impact of parasitics on the dynamic performance of fast switching
power semiconductor devices, the circuit-oriented EM modeling based on the extraction of equivalent
lumped R-L-C-G circuits is frequently selected over the Finite Element Method (FEM)-based EM
modeling, mainly due to its lower computational complexity. With requirements for more accurate
virtual prototyping of fast-switching PES, the modeling accuracy of the equivalent-RLCG-circuit-
based EM modeling has to be re-evaluated. In the literature, the equivalent-RLCG-circuit-based EM
techniques are frequently misinterpreted as the quasi-static (QS) 3-D Partial Element Equivalent
Circuit (PEEC) method, and the observed inaccuracies of modeling HF effects are attributed to the QS
field assumption. This paper presents a comprehensive analysis on the differences between the QS
3-D PEEC-based and the equivalent-RLCG-circuit-based EM modeling for simulating the dynamics
of fast switching power devices. Using two modeling examples of fast switching power MOSFETs,
a 3-D PEEC solver developed in-house and the well-known equivalent-RLCG-circuit-based EM
modeling tool, ANSYS Q3D, are compared to the full-wave 3-D FEM-based EM tool, ANSYS HFSS. It
is shown that the QS 3-D PEEC method can model the fast switching transients more accurately than
Q3D. Accordingly, the accuracy of equivalent-RLCG-circuit-based modeling approaches in the HF
range is rather related to the approximations made on modeling electric-field induced effects than to
the QS field assumption.

Keywords: partial element equivalent circuit; finite element method; quasi-static electromagnetic
modeling; fast switching power semiconductor devices

1. Introduction

Fast switching power semiconductor devices have a great potential to further increase
the performance of advanced power electronic systems (PES), which represent a key en-
abler for highly efficient generation, distribution, and use of electrical energy. During fast
switching transients, the system dynamic performance is strongly influenced not only
by the device design but also by the layout parasitics. Accordingly, design optimization
of circuit and/or package layouts is required in order to fully utilize the fast switching
capabilities of new generations of silicon (Si) power metal–oxide–semiconductor field-effect
transistors (MOSFETs), and especially of emerging wide-band gap (WBG) power semi-
conductor devices, i.e., gallium nitride high-electron-mobility transistors (GaN-HEMTs)
and silicon carbide (SiC) power MOSFETs. The prediction of layout parasitics and layout
optimization using electromagnetic (EM) modeling evolves as a constitutive step of the
PES design. The main aim of using EM modeling tools is to estimate the electrical system
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performance before actual hardware prototyping. Commonly investigated aspects are
conduction and switching power losses, conducted and radiated electromagnetic interfer-
ence (EMI), over-voltages, over-currents, current- and voltage-slopes, and stability. Power
electronics (PE) applications involve the current and voltage signals in a wide frequency
range, i.e., line frequency (50 Hz), switching frequency (from tens of kHz up to MHz range)
and high frequency associated to switching transients (from ≈50 MHz up to ≈1 GHz),
implying the need for accurate and computationally affordable broadband electromagnetic
characterization. The broadband measurements of parasitics in multichip power modules
lead to extraction of simplified equivalent circuits used for modeling the package EM
behavior [1–3], frequently neglecting mutual inductive and capacitive coupling effects.
The equivalent electrical circuits of discrete packages can be extracted based on impedance
measurements [4], S-parameter measurements [5] or Time Domain Reflectometry (TDR) [6].
Additionally, to achieve a good match between measurements and EM simulations, it
is highly important to understand the measurement setup in terms of calibration, exci-
tations ports and measurement accuracy in different frequency ranges [7]. Accordingly,
the parasitics extraction of power modules and PE circuit layouts based on experimental
measurement procedures is quite limited and computational electromagnetics represents
the key enabler for broadband electromagnetic characterization enabling a more accurate
virtual prototyping of PES [8].

With the tremendous increase of computational power available on personal comput-
ers and server machines, solving Maxwell’s equations numerically on a large domain with
hundreds of thousands unknowns becomes feasible. As EM modeling at the system level
gains more and more attention in recent decades, powerful EM modeling tools dedicated
for PE applications have been developed. Selecting the right EM tool for the specified appli-
cation should be based on selecting the right numerical technique, which in turn depends
on the layout geometry and the modeling accuracy requested in different frequency ranges.
For example, for the EM modeling of printed circuit board (PCB) layouts with surface
mounted devices (SMD), typically the so-called 2.5D (or 3D planar) EM simulators such as,
e.g., ANSYS HFSS 3D Layout and KEYSIGHT Momentum are used. These simulators are
based on the assumption of dominant two-dimensional (2-D) current distribution, such as
in PCB multilayer structures, including the current through PCB vias in a computationally
efficient way. On the other hand, in PE applications, the modeling domain often cannot be
simplified and the current distribution has to be calculated in arbitrary three-dimensional
(3-D) geometries, e.g., PCBs with discrete TO-packages and/or power modules. Hence,
EM simulators which can accurately model 3-D current flow are required.

For the dimensions of typical power modules (several cm to some low tens of cm)
with fast switching power semiconductor devices, i.e., with current/voltage transients in
the range of several ns, the quasi-static (QS) EM field assumption is still valid, whereas
the full-wave EM field has to be taken into account to represent longer structures such
as, e.g., motor cables, or to simulate radiated EMI. In the state-of-the-art broadband EM
modeling for PE applications, two types of numerical techniques are frequently employed
for solving numerically the Maxwell’s equations: Finite Element (FE)-based methods and
equivalent-circuit-based methods. The FE modeling typically does not apply any simplifi-
cations on the Maxwell’s equations and calculates the solutions for broadband EM field
distribution by discretizing the 3-D modeling volume in small mesh elements. As EM
modeling considering the low- and high-frequency effects with the same accuracy is a very
challenging task, FEM EM field solvers are commonly specialized for either high frequency
(HF) or low-frequency (LF) EM simulations. The main benefit of using the equivalent-
circuit-based methods is a typically lower computational cost for extracting the layout
parasitics in a wide frequency range, i.e., from dc to hundreds of MHz, however, at the price
of lower modeling accuracy. The idea behind all equivalent-circuit based methods comes
from the Partial Element Equivalent Circuit (PEEC) method. While the PEEC method is
a stand-alone numerical technique, the equivalent-circuit-based modeling tools employ
several numerical techniques to derive equivalent circuits of layout parasitics. For example,
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the QS EM simulation tool, ANSYS Q3D, employs the FEM and the Method-of-Moments
(MoM), and hence, it is related in the literature to both 3D-PEEC method [9,10] and Finite
Element Analysis [11,12]. The Q3D derives equivalent circuits of layout parasitics in a form
of R-L-C-G lumped elements, where R-L and C-G are calculated by decoupling the electric
and magnetic field components in the Maxwell’s equations. A similar approach is also
used in [13], where the capacitive and inductive effects are calculated by two independent
solvers, a 3-D MoM electrostatic and a 3-D MoM magnetostatic solver, respectively. In [11],
decoupled modeling of capacitive and inductive layout behavior was treated as a QS
EM field assumption. In particular, a less accurate HF modeling using the RLCG-based
modeling tools has been attributed to limitations of the QS field assumption and engineers
resort to full-wave FEM EM modeling tools for modeling HF EM field effects more ac-
curately. However, the capacitive layout effects can become dominant in the frequency
range above hundreds of MHz for which the coupling between the magnetic and electric
field components can start to have a higher impact and the QS assumption is still valid.
Accordingly, the simplifications adopted in the RLCG-based EM modeling tools are often
not well investigated in terms of their accuracy for accurate capturing of HF effects under
the QS EM field assumption. The differences between the RLCG EM modeling approach
and a QS 3D-PEEC solver for the fast switching PE applications have not been addressed
in a comprehensive way so far. The aim of this paper is to provide a comprehensive
overview of these numerical engines in terms of modeling accuracy and overall capability
for the extraction of broadband EM macromodels of PCB circuit and power semiconductor
package layouts.

2. The State-of-the-Art Device-Circuit Layout Coupled Modeling

The simulations of PE circuits are commonly based on modeling power semiconductor
devices using a switch model with look-up tables describing the switching and conduction
energy losses [14–16]. This guarantees fast simulations of power converters with a high
number of power semiconductor devices, but lacks in accurate modeling of the respective
switching transients. The switching transients are strongly influenced by non-linear C-V
and I-V device characteristics as well as the circuit layout parasitics [17], which in turn deter-
mines the device energy losses and electromagnetic interference (EMI) noise levels. Energy
losses and EMI noise become the key design aspects of power converters implementing
fast switching power semiconductor devices. The virtual prototyping of power converters,
especially the accurate prediction of the generated EMI noise, the device stress, the current
and voltage slopes and the ringing, requires equivalent electrical models of circuit layout
parasitics and Spice-based compact device models. Therefore, the computational cost is
increasing in comparison to the standard PE circuit simulators [16].

The state-of-the-art device-circuit layout coupled modeling for PE applications can
be described by a diagram showed on Figure 1. The EM modeling starts from the three-
dimensional (3D) model of the circuit layout and the selection of a numerical technique
used for solving Maxwell’s equations. The most known numerical techniques used in
computational electromagnetics for PE are the FEM, the MoM and the PEEC method.
Solving numerically Maxwell’s equations leads to an EM macromodel in a form of a multi-
port linear network, where the ports represent the selected nodes in 3-D layout structure,
whose values can be then extracted from the circuit simulation. The multi-port linear
network describes the input-output response of the circuit layout either in the time or the
frequency domain. To consider the influence of circuit layouts on the system performance,
the EM macromodel has then to be simulated together with the electrical models of PE
circuit components such as magnetic components, capacitors, gate drivers, and power
semiconductor devices. A circuit simulator is used to calculate the respective current and
voltage transient waveforms.
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L1: ports modeling accuracy

Figure 1. Diagram showing the state-of-the-art device-circuit layout modeling.

2.1. Time Domain EM Macromodeling

Time domain macro-modeling refers to representing the EM performance of circuit
layout in time domain by means of the impulse or step response at each port or the
time-domain state-space model. The impulse response, i.e., derivative of step response,
of the system describes in time-domain all the information contained in the poles and
residues of a frequency domain macro-model. When the impulse response is available,
it is convolved with the external signals at the ports allowing the circuit simulations
coupling time-domain EM macro-models and (non)linear models of power devices and
other electrical components. Time-domain impulse response can be directly extracted from
Network Analyzer and TDR measurements, or from a transient analysis performed using
commercial EM modeling tools typically based on, e.g., Finite Difference Time Domain
(FDTD) method or Transmission Line Method (TLM). The time-domain state-space model
can also be calculated by numerical techniques such as the PEEC method. As measurements
of multi-port networks in a wide frequency range can be very challenging and the standard
measurement equipment is typically designed for Z0 = 50 Ω, time-domain computational
electromagnetics seems to be attractive. However, directly importing an impulse response
matrix or a time-domain state-space model to circuit simulators is not supported by any
of commercial circuit simulators. Therefore, in PE, frequency domain EM modeling is
typically used for extracting the layout parasitics and generating the equivalent electrical
models suitable for the time-domain simulations. This means that the frequency-to-time
transformation is inherently needed and stability and passivity have to be enforced if not
originally satisfied by the frequency-domain dataset. As a consequence, the modeling
accuracy may be affected. Namely, a passive model matches a non-passive dataset up to a
specified threshold accuracy, which is related to the amount of passivity violation in the
data [18].

2.2. Frequency Domain EM Macromodeling

The frequency domain EM field solution at the ports is calculated in Nf frequency points
in the form of S, Z, or Y network parameters. In the case of S-parameters, S = [Sij( fm)],
where i, j = 1 . . . Np, Np is number of ports, and m = 1 . . . Nf, a characteristic impedance
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Z0 has to be defined. Such a multi-port linear network represents the broadband frequency
behavior of the modeled circuit layout, which is by nature a passive circuit. In order
to simulate the frequency domain EM macromodel in the time-domain circuit simula-
tions, an equivalent electrical circuit (netlist) has to be generated. For the Sn×n matrix,
either a state-space model or a rational-model using the poles-residues representation
is extracted fitting to the calculated samples Sij( fm), where i, j = 1 . . . n [19]. The most
common technique for the extraction of pole-residue rational model is the Vector Fitting
(VF) technique [20]. If the passivity of the rational-model is not satisfied, an enforcement
passivity procedure is then applied in order to preserve the physical properties of modeling
layout [18]. Finally, an equivalent circuit (netlist) can be synthesized from the pole-residue
model or the state-space model [19]. For an accurate broadband EM macro-model, it is
mandatory to perform a frequency sweep over a wide frequency range resulting in a large
number of frequency samples. Circuit simulators such as, e.g., KEYSIGHT ADS and AN-
SYS Nexxim implement algorithms for direct conversion of S-parameter to time-domain
based on either a conversion to impulse response (e.g., Inverse Fast Fourier Transformation)
and convolution or via the state-space model generation. Within this paper, we refer to
this method as quasi-time-domain macro-modeling, since first S-parameters have to be
provided in a large number of frequency points covering a wide frequency range.

3. Circuit-Oriented 3-D Electromagnetic Modeling

Electromagnetic tools used in PE for the extraction of circuit layout parasitics are
typically based on the numerical techniques such as the FEM, MoM, and the PEEC method.
Hereby, the numerical technique of choice determines the definition of the ports repre-
senting the placement of electrical components in the circuit layout, the structure mesh
properties, and the broadband EM modeling accuracy.

An accurate extraction of layout parasitics can be performed by using powerful nu-
merical engines based on the FEM. The FEM-based EM solvers resort to the meshing of the
entire volume of the modeling domain and approximating the EM fields on this volume
mesh. On the other hand, the methods derived from the integral form of Maxwell’s equa-
tions such as MoM and the PEEC method adopt a volumetric mesh based on the concept
of the Green’s function [21]. Differently from the FEM-based modeling, the latter avoid the
use of absorbing boundary conditions to approximate unbounded media. Another advan-
tage is the possibility to extract impedance of non-closed current paths in a wide-frequency
range by defining the input and output ports, while in the three-dimensional (3-D) FEM-
based EM solvers, only closed current paths can be defined [7]. In PE applications it is
often challenging to define common return current paths, and specialized, therefore the
equivalent-RLCG-circuit-based solvers [11,13,22] have been frequently employed in engi-
neering practice for the parasitic extraction and generation of EM macromodels. The RLCG
solvers are often related to the 3-D PEEC-based modeling, but there are major differences
between these two numerical techniques.

3.1. 3D-PEEC Solver

The 3-D PEEC method [23] leads to a large equivalent circuit coupling magnetic
and electric field effects which can be described by the PEEC system matrix (1) using the
modified nodal analysis [24],

[

jωP−1 −AT

A R + jωLp + Y−1
d (ω)

]

·
[

Φ(ω)
I(ω)

]

=

[

Is(ω)
Vs(ω)

]

(1)

where I(ω) and Φ(ω) represent the unknown distribution of currents and electric potentials
in the discretized 3-D modeling domain, respectively, P accounts for the coefficients of
potential, Lp is the partial inductance matrix, and A is the connectivity matrix, the matrix R

and Yd(ω) are diagonal, representing the resistances of elementary conductor cells, and the
impedances of dispersive and lossy dielectric cells, respectively, [25]. Namely, Yd(ω) can
be written in the form of real and imaginary part, G + jωCe, which reduces to only jωCe
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for non-lossy dielectrics. The effects of electric and magnetic field components are taken
into account by P and Lp, respectively. The size of P, Lp, R and Yd(ω), A are defined
by the PEEC mesh. Namely, the PEEC mesh leads to N volume elementary cells and
Np elementary cell nodes, so that P is Np × Np matrix, L, R and Yd are N × N matrices,
A is N × Np matrix. Here, it should be noted that the inter-dependency of the electric
and magnetic fields, i.e., coupling between electric and magnetic field components, are
taken into account in a mathematically rigorous way by using a common PEEC mesh
for calculating P, Lp and R matrices. The full-wave PEEC modeling is also described by
(1), however P and Lp are then complex matrices. Furthermore, the QS and full-wave
PEEC formulation can be extended to include magnetic materials [26]. In the QS PEEC
formulation without dielectrics, i.e., the (R,L,P) PEEC method, the PEEC system matrix
reduces to (2),

[

jωP−1 −AT

A R + jωLp

]

·
[

Φ(ω)
I(ω)

]

=

[

Is(ω)
Vs(ω)

]

. (2)

The computational cost of the PEEC EM modeling is defined by the order of the system
matrix, (Np + N)× (Np + N), where (Np + N) can reach more than 100 k unknowns for
the actual modeling structures in PE applications. For extracting EM model of the layout,
the access to only small number of internal nodes is needed, and Model-Order-Reduction
(MOR) techniques [27,28] can be employed to reduce the system complexity and speed-up
the system solution in a large number of frequency points. Further simplifications of the 3-D
PEEC modeling can be performed by neglecting electric field induced effects, which leads
to the QS (R,L) PEEC formulation, implemented in the well-known EM tools for inductance
extraction, FastHenry [29] and Inca3D [30]. Similarly, a simulation tool FastCap [31] based
on the charge-potential relation, was used for independent extraction of capacitances,
which can be associated to the P matrix in the (R,L,P) PEEC method. Combining R and L

matrices extracted from, e.g., FastHenry or Inca3D, and the C-matrix extracted analytically
or using, e.g., FastCap, an equivalent circuit-oriented EM modeling, referred in this paper
to the equivalent-RLCG-circuit-based EM modeling, has been frequently adapted for PE
applications [32–34].

3.2. RCLG-Solvers

The calculation of electric and magnetic field effects in the QS RLCG solvers are based
on two independent solvers, a RL solver and a CG solver, for the extraction of inductive and
capacitive circuit behavior, respectively, [11,13]. The EM field distribution to be simulated
is approximated on a 3-D modeling structure using the equivalent lumped R-L-C-G circuit
representation. By enforcing the Kirchhoff laws to independent nodes and loops, the RLCG
system matrix can be written in the form of (3),

[

G + jωC −AT

A R + jωL

]

·
[

Φ(ω)
I(ω)

]

=

[

Is(ω)
Vs(ω)

]

, (3)

where C matrix represents the capacitances between conductors, G models the conduc-
tances of lossy dielectrics, R and L model resistance and inductances of conductors, respec-
tively. In particular, using the RLCG solvers, the user first defines the points of interest in
3-D modeling structures, which are then used as input modeling nodes Nc. Each input
modeling node is associated to a surface cell (patch) on a conductor, where YC (G + jωC)-
matrix elements model the electric-field induced effects, i.e., the complex admittances of
the surface cells. Volume cells are defined between two input modeling nodes, so that the
matrix ZL (R + jωL) model the magnetic-field induced effects, i.e., the self- and mutual-
complex impedances of the volume cells. The computation of ZL and YC is based on two
independent EM solvers implementing different types of mesh. Namely, in a comparison
to the 3-D PEEC solver, surface and volume cells are further discretized by smaller mesh
elements to calculate ZL and YC matrices. This leads to structured differences between the
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3D-PEEC (2) and 3D-RLCG modeling (3). While in the 3-D PEEC methods, R is diagonal
matrix, in a RLCG modeling approach, non-diagonal R elements model the real part of the
non-zero mutual impedance between two volume cells. In addition, in the RLCG method,
the presence of dielectric is included within the YC matrix modeling the Joule losses by G

and the capacitive effects by C, while the 3-D PEEC method includes also the inductive
behavior of current paths through dielectric material. Accordingly, the equivalent circuit is
formed based on a smaller number of input modeling nodes, i.e., ports, so that the size of
the original RLCG system matrix is significantly reduced in comparison to the 3D-PEEC
system of equations. In particular, adding more input nodes, the size of equivalent circuit
is increasing and the complexity of RLCG-solvers increases towards the complexity of
3-D PEEC solvers. In the Q3D, a RLCG matrix element can be represented an equivalent
Transmission Line Model (TLM), i.e., distributing R, L, G, and C uniformly across a sys-
tem of coupled transmission lines. This makes the RLCG solver of Q3D computationally
efficient, however not mathematically rigorous. Furthermore, in the presence of non-lossy
dielectrics or without dielectrics, the system matrix of RLCG solvers reduces to (4),

[

jωC −AT

A R + jωL

]

·
[

Φ(ω)
I(ω)

]

=

[

Is(ω)
Vs(ω)

]

. (4)

Comparing (4) and (2), it can be seen that the 3-D PEEC system of equations for the
QS PEEC formulation without dielectrics has the same form as the RLCG system matrix
without dielectrics and with non-lossy dielectrics. Due to this resembling, the RLCG EM
modeling is sometimes misinterpreted as 3-D PEEC modeling in the literature, e.g., [9].
In [10], the inaccuracy of HF modeling in Q3D was addressed only for an example of a
long transmission line for which it was assumed that the QS assumption becomes invalid
above 100 MHz. It was shown that the accuracy of modeling capacitive effects in Q3D can
be improved by using TLM and dividing the structure in smaller parts, which corresponds
to adding more internal nodes as previously discussed. Here in this paper, the RLCG-
based equivalent circuit modeling in the Q3D is investigated with respect to modeling
the capacitive HF effects to show that the inaccuracies are not related to the QS field
assumptions as often stated in the literature [10,11] but rather to the approximation of the
3-D PEEC modeling approach.

The 3D-PEEC method has been recognized as a numerical technique with a high
potential for broadband EM modeling in PE [35–37]. It has been often used assuming a
regular mesh with parallelepipeds as basic elements, which allows PEEC matrices, R, Lp,
and P, to be computed fast based on closed-form analytical formulas [38]. However, this
prevents using the standard meshing algorithms and thus, modeling of more complex 3-D
geometries. With the increasing requirements to accurately capture the skin and proximity
HF effects over a wide frequency range for modeling complex geometries without any
limitations, the 3-D FEM-based EM simulations have recently received more and more
attention [7].

3.3. Comparison between FEM-, RLCG- and PEEC-Based EM Modeling

A comprehensive analysis on the differences between the 3-D PEEC method, the RLCG
method with two independent RL and CG solvers, and the 3-D FEM with respect to
predicting the fast switching transients of power semiconductor devices is based on a
double pulse test (DPT) circuit with a non-optimized layout developed so that it promotes
the high parasitic effects and can be accurately modeled by all three numerical techniques.
As shown in Figure 2, the DPT circuit layout includes PCB tracks, two TO packages of a
free-wheeling diode, and a power MOSFET. The EM frequency-domain macromodel of
the layout is extracted by three solvers: (1) the well-known RLCG solver of ANSYS Q3D
Extractor [22], (2) the powerful FEM solver of ANSYS HFSS [7], and (3) a 3-D PEEC solver
developed in-house [37].
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Figure 2. EM modeling of fast switching transients based on a DPT circuit: (a) the DPT circuit
schematic with marked connected areas and 12 ports, (b) 3D circuit layout including PCB tracks and
two TO-packages for a free-wheeling diode and a power switch.

The accuracy of EM modeling can be defined at three levels as shown in Figure 1.
The first level (L1) is the geometry import and definition of ports, the second level (L2)
is the meshing and solver accuracy, and the third level (L3) is extraction of EM macro-
model for time-domain simulations. The modeling example under test is designed so
that further geometry simplifications are not required for any of the three numerical
techniques. Namely, the bond-wires of TO-packages are modeled by non-orthogonal
parallelepipeds [39] and the other parts are modeled by orthogonal PEEC cells.

3.3.1. Ports

The length of ports is kept small in order to minimize the effects of different port
definitions between the solvers [7,40]. Moreover, once the S-parameters are extracted in
the frequency range [0 GHz, 1 GHz] in Nf points, they are imported in the same way in
the ANSYS Nexxim circuit simulator, which internally uses the state-space modeling to
generate the quasi-time-domain EM macro-models. Therefore, the same modeling accuracy
at the level L3 is assumed for all three numerical techniques in the time-domain, and only
the differences due to different numerical techniques affecting the modeling accuracy at
the level L2 are emphasized.

The DPT circuit defines four connected areas, referred to as nets, and six ports, Pi+
and Pi−, where i = 1 . . . 6, marked in Figure 2 by different colors. In comparison to the
ports P1-4 with the references (Pi−) to the ground (GND) plane, the ports P5 and P6 are
differential ports with the internal nodes P5− and P6−, respectively, which do not belong
to the GND net. Using the HFSS FEM solver, only 6 × 6 S-parameters can be extracted,
while both the PEEC solver and the RLCG solver of Q3D return 12 × 12 S-parameters
directly. For the calculation of S-parameters, the characteristic impedance Z0 = 50 Ω is
used. In the next step, S6×6 parameters are generated from the Q3D and PEEC S12×12
parameters, with the aim to make the time-domain simulations with the PEEC and Q3D
S-parameters equivalent to the time-domain simulations with the S parameters calculated
using the HFSS. By importing S6×6 matrix into the ANSYS Nexxim circuit simulator,
the Pi− ports of the components, i.e., an inductor Lload, a diode DDUT, a power MOSFET
MDUT, and two voltage sources Vtest and VGdrive, are connected between the corresponding
ports Pi+ and the circuit GND, i.e., reference 0 [41]. In this way, the potential of port Pi+
in the transient simulation with S6×6 parameters represents the voltage between Pi+ and
Pi− in the transient simulation with S12×12 matrix.

3.3.2. Mesh

The highest frequency of interest for the EM modeling of fast switching transients is
set to 1 GHz. The frequency range below 1 MHz is referred to as LF, whereas the HF range
is defined as f ≥ 1 MHz.
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The HFSS 3-D FEM solver has a powerful meshing procedure implementing an
adaptive mesh refinement technique. This allows achieving an optimized mesh for the
solution frequency f0 and the maximum variation of S-parameters ∆S in two consecutive
iterations, as initially specified by the user, automatically. In the HFSS simulations, f0 is set
to 1 GHz and ∆S to 0.1%. This leads to 314 K tetrahedra.

The Q3D mesh is determined by the RL and the CG solvers, and each solver uses
a different mesh. The RL solver uses a LF-optimized FEM to calculate the dc solution
(Rdc, Ldc), modeling the current distribution across the whole cross section of conductors.
A MoM solver based on the surface approximation is used to calculate the ac solution (Rac,
Lac), assuming that the skin effect is fully developed so that the current is distributed only
on the surface of the conductor. The transition between the dc and ac solution is estimated
based on the modeling geometry and the frequency-dependent skin depth. In the Q3D
simulations, an adaptive mesh strategy is used similar to the one used in the HFSS 3-D
FEM solver. A relative convergence error for iterative RLCG solvers in Q3D is set to 0.1%.
This results in the numbers of mesh elements equal to 10.5 K triangles, 35.5 K triangles,
and 158 K tetrhedra for the CG, ACRL, DCR solvers, respectively.

The mesher implemented for the PEEC method first cuts the modeling structure in
sub-domains and then runs the mesh with a specified maximum size of PEEC elements.
The PEEC solver developed in-house can implement two types of mesh: uniform mesh
and non-uniform mesh. The uniform mesh can capture the broadband EM behavior of
a modeling structure more accurately but it requires a higher number of unknowns for
larger structures. The PEEC non-uniform mesh has to be carefully implemented to capture
both LF and HF effects with the same accuracy. A more accurate modeling with the
non-uniform PEEC mesh would currently imply a higher number of unknowns. The in-
house hexahedral PEEC mesher works as follows: firstly, the modeling structure shown
in Figure 2 is cut into sub-regions in order to remove hanging nodes, cf. Figure 3a. This
operation leads to 813 regions. Then, each region is locally meshed with an uniform
criterion leading to 20,860 branch currents and 4867 node potentials, cf. Figure 3b. Finally,
this PEEC mesh leads to the minimum and maximum PEEC elements size of 0.5 µm and
1.5 mm, respectively.

a) b)

Figure 3. PEEC meshing procedure: (a) cutting the 3-D modeling domain, and (b) meshing.

3.3.3. Resulting S-Parameters

The S-parameters were first calculated by the in-house developed PEEC solver,
the HFSS 3-D FEM solver, the Q3D RLCG-solver and Q3D RL-solver. They are shown in
Figure 4. In the Q3D, S-parameters can be calculated either by an equivalent TLM or a
lumped RLGC model. The TLM distributes the lumped resistances (R), inductances (L),
conductances (G) and capacitances (C) uniformly across a system of coupled transmission
lines, which corresponds to adding more internal nodes in between the input modeling
nodes. The S-parameters, S12, S14, S34, and S24, are selected to show the differences between
the modeling approaches. S14 and S24 contribute to the gate-power loops coupling, while
S12 and S34 are associated to the power loop impedance and the gate loop impedance,
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respectively. In the HF range, the PEEC S-parameters are physically more closer to the
HFSS S-parameters than the Q3D RLCG S-parameters. To fully match the PEEC and HFSS
S-parameters is challenging mainly due to the PEEC mesh requirements.

As explained in Section 3.2, the TLM can increase accuracy for certain modeling
structures in power electronics. Using the Q3D RLCG model, the S12 and S34 show a
higher deviation from the S-parameters calculated by the HFSS 3-D FEM solver and the
PEEC solver, as it can be seen in Figure 4a,b, respectively. In particular, the accuracy of
S12 and S34 is improved by using the Q3D RLCG-TLM, while the S14 and S24, shown in
Figure 4c,d, calculated by the Q3D RLCG-TLM show still a visible deviation from the
corresponding HFSS and PEEC S-parameters in the HF range above 100 MHz. The effects
of electric-field induced couplings can be identified by comparing the Q3D-RLCG and
Q3D-RL S-parameters.
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Figure 4. The magnitude of selected S parameters calculated in the HF range by the PEEC solver
developed in-house, the HFSS 3-D FEM solver, the Q3D RLCG-solver, the Q3D RLCG-solver with
TLM, and the Q3D RL-solver: (a) S12, (b) S14, (c) S34 and (d) S24.

The importance of these differences observed in the S-parameters calculated by five
different methods is evaluated by modeling the switching transients of power MOSFETs as
shown in the next section.

4. Device-Circuit Layout Coupled Simulations

The aim of this section is to demonstrate the main differences between three numerical
techniques with respect to predicting fast switching transients of power semiconductor
devices, such as Si Super Junction (SJ) and SiC power MOSFETs. The potential differences
between switching transient simulations are demonstrated on two examples, implementing
the EM macromodels, i.e., S6×6 parameters, as extracted by the PEEC solver developed
in-house, and the commercial tools ANSYS Q3D and HFSS (see above). The current
commutation between a SiC diode DDUT (IDWD40G120C5) [42] and a power MOSFET
MDUT is simulated in ANSYS Nexxim using the DPT circuit shown in Figure 2. As layout
optimization is crucial for achieving the best performance of fast switching power devices,
MDUT is in the first example modeled as a fast switching high efficiency Si SJ power
MOSFET (IPP60R180C7), MDUT1, Ref. [43] and in the second example as a SiC trench power
MOSFET (IMZ120R030M1H) [44] (MDUT2), using the vendor-provided Spice models.

4.1. Example 1

The first example demonstrates the simulation of HF oscillations in the power loop
amplified from the gate loop oscillations via the high transconductance of the MOSFET,
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i.e., id ≈ gmVgs modeling MDUT1 as a 600 V, 180 mΩ fast switching Si SJ power MOSFET.
The current waveforms simulated in ANSYS Nexxim using the DPT circuit from Figure 2a
with the PEEC-, Q3D- and HFSS- S6×6 parameters are shown in Figure 5 for MDUT1
switching the current IL = 40 A at Vtest = 400 V for Rgate = 2 Ω and Cgd,ext = 10 pF.
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Figure 5. Simulations of HF oscillations observed in the drain current waveform of a fast switching
Si SJ power MOSFET MDUT1 for IL = 40 A, Vtest = 400 V, Rgate = 2 Ω, Cgd,ext = 10 pF using the
extracted S6×6 parameters: (a) HFSS vs. PEEC, (b) HFSS vs. Q3D RLCG, (c) HFSS vs. Q3D RL,
and (d) HFSS vs. Q3D RLCG-TLM.

The detailed comparison of the drain current, id, waveforms in Figure 6a demonstrates
the main differences of three numerical techniques.
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Figure 6. Detailed comparison of current waveforms shown on Figure 5: (a) the zoom of all wave-
forms at the beginning of the switching transition, and (b) the spectrum of turn-off current waveforms.

A good matching between the transient simulations with the PEEC- and HFSS- 6× 6 S-
parameters, cf. Figures 5a and 6a, points out that the QS field assumption used by the PEEC
solver is still valid. The S6×6 parameters extracted by the Q3D RLCG solvers with and
without the TLM introduce HF ringing of the drain current, which is not observed in the
transient simulations using the PEEC- and HFSS- S6×6 parameters, see Figures 5b,d and 6a.
By using the S6×6 parameters from Q3D-RL Solver, the id waveform does not contain
the HF ringing, however, a mismatch to the id waveform simulated with the HFSS S6×6
parameters is visible, cf. Figure 5c. Comparing the id waveforms at the beginning of
the current switching transient as shown in Figure 7a, it can be observed that the S6×6
parameters from the Q3D-RL solver, not modeling electric field effects, do not capture
the first current valleys modeled by the PEEC- and HFSS-S6×6 parameters, while the
Q3D RLCG- and Q3D RLCG-TLM-S6×6 parameters introduce additional HF oscillations.
The differences of the EM modeling approaches can quantitatively evaluated by comparing
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the spectra of the turn-off current waveforms as shown in Figure 6b. The Q3D RLCG
model leads to higher amplitude harmonics around 600 MHz–700 MHz, which is shifted
towards 800 MHz–1 GHz and reduced by using the TLM approach. Accordingly, the TLM
improves the accuracy of the Q3D RLCG modeling in a wider frequency range, however
the distributed RLCG coupled transmission line system set automatically by the Q3D, does
not eliminate all HF inaccuracies. Taking the current spectrum simulated by the HFSS-S6×6
parameters as reference, the maximum errors of the spectra simulated by the 3-D PEEC-,
the Q3D RLCG-, the Q3D RLCG-TLM- and the Q3D RL-S6×6 parameters are 14.1%, 32.6%,
33.5% and 18.3%, respectively.
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Figure 7. Simulations of HF oscillations observed in the drain current waveform of a SiC trench
power MOSFET MDUT2 for IL = 40 A, Vtest = 600 V, Rgate = 1 Ω, Cgd,ext = 1 pF using the extracted
6 × 6 S-parameters: (a) HFSS vs. PEEC, (b) HFSS vs. Q3D RLCG, (c) HFSS vs. Q3D RL, and (d) HFSS
vs. Q3D RLCG-TLM.

4.2. Example 2

The second example presents the current switching waveforms of a 1.2 kV, 30 mΩ

SiC trench power MOSFET containing HF ringing mainly caused by the layout parasitics.
The transient current switching waveforms simulated using different S6×6 parameters and
their spectra are shown in Figures 7 and 8. The comparison in Figures 7a and 8a shows
that the transient simulations with the PEEC- and HFSS-S6×6 parameters capture the same
resonance frequency of HF oscillations of ≈98 MHz but with different amplitudes. This
leads to higher amplitude of HF harmonics in the spectrum calculated by the 3-D PEEC-
S6×6 parameters in comparison to the spectrum of the HFSS-S6×6 parameters. To better
match the 3-D PEEC modeling with HFSS 3-D FEM modeling, an optimized non-uniform
meshing is required. On the other hand, the transient simulations with the S6×6 parameters
extracted by the Q3D RLCG and RL solvers contain the HF oscillations shifted by ≈2 MHz
in the resonant frequency, cf. Figure 7b,c. The S6×6 parameters extracted by the Q3D RLCG
solver, cf. Figure 7b, additionally contribute to a higher damping that can be attributed to
higher capacitive effects modeled by the Q3D-RLCG S-parameters. The TLM improves the
Q3D RLCG modeling, however, similarly to the previous example, the spectra calculated
by the Q3D RLCG with and without TLM both show high amplitude harmonics in the HF
range not observed in the spectra calculated by HFSS 3-D FEM, Q3D RL, and 3-D PEEC
methods. Taking the current spectrum simulated by the HFSS-S6×6 parameters as reference,
the maximum errors of the spectra simulated by the 3-D PEEC-, the Q3D RLCG-, the Q3D
RLCG-TLM- and the Q3D RL-S6×6 parameters are 39%, 74%, 75% and 51%, respectively.
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Figure 8. Detailed comparison of current waveforms shown on Figure 7: (a) the zoom of
all waveforms at the beginning of the switching transition, and (b) the spectrum of current
switching waveforms.

4.3. Results Analysis

The differences observed in the transient simulations of the MOSFET drain current
using the two examples described above demonstrate the capabilities of three numerical
techniques, the FEM, the equivalent-RLCG-circuit method, and the PEEC method, used
in computational electromagnetics for PE applications. Similarly to [22], the performed
analysis also points out that consideration of the broadband frequency range is necessary
for accurately capturing the fast switching transitions of modern power devices. Namely,
under the QS field assumption, which can be assumed for a large number of PE applications,
it is shown that the PEEC-based EM modeling can be as accurate as the well-established
FEM-based EM modeling. The frequency range up to hundreds of MHz is important for
accurate simulations of PE circuits and their layouts. The RLCG-equivalent-circuit-based
methods have to be used carefully since here the modeling of electric-field induced coupling
effects is approximated in comparison to the 3-D PEEC modeling, leading to pronounced
artificial oscillations and/or overestimation of capacitive effects. As long as a layout
features dominantly inductive behavior, the modeling using the Q3D RL-solver, the PEEC
solver, and the HFSS 3-D FEM solver is behaving more similar. To accurately capture
HF ringing behavior originating from both magnetic and electric field coupling effects
often occuring in the switching transients of power semiconductor device due to layout
parasitics, the FEM-based or the PEEC-based EM solvers represent a better alternative than
the RLCG-equivalent circuit EM solvers.

5. Conclusions

This paper shows the capabilities of three numerical techniques, the PEEC method,
the HFSS 3-D FEM, and the Q3D RLCG-equivalent-circuit method typically used for
broadband EM modeling of PES. Special attention is given to the differences between
the QS 3-D PEEC- and the RLCG-equivalent-circuit-based EM modeling, which have
been frequently overlooked so far. The HFSS 3-D FEM solver has a high potential for
modeling broadband EM behavior of power converters. However, the FEM-based EM
solvers require that the ports are small in size and referenced to a common return current
path. Here, in general, the PEEC method offers a higher flexibility in setting-up of the
ports. In addition, the commercial FEM-based EM solvers are typically optimized for either
LF or HF EM simulations, whereas the required accuracy of broadband EM modeling
depends on the application. The broadband capabilities and accuracy of the PEEC method
are shown on a modeling example of a 3-D structure rather simplified in comparison to
circuit layout geometries in real applications. This is mainly do to the present difficulties
with automatized PEEC meshing of more complex structures. Consequently, the current
on-going research on the PEEC method is focusing on the development of a PEEC mesher
which can automatically handle more complex geometries, and a broadband surface-based
PEEC formulation for capturing HF effects at lower computational costs.
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Abstract: In this paper, a predictive model is developed to characterize the impact of high-frequency
electromagnetic interference (EMI) on the leakage current of CMOS integrated circuits. It is shown
that the frequency dependence can be easily described by a transfer function that depends only
on a few dominant parasitic elements. The developed analytical model is successfully compared
against measurement data from devices fabricated using 180 nm, 130 nm, and 65 nm standard CMOS
processes through TSMC. Based on the predictive model, the impact of EMI on leakage current in a
CMOS inverter is reduced by increasing the frequency from 10 MHz to 4 GHz.

Keywords: electromagnetic interference; leakage current; predictive modeling of CMOS inverters;
VLSI systems

1. Introduction

Power dissipation in electronics has always been one of the major concerns of the
massive growth in portable computing and wireless communication technologies. The
exponential relationship between power consumption and the square of the power supply
voltage has led to the scaling down of CMOS transistors to reduce dynamic power draw
and offset reliability issues [1,2]. Transistor threshold voltages are also reduced to maintain
a high drive current and achieve performance improvements [3]. However, these measures
result in an exponential increase in leakage current when the transistor’s size is in the
nanometer range. Consequently, leakage current becomes a significant portion of CMOS
circuit’s total power consumption [4]. Although enormous efforts have been made to
mitigate leakage current, such as MTCMOS Power Gating, Super Cutoff CMOS Circuitry,
Forced Transistor Stacking, and Sleepy Stack techniques [5], the design of such leakage-free
nanoscale CMOS circuits turns out to be very challenging.

Moreover, as the device size enters the nanometer scale and the bias voltage is reduced,
the integrated circuits and systems become more vulnerable to EMI [6,7]. A low level of
electromagnetic coupling from an external EMI source can still disrupt the operation of a
circuit by causing soft, reversible upset, or hard, permanent damage, even when numerous
techniques for reducing the effect of EMI are implemented, such as shielding and filtering
of the digital modules and power supplies [8,9]. Although the modeling of the EMI
susceptibility of digital circuits related to delay time and power supply current [10], or
upset of CMOS inverters in static operation [11], is recently attracting attention, there is no
model to predict the impact of EMI on the leakage current.

Leakage or static power dissipation occurs due to the presence of various leakage
currents, such as subthreshold leakage, reverse-bias source/drain junction leakages, gate
oxide tunneling leakage, and Gate-Induced Drain Leakage (GIDL). Because subthreshold
leakage current is the dominant leakage in sub-100 nm circuits [12], we focus on evaluating
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the said current’s changes when an RF signal is injected onto the gates of CMOS inverters,
which are the fundamental units in electronic ICs and systems.

Subthreshold leakage is the drain-source current of a transistor during operation in
the weak inversion regime. Unlike the strong inversion regime, in which drift current
dominates, subthreshold conduction is due to the diffusion current of the minority carriers
in the channel for a metal oxide semiconductor (MOS) device. The magnitude of the
subthreshold current is a function of temperature, supply voltage, device size, and the
process parameters [13,14]. A CMOS device comprises both PMOS and NMOS transis-
tors; therefore, its leakage current will be determined based on which MOSFET is in the
OFF state.

In our previous work, we reported on a predictive model to estimate the impact of EMI
on the leakage current of a digital integrated circuit at the low frequency of 10 MHz [15].
Based on our developed predictive model, we found that the rate of increase in leakage
current, as a function of injected RF power, is independent of transistor scaling, technology
node, or power supply voltage.

This paper’s main contribution is to extend our predictive, analytical model to higher
frequencies, focusing on elemental CMOS inverters. Our predictive model for the de-
vice’s leakage current under such high frequency injected interference is validated with
experimental results.

The remainder of this paper is organized as follows: In Section 2, the high-frequency
model of the leakage current under EMI is established and the main factors that affect
the leakage current are discussed. Section 3 presents the experimental setup and the test
chip prototype. The measured results and comparisons are shown in Section 4. Finally, we
conclude by summarizing the key results uncovered through this research.

2. Predictive Model for Leakage Current under EMI

In this section, we develop an analytic model to predict the inverter’s leakage suscepti-
bility as a function of the frequency and power of the injected EMI. Our initial experiments
and research have focused on large-signal injection at a low frequency of 10 MHz, where
the impact of parasitic device capacitances was negligible [16,17]. Figure 1a depicts the
leakage current of a CMOS inverter with and without RF injection at its input terminal.
In an inverter, the leakage current will be determined with the transistor in the OFF state.
For example, if the applied voltage to the gate is zero and the NMOS is OFF, the leakage
current is due to the NMOS; however, if the applied voltage to the gate is set to VDD, then
the PMOS is OFF, and the leakage current is due to the PMOS. In both cases, leakage
current appears due to diffusion between the source and the drain of MOSFET and can be
calculated using the following expression [18]:

ISubthreshold = Ioffe
VGS
nVT

(

1 − e−
VDS
VT

)

, (1)

where Ioff is the OFF state current, VGS is the gate-source voltage, VDS is the drain-source
voltage, VT = KT/q is the thermal potential (≈25 mV at room temperature), and n is the
subthreshold swing coefficient.
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leakage current, a deeper study of the “transfer function” is required. 

characteristic impedance of the system’s transmission line is 50 Ω. Although the injected 

H(s) = V̂outV̂inV̂outV̂in

Figure 1. Leakage current of a CMOS inverter in standby mode (a) with (b) without RF injection.

Since VGS voltage is zero, VDS can be estimated by the power supply voltage, VDD.
Therefore, by substituting VGS = V̂n sin(ωt) and VDS ≈ VDD in Equation (1), the leakage
current under EMI over one cycle of the RF injection (T = 2π

ω
), and knowing VDD ≫ VT

will yield (see [15])

ILeak = Ioff · I0

(

V̂n

nVT

)

, (2)

where I0 is the modified Bessel function of order zero.
Our previous study revealed that leakage current is very sensitive to EMI at low

frequency, where only a few hundred millivolts of noise can increase the leakage current
by a factor of 1000. However, here we must consider the effect of parasitic loading and
capacitance of the test circuit by extraneous instrumentation devices because of high RF
frequency injection. Therefore, to further investigate the correlation between RF injection
and leakage current, a deeper study of the “transfer function” is required. Here, we propose
modeling the frequency response of the device under test (DUT) using assumptions and
approximations that will be substantiated by comparing to experimental data.

2.1. Assumptions

One of the basic assumptions of experiments with RF injection is that the characteristic
impedance of the system’s transmission line is 50 Ω. Although the injected EMI can be
applied to any inverter terminal, we assume the excitation is fed to the input, which is
typically the most sensitive terminal of the device and, in many practical applications, the
most likely input of the RF signal [19].

2.2. Predictive Model

The basic building block in CMOS digital logic devices is the inverter. Although the
inverter in different series and parallel configurations is used in logic topologies, a single
inverter stage is analyzed here for ease of analysis. Moreover, to achieve precise control
of the coupled voltage characteristic at the device input, we apply an RF signal directly
onto inverter pins using microwave probes. Because the parasitic impedances have a more
significant influence on device performance, the model developed here explores high-
frequency injection, where the parasitic impedances arise in the inverter, transmission line,
and source.

2.3. Transfer Function

The cascaded combination of frequency-varying transfer functions of the system, cou-
pling to cables, and component susceptibility often means that the total transfer function
from the incident field to the malfunction of an internal component shows a significant vari-
ation as a function of frequency. As shown in Figure 2, the transfer function is responsible
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for defining the peak injection received by the input of the inverter. The transfer function is
given by:

H(s) =
V̂out

V̂in
, (3)

where V̂out is the phasor showing the level of RF signal coupling into input of device and
V̂in is the voltage of the RF source, which can take several forms depending on the physical
property of the cables, connectors, probes, or DUT. The effective voltage then is

V̂eff = H(s)V̂n (4)

V̂eff = H(s)V̂n

 

Cpad = ϵ0ϵr Adϵ ϵ

strate resistance, which is typically around 20 to 30 Ω, must be taken 

Figure 2. Schematic of the voltage transfer function.

Here, because we use the precision ground-signal-ground (G-S-G) probes for RF signal
injection, the dominant elements of the equivalent circuit will be the parasitic resistance of
the RF source, the transmission line (Z0), and substrate (Rsub), and the parasitic capacitance
of the pad (Cpad), as shown in Figure 3.

V̂eff = H(s)V̂n

 

Cpad = ϵ0ϵr Adϵ ϵ

strate resistance, which is typically around 20 to 30 Ω, must be taken 

Figure 3. Cross-section of the pad capacitance and substrate resistance.

2.4. Pad Capacitance

Although the device size has reduced substantially in advanced CMOS technology, the
contact metal size still needs to be relatively large to ensure bonding reliability. As a result,
the pad capacitance cannot be decreased by scaling the CMOS technology. Therefore, in
most RF applications, the pad capacitance is considered part of the matching network. The
cross-sectional view of the pad capacitance is depicted in Figure 3. The first plate is formed
using M4, M3, M2, and M1, which are Ohmic contacts and connected through a via. It is
worth mentioning that different metals (or alloys) are used to decrease the Schottky barrier
height and, therefore, the contact resistance. The oxide layer SiO2 between plates 1 and 2,
which is a p-type substrate (P-Substrate), can be used as an insulating dielectric between
the parallel plates. Therefore, using a metallic parallel-plate model, the pad capacitance is
given by:

Cpad = ǫ0ǫr
A
d

, (5)

where ǫr, and d are the relative permittivity and thickness of the insulator, respectively,
ǫ0 is the permittivity of free space, and A is the area that will be determined from the
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smaller areas of plates 1 and 2, which in this case is the area of the M1. The area of M1
on a fabricated test chip is 150 µm × 360 µm, and the relative permittivity of SiO2 is 3.9.
Therefore, the value of pad capacitance, which is determined by the thickness of the oxide
layer, will be in the range of 2 pF to 8 pF.

2.5. Substrate Resistance

The bottom plate of the pad capacitor is the silicon substrate, which introduces some
Ohmic resistance to the ground terminal depending on its doping concentration. At high
frequency, this substrate resistance, which is typically around 20 to 30 Ω, must be taken
into consideration. In this circuit model, the substrate resistance (Rsub) is the resistance
between the pad capacitor and the reference ground terminal.

2.6. Frequency Response of Equivalent Circuit

According to the equivalent circuit (Figure 4), the peak injection received by the input
of the inverter can be calculated as:

V̂eff =
Xc + Rsub

Z0 + Xc + Rsub
V̂n, (6)

where XC is the pad capacitor impedance is Xc = 1/(jωCpad), and jw = s. Therefore:

V̂eff =
1 + jωCpadRsub

1 + jωCpad(Z0 + Rsub)
V̂n (7)

and:

∣

∣V̂eff
∣

∣ =

√

1 +
(

2πfCpadRsub

)2

√

1 +
(

2πfCpad(Rsub + Z0)
)2

∣

∣V̂n
∣

∣ (8)

V̂eff = Xc+RsubZ0+Xc+Rsub V̂n
1/(jωCV̂eff = 1 + jωCpadRsub1 + jωCpad(Z0 + Rsub) V̂n

|V̂eff| = √1 + (2πfCpadRsub)2√1 + (2πfCpad(Rsub + Z0))2 |V̂n|

 

f0 = j 12πCRsubfp = j 12πC(Z0 + Rsub)
−

Figure 4. Simplified schematic of the experimental test circuit showing Z0, Cpad, and Rsub.

The zeros and poles of the system are defined as the roots of the numerator and the
denominator of the transfer function, respectively. According to Equation (8), the zeros
and poles of the system will be at frequencies f0 and fp, respectively, given by:

f0 = j
1

2πCRsub
and (9)
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fp = j
1

2πC(Z0 + Rsub)
(10)

The voltage transfer functions of 180 nm, 130 nm, and 65 nm technologies relative
to frequency are calculated and plotted in Figure 5. This is analogous to the insertion
loss typically determined from the S11, but easier to experimentally obtain given the high
impedance of the gate inputs, which is not conducive for S-parameter measurements with
a Vector Network Analyzer. Table 1 shows the physical properties and cutoff (−3 dBm)
frequencies of the fabricated devices.

(Ω)

’

ILeak̅̅ ̅̅ ̅̅ = Ioff ∙ I0(V̂effnVT)

using various TSMC’s standard CMOS technology nodes, including 180 nm, 130 nm, and 
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Figure 5. Voltage transfer versus frequency.

Table 1. Cutoff frequencies of 180 nm, 130 nm, and 65 nm technology node.

Technology
Node

Cpad

(pF)
Rsub

(Ω)
Cutoff Frequency

(GHz)

180 nm 3.27 26 1.5
130 nm 4 24 1.2
65 nm 5 26 0.95

This model’s advantage is its ability to calculate the frequency response of leakage
current using a transfer function for the circuit. The transfer function can be varied
according to the measurement setup, fabrication process, and dominant elements at high
frequency. The leakage current is given by:

ILeak = Ioff · I0(
V̂eff

nVT
). (11)

Note that the transfer function can be developed for any other applications depending
on the test setup. Typically, 50 Ohms matching termination cannot be implemented in
digital applications, where the gate input is high impedance. Therefore, in practical digital
circuits, the transfer function will be dependent on the interconnect capacitance/resistance
as well as the substrate resistance. The presented methodology is a guide for designers to
generate their own transfer function depending on their test setup.

3. Experimental Setup and Methodology

To understand the impact of EMI on leakage current and compare the experimental
data with the developed predictive model, several test chips were designed and fabricated
using various TSMC’s standard CMOS technology nodes, including 180 nm, 130 nm, and
65 nm. To investigate the effects of EMI on leakage current, measurements both with and
without microwave injection are performed on a test chip at the input of 1X INV using
G_S_G probes having a 350-µm pitch on a coplanar probe station. A photograph of the test
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chip under the probes is shown in Figure 6. The three RF probes provide Vin, VDD, and
GND connections for the 1× inverter on the test chip, respectively. The RF probes have
three pins with ground-signal-ground configuration, as shown in Figure 6.

 



’

Figure 6. Photograph of the test chip and the RF probes setup used in the measurements [15].

A RF signal generator (Keysight, Santa Rosa, CA, USA) is used to excite the input
of the 1× inverter. To measure the leakage current due to NMOS, the inverter input is
not biased (no dc gate voltage); however, for leakage current of PMOS, DC voltage and
RF signal are injected onto the input using a bias tee. The carrier frequency ranges from
10 MHz to 4 GHz, and the input signal amplitude is set to less than the threshold voltage
to satisfy leakage current condition. The leakage current is measured using a Keithley
semiconductor analyzer with fixed VDD, and a controlled RF signal injected onto the
device’s input.

The experimental setup is shown in Figure 7. The entire system in our experimental
setup is controlled via LabView (National Instruments, Austin, TX, USA), where the
voltages and RF injection power are parametrically swept, and the device leakage current is
measured and stored. To avoid exciting photocurrents, all measurements are performed in
a darkened room. Figures 8 and 9 show the dependence of leakage current on the RF power
and frequency based on measurement data of 180 nm, 130 nm, and 65 nm technology.
As expected, the leakage current of the inverter increases as the amplitude of RF signal
increases; however, this change is smaller at high frequencies.



’

 
Figure 7. The block diagram of the experimental setup with the LabVIEW control program, measuring
leakage current of (a) NMOS; (b) PMOS.

Since power is an important priority in the design of submicron technology in an
integrated circuit, the increase of leakage current of the inverter due to EMI could result
in serious disruption in the total power budget distribution of the entire system [20].
Therefore, the entire integrated circuit may experience logic failure. In addition, at higher
power injection, leakage current is more sensitive to the change in the peak power of the
interference. At fixed RF power, leakage current decreases by increasing RF frequency from
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10 MHz to 4 GHz. RF power effects are strongly suppressed at frequencies above 1.2 GHz.
This indicates that the inverter is more susceptible to EMI at the low-frequency range.

After the RF injection event, the devices are measured again in order to determine
whether there were permanent changes in their operating characteristics. No permanent
damage was observed. Therefore, these effects should be considered as “soft” error effects
where the device can return to its normal operation without permanent damage; however,
they are able to decrease the battery life of the device.

   
(a) (b) (c) 

damage was observed. Therefore, these effects should be considered as ‘‘soft’’ error effects 

compared against measured data from the fabricated test chips using TSMC’s 180 nmV̂eff

107 108 109

10-7

2x10-7

3x10-7

4x10-7

I L
ea

k 
(A

)

Frequency (Hz)

 -8 dBm

 -10 dBm

 -12 dBm

 -14 dBm

107 108 109

10-10

10-9

10-8

10-7

10-6

I L
ea

k 
(A

)

Frequency (Hz)

 -2 dBm

 -4 dBm

 -6 dBm

 -8 dBm

 -10 dBm

 -12 dBm

 -14 dBm

107 108 109

10-12

10-11

10-10

10-9

10-8

10-7

I L
ea

k 
(A

)

Frequency (Hz)

 2 dBm
 0 dBm

 -2 dBm

 -4 dBm

 -6 dBm

Figure 8. The measured leakage current due to a NMOS for a 1× inverter fabricated in the (a) 65nm, (b) 130 nm, and (c) 180
nm standard CMOS technology node.
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Figure 9. The measured leakage current due to a PMOS for a 1× inverter fabricated in the (a) 65 nm, (b) 130 nm, and (c)
180 nm standard CMOS technology node.

4. Comparison of Predictive Model with Measured Data

To validate the accuracy of the proposed predictive model, the analytical model is
compared against measured data from the fabricated test chips using TSMC’s 180 nm,
130 nm, and 65 nm standard CMOS processes. Figures 10 and 11 depict the calculated
effective voltage V̂eff that gets injected into the input of the inverter using Equation (8).
Figures 12 and 13 illustrate the predictive model in solid line and the normalized leakage
currents (ILeak/Ioff) of PMOS and NMOS.

The leakage current of the devices under investigation is measured based on the
electrical system shown in Figure 7. Then the measured leakage current at different
powers is fitted to the model with fit parameters of Ioff, n, Cpad, and Rsub. Ioff and n are
responsible only for defining the initial point. Cpad and Rsub are the parameters of the
transfer function that are dominant in determining the trend of model at high frequency.
Cpad is the dominant fitting parameter for the middle range of frequency, while Rsub adds a
zero to the transfer function and plays the main role in frequencies higher than 1 GHz. The

166



Energies 2021, 14, 2906

pertinent device parameters are extracted by comparing the measurements to the model
and given in Table 2.
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Figure 10. Calculated Veff for NMOS in the inverter (a) 65 nm, (b) 130 nm, and (c) 180 nm technology node.
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Figure 11. Calculated Veff for PMOS in the inverter (a) 65 nm, (b) 130 nm, and (c) 180 nm technology node.
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Figure 12. Comparison between the analytical model and the measured data for leakage current of NMOS for (a) 65 nm, (b)
130 nm, and (c) 180 nm technology node.

In general, the model, to first-order, predicts the values and behavior of the measured
leakage current of devices. At low frequencies around 10 MHz, the model predicts a small
slope in the change of leakage current, which measurements also confirm that leakage
current is a weak function of applied RF frequency in the low frequency regime. In the
high frequency range, the model predicts the change in the slope of leakage current, while
there is a mismatch in the absolute values of Ileak at some frequencies and powers.
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Figure 13. Comparison between the analytical model and the measured data for leakage current of PMOS for (a) 65 nm, (b)
130 nm, and (c) 180 nm technology node.

Table 2. Transistor sizes and parameters.

Device
Type

Width
(nm)

Length
(nm)

Vth

(V)
VDD

(V)
Ioff

(A)
n

Cpad

(pF)
R

(Ω)

180 nm
PMOS 900 180 0.59 1.8 4.5 × 10−13 1.25 4 20
NMOS 450 180 0.44 1.8 1.1 × 10−12 1.26 3.27 26

130 nm
PMOS 650 130 0.39 1.2 1.12 × 10−11 1.32 5.4 23
NMOS 330 130 0.32 1.2 5.7 × 10−11 1.3 4 24

65 nm
PMOS 325 65 0.13 1 1.2 × 10−8 1.61 7 20
NMOS 173 65 0.24 1 5.6 × 10−8 1.57 5 26

The purpose of our research is to generate simple rule-of-thumb guidelines for MOS
design engineers who have to design their products to operate in extreme EM environments.
While we acknowledge the “quantitative” mismatch between the model and data, for
reasons cited above, these parasitic aspects can be characterized and can lead to system-
specific EM susceptibility curves. However, the general trend in the data is still captured by
our simple and elegant model thereby paving the way for a quick assessment of damage
thresholds in MOS circuits, where there are billions of transistors in a single chip.

5. Conclusions

To the best of our knowledge there has not been any previous predictive model
for leakage current under EMI. Our previously published model captures the leakage
model only at low frequencies [15]. The new predictive model presented in this paper
extends our previous model by taking frequency into consideration. The model uses only a
few primitive device and system parameters to successfully predict the behavior of EMI
injection on the leakage current in a CMOS inverter over a wide range of frequencies up to
4 GHz. Although the model is developed for a CMOS inverter, it can also be applied to any
other complex logic gates using the leakage current of the equivalent transistor in the logic
gate. The developed analytical model is successfully compared against measurement data
for devices fabricated using 180 nm, 130 nm, and 65 nm standard CMOS process through
TSMC. This simple model can be utilized by EMI/EMC engineers to quickly ascertain the
soft and hard error decision limits for their circuits under external RF interference.
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Abstract: Electromagnetic interference (EMI) from renewable power systems to the grid attracts
more attention especially in the low-frequency range, due to the low switching frequency of high-
power inverters. It is significantly important to derive EMI models of power inverters as well as to
develop strategies to suppress the related conducted emissions. In this work, black-box modelling is
applied to a three-phase inverter system, by implementing an alternative procedure to identify the
parameters describing the active part of the model. Besides, two limitations of black-box modelling
are investigated. The first regards the need for the system to satisfy the linear and time-invariant
(LTI) assumption. The influence of this assumption on prediction accuracy is analysed with reference
to the zero, positive and negative sequence decomposition. It is showing that predictions for the
positive/negative sequence are highly influenced by this assumption, unlike those for the zero
sequence. The second limitation is related to the possible variation of the mains impedance which is
not satisfactorily stabilized at a low frequency outside the operating frequency range of standard line
impedance stabilization networks.

Keywords: black-box modelling; conducted emissions; power inverter

1. Introduction

With the widespread of renewable energy technologies, such as photovoltaic (PV) pan-
els and wind farms, the development of a suitable tool to predict and reduce the conducted
emission (CE) generated by renewable power systems has gained increasing attention
from the Electromagnetic Compatibility (EMC) community due to the severe electromag-
netic interference (EMI) threats these noise currents can cause when propagating through
the power grid [1]. Indeed, they can be responsible for interference with consequent
malfunctioning in smart communications and metering systems [2], thus reducing the
reliability and interoperability of the whole infrastructure. Particularly, since the switching
frequencies of most high-power converters are still limited to a few kHz only [3,4], these
applications have brought to the attention of the community the partial lack of regulations
in the frequency interval between 2 kHz (maximum frequency foreseen by International
Power Quality Standards) and 150 kHz (minimum frequency foreseen by International
EMC Standards) [5–7], which is covered (often only partially) by a few of Standards for
specific applications only [8]. In this frequency interval, also the availability of devices
suitable to run the required measurement and tests is limited. An explicative example
is the Line Impedance Stabilization Network (LISN), whose use in EMC test setups is
fundamental to assure that the CEs exiting the device under test were measured on a stable
impedance, despite possible variations of the mains impedance. Topology and values of
LISN components depend on the specific Standards and are selected to ensure the correct
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operation of the LISN in the frequency interval foreseen by the Standards. For instance, the
LISN layout specified in the International Special Committee on Radio Interference (CISPR)
22 Standard is different from the one recommended by the CISPR 16 Standard, as they are
expected to cover two different frequency intervals: The former from 150 kHz to 30 MHz,
the latter from 9 kHz to 30 MHz. Using the LISN outside its recommended frequency range
may jeopardize test repeatability leading to unpredictably different CE levels.

In this respect, developing effective strategies to model power converters is relevant
not only in view of predicting the generated CE and of deriving guidelines to design
proper countermeasures (e.g., design of suitable passive, active, or hybrid EMI filters)
but also in view of developing new test setups, procedures, and measurement devices
to supplement the regulations currently available in the Standards and to extend their
applicability starting from lower frequencies (i.e., 2 kHz or lower).

The challenge is to derive power converter models able to represent not only the
functional part of the system (i.e., the switching activity of the power modules along with
their control system) but also all those undesired mechanisms and parasitic paths leading
to the generation and propagation of the CE exiting the converter. In the literature, either
circuit models for time-domain analysis and behaviour models for frequency-domain
analysis can be found [9,10]. The former approach is definitely more flexible since it
involves an explicit circuit representation of the functional and parasitic behaviour of
the converter. However, it usually requires detailed knowledge of the internal structure
of the converter along with a huge effort to identify suitable setups and procedures to
extract from the measurement data (or from the manufacturer data-sheets) proper values
for the involved circuit components. Moreover, this approach may be scarcely effective
when time-domain simulation of complex systems is the target, since the complexity of the
obtained network may rise to convergence issues [11].

Behavioural modelling strategies can help to overcome most of the aforesaid limita-
tions. This latter approach foresees to provide the converter with a black-box representa-
tion at the output ports in terms of an equivalent Thevenin/Norton circuit. The obtained
“black-box” model involves a minimum number of active and passive components, whose
frequency response is extracted from measurements carried out at the output ports of
the converter. Although such a black-box approach does not offer any flexibility in the
modelling of the converter control system, it is definitely beneficial for EMC analyses in
complex systems. Indeed, it does not require any knowledge about the internal structure
of the converter, since measurements at the external ports only are required to derive the
frequency response of the involved model parameters [10].

The theoretical assumption behind this approach is that the device under analysis can
be treated (at least approximately) as a linear and time-invariant (LTI) system. However,
since switching modules exhibit an inherently time-variant and non-linear behaviour, a
thorough investigation aimed at identifying the conditions for applicability and possible
limitations of black-box modelling is required.

For this purpose, the black-box modelling technique in [12], which was originally
adopted for modelling DC-DC converters in a satellite power system, is extended in this
work. The model aims to predict the CE peaks related to the switching frequency and
its harmonics exiting the AC side of a three-phase inverter connected to a PV panel. For
the proposed modelling procedure, accuracy, applicability, and possible limitations of
black-box modelling are systematically investigated, by paying particular attention to the
low-frequency part of the spectrum down to 2 kHz (since the switching frequency of the
inverter here considered is 5 kHz). To this end, an explicit model of the whole system
(i.e., a model involving the switching modules, the control system as well as parasitic
components) is preliminarily implemented in SPICE (it stands for Simulation Program
with Integrated Circuit Emphasis) and used as a virtual environment to emulate the steps
of the proposed experimental procedure and to obtain a prediction of the generated CE to
be used as a reference to validate the proposed modelling strategy.
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The accuracy of the obtained CE prediction is analysed not only in terms of physical
voltages measured at the LISN output but also in terms of modal quantities. To this
end, the decomposition of physical quantities into positive, negative and zero-sequence
components is adopted, which is the one usually exploited in power systems analyses.
Particular attention is devoted to investigating the influence on model effectiveness of the
presence of a so-called mask impedance (here, the output filter installed at the ac-side of the
inverter) as well as the bandwidth of the LISN exploited in the setup for model parameter
extraction (active part).

The rest of the manuscript is organized as follows. Section 2 surveys the black-box
modelling strategies available in the literature and discusses the LTI assumption. Section 3
describes the inverter system under analysis and introduces the test setups and procedures
proposed for model-parameter extraction from measurement data. The accuracy of the
proposed modelling technique is investigated in Section 4, by comparing the prediction
obtained by the black-box model with those obtained by SPICE simulation of the whole
system. Also, in this section possible limitations of the proposed approach are investigated
and discussed. Conclusions are eventually drawn in Section 5.

2. Black-Box Modelling Procedures and LTI Assumption

2.1. Black-Box Modelling Procedures

In the literature, there are mainly two methods to extract black-box models of power
converters. In one approach, a set of independent tests are carried out by connecting
suitable external networks of known impedance to write and solve suitable equations
involving the unknown parameters of the black-box model. The number of terminals of
the system under analysis determines the topology of the obtained model (i.e., number
of required impedances and sources) as well as the number of configurations [13]. For
example, the black-box model of a DC/DC converter with three terminals (phase, neutral
and ground) can be represented by five unknowns (i.e., two sources and three impedances).
This means that at least three different measurement configurations are needed to write
five linearly independent equations for the voltages/currents measured in each of the three
setups [9]. The use of three setups leads to an overdetermined system of six equations in
five unknowns, which can be solved by adopting, e.g., least-square algorithms [14].

An alternative approach is to separately characterize the active part (noise sources) and
the passive part (impedance/admittance matrices) of the model. For the characterization
of the passive part, most of the methods available in the literature foresee impedance
measurement with the converter switched off through Impedance or Vector Network
Analyzer (VNA) [15]. For instance, the method in [12] involves the use of a VNA to
measure the scattering parameters then converted into admittances with the converter off,
(see Figure 1a). Besides, the current sources are obtained starting from the measurement of
output currents of the converter by connecting the converter to the power network through
a LISN required by the standard measurement setups of conducted emissions. Moreover,
alternative indirect measurement such as the so-called ‘insertion loss’ method [16] and
analytical calculation method [17] are also investigated in some papers.

Approaches based on separate evaluation of the active and passive part (Figure 1a)
seem to be more promising because (1) they require only two measurement setups, (2)
the extraction of the unknown parameters from measurement data does not involve the
solution of a system of overdetermined equations. This is a great advantage in terms of
accuracy of the results as post-processing of the measurement data can often introduce
significant numerical errors which degrade the accuracy of the extracted model.
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(a) 

 

(b) 

–

Figure 1. (a) Principle drawing of the black-box modelling technique in [12]: Identification of passive
(left panel) and active (right panel) parameters separately. (b) Black-box model of the three-phase
inverter system.

For these reasons, black-box modelling procedures evaluating the parameters of the
active and passive parts of the model separately (Figure 1a) are adopted in this work and
extended to a three-phase grid-connected inverter system. The extracted black-box model
is shown in Figure 1b (Norton equivalent circuit) and it involves an admittance matrix and
three current sources. The passive part of the model is evaluated by VNA measurement.
The evaluation of the noise current sources is carried out with a LISN (instead of current
probes) to avoid measurement uncertainty due to the presence of a fundamental 50 Hz
component on the AC side of the inverter.

2.2. LTI Assumption

Black-box modelling provides an equivalent frequency-domain representation (in
terms of the Thevenin/Norton circuit) at the external ports of the device to be modelled.
Consequently, the applicability and effectiveness of this strategy are limited to the mod-
elling of linear and time-invariant devices only. Since power converters are intrinsically
non-linear and time-variant networks, black-box modelling requires preliminary verifi-
cation that the device can be treated, at least approximately, as an LTI system. Indeed, if
the system does not satisfy the LTI assumption, the use of different operating conditions
to identify model parameters could lead to different black-box models, which makes the
models unsuited to assure accurate predictions with other operating conditions.

In this regard, further investigations are needed to verify when and under what
conditions it is possible to apply black-box modelling approaches for modelling power
converters. In several works [18–20], such an assumption was assumed to be satisfied,
since the converter under analysis was equipped with an EMI filter or decoupling capac-
itors/functional inductors, which can mask the inherently non-linear and time-varying
behaviour of the switching modules.

However, this conclusion cannot be a priori extended to all power converters. For
instance, in [21] it was experimentally observed that, unlike the common-mode (CM)
impedance (whose frequency response is dominated by parasitic effects), the differential
model (DM) impedance can exhibit a different frequency response depending on the on
or off status of the converter. In these cases, extracting the parameters of the black-box
model with the converter switched off may significantly impair prediction effectiveness
and accuracy.
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3. Identification of Model Parameters in a Virtual Test Bench

3.1. Inverter System under Analysis

Without loss of generality, a three-phase inverter connecting a photovoltaic panel to
the power grid, along with an LCL (i.e., inductor-capacitor-inductor) filter is considered
as a system under analysis. The principle drawing of this system is illustrated in Figure 2.
Though a single-stage inverter system is investigated in this paper, it is worth mentioning
that DC/DC converters are frequently added between the PV array and the inverter for DC-
link voltage control and maximum power point tracking. The presence of this additional
converter is disregarded here for the sake of simplicity as its possible presence is not
expected to impact the accuracy of the proposed modelling procedure as long as the LCL
filter is installed at the AC side of the inverter.

 

—

–

Figure 2. Principle drawing of a grid-connected three-phase inverter system.

The complete circuit model of this system, including functional parts and parasitic
components, will be implemented in SPICE and used as the reference circuits. The circuit
models of each component in the system will be discussed in the following paragraphs.

The solar panel Photowatt Technologies (Isère, France) PW 1650-24 V, whose parasitic
parameters are adopted from [22], is used to construct the PV array for the system. In this
work, the PV array contains 32 PV panels in series to provide the proper DC power supply.

The complete circuit model of one Insulated-Gate Bipolar Transistor (IGBT) switching
leg (SKM200GB122D) and the capacitors at the DC side are shown in Figure 3a [23]. One
1.5 mF electrolytic capacitor and one 0.33 µF ceramic capacitor are connected at the input
of each inverter leg, respectively—The functional model is augmented by including the
following parasitic components: Stray inductances (Lwa, Lw) and resistance (Rwa) of the
connecting wires, parasitic inductances (LEL, Ls) and resistances (Rd, REL, Rs) of the DC
capacitors, the stray inductances (Lc, LE), the gate resistance (RG) and internal capacitances
(Cgc, Cge and Cce) of the IGBT/Diode devices (which are included in the SPICE models).
Numerical values of the circuit elements in Figure 3a are collected in Appendix A (Table A1).
The conventional Pulse-Width Modulation (PWM) strategy is implemented in SPICE with
a 5 kHz switching frequency.

Grid-connected converters usually require an L or LCL filter attached at the output to
reduce the harmonic currents in compliance with IEEE Standard 519–1992 and P1547-2003
requirements [24]. The LCL filter here adopted (see Figure 3b) was designed following the
procedures in [25]. Relevant parameters are listed in Table A2 of Appendix A. Specifically,
the equivalent circuit in [26] is adopted for the inductors, and datasheets are used to infer
suitable values for the equivalent series resistance of the capacitors.
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series connection of a 1 Ω resistor and a 0.2 mH inductor to mimic typical (average) mains 

 

ing connected to 50 Ω loads, and the entries of the first column of the S

Figure 3. Circuit model of (a) the inverter with input capacitors and (b) the LCL filter.

It is worth mentioning that from the viewpoint of black-box modelling, such an LCL
filter also plays a fundamental role in masking the nonlinear and time-varying behaviour
of the inverter, thus making the LTI assumption generally satisfied. This property will be
investigated in the following, by comparing the CEs predicted in the presence and absence
of the LCL filter.

Eventually, the power grid is modelled by the use of three sinusoidal voltage sources
(properly shifted in phase) connected in series with three impedances, obtained as the
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series connection of a 1 Ω resistor and a 0.2 mH inductor to mimic typical (average) mains
impedance values.

3.2. Black-Box Modelling

The procedure here exploited to identify black-box model parameters involves two
different setups. The former is used to evaluate the entries of the admittance matrix (passive
part of the model), the latter to extract the frequency response of the noise (current) sources
(the active part of the model).

3.2.1. Passive Part of the Black-Box Model

As the first step, the entries of the admittance matrix Ydut are characterized through
Vector Network Analyzer (VNA) measurement of the scattering parameters (S-parameter)
at the output port of the LCL filter, as shown in Figure 4. For measurement, the gate signals
and the DC-link voltage supply should be disconnected from the inverter for safety reason.
To mimic VNA measurement conditions by the SPICE model, both the DC voltage sources
and the gate signals sources are replaced by short circuits. The obtained 3 × 3 S-parameter
matrix (Sdut) is then converted into the corresponding 3 × 3 admittance matrix Ydut by
post-processing of measurement data [27].

 

ing connected to 50 Ω loads, and the entries of the first column of the S

Figure 4. Measurement setup exploited to evaluate the entries of the admittance matrix (passive part of the black-box model).

To implement this step of the identification procedure in SPICE [28], VNA operation
is mimicked through the blocks shown in Figure 5. In the specific configuration shown in
the figure, the active VNA port is connected between phase 1 and ground, the other phases
being connected to 50 Ω loads, and the entries of the first column of the S-parameter matrix
Sdut (i.e., parameters S11, S21 and S31) are evaluated. Subsequently, exchanging the position
of such an active port to phase 2 and phase 3 allows measuring the entries of the second
(S12, S22 and S32) and the third column (S13, S23 and S33), respectively.

ing connected to 50 Ω loads, and the entries of the first column of the S

 

Figure 5. SPICE implementation of the measurement setup used to evaluate the passive part of the
model: The three blocks connected at the DUT ports are used to emulate the three ports of a VNA.

3.2.2. Active Part of the Black-Box Model

To extract from measurements the frequency response of the current sources Is1, Is2,
and Is3 (active part of the black-box model), the test setup in Figure 6 is exploited. The
voltages V4, V5, and V6 at the LISN output are measured in the time domain by the three
channels of an oscilloscope (to obtain simultaneous measurements on the three phases),
and then converted into the frequency domain by the Fourier Transform (FT).
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In SPICE, the aforesaid setup was implemented by connecting 50 Ω resistors at the 

   

      

Figure 6. Measurement setup exploited to evaluate the active part of the black-box model, i.e., the three current sources IS1,
IS2 and IS3.

When the black-box modelling approach is applied to the DC side to assess CEs to PV
panels, current probes can be used to measure the currents directly (see Figure 1a). This
approach was carried out in [12] to build the black-box model of a DC/DC converter and
was validated by experiment.

With respect to [12], where the noise sources were directly extracted from the cur-
rents measured at the converter input (Figure 1a), the procedure proposed here requires
additional efforts in terms of post-processing, since the LISN should be preliminarily char-
acterized as a six-port network by VNA measurement (yielding a 6 × 6 S-parameter matrix,
SLISN), and its effect should be de-embedded from the measurement data.

However, this solution is preferable when time-domain measurements are to be carried
out at the AC side of the inverter, as it allows filtering out the fundamental 50 Hz component,
whose presence could cause inaccurate sampling of higher spectral components.

In SPICE, the aforesaid setup was implemented by connecting 50 Ω resistors at the
LISN output ports to emulate the oscilloscope channels. Additionally, to preliminarily
characterize the LISN in terms of six-port network, the blocks already introduced in Figure 5
are connected on both sides of the LISN, with the active block connected to one of the six
ports at a time, to evaluate the entries of the 6 × 6 S-parameter matrix, SLISN. In this step, it
has to be carefully considered that the impedance connected at the output port of the LISN
may influence the results for frequencies outside the LISN bandwidth. As it will be shown
in Section 4, this effect is mostly visible in the low-frequency part of the spectrum, since
several LISNs are designed to comply with EMC standards foreseeing CE measurement
starting from 150 kHz.

Once this matrix is known, voltages (V1, V2, V3) and currents (I1, I2, I3) at the DUT
side of the LISN are computed as

[

V1 V2 V3 I1 I2 I3
]T

= ABCDLISN

[

V4 V5 V6 I4 I5 I6
]T (1)

where ABCDLISN is the 6 × 6 ABCD matrix of the LISN, obtained starting from the corre-
sponding S-parameters matrix SLISN [27]. Eventually, the noise currents in the black-box
model are retrieved as:

[

Is1 Is2 Is3
]T

=
[

I1 I2 I3
]T

+ YDUT

[

V1 V2 V3
]T (2)

The magnitude of the extracted black-box-model parameters, i.e., the entries of the Y
matrix and the three current sources, is plotted in Figure 7. The first plot, Figure 7a, shows
the frequency response of DUT admittances: Due to the symmetry, diagonal entries are the
same (Y11 = Y22 = Y33) as well as off-diagonal entries (Y12 = Y13 = Y23). Due to symmetry,
also the frequency response of the three current sources is coincident, as shown in Figure 7b.

It is worth mentioning that LISN effectiveness in stabilizing the impedance seen from
the DUT outlets in the whole frequency interval of interest is fundamental for model-
parameter extraction. Indeed, since the LISN is connected with the mains for CE mea-
surement, its effectiveness in providing a stable impedance, despite possible variation of
the mains impedance, determines the accuracy of the noise-source extraction. Hence, to
better investigate this specific aspect, in this work the two LISNs shown in Figure 8 will be
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considered, which are designed according to the requirements specified in the standard
CISPR22, Figure 8a, and CISPR16, Figure 8b, respectively.

(a) 

(b) 

Figure 7. Extracted black-box model: (a) Selected six Y-parameter of DUT; (b) Three current sources.

Figure 8. Schematics of the two LISNs considered in this work: (a) CISPR22 and (b) CISPR16-1-2. 
Figure 8. Schematics of the two LISNs considered in this work: (a) CISPR22 and (b) CISPR16-1-2.
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3.3. Setup for Model Validation

To effectively validate the accuracy of the obtained black-box model, the conducted
emissions exiting the converter under loading conditions sufficiently different from those
exploited for model-parameter identification, Figure 6, are to be predicted and compared
versus those obtained by exploiting the explicit model of the converter (here used as
reference quantities). To this end, an additional EMI filter, Figure 9a, is included between
the system and the LISN to appreciably modify the converter working conditions despite
the presence of the LISN. The obtained measurement setup is shown in Figure 9b.

 

Figure 9. Validation of the black-box model: an additional EMI filter (a) is included in the measurement setup (b) to modify
the working conditions of the converter.

4. Prediction of Conducted Emissions

4.1. Conducted Emissions Analysis

As the first step, the conducted emissions exiting the inverter are evaluated in the
presence and the absence of the EMI filter in terms of voltages measured at the output
(i.e., at the receiver side) of a LISN compliant with CISPR16 specifications. To this end,
time-domain simulations are carried out in SPICE, and the frequency spectra of the voltages
at the LISN output are obtained afterwards through FT.

The conducted emissions simulated in the absence of the EMI filter are then used
as input data to extract the black-box model of the inverter. Conversely, the conducted
emissions simulated in the presence of the filter are used to assess the effectiveness of the
extracted black-box model in predicting the emissions exiting the inverter under analysis,
in combination with a different set of working conditions.

To verify the suitability of the aforesaid two sets of working conditions in assessing
the prediction effectiveness of the extracted black-box model, the conducted emissions
from the converter in the presence and in the absence of the EMI filter are preliminary
compared in Figure 10 (where the voltage V4 on a specific phase is plotted). The significant
difference between the two spectra confirms the effectiveness of introducing the EMI filter
to generate a new set of working conditions for validation purposes. Apart from the first
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two spectrum lines at 5 kHz and 10 kHz, the EMI filter provides appreciable attenuation to
all the other harmonics.

−

 

 




    
         
        

−

Figure 10. Conducted emissions at the AC side of the inverter in the presence and in the absence of
the EMI filter.

Moreover, modal decomposition is applied to get a better understanding of the spectral
content of the emissions exiting the converter. To this end, the three-phase voltages V4, V5,
V6 at the LISN output are decomposed into the corresponding positive-sequence, negative-
sequence, and zero-sequence voltages V+, V−, V0 by the similarity transformation, [29]:





V+

V−
V0



 =
1
3





1 ej2π/3 ej4π/3

1 ej4π/3 ej2π/3

1 1 1









V4
V5
V6



 (3)

In this regard, it is worth mentioning that for EMC analysis decomposing phase
quantities (voltages and currents) into CM and DM components is a standard practice,
which allows the designer to identify the noise component that is dominant in a specific
frequency interval, so to properly design the required EMI filter. For a three-phase system,
the transformation into positive/negative/zero sequences in (3) provides equivalent in-
formation in terms of CM (zero sequences) and DMs (positive and negative sequences)
noise components, and it is here adopted since it is widely adopted also for power system
analysis. Since the similarity transformation matrix in (3) is not singular, phase voltage (V4,
V5, V6) can be also obtained from modal quantities (V+, V−, V0), by reversing (3).

One of the phase voltage (V4) and the obtained modal voltages evaluated in the
absence and the presence of the EMI filter are plotted in Figure 11a,b, respectively. The
comparison versus the corresponding phase voltages (see the grey spectrum in Figure 11)
reveals that the emissions from the converter are dominated by the positive and negative-
sequence contributions up to nearly 35 kHz. Conversely, above this frequency the zero-
sequence contribution is dominant. This result proves that the observed reduction of
the converter CEs above 35 kHz is mainly to be ascribed to the effectiveness of the ex-
ploited EMI filter in damping the zero-sequence component of the noise currents exiting
the converter.

181



Energies 2021, 14, 3413

(a) 

(b) 

−1

–

Figure 11. Decomposition of the inverter CEs into positive, negative and zero-sequence components:
(a) without the EMI filter; (b) with the EMI filter.

4.2. Validation of the Modelling Procedure

The conducted emissions obtained by the SPICE model of the whole test setup de-
scribed in Section 3 and those predicted by the black-box model are compared in Figure 12a
in the frequency range from 2 kHz to 200 kHz. The CEs above 200 kHz are not plotted,
as they are significantly attenuated (below −10 dBµV). The comparison proves that the
black-box model can effectively predict the emissions exiting the converter, with maximum
deviations within 3 dB around 110 kHz, where the system exhibits a resonance.

The corresponding comparison in terms of zero sequence and positive/negative
sequence is shown in Figure 12b–d, respectively, and confirms the effectiveness of the
proposed black-box model also in predicting modal quantities. The zero-sequence and
the positive/negative sequences dominate above and below 35 kHz, respectively. The
discrepancies observed above 100 kHz are mainly owing to numerical processing of data,
due to the extremely low CE levels at high frequency.

182



Energies 2021, 14, 3413

–

significantly larger (above 40 dBμV) than the noise floor.

Figure 12. Conducted emissions obtained by the SPICE model in Section 3 and predicted by the black-box model (a) phase
voltage (b) zero-sequence voltage (c) positive sequence voltage and (d) negative sequence voltage.

4.3. Limitations of Black-Box Modelling

4.3.1. Influence of the Mask Impedance

To investigate the role of the masking effect due to the LCL filter on model effective-
ness, the LCL filter was removed, and the procedure for model parameter extraction was
repeated. The obtained predictions are compared versus SPICE simulations in Figure 13a.

Specifically, for the system without the LCL filter, obvious mismatches are observed
in predictions of CEs obtained by the black-box model from 100 to 400 kHz with respect
to the accurate circuit simulation. In Figure 13b–d, three sequences of emissions are
compared. It is observed that the discrepancies in this frequency interval are mainly from
the positive and negative sequences instead of the zero sequence. With respect to Figure 12,
the discrepancies observed in Figure 13 are to be ascribed to the inaccuracy of black-box
modelling in the absence of the LCL filter, rather than to the noise floor of data-processing.
As a matter of fact, in Figure 13 CE levels from 100 kHz to 400 kHz are still significantly
larger (above 40 dBµV) than the noise floor.

This investigation puts in evidence that in the absence of an LCL filter (and its mask-
ing effect), the nonlinear and time-variant characteristics reflect the prediction of posi-
tive/negative sequence components. In this case, the black-box modelling approach is less
accurate in the prediction of DM emissions, especially in the high frequency range.
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(a) (b) 

(c) (d) 

connection of a 0.2 mH inductor and a 1 Ω resistor), which is connected at the LISN output 

Figure 13. Conducted emissions in the absence of LCL filter obtained by SPICE model in Section 3 and predicted by the
black-box model (a) phase voltage (b) zero-sequence voltage (c) positive sequence voltage and (d) negative sequence voltage.

4.3.2. Influence of the Power Network Impedance

For model-parameter evaluation, the ability of the exploited LISN in providing a
stable impedance despite the possible variation of the impedance of the power grid plays
a fundamental role. To extract the frequency response of the noise sources, the exploited
LISN has to be disconnected from the power grid and preliminarily characterized by VNA
measurements. At this stage, the impedance at the output port of the LISN (open-ended)
is different from the actual impedance of the power grid (here mimicked by the series
connection of a 0.2 mH inductor and a 1 Ω resistor), which is connected at the LISN output
when noise currents are measured. Hence, if the LISN is used outside its bandwidth,
the input impedance seen from its input port might be significantly different in the two
test setups.

To investigate this specific aspect, different impedance values are assumed for the
power grid, and the impedance seen at the input of the CISPR16 and CISPR22 LISNs
are plotted in Figure 14a,b, respectively. The plots show that for frequencies below the
LISN operation frequency range (i.e., for frequencies below 150 kHz for the CISPR22 LISN,
and below 9 kHz for the CISPR16 LISN) non-negligible variations are observed in the
impedance seen at the LISN input. This significantly impacts on CE measurement in the
lower part of the spectrum, as shown in Figure 15, where the CEs measured by the two
LISNs under analysis are compared (for these simulations the presence of the power grid
was mimicked by the series connection of a 0.2 mH inductor and a 1 Ω resistor). The
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comparison shows significant differences in the measured CE levels for frequencies below
40 kHz, with maximum deviation in the order of 30 dB around 25 kHz.

inductor and a 1 Ω resistor). The 

(a) (b) 

inductor and a 1 Ω resistor), and the obtained CE levels were used as input data to 

Figure 14. Input impedance of the LISN for different impedances of the power grid attached at the output port: (a) CISPR16;
(b) CISPR22 LISN.

inductor and a 1 Ω resistor). The 

inductor and a 1 Ω resistor), and the obtained CE levels were used as input data to 

Figure 15. Conducted emissions (SPICE model) measured by using two different LISNs, i.e., CISPR16
(grey spectrum) and CISPR22 (blue spectrum).

To investigate the influence of the exploited LISNs on the effectiveness of the pro-
posed black-box modelling procedure, the two LISNs under analysis were preliminarily
characterized in terms of scattering parameters with the output port left open-ended. As
previously observed, this configuration reproduces the experimental setup involving the
VNA and the LISN disconnected by the power grid.

After that, the CEs exiting the systems were virtually measured by exploiting the two
LISNs connected to the power grid (emulated by the series connection of a 0.2 mH inductor
and a 1 Ω resistor), and the obtained CE levels were used as input data to determine the
frequency response of the noise sources involved in the black-box model.

The CEs predicted by the obtained black-box models are compared versus those
predicted by the SPICE model in Figure 16. The comparison shows that the predictions
obtained by exploiting the CISPR16 LISN exhibit a deviation (less than 3 dB) at the switching
frequency (5 kHz) only. Conversely, if the black-box model is extracted by exploiting
the CISPR22 LISN, the predictions reveal significant deviations with respect to SPICE
simulation below 150 kHz, since such a LISN is designed to assure a stable impedance
starting from 150 kHz only.
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Figure 16. CE levels predicted by exploiting two different LISNs, i.e., (a) CISPR16 and (b) CISPR22 LISN: SPICE versus
black-box model.

5. Conclusions

In this work, the effectiveness and possible limitations of a black-box modelling
procedure tailored to the representation of a three-phase inverter connected with a PV
panel have been investigated. The procedure foresees separate characterization of the active
and passive part of the model. Specifically, a suitable procedure is proposed to identify the
noise sources (active part of the model), which resorts to the time-domain measurement of
the voltages at the output of the LISN, instead of the currents exiting the converter, to filter
out the 50 Hz fundamental component, whose contribution could impair the identification
of higher frequency components. The comparison versus SPICE simulation proved the
effectiveness of the proposed black-box modelling approach in predicting the CEs exiting
the AC side of the grid-tied three-phase inverter system under analysis in the frequency
range starting from 2 kHz.

The proposed analysis allowed a systematic investigation of two main limitations
possibly degrading the prediction accuracy of the proposed black-box modelling technique
during the measurement. The former limitation is related to the assumption that the system
under analysis should be treated, at least approximately, as a linear and time-invariant
system. In this regard, the fundamental role played by the LCL filter (installed at the
converter output) in masking the inherent non-linear and time-invariant behaviour of
the inverter switching modules has been proven. In general, this assumption needs to
be confirmed prior to the application of the black-box modelling procedures. The latter
limitation is related to the bandwidth of the LISN exploited to extract from measurement
the frequency response of the noise sources (active part of the model). In this regard, it
has been proven that using a LISN foreseen for CE measurement starting from 150 kHz,
as foreseen by several EMC standards, may lead to significant degradation of prediction
accuracy in the lower part of the spectrum (i.e., below 150 kHz), since the frequency
response of the extracted noise sources is strongly influenced by the impedance connected
at the output of the LISN. To eliminate the influence of power network impedance, it
is necessary to develop a new type of LISN with stable impedance starting from 2 kHz,
otherwise, the mains impedance must be measured or estimated to improve the accuracy
of the black-box model predictions at low frequency.
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Appendix A

Table A1. Circuit model parameters of PV panel and inverter in Figure 3a.

Elements Parameter Value Description

PV panel

Vpv 24 V Nominal panel voltage

Cpg, Cng 4 pF
Parasitic capacitances between

positive/negative DC bus and ground
Rs1, Rs2 1.5 mΩ DC bus panel feeder resistances

Cpn 90 nF
Parasitic capacitance between positive and

negative DC bus terminals

Rpn 2.8 kΩ
Leakage resistance between positive and

negative DC bus terminals

Electrolytic
capacitor

Lw 10 nH External wire inductance
CEL 1500 µF Nominal capacitance
LEL 30 nH Internal series inductance
REL 40 mΩ Internal series resistance
Rd 100 kΩ Discharging resistance

DC bus
Rwa 3.9 mΩ Stray resistance
Lwa 0.36 µH Stray inductance

Ceramic
capacitor

Cs 0.33 µF Nominal capacitor
Ls 30 nH Internal series inductance
Rs 30 mΩ Internal series resistance

IGBT

LC 40 nH Collector stray inductance
LE 40 nH Emitter stray inductance
Cgc 700 pF Stray capacitor between gate and collector
Cce 1 nF Stray capacitor between collector and emitter
Cge 21.3 nF Stray capacitor between gate and emitter
Chs 280 pF Stray capacitor between IGBT and heatsink

Table A2. Design parameters of LCL filter circuit.

Parameter Value Description

SB 7 kVA Inverter rated power
VB 380 V Line to line output voltage (rms value)

VDC 720 V DC power supply
f B 50 Hz Output voltage frequency
IB 10.64 A Output current (rms value)
ZB 20.63 Ω Inverter base impedance
LB 65.66 mH Inverter base inductance
CB 154.31 µF Inverter base capacitance
rg 0.003 / Grid-side ripple current component
ri 0.15 / Inverter-side ripple current component
a 0.02 / Capacitor voltage ripple attenuation
f 1 4.9 kHz The First dominant harmonic frequency
x 0.316 / Ratio = harmonic voltage at f 1/voltage at f B
M 0.866 / Amplitude modulation ratio

Lipu 0.0228 / PU inductance value of LCL filter at inverter side
Lgpu 0.0228 / PU inductance value of LCL filter at grid side
Cpu 0.2191 / PU capacitance value of LCL filter
Li 1.4979 mH Nominal inductance of LCL filter at inverter side
Lg 1.4979 mH Nominal inductance of LCL filter at grid side
C 33.8 µF Nominal capacitance of LCL filter
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Abstract: The computation of self and mutual inductances of coils is a classic problem of electrical
engineering. The accurate modeling of coupled coils has received renewed interest with the spread
of wireless power transfer systems. This problem has been quite well addressed for coplanar or
perfectly coaxial coils but it is known that the misalignment conditions easily lead to a sharp decrease
in the efficiency. Hence, it is crucial to take misalignment into account in order to properly design
the overall wireless power transfer system. This work presents a study to compute analytically the
mutual inductance of non-coaxial pancake coils with parallel axes. The accuracy of the proposed
methodology is tested by comparison with the numerical results obtained using the tool Fast-Henry.
Then, a wireless power transfer system, comprising a full bridge inverter is considered, showing
the impact of the misalignment on the coupling between two pancake coils and, thus, between the
source and the load.

Keywords: pancake coils; mutual inductance; wireless power transfer; planar coils

1. Introduction

The computation of mutual inductance between coaxial circular coils has been thor-
oughly addressed by many authors since the time of Maxwell who gave a formula for two
circles whose axes intersect [1]. In [2,3] formulas for circular loops with parallel axes have
been derived but, unfortunately, all these results can be applied only within a restricted
range of parameters since they converge slowly in general [4].

Nowadays, numerical methods such as the finite element method (FEM) and bound-
ary element method (BEM), allow calculation of the mutual inductance of realistic 3-D
geometric arrangement of conductors in an accurate and fast way. However, analytic and
semi-analytic methods are still of interest to address this problem as they considerably sim-
plify the mathematical procedures, leading to a significant reduction in the computational
effort [4]. General techniques have been developed over the years [5–10] which have been
found to be useful in many different fields including eddy-current tomography [11], planar
PCB inductors [12], coreless printed circuit board transformers [13], force and torque calcu-
lation [14,15], electromagnetic launchers [16], plasma science [17], and superconducting
magnetic levitation [18]. Still, the methods presented in these works are finally based on a
numerical computation [19–21].

The calculation of the mutual coupling between two coils with the spread of wireless
power transfer (WPT) systems has received new interest. This problem has been quite
well addressed for coplanar or perfectly coaxial coils [22,23] but it is known that the
misalignment conditions easily lead to a sharp decrease in the efficiency. Misalignment
can be either lateral or angular. In electrical vehicle charging systems, the most relevant is
lateral misalignment. Hence, it becomes crucial to take this misalignment into account in
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order to properly design the overall WPT system [24–26]. In [27] the numerical solution
proposed in [27] is applied to WPT system with many non-coaxial coils. While it is clear
that the mutual inductance between non-coaxial coils can be computed by resorting to
numerical integration [28], to authors’ knowledge no analytical solution has been found to
this problem. An accurate expression of mutual inductance of Archimedean spiral coils
was presented and verified experimentally in [21] but, again, a numerical integration is
required. By avoiding numerical integration, the mutual inductance can be calculated
faster which can be used for the system optimization, i.e., evaluate faster the impact of
misalignment on the WPT system performance e.g., [29]. This work presents a study to
compute analytically the mutual inductance of non-coaxial pancake coils with parallel axes.
The proposed formula in a series form is verified against numerical results obtained by
means of the inductance extraction program Fast–Henry [30]. Finally, the case-study of a
WPT system comprising two non-coaxial coils and a converter is presented, pointing out
the effect of the misalignment on the performance.

2. Theory

Consider the two air-cored parallel flat coils shown in Figure 1. The turns of the coils
have radii ai (i = 1, . . . , N) and bj (j = 1, . . . , M), while the radial displacement between
the coil axes and the vertical spacing between the coil planes are indicated with ρ and h,
respectively. The overall mutual inductance of the coils is given by

Mab =
N

∑
i=1

M

∑
j=1

Φ(ai, bj, ρ), (1)

where Φ(a, b, ρ) is the flux linkage per unit current between two generic turns with radii a
and b.

 

a1

aN 

b1

bM 

h 

I
a1 

b1 

ρ 

Figure 1. Sketch of two parallel pancake coils.

The goal of this section is to develop a rigorous procedure that allows analytical
evaluation of the integral expression of Φ(a, b, ρ), that is [22]

Φ(a, b, ρ) = πµ0ab
∫ ∞

0
e−λh J1(λa) J1(λb) J0(λρ)dλ, (2)

where Jm(·) is the mth-order Bessel function, and µ0 is the magnetic permeability of free
space. To this end, we first replace J0(λρ) with its ascending power series expansion ([31]
Eq. 9.1.12)

J0(λρ) =
∞

∑
n=0

(−1)n (λρ)2n

[(2n)!!]2
, (3)
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with (2n)!! being the double factorial 2 · 4 · 6 · 8 · . . . · (2n), and obtain

Φ(a, b, ρ) =πµ0a b
∞

∑
n=0

(−1)n ρ2n

[(2n)!!]2

∫ ∞

0
e−λh J1(λa) J1(λb) λ2ndλ. (4)

Next, applying the identity

λ2ne−λh =
∂2ne−λh

∂h2n
, (5)

makes it possible to express the flux linkage between two arbitrary turns as

Φ(a, b, ρ) =
∞

∑
n=0

(−1)n ρ2n

[(2n)!!]2
∂2n

∂h2n
Φ(a, b, 0), (6)

where Φ(a, b, 0) is the flux corresponding to perfect alignment. An explicit representation
for Φ(a, b, 0) may be found starting from replacing the product of first-order Bessel func-
tions with its finite integral representation according to Gegenbauer’s addition theorem,
namely [32] (Eq. 11.41.17)

J1(λa) J1(λb) =
1
π

∫ π

0
J0(λc) cos φ dφ, (7)

where φ is the variable of integration, and

c=
√

a2 + b2 − 2ab cos φ. (8)

This allows writing of the expression

Φ(a, b, 0) = µ0ab
∫ π

0
cos φ dφ

∫ ∞

0
e−λh J0(λc)dλ, (9)

whose integral on the right-hand side is known and given by [33]

∫ ∞

0
e−λd J0(λc)dλ =

1√
d2 + ε

, (10)

being d2 = a2 + b2 + h2, and ε = − 2ab cos φ. Expanding (10) into a power series of ε,
as follows

1√
d2 + ε

=
1
d

∞

∑
m=0

(−1)m (2m − 1)!!
(2m)!!

( ε

d2

)m
(11)

allows transformation of (9) into

Φ(a, b, 0) =
µ0ab

d

∞

∑
m=1

(−1)m (2m − 1)!!
(2m)!!

(

−2ab

d2

)m ∫ π

0
cosm+1 φ dφ, (12)

where it has been taken into account that the finite integral over φ is non-null only for
m 6= 0. Finally, since it holds [34]

∫ π

0
cosm+1 φ=











π m!! /(m + 1)!!, odd m

0, even m

(13)
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after setting m= 2l + 1, it is found that

Φ(a, b, 0) =
πµ0ab

d

∞

∑
l = 0

(4l + 1)!!
(2l + 2)!!(2l)!!

(

ab

d2

)2l+1

. (14)

Combining (14) with (6) provides an explicit expression for the mutual inductance of
two misaligned turns with radii a and b, that is

Φ(a, b, ρ) =
πµ0ab

d

∞

∑
n=0

(−1)n ρ2n

[(2n)!!]2

∞

∑
l = 0

(4l + 1)!!
(2l + 2)!!(2l)!!

(ab)2l+1 ∂2n

∂h2n

[

1
(a2 + b2 + h2)2l+1

]

, (15)

which, since it yields

∂2n

∂h2n

[

1
(a2 + b2 + h2)2l+1

]

=
(2n)!
(2l)!

n

∑
m=0

(−1)m+n 22m(2l + m + n)!
(n − m)!(2m)!

· h2m

d2(2l+m+n+1)
(16)

becomes

Φ(a, b, ρ) =
πµ0ab

d

∞

∑
n=0

(2n − 1)!!
(2n)!!

(ρ

d

)2n ∞

∑
l = 0

(4l + 1)!!
l!(l + 1)!(2l)!

(

ab

2d2

)2l+1

fln

(

2h

d

)

, (17)

where

fln(x) =
n

∑
m=0

(−1)m (2l + m + n)!
(n − m)!(2m)!

x2m. (18)

Use of (17) and (18) in conjunction with (1) provides the mutual inductance of two
parallel non-coaxial pancake coils. Moreover, expression (14) alone may be also applied to
the computation of the overall self-inductance of each coil. For instance, for the coil at the
bottom of Figure 1, it yields [22]

La =
N

∑
i=1

Lt(ai) + 2
N

∑
i=1

N

∑
j=i+1

Φ(ai, aj, 0), (19)

with Lt(a) being the self-inductance of a thin-wire circular loop with radius a, given
by [22,35]

Lt(a) = µ0a

[

log
(

8a

rw

)

− 2
]

, (20)

where rw is the wire radius. It should be observed that both the integral expression of
Φ(a, b, ρ) and formula (20) are valid subject to the thin-wire assumption, which holds when
rw is negligible if compared to the radii of the turns.

3. Results and Discussion

To test the developed theory, the derived Formula (17) is first applied to the com-
putation of the flux linkage between two identical coils made up of 10 turns. For each
coil, the radius of the inner turn is taken to be equal to 3 cm, while the spacing between
the edges of two adjacent turns is 2 cm. The mutual inductance is calculated against the
radial distance ρ, and the obtained results, illustrated in Figures 2 and 3, are compared
with the outcomes from the multipole-accelerated three-dimensional inductance extraction
program Fast-Henry. Figure 2 depicts ρ−profiles of the mutual inductance corresponding
to h= 10 cm, with the truncation index N of the outer sum in (17) taken as a parameter.
Thus, the figure illustrates the effect of adding a higher-order term to the truncated power
series expansion of the flux, seen as a function of ρ. To ensure highly accurate computation
of the nth term of the expansion, the inner sequence of partial sums in (17) is terminated
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when the relative difference between the two last partial sums is smaller than a specified
tolerance, which is assumed to be 10−12. As is evident from the analysis of the plotted
curves, the data arising from using the partial sum in (17) with N = 3 agree well with
those produced by the Fast-Henry solver. As a consequence, the sequence of partial sums
converges to the exact solution as N is increased. Figure 2 also points out that, for a given
value of the truncation index N, the accuracy of the outcomes from (17) is affected by the
misalignment between the coils, and that, in particular, it worsens as the misalignment
increases. However, further increasing N makes it possible to achieve a high degree of
accuracy of the results of the computation regardless of the value of the misalignment. For
instance, in the 0< ρ< 15 cm range, the choice of N = 8 ensures that the relative difference
between the last two elements of the outer sequence of partial sums in (17) is always smaller
than 10−8. This means that setting the desired tolerance of 10−8 for stopping the outer
sequence of partial sums always leads to truncate the series at N = 8.
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Figure 2. Mutual inductance of two 10-turn coils spaced 10 cm apart, as a function of ρ.

Convergence of (17) is also confirmed by the ρ−profiles plotted in Figure 3. Here, the
same coils as in the previous example are considered, while their planes are now separated
by the distance h= 20 cm. As can be seen, even if the distance has been doubled, perfect
matching is still observed between the outcomes of Fast-Henry solver and the trend arising
from the proposed series-form solution truncated at N = 3. This suggests that the rate of
convergence of (17) is not affected by a variation of h.
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Figure 3. Mutual inductance of two 10-turn coils spaced 20 cm apart, as a function of ρ.

4. WPT System with a Full Bridge Inverter

A possible application of the coupled coils system presented is in the Wireless Power
Transfer (WPT) area. The purpose of this paragraph is to provide an example where a
couple of coils are employed in order to transfer an amount of power from a source to a
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distant load. The WPT coupling between two pancake coils is studied performing several
simulations using the Plexim software “PLECS”; the target is to compute the load voltage
over a load resistance RL due to the exchange of power between two distant coupled
coils [36]. The schematic of the configuration under investigation is shown in Figure 4. The
central element of the circuit represents the coupling between a primary coil having a self
inductance L1 and the secondary coil with a self inductance L2; the effect of the mutual
coupling is described by the mutual inductance parameter Lm that, besides depending on
the geometry and the materials employed for each single coil, depends certainly on the
distance and the misalignment between the coils.

Figure 4. Circuit scheme of the inductive power transfer system which includes an inverter for the primary coil and a
rectifier for the secondary coil.

The primary coil and its series resonant capacitor C1 are connected to an ideal full-
bridge inverter. The secondary coil and its series resonant capacitor C2 are connected to
an ideal full-bridge rectifier which converts the induced AC voltage of the secondary coil
to DC voltage. The components R1 and R2 represent primary and secondary effective
series DC resistances, respectively, which in this case are equal because the geometry is the
same for both the coils. The load capacitor CL is a filter capacitor. The full bridge inverter
is supposed to be operated by a switching frequency fs = 20 kHz [36]; hence, a bipolar
voltage is generated by the inverter on the primary side. The global voltage applied to the
primary side is sketched in Figure 5. In order to guarantee the zero voltage switching (ZVS)
operation of the inverter, the primary side resonant frequency fr1, determined by C1 and
L1, is chosen slightly smaller than the switching frequency [36].

fs = 1.05 fr1 =
1.05

2π
√

L1C1
(21)
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Figure 5. Voltage applied to the WPT system.
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The secondary side resonant frequency fr2, determined by C2 and L2, is tuned exactly
to the switching frequency:

fr2 =
1

2π
√

L2C2
= fs (22)

It is clear that the capacitors values C1 and C2 can be easily determined by (21)
and (22) knowing only the self inductances values and the inverter switching frequency.
Twelve different configurations have been considered for the simulations, varying both
the distances and the misalignments between the coils under observation. All the set-up
parameters are reported in Table 1 and the different configurations are reported in Table 2.

Table 1. Circuit parameters.

Switching frequency fs = 20 kHz

Primary capacitor C1 = 4.1 µF

Primary resistance R1 = 1.66 mΩ

Secondary capacitor C2 = 3.73 µF

Secondary resistance R2 = 1.66 mΩ

Self inductances L1 = L2 = 17 µH

Load capacitor CL = 300 µF

Load resistance RL = 40 Ω

Conductors radius rw = 5 mm

Table 2. Test configurations.

Distance h [cm] Misalignment ρ [cm] Lm [µH]

10 0.5 6.18

10 3.5 5.97

10 6.5 5.47

10 9 4.88

15 0 3.87

15 3.5 3.76

15 6.25 3.52

15 8.5 3.24

20 0 2.52

20 3.25 2.47

20 6 2.34

20 8.5 2.18

The load voltage on the resistance RL, normalized to the DC source voltage, is com-
puted and illustrated, for each value of the misalignment, in Figures 6–8. It is clearly seen
that the misalignment has a significant impact on the rectified load voltage. Furthermore,
for the case h = 10 cm, ρ = 0.5 cm and Lm = 6.18 µH, the efficiency for increasing values
of the load resistance RL has been evaluated; the efficiency is defined as the average power
delivered to the load divided by the average power supplied by the full-bridge inverter. It
is easy to verify from Figure 9 that the optimal load resistance for this specific configuration
is around RL = 1.1 Ω.
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As a last test, the load voltage was computed considering four different load condi-
tions: RL = [1, 10, 20, 40]Ω, when: h = 10 cm, ρ = 0.5 cm and Lm = 6.18 µH; the results
are shown in Figure 10.
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Figure 10. Load normalized voltages assuming h = 10 cm, ρ = 0.5 cm and varying the load
resistance RL.

5. Conclusions

This work has presented a study to compute analytically the mutual inductance of non-
coaxial pancake coils with parallel axes. The proposed formula was tested by comparison
with the numerical results obtained using the tool Fast-Henry. Then, the proposed formula
was used to compute the mutual inductance between two pancake coils in a wireless power
transfer system, comprising a full bridge inverter. The impact of the misalignment on the
coupling between the source and the load was verified and quantified.
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