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Terroux, Carl Vachon, Melanie J. Wheatley, Joshua M. Johnston, Mike Wotton and Patrice
Topart
A Bi-Spectral Microbolometer Sensor for Wildfire Measurement
Reprinted from: Sensors 2021, 21, 3690, doi:10.3390/s21113690 . . . . . . . . . . . . . . . . . . . . 5

Gabriela Ifimov, Tomas Naprstek, Joshua M. Johnston, Juan Pablo Arroyo-Mora, George
Leblanc and Madeline D. Lee
Geocorrection of Airborne Mid-Wave Infrared Imagery for Mapping Wildfires without GPS or
IMU
Reprinted from: Sensors 2021, 21, 3047, doi:10.3390/s21093047 . . . . . . . . . . . . . . . . . . . . 19

Matthew B. Dickinson, Cyle E. Wold, Bret W. Butler, Robert L. Kremens, Daniel Jimenez,
Paul Sopko and Joseph J. O’Brien
The Wildland Fire Heat Budget—Using Bi-Directional Probes to Measure Sensible Heat Flux
and Energy in Surface Fires
Reprinted from: Sensors 2021, 21, 2135, doi:10.3390/s21062135 . . . . . . . . . . . . . . . . . . . . 43

Daniel Fisher, Martin J. Wooster, Weidong Xu, Gareth Thomas and Puji Lestari
Top-Down Estimation of Particulate Matter Emissions from Extreme Tropical Peatland Fires
Using Geostationary Satellite Fire Radiative Power Observations
Reprinted from: Sensors 2020, 20, 7075, doi:10.3390/s20247075 . . . . . . . . . . . . . . . . . . . . 61

Maria João Sousa, Alexandra Moutinho and Miguel Almeida
Thermal Infrared Sensing for Near Real-Time Data-Driven Fire Detection and Monitoring
Systems
Reprinted from: Sensors 2020, 20, 6803, doi:10.3390/s20236803 . . . . . . . . . . . . . . . . . . . . 87

Panagiotis Barmpoutis, Periklis Papaioannou, Kosmas Dimitropoulos and Nikos
Grammalidis
A Review on Early Forest Fire Detection Systems Using Optical Remote Sensing
Reprinted from: Sensors 2020, 20, 6442, doi:10.3390/s20226442 . . . . . . . . . . . . . . . . . . . . 117

Lotfi Tlig, Moez Bouchouicha, Mohamed Tlig, Mounir Sayadi and Eric Moreau
A Fast Segmentation Method for Fire Forest Images Based on Multiscale Transform and PCA
Reprinted from: Sensors 2020, 20, 6429, doi:10.3390/s20226429 . . . . . . . . . . . . . . . . . . . . 143

Hyo-Yeon Jang and Cheol-Hong Hwang
Obscuration Threshold Database Construction of Smoke Detectors for Various Combustibles
Reprinted from: Sensors 2020, 20, 6272, doi:10.3390/s20216272 . . . . . . . . . . . . . . . . . . . . 171

Joshua M. Johnston, Natasha Jackson, Colin McFayden, Linh Ngo Phong, Brian Lawrence,
Didier Davignon, Martin J. Wooster, Helena van Mierlo, Dan K. Thompson, Alan S. Cantin,
Daniel Johnston, Lynn M. Johnston, Meghan Sloane, Rebecca Ramos and Tim J. Lynham
Development of the User Requirements for the Canadian WildFireSat Satellite Mission
Reprinted from: Sensors 2020, 20, 5081, doi:10.3390/s20185081 . . . . . . . . . . . . . . . . . . . . 185

v



Hongyi Pan, Diaa Badawi and Ahmet Enis Cetin
Computationally Efficient Wildfire Detection Method Using a Deep Convolutional Network
Pruned via Fourier Analysis
Reprinted from: Sensors 2020, 20, 2891, doi:10.3390/s20102891 . . . . . . . . . . . . . . . . . . . . 209

vi



sensors

Editorial

Sensors for Fire and Smoke Monitoring

Robert S. Allison 1,* , Joshua M. Johnston 2 and Martin J. Wooster 3

����������
�������

Citation: Allison, R.S.; Johnston, J.M.;

Wooster, M.J. Sensors for Fire and

Smoke Monitoring. Sensors 2021, 21,

5402. https://doi.org/10.3390/

s21165402

Received: 4 August 2021

Accepted: 5 August 2021

Published: 10 August 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 Centre for Vision Research, Department of Electrical Engineering and Computer Science, York University,
4700 Keele St., Toronto, ON M3J 1P3, Canada

2 Canadian Forest Service, Great Lakes Forestry Centre, 1219 Queen St. E.,
Sault Ste. Marie, ON P6A 2E5, Canada; Joshua.Johnston@canada.ca

3 Leverhulme Centre for Wildfires, Environment and Society, Department of Geography, King’s College
London, Aldwych, London WC2B 4BG, UK; martin.wooster@kcl.ac.uk

* Correspondence: allison@eecs.yorku.ca

Mastery of fire is intimately linked to advances in human civilization, culture and
technology. It is also a key component of renewal and regeneration of natural ecosystems.
At the same time fire continues to be a threat to lives, property and the environment. Our
complex relationship with fire has been the impetus for many innovations in direct and
remote sensing of key properties of fires including flame, heat and smoke. This Special
Issue on fire and smoke detection and monitoring has curated and collected the latest
research on sensors and systems to detect and quantify wildland, structural, and industrial
combustion, and the emissions of smoke produced.

Public interest surrounds detecting and monitoring fire and smoke behavior for fire
protection and suppression in residential and industrial settings, or for the design and test
of safer materials and structures. The time lag required to detect smoke in a building fire is
a key factor in the likelihood of harm to occupants. Jang and Hwang [1] carefully controlled
smoke velocity and concentration to measure obscuration thresholds for different detectors
with different fuels. They found that sensitivity of photo-electric and ionization sensors
depended on the type of fuel. The results will be useful to predict detector activation times
and determine the required safe egress time.

The majority of the papers concentrated on wildland fires. This is likely due to
a combination of a large number of concerted research programs and recent advances,
combined with increased public interest. The devastation from the recent wildfires in
California, Australia, and elsewhere has captured the attention of the public, government
officials and funding agencies and highlighted the need to detect and monitor wildfires to
protect and preserve life and property. Image-based remote sensing from the air and space
across different wavelength regions has revolutionized the monitoring and management of
wildfires (for review see [2]). Barmpoutis and colleagues [3] review the current state-of-the-
art in optical remote fire detection systems from terrestrial, airborne or space platforms
and present a bibliometric analysis of the literature in addition to their review.

Recent advances in low resource detector technology and the rise in the availability
of data from small satellites has seen a surge in innovative detector technologies and
in the applications to which such data are put. Dufour and colleagues [4] present an
innovative sensor system for measurements of biomass burning. The system is based
on a bi-spectral microbolometer that can make radiometric measurements at long- and
mid-wavelength IR. Such a system would enable low-resource sensor platforms such as
nanosats or small UAVs for wildfire monitoring. Johnston et al. [5] detail the system
features and performance requirements for a wildfire monitoring satellite in the context
of the WildFireSat mission. The user-centric systems approach illustrates the complex
interplay of observational, measurement and precision requirements for a successful and
useful system.

Progress depends on the ability to extract meaningful information from the sensor
systems, and many papers focused on processing of the sensor data to extract meaningful
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fire characteristics. At the experimental level, Dickson et al. [6] provided new insights
into fire dynamics through careful analysis of direct measurements to better characterize
sensible heat flux within a spreading flame-front. Fisher et al. [7] were able to conduct
regional analysis of particulate emissions from El Niño exacerbated wildfires in Indonesia
using geostationary satellite observations, expanding our understanding of the contribution
of different types of fires to these types of harmful emission during severe fire events.

Processing of sensor data and classification of such data with limited resources was
considered by several papers. Ifimov and colleagues [8] were confronted with a mid-wave
IR airborne image dataset without reliable geolocation data. They were able to use a
two-step semi-automatic geocorrection process to generate informational products such as
fire radiative power density (FRPD). This technique could be used by other researchers to
process airborne infrared imaging data without the need for highly accurate positioning
data. Sousa et al. [9] focus on mobile platforms and the integration of off-the-shelf thermal
imaging cameras into mobile robot image processing pipelines. Tlig et al. [10] adapt PCA-
based image processing techniques to extract relevant fire management characteristics
from wildfire imagery. Pan et al. [11] apply convolutional neural networks for forest fire
detection and prune the network based on Fourier domain similarity to reduce the resource
requirements for edge computing implementations of the technique.

This Special Issue presents a unique cross section of current research priorities related
to fire and smoke sensing in the scientific community. Although far from a complete
survey, the articles presented demonstrate a growing interest in the use of remote sensing
for wildfire research and monitoring, and the pursuit of new technologies to broaden
the potential of this field. Notably, there is a strong interest in processing techniques for
extracting increasingly complex products from existing data types. However, the use of
direct measurement sensors and the careful analysis of the data they produce continues to
provide new insights into wildfire dynamics and human safety in domestic settings. It is
the view of the guest editors that this is an accurate reflection of the present focus of our
field, and that this Special Issue is a suitable introduction to the topic of Sensors for Fire
and Smoke Monitoring.
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Abstract: This study describes the development of a prototype bi-spectral microbolometer sensor
system designed explicitly for radiometric measurement and characterization of wildfire mid- and
long-wave infrared radiances. The system is tested experimentally over moderate-scale experimental
burns coincident with FLIR reference imagery. Statistical comparison of the fire radiative power
(FRP; W) retrievals suggest that this novel system is highly reliable for use in collecting radiometric
measurements of biomass burning. As such, this study provides clear experimental evidence that
mid-wave infrared microbolometers are capable of collecting FRP measurements. Furthermore, given
the low resource nature of this detector type, it presents a suitable option for monitoring wildfire
behaviour from low resource platforms such as unmanned aerial vehicles (UAVs) or nanosats.

Keywords: wildfire; microbolometer; FRP; radiometric; UAV; satellite

1. Introduction

Globally, wildfires burn nearly 4.3 million km2 annually [1], with climate driving and
controlling fire regimes [2]. However, anthropogenic burning (regardless of intent) is the
dominant cause of wildfire ignition the world over [3–5]. Global wildfire activity is increas-
ing under climate change [6,7]. This trend is worsened by continued population growth
and the expansion of wildland urban interface across many regions of the world [8,9]. Not
surprisingly, there has also been an increased frequency of catastrophic wildfire events
in recent years (e.g., Australia, 2009, 2019/20; California, 2018; South America, 2019; the
Mediterranean/Greece, 2018; the Arctic, 2019; Canada, 2016, 2017, 2018).

Emerging technologies may provide a means of supporting increasingly complex
operations resulting from the growing threat of wildfires. Of particular interest has been
the use of new remote sensing technologies, tools and information systems in wildfire
operations [10]. Regionally, some countries implement Earth observation (EO) monitoring
systems (e.g., Brazil, Canada, USA, South Africa), while the Global Wildfire Information
System (GWIS) provides global EO fire monitoring services. Near real-time smoke monitor-
ing derived from these EO products is available both regionally [11,12] and globally [13].

In an effort to expand the scientific and operational value of infrared (IR) imaging,
there is a growing body of evidence suggesting that it can be used to characterize wildfire
behaviour under experimental conditions. Specifically, through the automation of fire struc-
ture detection [14,15] and temporal analysis, it is possible to map and measure the rate and
direction of spread [16–18], arguably with higher precision than traditional methods [19].
Additionally, the fire radiative power (FRP; W) [20] emitted from actively spreading flame
fronts has been shown to be a strong predictor of fire line intensity (kW m−1) [21,22].
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The potential utility of infrared remote sensing in the operational management of
wildfires has spurred numerous technology developments. The government of Canada
recently announced its intention to build the world’s first dedicated operational wild-
fire monitoring satellite, WildFireSat [23]. The technology behind this system has been
proposed for smaller-scale applications [24]. In the airborne domain, there has also been
substantial interest in the expanded use of unmanned aerial vehicles (UAV) in wildfire
operations [25–28]. However, UAV applications are highly sensitive to payload mass and
power requirements, which presents varying challenges in terms of integrating the type of
IR systems necessary for comprehensive wildfire monitoring.

An ideal means to achieve infrared (IR) band radiometric imaging measurement in
a small, lightweight and low-power system suitable for resource-constrained platforms
such as UAVs is to use uncooled microbolometer sensors. Although initially primarily of
interest for military applications, today, microbolometer sensors have become much less
expensive to fabricate than cooled infrared detectors and are finding more uses in com-
mercial applications. Notably, Institut national d’optique (INO) built the microbolometer
sensors for the new infrared sensor technology (NIRST) instrument, which was launched
on NASA’s SACD-Aquarius satellite in 2011 [29] and was a foundational step in the
evolution of the WildFireSat mission. A dual-camera system operating in both the mid-
wave infrared (MWIR) and long-wave infrared (LWIR) bands, NIRST was a pioneering
demonstration of the use of microbolometer technology for wildfire monitoring from
space, using a 512 × 3 format focal plane array. Since then, INO has been developing
other microbolometer array formats for custom applications, such as the INO-384 de-
tector, which has 384 × 288 pixels of 35 µm pitch [30]. The INO-384 focal plane array
(FPA), in combination with the development of novel broadband absorber technologies
such as gold black and resonant structures, has been used for nearly 10 years in a variety
of leading-edge systems developed at INO, such as see-through Terahertz systems and
hyperspectral imagers [31,32].

Notably, the wide infrared wavelength band sensitivity made possible by INO’s gold
black absorber technology, combined with the recent availability of wide infrared band
optics, led INO to develop the Microxcam-384-MLWIR camera, which offers uniform
sensitivity in the 3 to 14 µm spectral range in a compact, lightweight and low power format.
By fitting this camera with appropriate bandpass filters and a calibration system, it is
possible to adapt it for wildfire measurement. Its low weight and power demand makes it
ideal for UAV platforms.

In this study we describe the development of a novel bi-spectral microbolometer-
based thermal imaging system test bench, based on the Microxcam-384-MLWIR camera,
known as Bomberos. The suitability of Bomberos for wildfire monitoring applications
is evaluated through a statistical comparison of its MWIR and LWIR bands to reference
imagery collected simultaneously with a commercial photovoltaic detector-based MWIR
radiometric imager (FLIR SC6703 camera) over a series of small-scale experimental biomass
fires. Specifically, we compare the similarity of FRP measurement between the Bomberos
MWIR and FLIR MWIR bands, and between the Bomberos MWIR and LWIR bands. In
doing so, we demonstrate that Bomberos is an effective means of accurately characterizing
wildfire energy, and present the very first field-based, observational evidence that MWIR
microbolometers are capable of measuring FRP.

2. Materials and Methods
2.1. Bomberos
2.1.1. System Description

Bomberos was devised as a test bench to evaluate the performance of INO’s broadband
microbolometer technology in FRP measurement. It consists of: (1) two infrared cameras
mounted on a motorized pan-tilt actuator, (2) two blackbody calibration targets, (3) a
thermal control system, (4) a visible-band camera for reference, (5) a tripod, and (6) two
laptop computers for data acquisition. Photos of Bomberos are shown in Figure 1.
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Figure 1. The Bomberos bi-spectral imaging system, shown in observation (left) and calibration
(right) modes.

It should be noted that a potential future implementation for UAVs would be far lighter
and more compact. Indeed, the very wide IR sensitivity of the INO gold black bolometers
could make it possible to have a single camera, with butcher-block filters near the focal
plane, to cover both the MWIR and LWIR bands. Such a camera would consume far less
power than a cooled infrared camera. Indeed, the INO Microxcam-384-MLWIR camera core
typically draws less than three Watts of power, excluding the detector’s thermo-electric
cooler (TEC) that is used for temperature stabilization and which typically consumes one
additional Watt. A single embedded computer would suffice to acquire imagery from such
a bi-spectral camera on a UAV. Moreover, the motorized pan-tilt actuator plus blackbody
plate assembly could be replaced by a single lightweight mechanical shutter with a high
emissivity surface of known, measured temperature for calibration.

On the Bomberos system, the MWIR and LWIR cameras are modified INO Microxcam-
384-MLWIR cameras that are identical aside from the bandpass filters and aperture masks.
They both have a compact (61 × 61 × 65 mm, 360 g) Microxcam camera core, containing
3 to 14 µm gold-black coated 384 × 288 microbolometer detectors, and are configured
with identical commercial broadband IR optics (Ophir SupIR radiometric lens model
#65119, with F/1 aperture and 35 mm focal length). The Microxcam core contains a
TEC element under the detector to maintain its temperature to a stable value (typically
25 ◦C). Each Microxcam core interfaces to a data acquisition and control computer via a
Gig-E communication link and is powered by a 12 VDC supply. The two IR cameras are
synchronized to measure the same scene at the same time.

Wavelength selectivity is provided by bandpass MWIR (3.4 to 4.2 µm) and LWIR
(10.4 to 12.3 µm) one-inch diameter filter elements mounted on custom-designed filter
holders between the sensor and the imaging lens. The wideband detectors can be quite
sensitive to small temperature variations of these filters, particularly the MWIR filter,
which is emissive in the LWIR range. Thereby, the filter and detector environment is
temperature-controlled to 27 ◦C using TEC elements and temperature monitoring feedback.
As described in more detail later, custom-designed aperture-limiting masks are added to
the ends of the lenses to prevent excessive irradiance from reaching the detectors when
exposed to high-temperature fires. Finally, mechanical shutters are installed just outside
the lenses, to protect the detectors from excessive thermal signals (remanence effects, as
described in the next section) when not in image acquisition mode.

The two cameras are mounted on pan-tilt actuators that can be used to scan different
viewing angles, and to provide occasional downward-looking views of the blackbody
calibration targets. These targets serve as a known temperature reference that enable
converting detector signal intensity to scene radiance and apparent temperature. The
targets consist of aluminum plates covered with high-emissivity paint (black velvet). The
target temperatures are measured since these temperature values are required to apply
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radiometric correction, as described in the next sub-section. The targets are thermally
passive, and therefore their temperature can vary depending on the ambient temperature.

The cameras, pan-tilt actuators and blackbody targets are all installed on a ruggedized
tripod mount. A commercial small visible-band video camera was also installed next to
the two infrared cameras, to provide contextual information for data analysis.

2.1.2. Calibration and Measurement Procedure

Wildfire measurement requires the infrared cameras to be configured appropriately, in
particular because of the large amount of power incident on the pixels when viewing a high
temperature event. This can cause two problems: detector saturation and remanence. For
the purposes of the Bomberos test campaign described later in this article, we assumed the
maximum apparent fire temperature to be 900 ◦C. This is based on the previously measured
intensity of similar experimental fires and the ground-projected pixel size. Under normal
operation settings, the Bomberos camera signals (in particular the MWIR band one) would
saturate well below this point. A simple way to avoid saturation is to reduce the bolometer
integration time to reduce the responsivity. However, reducing the responsivity has the
effect of reducing the pixel sensitivity, which is defined either as noise-equivalent spectral
radiance (NESR) or noise-equivalent temperature difference (NETD). To counter this, the
Bomberos cameras were configured to acquire images in a high dynamic range (HDR) mode
with two alternating integration times, one to optimize the sensitivity for low temperature
scenery, and the other to allow unsaturated fire temperature measurements up to 900 ◦C.
The image frames with the two integration times are taken in rapid succession, 20 ms
apart. The change in the scene radiance is assumed to be minimal within this time interval.
Similar HDR sampling approaches have been used for FRP measurements elsewhere
(e.g., [22]) and are used in the FLIR reference system used in this study (Section 2.2.2).
Reconstructed images are then obtained by taking the high sensitivity/low dynamic range
image and replacing saturated portions with image data from the low sensitivity/high
dynamic range image.

As for the remanence effect, this phenomenon occurs when the VOx material in the
bolometer is heated beyond a critical temperature point, for example, as a result of excessive
incident irradiance on the pixels. The result is an extra offset signal on the bolometer that
gradually goes away with time (on the order of several hours, but can be up to several
days in severe cases), plus a loss of responsivity that also gradually returns to normal over
time. The remanence effect was characterized in laboratory measurements by exposing
the Bomberos cameras to various calibrated hot blackbody temperatures for different
lengths of time. These measurements allowed the determination of the incident irradiance
threshold on the pixels at which the remanence effect starts to occur. Based on these results,
aperture-limiting circular masks were placed in front of the two cameras to restrict the
amount of incident irradiance when the detector is exposed to the highest foreseen scene
radiance (corresponding to 900 ◦C temperature exposure for 1 s every minute) to just below
the remanence irradiance threshold. For the MWIR camera, a mask with a 6.5-mm hole was
used, and for the LWIR camera, a 20-mm hole. Given the 35-mm diameter of the lenses,
this reduces the effective lens aperture from F/1 to F/5.38 (MWIR) and F/1.75 (LWIR).
Since the masks are in the field of view of the lenses, their thermal emission will contribute
to the detector signal and must therefore be compensated for. It should be noted that these
masks will reduce the sensitivity to low temperature scenery measurement, by a factor
proportional to the square of the F-number.

To enable accurate radiometric measurements with a thermal imaging camera, all the
factors that contribute to the signal measured on the detector must be considered. These
can be expressed as in the following equation, where S is the digitized signal measured by
a detector pixel (counts), R is the pixel responsivity (in counts/W), and O is the pixel offset
signal (in counts):

S(Tscene) = R ·
{∫ ∞

λ=0
(Gmask(λ) · L(λ, Tmask) + Genv(λ) · L(λ, Tenv) + Gscene(λ) · L(λ, Tscene) ) dλ

}
+ O (1)
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The integral terms express that the power incident on a pixel is the sum of the ther-
mal spectral radiances (L(λ,T), representing Planck’s blackbody function as a function of
wavelength and temperature from: (1) the scene being imaged (Tscene), (2) the environment
around the detector (Tenv), and (3) the aperture-limiting mask (Tmask). The wavelength-
dependent factors, G(λ) in the equation, are thermal-radiance-to-incident-power weighting
factors for the different thermal contributors, defined by the camera geometry and optical
properties (e.g., spectral emissivity and reflectance of the different components). To achieve
accurate measurement of the scene radiance, all the other contributors to the signal should
be removed. This can be achieved by performing an offset measurement close in time to the
scene measurement, such that the detector environment and aperture mask temperatures
are unchanged and can thus be eliminated by subtraction. The offset measurement consists
of viewing the reference passive temperature targets, which are at a known temperature
Toffset. The resulting signal is as follows:

S
(

To f f set

)
= R ·

{∫ ∞

λ=0
(Gmask(λ) · L(λ, Tmask) + Genv(λ) · L(λ, Tenv) + Gscene(λ) · L

(
λ, To f f set

)
) dλ

}
+ O (2)

Subtracting the offset signal from the scene signal and rearranging the terms, we
obtain the following expression for the scene radiance:

Lscene,band =
S(Tscene)− S

(
To f f set

)

R · Gscene,band
+ Lo f f set,band (3)

where it was approximated that the G(λ) transfer function is uniform across the narrow
wavelength range of the MWIR or LWIR filter through which the scene is viewed, such
that the integration can be approximated as multiplication by a constant, i.e.,

∫ ∞

λ=0
Gscene(λ) · L(λ, Tscene) dλ ≈ Gscene,band · Lscene,band (4)

This approximation was confirmed by measurements that showed that the detector
signal S is indeed a linear function of the scene radiance L.

To summarize, the scene radiance can be determined by: (1) measuring the scene and
offset detector signals, (2) calculating the in-band radiance Loffset,band of the passive black-
body target of known temperature used for the offset measurement, and (3) determining
the value of R·Gscene,band for the given detector pixel.

The R·Gscene,band values for each pixel and HDR setting were determined by laboratory
measurement of calibrated laboratory blackbody sources by the Bomberos cameras as the
blackbodies were set to a range of temperatures from 20 ◦C to 900 ◦C. Caution was taken to
ensure the hot blackbody was not heating the cameras and mask during the measurements,
which would cause an additional signal drift, inducing calibration errors. Accordingly, a
small (one-inch diameter) high-temperature cavity blackbody, which provides a limited
field of view to the camera and thereby limits heat transfer to the cameras, was used for
the higher temperature measurements (above 300 ◦C). The calibration measurements were
obtained at a range of pan and tilt settings to scan the entire field of view.

The Bomberos camera image acquisition and pan-tilt actuator control procedure was
fully automated to provide the most accurate and repeatable measurements possible. A
measurement cycle was set to last 60 s, and has the following steps:

t = 0 s: tilt the cameras downwards towards the calibration targets, then open the shutters
every 3 s for a duration of 1 s each and acquire offset images.

t = 25 s: close the shutters and orient the cameras towards the scene of interest.
t = 29 s: open the shutters, acquire 1 s of scene images, then close the shutters.
t = 35 s: tilt the cameras downwards towards the calibration targets, then open the shutters

every 3 s for a duration of 1 s each and acquire offset images.
t = 60 s: repeat the cycle.

9
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As can be seen, the cameras spend most of their time with the shutters closed and
looking at the calibration targets to minimize remanence effects. However, in future
developments of its microbolometer-based fire sensors, INO plans to use their new high-
resolution 1024 × 768 array, which is expected to exhibit a lesser remanence effect, and
therefore can be operated for longer periods with the shutter open. Additionally, the
remanence effect would be significantly less in a push-broom type scanning configuration,
where the hot fire image would pass rapidly across the pixels, in contrast to this experiment
where the cameras were staring at a hot fire at very close range.

2.2. Experimental Design and Protocol
2.2.1. Layout

A series of experimental burns was conducted for this study at the Canadian Forest
Service’s Rose Experimental Burn Station [19,22] over three days in September of 2019. The
Bomberos system was mounted ~21.6 m up a scaffold tower 4.8 m east of the burn platform.
A commercial MWIR camera was mounted on the same level of the tower to serve as
reference imagery for comparison. The view zenith angle for the imagers was ~21 degrees,
as shown in Figure 2.

Figure 2. Visualization of the position of the Bomberos and FLIR SC6703 systems on the scaffold
tower relative to the burn platform (not to scale).

2.2.2. Reference Imagery

A FLIR SC6703 with a narrow pass 3.9 µm spectral filter was used as the baseline
MWIR reference point. The narrow spectral band and wide dynamic range (~423 to 1123 K)
of this camera (achieved through HDR sampling of three integration times) has been proven
to provide highly reliable FRP measurements [22]. In this study, it was configured to collect
imagery at a frame rate of 30 Hz.

2.2.3. Data Collection Protocol

Prior to ignition, the FLIR camera collected several frames in ambient imaging mode.
This was to provide spatial reference points prior to collecting data in the higher temper-
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ature settings, which omit ambient temperatures. Once this was complete, the reference
imager was placed in high-temperature mode, and image collection began at a rate of
30 Hz. At the same time, the Bomberos cameras were set to acquire continuously, as
described in Section 2.1.2. The Bomberos cameras measured low-temperature background
and high-temperature fires simultaneously due to the HDR acquisition mode.

Once imaging had begun, a series of experimental fires were lit on the burn platform
using recently harvested hay (primarily Timothy grass; Phleum pratense) from nearby
agricultural activities. Although not a forest fuel itself, there is precedence for its use in FRP
studies [21]. The experimental fires themselves ranged in size from 0.25 to 4 m in diameter
and, when smaller diameters were burning, multiple fires would be spaced throughout
the platform in varying spatial configurations (Figure 3). Throughout the burning process,
fires were allowed to smolder down and be stoked up by the periodic addition of more
fuel, resulting in longer durations for sampling and a broad range of intensities.

Figure 3. Example of experimental burn trials conducted 18 September 2019 during this experiment.
Pictured here, researchers add fuel to a ~2 m diameter fire with a pitchfork while it is sampled by
Bomberos and the reference FLIR imager on the tower adjacent to the burn platform.

2.3. Data Processing and Analysis
2.3.1. Temporal and Spatial Characterization

Temporal alignment between the Bomberos and FLIR images was performed prior
to calculating FRP for each image. The Bomberos images were recorded in one-second
intervals, whereas the FLIR images were recorded continuously throughout the burns, and,
therefore, the FLIR images had to be segmented to match the Bomberos sequences. Time
synchronization was done by visually examining the images of the Bomberos and FLIR
data to look at commonalities between the images (e.g., people appearing in the frames,
more fuel being added to the fire). Once the images were matched visually, they were
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checked by creating a time series of the mean FRP for frame and ensuring that the images
were comparable.

Spatial characterization between the Bomberos and FLIR images was determined by
using ambient images from both cameras and known measurements of burn pad panels
to calculate the approximate pixel size for each of the Bomberos and FLIR image outputs.
Measurements were taken from four different locations across the burn pad to produce four
different pixel sizes for each image. These four pixel sizes were then averaged to produce
one pixel size for each of the Bomberos and FLIR images. New measurements were taken
every time the camera angle changed to ensure that the new position of the camera angle
did not affect the pixel size. On average, the FLIR pixel size was 0.025 m in diameter and
the Bomberos was 0.022 m. These approximate pixel sizes for each of the Bomberos and
FLIR images were used in the FRP calculation.

2.3.2. Fire Radiative Power Calculations

Fire radiative power was calculated separately for both the MWIR and LWIR bands.
For the Bomberos MWIR and FLIR MWIR FRP calculations, the MWIR radiance method of
Wooster et al. [20] was used. The FRP calculation coefficient was tailored to the specific
spectral response functions of the Bomberos and FLIR cameras. Before calculating FRP,
all pixels with a temperature of less than 500 K were removed from the images. This was
to remove pixels that were detected in the Bomberos imagery at a lower threshold than
the FLIR imagery, ensuring that the datasets were comparable. For the Bomberos LWIR
camera, FRP was calculated from the brightness temperature with an assumption that
the fire behaved as a blackbody, filling the entirety of each pixel area, allowing FRP to be
calculated using the Stefan–Boltzmann law. For both the MWIR and LWIR FRP calculations,
FRP was calculated for each pixel in the image, and then summed to produce total FRP per
frame for the fire in kilowatts (kW).

2.3.3. Bomberos MWIR—FLIR MWIR Intercomparison

The Bomberos MWIR and FLIR MWIR intercomparison for FRP was carried out by
comparing the mean FRP for each sequence. The sum of FRP per frame was taken for
both the Bomberos MWIR and FLIR MWIR data, and then the mean was calculated for
each one-second sequence. The field of view for the Bomberos and FLIR cameras were not
the same, so in instances where there were multiple fires on the burn pad, each fire was
isolated in both the Bomberos and FLIR images so that the FRP comparison would only be
for a single fire. In cases where there was only one fire on the burn pad, the entire field of
view for each camera was compared in the FRP comparison. The mean FRP values for each
sequence of the Bomberos MWIR and FLIR MWR data were then plotted against each other
and compared using linear regression with the intercept constrained at 0. In this analysis,
the slope from the linear regression estimated the deviance of the FRP values from the line
of perfect agreement. A separate t-test was also conducted to determine if the slope of the
relationship between the FLIR MWIR and Bomberos MWIR FRP data was significantly
different from the line of perfect agreement. There were 67 one-second fire sequences,
resulting in one mean FRP estimation each, which were compared in this analysis.

2.3.4. Bomberos MWIR—LWIR Intercomparison

The Bomberos MWIR and LWIR intercomparison was analyzed using the same meth-
ods described above. A linear regression model with the intercept constrained at zero was
used and results were analyzed to determine the deviance of the MWIR and LWIR FRP
values from the line of perfect agreement. Similarly to the Bomberos and FLIR MWIR inter-
comparison, a t-test was conducted to determine if the slope of the relationship between
Bomberos MWIR and LWIR was significantly different from the line of perfect agreement.
There were 67 fire sequences compared in this analysis.
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3. Results
3.1. Bomberos MWIR and FLIR MWIR FRP Comparison

The linear regression between the Bomberos MWIR and FLIR MWIR FRP shows a
significant relationship (R2 = 0.998, p < 0.0001; see Figure 4). Most data points follow the
line of perfect agreement. Overall, there was more data collected at lower FRP values
than higher FRP values. The agreement between FRP values from Bomberos and FLIR
is extremely good for lower FRP values; however, as FRP increases, there is deviation
from the line of perfect agreement, with Bomberos estimating slightly higher FRP values
than FLIR. The slope of the relationship between Bomberos MWIR and FLIR MWIR is
1.06, meaning that there is a 6% deviance between the FLIR MWIR and Bomberos MWIR
relationship and the line of perfect agreement. This difference between the slope and the
line of perfect agreement is significant, t(66) = 9.31, p < 0.001. Figure 5a,c show the FRP
values per pixel for the Bomberos MWIR and FLIR MWIR images, respectively, for an
example frame in a sequence, with the two images being very comparable in pixel FRP
values and overall mean FRP.

Figure 4. Linear regression between the FLIR MWIR and Bomberos MWIR fire radiative power (FRP).
Data points consist of 67 different one-second sequences recorded from experimental fires conducted
between 16 and 18 September 2019.

3.2. Bomberos MWIR and LWIR FRP Comparison

The linear regression between the Bomberos MWIR and LWIR FRP shows a significant
relationship (R2 = 0.999, p < 0.0001; see Figure 6). The mean FRP for the Bomberos MWIR
and LWIR align closely with the line of perfect agreement, with deviation from the 1:1 line
increasing as FRP increases. At higher values of FRP, the Bomberos LWIR estimates
higher FRP values than the Bomberos MWIR. The slope of the relationship between the
Bomberos MWIR and LWIR mean FRP, 0.94, is significantly different from the line of perfect
agreement, t(66) = −14.21, p < 0.01.
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Figure 5. Images of a 1.5 × 3 m fire on 16 September 2019. (a) MWIR Bomberos image of FRP per
pixel in Watts. The total FRP for the fire in the frame is 64,236.2 W (64.3 kW); (b) LWIR Bomberos
image of FRP per pixel in Watts. The total FRP for the fire in the frame is 72,651.0 W (72.7 kW);
(c) MWIR FLIR image of FRP per pixel in Watts. The total FRP for the fire in the frame is 63,642.9 W
(63.6 kW); (d) Visual imagery of the fire from a camera fixed to a tower 21.6 metres above the fire.

Figure 6. Linear regression between the Bomberos MWIR and LWIR fire radiative power (FRP).
Data points consist of 67 different one-second sequences recorded from experimental fires conducted
between 16 and 18 September 2019.

14



Sensors 2021, 21, 3690

4. Discussion

This study examines the use of microbolometer-based mid- and long-wave IR detec-
tors for collecting radiometric measurements from biomass combustion. Through direct
comparison between measurements made with the Bomberos microbolometer test bench
and coincident FLIR imagery of 67 experimental burning samples, it was determined that
the microbolometer detectors were highly reliable in retrieving FRP in both the mid- and
long-wave IR. That said, in both spectral bands, the relationship between Bomberos and
FLIR FRP did show statistically significant deviation from the line of perfect agreement.

Regression analysis of the Bomberos and FLIR MWIR FRP retrievals demonstrate
exceptional correlation (R2 = 0.998, p < 0.0001), though the slope from this comparison,
1.06, is a small but statistically significant deviation from the line of perfect agreement
(t(66) = 9.31, p < 0.001). This trend towards over-estimation (of ~6%) by Bomberos is
more pronounced at higher FRP and may be explained by a number of potential factors.
Notably, the FLIR and Bomberos spatial resolutions differed (~0.022 m and ~0.025 m
diameter for Bomberos and FLIR, respectively) due to their detector dimensions and
optical configurations. Given that pixel area corrections were estimated manually in the
analysis, it is possible that minor errors in these calculations could have impacted the
accuracy of either the FLIR or Bomberos FRP calculations. Additionally, the temporal
co-registration of the imagery is not exact, which could have influenced the comparison;
however, the comparison of mean total FRP over the sample periods was designed to
minimize these errors. Though the two cameras have different saturation points, in both
data sets, saturation was not observed. Aside from the fundamental difference in detector
technology, the most significant difference between the Bomberos and FLIR MWIR detectors
is their spectral response functions. While the FLIR system was equipped with a narrow
pass (~0.15 µm) filter that stops short of 4.0 µm, the Bomberos MWIR bandpass filter is
much wider, extending from 3.4 to 4.2 µm and potentially intersecting the CO2 band around
4.2 µm. Given that biomass combustion releases large amounts of hot CO2 (which varies
substantially throughout the vertical profile of the smoke plume), and since the absorption
of ambient CO2 is a strong factor even in short-range measurements, even a small deviation
within this spectral range could introduce substantial differences in the FRP observations.
It should also be noted that the lower temperature threshold for the data segmentation
was determined based on the brightness temperature ranges, and not modified to account
for the varying spectral response functions of the two cameras; however, the net effect of
this discrepancy is minimal on overall FRP calculations. Notably, despite these potential
causes, the agreement between the FRP observations remains strong.

Regression analysis of the Bomberos MWIR and LWIR FRP retrievals demonstrate
similarly strong correlation (R2 = 0.999, p < 0.0001) but with a slope of 0.94, which is again a
statistically significant deviation from the line of perfect agreement (t(66) = −14.21, p < 0.01).
In this case, the trend is towards over-estimation (of ~6%) in the LWIR. Though the bias
is small, here, the over-estimation is more consistently observed across the full range of
observations. It should be noted that not only are the MWIR and LWIR observations being
recorded in completely different spectral bands, but they are also calculating FRP in very
different ways. Based on the variation in the calculation method (MWIR radiance method
vs. Stefan–Boltzmann law), disagreement in the results is to be expected. With this in mind,
the agreement between the MWIR and LWIR FRP retrievals is considered very successful.

5. Conclusions

Early efforts to image biomass burning events using MWIR microbolometer tech-
nology demonstrated that it was possible to detect these phenomena from space-borne
platforms (e.g., [29,33]). However, this demonstration failed to include complete radio-
metric calibration capabilities, resulting in the inability to derive FRP from the data. As a
result, some debate has persisted within the community as to the applicability of MWIR
microbolometer technology in providing comprehensive fire monitoring datasets. In this
study, we have demonstrated that it is possible to perform high-accuracy radiometric
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observations of biomass burning events in the MWIR and LWIR using microbolometer
technology. To our knowledge, this study represents the first scientific evidence that MWIR
microbolometers are highly reliable sources of FRP measurements. In doing so, these
findings suggest that these types of low resource detectors are suitable for deployment
for wildfire monitoring applications, particularly where onboard resources are limited
(e.g., UAV and nanosat type scenarios).

The encouraging results from this study are expected to stimulate further devel-
opments towards a compact system specifically designed for radiometric airborne and
space-based wildfire measurement. This could include combining MWIR and LWIR bands
in a single camera—for example, by using butcher block filters near the focal plane array, or
with a filter wheel. Moreover, the development of a less resource-intensive thermal offset
compensation method would likely be required. This could potentially be achieved by
using a lightweight mechanical shutter, or by using temperature measurements at strategic
points in the camera and correcting the images accordingly.
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Abstract: The increase in annual wildfires in many areas of the world has triggered international
efforts to deploy sensors on airborne and space platforms to map these events and understand their
behaviour. During the summer of 2017, an airborne flight campaign acquired mid-wave infrared
imagery over active wildfires in Northern Ontario, Canada. However, it suffered multiple position-
based equipment issues, thus requiring a non-standard geocorrection methodology. This study
presents the approach, which utilizes a two-step semi-automatic geocorrection process that outputs
image mosaics from airborne infrared video input. The first step extracts individual video frames
that are combined into orthoimages using an automatic image registration method. The second
step involves the georeferencing of the imagery using pseudo-ground control points to a fixed
coordinate systems. The output geocorrected datasets in units of radiance can then be used to derive
fire products such as fire radiative power density (FRPD). Prior to the georeferencing process, the
Root Mean Square Error (RMSE) associated with the imagery was greater than 200 m. After the
georeferencing process was applied, an RMSE below 30 m was reported, and the computed FRPD
estimations are within expected values across the literature. As such, this alternative geocorrection
methodology successfully salvages an otherwise unusable dataset and can be adapted by other
researchers that do not have access to accurate positional information for airborne infrared flight
campaigns over wildfires.

Keywords: wildfire; fire monitoring; mid-wave infrared; airborne sensor; geocorrection

1. Introduction

As wildfire events have increased in many areas of the world with catastrophic
consequences [1–4], the ability to accurately monitor these events at different spatial
and temporal scales is becoming a key concern and focus for governments around the
globe [5–7]. Active wildfire monitoring e.g., [8], rapid turn-around of data processing, and
computation of fire mapping products are all fundamental to understanding the life cycle
of fires, detecting spatial patterns, mitigating their potential damage, and implementing
response and recovery activities. Efforts to deploy different observation platforms [8–13] is
an essential task aiming to better understand, for instance, how climate change influences
wildfire behaviour [14–16]. Remotely sensed data from infrared sensors (e.g., mid-wave
infrared and long-wave infrared) are able to capture information from both naturally-
occurring and controlled-fires regardless of time of day [17–19].

The importance of accurate detection of wildfires is that it allows the users of this
technology to better address aspects such as fire behaviour [20], build fuel consump-
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tion models [21], and learn how they impact their surrounding environments [17,22].
To date, spaceborne and manned airborne platforms are commonly used to study wild-
fires [17,23,24], with the inclusion of unmanned aerial vehicles (UAV) into the airspace still
being developed [19,25,26]. However, each platform provides unique data over top of the
fire. For instance, satellite based infrared sensors provide landscape level information at a
moderate (e.g., ~0.4–1.0 km) spatial resolution e.g., [8,27], however, they have very defined
orbital paths and revisit periods which are often inadequate for operational purposes. More-
over, spaceborne sensors require independent data for the calibration and validation of fire
satellite products [28,29]. Given the highly dynamic behaviour of wildfires [30], the use of
airborne platforms for wildfire mapping [17] are ideal for near real-time characterization at
operational scales (e.g., 10 km× 10 km) and fine spatial resolution (~1–5 m). Thus, airborne
infrared imagery acquired over wildfires is adequate to generate end-products such as
fire-front locations [30], rate of spread [24], fire radiative power and fire-line intensity [31].
These estimations can be further compared and/or integrated with satellite imagery, such
as Sentinel-3 Sea and Land Surface Temperature Radiometer (SLSTR) [12], the Visible
Infrared Imaging Radiometer Suite (VIIRS) [8] and the future Canadian WildFireSat [13],
to establish a wildfire management system at local and national scales.

Considering airborne platforms, a key aspect of wildfire mapping is the process
of geocorrection and geo-registration [9,24]. The objective of the geocorrection process
is to compensate platform and/or sensor motion so that the final image is represented
in a grid format and usually resampled to a specific cell size [32]. Geo-registration or
georeferencing refers to the process where the goal is to align the corrected image to a
local coordinate system with a given ellipsoid and datum [32]. Processing thermal infrared
data to detect, for example, fires’ heat signatures and registering them to a coordinate
system is ideal for most applications [17]. However, the geocorrection and registration
process can be challenging within wildfire mapping, particularly at the airborne scale
when Inertial Measurement Unit (IMU) and precise Global Navigation Satellite System
(GNSS) data are not available [9,33]. For an effective georeferenced dataset, a user will, in
general, require a quality GNSS unit capable of differential post processing [34]. As well, a
high-frequency inertial measurement unit (IMU) that records the sensor’s attitude (i.e., roll,
pitch, yaw) [32] is often required. While GNSS positioning is a standard feature on most
survey aircraft’s navigation system, ideally the thermal sensor would also have dedicated
high accuracy GNSS and IMU devices. However, this might not be the case due to on-board
space limitations, or budgetary constraints [17]. As such, a geocorrection method, that can
achieve high accuracy in the absence (or malfunction) of GNSS/IMU, can be valuable for
maximizing the utility of the thermal imagery. While not necessarily common, equipment
malfunction can occur during a field campaign, particularly in the context of wildfires
where activities are carried out under both environmentally challenging and high operator
stress conditions. As airborne data is expensive and labour intensive, if a malfunction in the
GNSS or IMU does occur then solutions to recover the geolocation information are needed.

Here we present a novel data loss minimization methodology based upon the malfunc-
tion of both GNSS and IMU instruments in an airborne thermal infrared field campaign
over an active wildfire. While specific to the issues encountered in this field campaign, the
method can be easily applied to any scenario where infrared data does not have associated
GPS or IMU information, whether due to equipment issues or imagery that has been
acquired without the associated positional instruments. The method is a two-step semi-
automatic geocorrection process that outputs image mosaics from airborne infrared video
input. The first step involves taking the infrared video as individual frames and using an
automatic image registration method to develop the initial mosaic. This step was followed
by georeferencing the imagery using high-resolution GeoEye (1.84 m) satellite imagery
acquired over the same area. While the images produced by this first step can be used for
some basic, non-georeferenced analysis, the second step is highly beneficial as it aligns
the orthoimage with distinct geographical features, as well as, assists in accounting for
larger warping effects that occur in the imagery due to significant aircraft motion. The final
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output is a set of accurate orthoimages that can be compared with other GPS-referenced
data and analyzed for purposes such as fire end-products (e.g., fire radiative power).

2. Data Collection
2.1. Field Campaign

The airborne field campaign was a collaborative effort between the Flight Research
Lab of the National Research Council Canada (NRC) and the Canadian Forestry Service
of Natural Resources Canada. The two primary goals of the campaign were: (1) quantify
wildland fires intensity and progression, and, (2) compare the fire’s radiative emissions of
the airborne campaign to those determined from a coincidental overpass of Sentinel-3a Sea
and Land Surface Temperature Radiometer (SLSTR). The project employed NRC’s Twin
Otter survey aircraft that collected Forward Looking InfraRed (FLIR) mid-wave infrared
(MWIR) imagery (Section 2.2) over the 37th Being Observed (BOB) wildfire in the Sioux
Lookout district (SLK-37), near Pickle Lake, Northern Ontario, Canada (Figure 1A,B).
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Figure 1. (A) Sioux Lookout (SLK-37) site located near Pickle Lake, Northern Ontario, Canada. FLIR MWIR data was
recorded twice in successive alternating directions over eight flight lines between 2 August and 3 August 2017. (B) Photo-
graph taken over the study area acquired on 3 August 2017, at 11:27 (EST). (C) Boundaries of the five selected flight lines
(i.e., FL-02 to FL-06) for data analysis.

A total of six flights (F) were conducted, however, due to weather and technical issues,
only two, F-03 and F-04, produced reliable datasets. The details of these two flights are
presented in Table 1. The flight patterns were flown in successive alternating directions,
designed to provide overlapping data (i.e., 20–30% overlap) at the edge of each flight line.
The overlap ensured total coverage of the area and allowed for the development of good
quality mosaicked images. Taking into account the dynamic nature of a fire, the flight
lines were planned according to the information provided by the local fire management
headquarters. To cover the full extent of SLK-37, eight flight lines were preplanned and
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collected twice during both nighttime and daytime flight campaigns. A total of 32 flight
lines (FL) were flown during both daytime (16 flight lines) and nighttime (16 flight lines)
operations between 2 August and 3 August 2017. Active fire was present on five of these
eight flight lines, which were selected for data analysis. The overall area (~6.5 km by
7.5 km), covered by these five flight lines (i.e., FL-02 to FL-06), is shown in Figure 1C.

Table 1. Summary of presented FLIR data acquired over the Sioux Lookout (SLK-37) site, located near Pickle Lake, Northern
Ontario, Canada, during the 2017 campaign. Average altitude and ground speed were extracted from the aircraft’s avionics
GPS system.

Flt No. Date Time Period No. of Lines Start Time
(EST)

End Time
(EST)

Altitude
(m MSL)

Ground Speed
(Knots)

F-03 August 2 a Night 16 b 22:20 23:37 2888.2 92.5
F-04 August 3 Day 16 b 10:26 11:41 2915.1 93.9

a UTC = Local (EST) +5. b Eight flight lines acquired twice.

2.2. FLIR Sensor

The thermal system used in this study was the FLIR SC8303 sensor (FLIR Systems
Inc., Wilsonville, OR, USA) that covers the 3.0 µm to 5.0 µm MWIR region (Table 2). For
this project, the infrared sensor was equipped with a 3.74 µm narrow bandpass flame filter.
This flame filter has the same spectral band center location as the S7 and F1 channels of the
Sentinel-3a SLSTR instrument [12].

Table 2. Summary of key characteristics of the SC8303 FLIR MWIR sensor.

Characteristic Value

Spectral Range (µm) 3.0–5.0
Detector Pitch (µm) 14

Frame Rate (Hz) Up to 125
Resolution (pixels) 1344 × 784

Temperature Accuracy ±2 or 2%
Standard Temperature Range (◦C) −20 to +350
Operating Temperature Range (◦C) −40 to 50

Weight without lens (kg) 4.5

The FLIR instrument can acquire data at different integration times in succession.
An integration time is defined as the length of time (ms) that the sensor’s shutter is open
for a single frame. Because wildfires are unique situations that have a broad array of
temperatures that can range from ambient up to nearly 1000 ◦C [35], the integration time
has a great impact on the imagery collected by the sensor. Short integration times only
capture high temperature values, while long integration times are required to measure low
temperature values. As such, the ability to collect multiple images at different integration
times allows for a high dynamic range image and minimizes saturation by extreme values.
In any digital imager the measured energy causes the detector to produce a signal voltage
that is transferred to an A/D converter and results in a specific digital count related to the
voltage amplitude. The FLIR sensor’s 14-bit dynamic range creates count values from 0 to
16,383 proportional to the incident energy at that integration time. These digital counts
can then be transformed into temperature and radiance values via calibration relationships
that are specific to the individual detector. Different integration times are selected so that
the dynamic range of the signal counts can be maximised to ensure proper confidence in
the measurement and visualization of the fire.

For the FLIR instrument in this work, pre-flight ground testing and laboratory mea-
surements were performed in July 2017 prior to its installation aboard the aircraft to ensure
accuracy of measurements and identify optimal integration times [36]. The full range of
the blackbody source (0–9999) was captured under four integration times: 1.4 ms, 0.3 ms,
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0.04 ms, and 0.0021 ms. Data was acquired using all four integration times during the 2017
flight campaign.

2.3. Twin Otter Survey Aircraft Hardware

While in the aircraft environment, there are three separate sensor systems used to
capture the wildfire data. The first is the FLIR sensor that collects imagery at a rate of
30 Hz (i.e., 4 × 7.5 Hz given the four integration times) and is GPS time-tagged from an
Inter-Range Instrumentation Group (IRIG) Time B, a generalized time measuring device
for electronics, whose category “B” outputs 100 Hz data. The second system, the Databoss,
records a spatial subset of the FLIR data at 30 Hz, as well as real-time aircraft system
GPS information (i.e., GPS time, latitude, longitude, and heading) at 1 Hz. This system is
in place for the on-board survey team to see the FLIR data as it is recorded and that the
ground target area is properly acquired. This is necessary for real-time quality assurance to
ensure no frames are dropped due to lack of available CPU resources, as the FLIR recording
software pauses the live IR camera feed while recording. Lastly, the aircraft’s onboard Data
Acquisition System (DAS) collects raw IMU data at 100 Hz and raw GPS pseudo-range data
at 1 Hz. Typically, the Twin Otter raw GPS is processed using a nearby GPS base station
to arrive at differential GPS data, and this is post-processed with the raw IMU data in a
Kalman filter [37]. This process outputs a combined position/attitude solution at 100 Hz
which is then associated with the GPS-time tagged FLIR data.

There were two separate points of failure in this process during the 2017 campaign:
(1) the FLIR sensor never received proper timing information from the IRIG Time B, and
(2) the aircraft’s IMU failed to record at the correct frequency. As a result, there was no
GPS time to associate the FLIR imagery with the rest of the GPS information, and no
high-resolution Kalman filter combined solution that could be calculated.

3. Methods
3.1. Geocorrection Process

To minimize the impact of the hardware issues encountered during the 2017 field
campaign, an alternative geocorrection method was developed (Figure 2). The method-
ology can be divided into the following steps: Databoss alignment, initial geolocation,
frame registration, and gridding. This methodology was developed and performed using
MATLAB Version 2016a, and the Image Processing Toolbox (The MathWorks, Inc., Natick,
MA, USA). The specific code for this process can be found in [38].

3.1.1. Initial Imagery Setup and Databoss Alignment

The first step in the process was to export each FLIR video frame for all integration
times into separate mat files using the FLIR ResearchIR software Version 4.90.9.30 (FLIR
Systems Inc.). Each integration time was exported for each flight line and processed as a
complete dataset. The following step was the alignment to the Databoss GPS information.
By comparing the recorded Databoss video, used as a secondary viewing system in-flight,
with the raw FLIR imagery, a linear transformation from the raw FLIR frame number to
the Databoss GPS could be found. This gave us access to real-time processed GPS position,
altitude, and heading at 1 Hz.
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3.1.2. Initial Geolocation

Using the associated 1 Hz GPS data found in the previous step, an initial geolocation
could be determined. Due to lack of IMU information, these readings were assumed to be
recorded during flat and level flight (i.e., the sensor is always pointed nadir). Taking into
account the lever arm distance of the GPS antenna to the FLIR sensor, we could use the
GPS information and FLIR lens properties to calculate the horizontal and vertical fields of
view, HFoV and VFoV, respectively:

HFoV= zcenter

(
SH

EFL

)
, (1)

VFoV= zcenter

(
SV

EFL

)
, (2)

where, SH and SV are the sensor horizontal and vertical dimensions, respectively, EFL is
the effective focal length, and zcenter is the aircraft-ground separation below the central
pixel (Figure 3). All variables are measured in meters. First assuming a heading of 0◦ (i.e.,
North), each pixel was assigned a GPS location based on the frame size (1344 × 784 pixels):

xpos,0 =

(
xcenter −

HFoV

2
:

HFoV

1344
− 1 : xcenter +

HFoV

2

)
, (3)

ypos,0 =

(
ycenter −

VFoV

2
:

VFoV

784
− 1 : ycenter +

VFoV

2

)
, (4)

where xcenter and ycenter are the GPS coordinates at the central pixel. Note that this required
the center pixel’s coordinates to be in the Universal Transverse Mercator (UTM) system, as
HFoV and VFoV were measured in metres.
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Figure 3. Calculation for the horizontal (HFoV) and vertical (VFoV) field of view (FoV) with respect to
the sensor (S) and the aircraft-ground separation below the central pixel (Zcenter).

Next, a rotation matrix was applied to the coordinates using the GPS heading, θ, with
the center pixel as the origin:

[
xpos ypos

]
=

[
cos θ − sin θ

sin θ cos θ

]
·
[
−xpos,0+xcenter
ypos,0 − ycenter

]
+
[

xcenter ycenter
]

(5)

This gave a final matrix where each pixel (whose value was in raw counts) was
assigned an initial estimated Easting (xpos) and Northing (ypos) location (Figure 4).
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3.1.3. Frame Registration

Once the data had initial geolocation estimates assigned, the process of building
a geocorrected image using frame registration could begin. This was the most time-
consuming process in the methodology presented here, as it is an iterative calculation,
checking each pair of chronological frames in the IR video. Image registration is a process
of automated data alignment, based on finding similarity in two images, and attempting to
fit them together. This process is completed by centering a single image (the “fixed” image)
and transforming a second image (the “moving” image), such that similarities between the
two line up. The transform, T, is defined as:

T =




a b 0
c d 0
e f 1


, (6)
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where the values of a to f are variable, depending on the type of transformation that is
being allowed. Given the expected small variability in space and amplitude from one frame
to the next, and the previous assumption of a reasonably flat, level, and straight flight line,
the simplest transform, translation (Ttranslation), was used for the processing:

Ttranslation =




1 0 0
0 1 0
tx ty 1


, (7)

where tx is the translation in the x direction and ty is the translation in the y direction. Once
Ttransform was developed for a pair of frames, it was applied to the moving frame to arrive
at the new, “registered”, coordinates:

fr(x, y)= ff(x, y)+ff

(
txxx+tyyx, txxy+tyyy

)
, (8)

where fr(x,y) is the moving frame’s registered coordinates, ff(x,y) is the fixed frame’s
coordinates, xx is the change in Eastings (in meters) of one x-value shift, xy is the change in
Northings (in meters) of one x-value shift, yx is the change in Eastings (in meters) of one
y-value shift, and yy is the change in Northings (in meters) of one y-value shift. The last
four of these variables are calculated from:

xx = yy = dpixel cos θ, (9)

xy = yx = dpixel sin θ, (10)

where dpixel is the length of the (square) pixel.
Applying this transformation, new coordinates for the moving frame were created,

based on the fixed image’s coordinates. By iteratively moving through each frame, updating
the moving and fixed frames in sequence, this process was repeated until all frames were
registered (Figure 5).
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Figure 5. An outline of the general image registration process on an idealized feature (red line). Note
that the spacing between the frames in the far right set have been exaggerated for clarity, and the
middle pair of frames are more indicative of the usual spatial shift from frame to frame. fr is the
moving frame’s registered coordinates, ff is the fixed frame’s coordinates, tx is the translation in the x
direction, and ty is the translation in the y direction.

3.1.4. Gridding

With all frames aligned, a method to combine them into a single mosaic was required.
To do this, a grid system, G(x, y), was developed and data points from each frame were
assigned to the grid in their respective grid cell locations. The cell size was chosen to be
1 m by 1 m, based on the average spacing between pixels, which was generally between
0.7 m and 0.8 m. This size ensured that no “holes” in the data would occur where no raw
pixels existed. With many overlapping frames, most grid cells contained multiple data
points, not all of which were the same value, and therefore a process to combine these was
developed. A simple approach to this problem would be to take the mean of all data that
falls within a cell. However, this causes an undesirable smoothing of the data. Due to the
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sharp edges of the fire features, this smoothing can mean a significant change in grid cell
value. Instead, a modified minimum distance approach was used where the pixel that
came from the FLIR frame whose center was closest to the grid cell of interest was found
and its value used in the grid cell (Figure 6).
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Figure 6. An exaggerated example of the gridding process on an idealized feature (red line). The
dashed gray lines indicate the grid of cells. The left grids show the before and after representation
of imagery during the gridding process. The three frames on the top right exemplify the process of
determining what value should be in the final cell. Example shown for a 1 m pixel size.

3.2. Georeferencing Process

The geocorrection solution required further improvements to reduce the geolocation
error (≤30 m) to a more acceptable threshold for comparison to mid-resolution satellite
sensors (≤30–300 m). Figure 7 shows the georeferencing processing flow. The geocorrected
FLIR data was georeferenced to GeoEye satellite imagery (2 m geolocation error) available
in ArcGIS 10.6 (Environmental Systems Research Institute, Redlands, CA, USA). To reduce
registration errors, the image with the longest integration time, 1.4 ms, was used as the
baseline as it contained ambient temperature features. Firstly, the longitude (X dimension),
latitude (Y dimension) information and the FLIR data in counts units (Z dimension) were
exported from MATLAB and a geocorrected FLIR image was built in ENVI 5.5 (Exelis
Visual Information Solutions, Boulder, CO, USA). Next, pseudo-ground control points
(PGCPs) were registered throughout the FLIR image based on the GeoEye imagery in
ENVI. To facilitate the selection of PGCPs, a point grid (50 m by 50 m) was created with
GeoEye imagery over-layered in ArcMap. The first PGCP was selected over a recognizable
area (e.g., riverbed), while the rest of the PGCPs were selected manually using the 50 m
point grid at different distances from the initial point. Priority was given to PGCPs over
recognizable areas (i.e., riverbed located around the image edges) and to points that did
not cause significant image wrapping and showed less than 30 m error. Once a range of
PGCPs was chosen, the FLIR imagery was georeferenced to the UTM Zone 16 N, WGS84
coordinate system at a pixel size of 1 m. The other integration times (i.e., 0.3 ms, 0.04 ms
and 0.0021 ms) were subsequently georeferenced to the 1.4 ms integration time image for
each of the flight lines.
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FLIR data.

3.3. Data Products

As mentioned in Section 2.2., calibration relationships between counts and temper-
atures were derived from the laboratory measurements. As temperatures are derived
directly from the measured counts, calculation of the radiance produced at a specific wave-
length from a specific temperature can be obtained by using the following version of the
Planck function equation:

L(λ, T) =
c1

λ5
(

e
c2
λT − 1

) (11)

where λ is wavelength (µm) and in this case equal to the flame filter, 3.74 µm, T is brightness
temperature (temperature when the emissivity = 1), L(λ,T) is spectral radiance in Wm−2

sr−1 µm−1, and c1 is the first radiation constant (value 1.191044024 × 10−16 Wm2), c2 is
the second radiation constant (value 1.4387687 × 10−2 mK). As shown in Figure 8, linear
calibration relationships were found between recorded counts and calculated radiance [36].
High confidence R2 values are reported at 0.9995 for 1.4 ms, 0.9972 for 0.3 ms, 0.9993 for
0.04 ms, and 0.9996 for the 0.0021 ms integration time. The equations yielded by the linear
best fit were used to calculate radiance across each frame recorded by the sensor for each
integration time.
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Figure 8. Relationship between counts recorded by the FLIR sensor and calculated radiance using the Planck function and a
wavelength of 3.74 µm at integration times of (A) 1.4 ms, (B) 0.3 ms, (C) 0.04 ms, and (D) 0.0021 ms modified from [36]. The
equations yielded by the trend line at each integration time were used to calculate radiance across each frame recorded by
the sensor.

Atmospheric correction was applied to the radiance values in the imagery in order
to remove the influences of the atmosphere in accordance with convention for modelling
the spectral radiance of a sub-pixel wildfire event [11]. The PcModWin 6.0.0.5 (Ontar
Corporation, North Andover, MA, USA) software, a MODTRAN® 6 [39] interface, was
used to retrieve atmospheric variables for the correction process [40]. In this study, the
standard MODTRAN parameters for sub-arctic summer atmospheric and rural aerosol
models were used for the atmospheric compensation calculations.

To test the validity of the data, Fire Radiative Power Density (FRPD) was calculated
using the MWIR method [11]. A threshold was applied to the data to remove the back-
ground and saturated pixel values. These background thresholds were based on data
distribution at 10 Wm−2 FRPD for 1.4 ms, 60 Wm−2 FRPD for 0.3 ms, and 470 Wm−2 FRPD
for the 0.04 ms integration time. Saturated pixels were defined as pixels with a count value
above 13,500 because the detector’s behaviour beyond this value is highly non-linear and
may either induce noise or provide false measurements. In this case, the saturation FRPD
thresholds were 1098 Wm−2 for 1.4 ms, 5825 Wm−2 for 0.3 ms, and 48,500 Wm−2 for the
0.04 ms integration time. No saturated pixels were recorded at the shortest integration time
0.0021 ms. No fire pixels were recorded for FL-02 and FL-03 at the 0.0021 ms integration
time during both nighttime (F-03) and daytime (F-04) flights.

4. Results
4.1. Geocorrection Assessment

To confirm the validity of the geocorrection process, we compared the distribution
of data before and after it was applied to the daytime FL-04 dataset, acquired on F-04
with an integration time of 1.4 ms. In Figure 9 it can be seen that, while dramatically
reducing the amount of data, the general distribution of radiance values remains highly
similar after the geocorrection process. This is supported by the statistics of each dataset
(Table 3), which indicate that the mean, median, minimum value, and maximum value
have changed by less than 2%, while the standard deviation has changed by 7.14%. The
skewness has only changed by 6.23%, however the kurtosis has deviated more, with an
almost 13% change from the initial distribution to the geocorrected distribution. As the
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primary difference between the two distributions is in the higher radiance values (tail-end
of the distribution), the larger kurtosis change compared to the other statistics is expected.
Overall, the statistical changes between the two distributions are low, confirming that the
geocorrection process has maintained the integrity of the raw FLIR data.
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Figure 9. A histogram of the FLIR data in Radiance (Wm−2 sr−1 µm−1). The distribution of count
values remains very similar through the geocorrection process, even though the amount of data has
been greatly reduced.

Table 3. Statistics of all frames of raw data, and the geocorrected, gridded data. Despite the reduction
of data points to arrive at the gridded dataset, the data has not been greatly altered, indicated by the
similar statistics of the two datasets. Note that all values, other than the total number of data points,
skewness, and kurtosis, are in radiance (Wm−2 sr−1 µm).

Variable Raw, All Frames Geocorrected, Gridded Change (%)

Total Data Points 527,901,696 4,701,690 99.11
Mean −1.18 −1.20 1.70

Median −1.44 −1.44 0.00
Standard Deviation 3.08 2.86 7.14

Minimum −1.66 −1.64 1.21
Maximum 77.39 77.05 0.44
Skewness 21.18 22.50 6.23
Kurtosis 489.75 553.33 12.98

An example of the raw imagery during daytime FL-04, acquired along F-04 at an
integration of 1.4 ms, before georeferencing is shown in Figure 10. Misalignment issues can
be observed at the edges of the imagery over the water bodies (Figure 10B,C). Based on
19 selected ground control points, a Root Mean Squared Error (RMSE) between 112.12 m
and 312.73 m is reported. The mean RMSE found for FL-04, F-04, before the georeferencing
step is at 233.99 m ± 73.28 m (based on 20 PGCPs). The northwest corner (Figure 10B)
shows lower RMSE between 112.12 m and 178.01 m, while the southeast one (Figure 10C)
shows higher RMSE between 178.01 m and 312.73 m.
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higher at 7.46 m, in comparison with Easting at 5.30 m, and a total RMSE error of 10.75 m. 

Figure 10. (A) An example of reported RMSE of the orthoimage (before the georeferencing process)
in units of radiance (Wm−2 sr−1 µm−1) of FL-04, at an integration time of 1.4 ms, from F-04 acquired
on 3 August 2017. Areas showing the misalignments and RMSE found following the geocorrection
process for (B) the northwest and (C) southeast corners of the flight line.

4.2. Georeferencing Assessment

Table 4 shows the geolocation errors of the 1.4 ms integration time that was used as the
baseline for the georeferencing process for the five processed flight lines. The total mean
RMSE reported is 11.90 m ± 7.26 m with 6.96 m ± 5.21 m for Easting and 8.66 m ± 6.65 m
for Northing. Absolute Easting error ranges between 0.30 m and 24.13 m, while Northing
between 0.25 m and 25.43 m. The total minimum and maximum RMSE error are 0.87 m
and 29.25 m, respectively. The Northing absolute median error is reported to be higher at
7.46 m, in comparison with Easting at 5.30 m, and a total RMSE error of 10.75 m.

Figure 11 shows the reported RMSE, ranging from 0.87 m to 29.25 m, following the
georeferencing process along Radiance (Wm−2 sr−1 µm−1) at an integration of 1.4 ms for
the 3 August (F-04) flight lines. While, the northwest river shows variable RMSE with
seven PGCPs showing above 14 m error (Figure 11B), a RSME below 14.60 m is reported
along the southeast riverbed (Figure 11C).
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Table 4. Reported absolute (Abs.) georeferencing errors for the FLIR imagery acquired on 3 August
2017, at the longest integration time of 1.4 ms of the five processed flight lines. Results reported over
51 pseudo-ground control points (PGCPs).

Variable Abs. Easting (m) Abs. Northing (m) Total RMSE (m)

Mean 6.96 8.66 11.90
Minimum 0.30 0.25 0.87
Maximum 24.13 25.43 29.25

Median 5.30 7.46 10.75
Standard deviation 5.21 6.65 7.26
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Figure 11. (A) Reported RMSE following the georeferencing process of the FLIR imagery in units of
Radiance (Wm−2 sr−1 µm−1) acquired on 3 August 2017, F-04, at the 1.4 ms integration time. Areas
showing RMSE following the georeferencing process for (B) the northwest and (C) southeast corners
of the flight lines.

To minimize geolocation errors between the 2 and 3 August datasets, the 2 August
flight lines at 1.4 ms was georeferenced to the 3 August ones (Table 5). The mean total
RMSE between the two datasets is 3.86 m, with a mean absolute Easting error of 2.38 m
and 2.53 m for Northing. The total RMSE errors ranges between 0.17 m and 14.28 m with
values between 0.01 m and 9.42 m for Easting and 0.04 m and 13.17 m for Northing. The
total median RSME is 3.21 m at a standard deviation of 2.92 m.
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Table 5. Reported absolute (Abs.) georeferencing errors for the data acquired on 2 August (F-03) at
the longest integration time of 1.4 ms to the baseline imagery collected at an integration of 1.4 ms on
3 August (F-04) during the 2017 campaign over the SLK-37 site.

Variable Abs. Easting (m) Abs. Northing (m) Total RMSE (m)

Mean 2.38 2.53 3.86
Minimum 0.01 0.04 0.17
Maximum 9.42 13.17 14.28

Median 2.02 1.55 3.21
Standard deviation 1.96 2.76 2.92

Following the georeferencing process, the average RMSE errors is 15.11 m ± 3.54 m
for the 2 August dataset and 13.53 m ± 2.60 m for 3 August (Table 6). Between 9 and 13
PGCPS were used in the georeferencing processing depending on the flight line. An RMSE
between 8.73 m for FL-02 at 0.3 ms integration time, and 24.5 m for FL-05 for an integration
time of 1.4 ms, can be observed. The 3 August dataset overall show lower RMSE errors
between 8.83 m for FL-02 at an integration time of 1.4 ms, and 17.44 m for FL-05 at 0.04 ms.
This is expected at the daytime flight show more landscape features that were used in the
georeferencing process.

Table 6. Reported total RMSE (m) of pseudo-ground control points (PGCPs) for data acquired during
night flight (F-03, 2 August) and day flight (F-04, 3 August) during the 2017 campaign over the
SLK-37 site.

Flight Line
Night Flight (August 2) Day Flight (August 3)

IT (ms) PGCPs RMSE (m) PGCPs RMSE (m)

FL-02 1.4 9 10.85 10 8.83
0.3 9 8.73 10 8.83
0.04 9 9.67 9 9.71

FL-03 1.4 9 16.22 9 14.28
0.3 10 14.54 9 14.28
0.04 10 14.54 9 14.93

FL-04 1.4 9 17.32 13 11.76
0.3 10 12.46 13 11.76
0.04 9 13.36 12 12.58

0.0021 9 13.36 12 12.39

FL-05 1.4 9 24.50 10 16.65
0.3 10 16.99 10 16.65
0.04 9 18.21 12 17.44

0.0021 9 18.21 12 17.33

FL-06 1.4 10 17.33 10 13.84
0.3 10 14.57 10 13.84
0.04 9 15.58 12 14.64

0.0021 9 15.58 12 14.62

4.3. Data Products

After thresholding (Section 3.3), all integration times’ datasets were superimposed upon
each other creating a new combined dataset. Pixels with radiance below 1 Wm−2 sr−1 µm−1

were assigned as background and were not taken into consideration for the purpose of this
analysis. Figure 12 shows the radiance (Wm−2 sr−1 µm−1) captured during the nighttime
flight, F-03, on 2 August, where the presence of fire is detected over a few locations. In one
particular area (Figure 12A), pixels with radiance values of up to 1765 Wm−2 sr−1 µm−1

are observed. A lower intensity radiance is shown in Figure 12C where fire pixels are
present in different areas with a few pixels showing up to 662 Wm−2 sr−1 µm−1 and the
majority of the fire pixels being between 6 and 26 Wm−2 sr−1 µm−1. In the southeast
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corner, more combustion pixel are observed at a radiance of up to 7 Wm−2 sr−1 µm−1

with a few pixels up to 13 Wm−2 sr−1 µm−1 (Figure 12B) and a small hotspot of up to
895 Wm−2 sr−1 µm−1 (Figure 12D).
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creased in intensity with radiance up to 2579 Wm−2 sr−1 µm−1 over two areas. These areas 

Figure 12. Radiance (Wm−2 sr−1 µm−1) captured during the nighttime flight, F-03, acquired on
2 August 2017, over four different area (A–D) of the SLK-37 site. Radiance of the 1.4 ms, 0.3 ms,
0.04 ms, and 0.0021 ms integration times superimposed based on the set thresholds (Section 3.3).
Radiance below 1 Wm−2 sr−1 µm−1 (white) not displayed.

Similar trends are observed for the daytime flight, F-04, collected on 3 August
(Figure 13). In the northwest side of the site (Figure 13A) the presence of fire extended and
increased in intensity with radiance up to 2579 Wm−2 sr−1 µm−1 over two areas. These
areas show marginally more thermal halo pattern generated by the hot soot within the
smoke plume. The same mid-center area (Figure 13C), as that shown in Figure 12C, appears
to have diminished in intensity, with radiance maximum of only 321 Wm−2 sr−1 µm−1,
and increased within the area with a few pixels of up to 662 Wm−2 sr−1 µm−1. As recorded
during the nighttime flight (FL-03), the southeast corner of the site shows radiance up
to 13 Wm−2 sr−1 µm−1 (Figure 13B) and a small hotspot with a maximum radiance of
850 Wm−2 sr−1 µm− 1 in the north-west area (Figure 13D).
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Figure 13. Radiance (Wm−2 sr−1 µm−1) captured during the nighttime flight, F-04, acquired on
3 August 2017, over four different area (A–D) of the SLK-37 site. Radiance of the 1.4 ms, 0.3 ms,
0.04 ms, and 0.0021 ms integration times superimposed based on the set thresholds (Section 3.3).
Radiance below 1 Wm−2 sr−1 µm−1 (white) not displayed.

Probability density and standard statistics (minimum, maximum, mean, standard
deviation and sum) of FRPD (kWm−2) were computed for each flight line at the different
integration times acquired during both nighttime and daytime flights (Figure 14). Given the
dynamics of fire, FRPD for each flight line and integration time was calculated separately.

For FL-02 (Figure 14A), higher FRPD are observed during the nighttime flight (F-03)
with a maximum of 16.98 kWm−2 and a mean of 4.69 kWm−2 for the 0.04 ms, in com-
parison with the daytime flight (F-04) at a maximum of 15.40 kWm−2 and a mean of
4.16 kWm−2. Similar trends are seen for FL-03 (Figure 14B) where overall lower FRPD is
recorded during the daytime. The FRPD recorded at the longer integration times decreased
between nighttime flight (F-03) and daytime flight (F-04) from a sum of 1004.55 kWm−2

to 550.77 kWm−2 at 1.4 ms and from 1151.72 kWm−2 to 633.09 kWm−2 at 0.3 ms. Even
though the FRPD at 0.04 ms is larger during the daytime flight (F-04), from a maximum
of 16.73 kWm−2 to 36.10 kWm−2, the total area of FRPD decreased from 816.95 kWm−2
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to 622.20 kWm−2 between night (F-03) and the day (F-04), respectively. This suggests that
fire reduced in overall intensity but increased in FRPD over the area covered by FL-03. In
contrast, higher FRPD were recorded over flight lines FL-04 to FL-06 (Figure 14C–E) in
comparison to FL-02 and FL-03, but also during the daytime flight in comparison with
the nighttime one. The highest FRPD is observed (Figure 14E) in the area covered by
both flight lines FL-05 and FL-06 with a value of 47.65 kWm−2 for FL-06 at 0.04 ms. For
FL-05 (Figure 14D), higher intensity FPRD is recorded during the day, from a maximum of
31.96 kWm−2 to 46.79 kWm−2 with a total FRPD also increasing from 25,531.18 kWm−2 to
54,959.26 kWm−2 from nighttime flight (F-03) to daytime flight (F-04).
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Figure 14. Probability density and statistics (minimum, maximum, mean, standard deviation and
sum) of FRPD (kW−2) at the different integration times (i.e., 1.4 ms, 0.3 ms, 0.04 ms, and 0.0021 ms)
for (A) FL-02, (B) FL-03, (C) FL-04, (D) FL-05, and (E) FL-06 acquired during night flight (F-03) and
day flight (F-04) for the 2017 campaign.
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Figure 15 showcases an example of the highest FRPD recorded over FL-05 during both
nighttime and daytime flights. The distributions of FRPD for the night (Figure 15A) and
day (Figure 15B) flights clearly demonstrate the bias toward higher FRPD values during the
day (i.e., increased flaming combustion) and lower FRPD during the night (i.e., increased
smouldering combustion), which is consistent with diurnal trends in fire behaviour. As
observed in the radiance (Figure 13A), the day flight FRPD shows marginally more halo
generated by the soot in the smoke plume.
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Figure 15. Example of FRPD (kWm−2) captured over FL-05 during both (A) nighttime flight, FL-03,
on 2 August, and, (B) daytime flight, F-04, on 3 August, during the 2017 campaign over the SLK-37
site. Calculated FRDP of the 1.4 ms, 0.3 ms, 0.04 ms, and 0.0021 ms integration times superimposed
based on the set thresholds (Section 3.3). Overall inset area shown in brightness temperature (K) as
a reference.
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5. Discussion

Our study provides a novel geocorrection methodology for a case where GPS and
IMU airborne equipment malfunctions occurred during a 2017 airborne wildfire campaign
collecting FLIR MWIR images. This solution required developing an approach to assign
GPS coordinates to FLIR video imagery, followed by combining the data through image
registration. This process alone, while effective, required an additional georeferencing
method to reduce the RMSE of the positional accuracy. Using this approach, the RMSE was
reduced from a baseline error of up to 300 m (Figure 10) to an average of 15.11 m for the
nighttime and 13.53 m for the daytime datasets (Figure 11, Table 6). By comparison, under
optimal equipment conditions, a similar method for the geocorrection of ATIR FireMapper
2.0 airborne infrared imagery, acquired to estimate fire spread rates in southern California,
shows a geocorrection RMSE of 0.33 pixels (4.13 m) [24]. In addition, Ref. [41] reports
up to 2 m along-track error when using a georeferencing gridding in combination with
associated GPS and IMU information for processing of airborne Specim AISA Eagle and
Hawk hyperspectral data. Using a frame center matching technique, Ref. [42] was able to
reduce misregistration errors of multi-temporal ADAR 5500 airborne imagery. The study
found RSME errors of up to 8.30 m when using automatic ground control points during the
georeferencing process in combination with introducing a DEM during the geocorrection
process. Using the same frame registration method, Ref. [43] found an average 2.1 pixels
(0.32 m) geolocation error, which can increase to 4.4 pixels (0.67 m) for moderate terrain
(95–105 m elevation, 10–20 m slope) and up to 16.2 pixels (2.47 m) for extreme terrain
(145–155 m elevation, 20–30 m slope), after orthorectification of ADS40 imagery. These
methods show lower errors in comparison with our study due to the use of DEM, LIDAR
and GPS/IMU data in the geocorrection process.

Our study also relied on GeoEye imagery available through the ArcGIS software,
which has a reported error of 2 m [44]. Although not necessarily optimal by comparison,
our approach was successful in recovering what otherwise may have been unusable data.
Given the initial purpose of comparing this dataset to satellite imagery (30 m resolution)
we considered the overall below 30 m RMSE error (Figure 11, Tables 4–6) to be acceptable
when taking into consideration the extra cost and processing time involved in reducing
further the geolocation error.

The distribution of raw FLIR data as compared to the gridded and geocorrected dataset
(Figure 9) and associated statistics (Table 3) are key to showing that this method is not
biasing the data. The gridding process, which effectively distills 99% of the frame data to
arrive at the final, single dataset, should not be averaged. As described in Section 3.1.4., the
sharp peaks of the fire, represented by the tail ends of the distributions, would be affected
by an averaging process, smoothing out the results. Keeping the tail of the distribution is
important to maintain, as this is where most of the information in the data products (e.g.,
FRPD) is held. Even without averaging, it is clear that the largest difference between the
two distributions is in the tail, indicated by the change in the kurtosis (12.98%) values. This
change, while still overall small, is due to the sampling process during gridding. The peaks
of the fires were generally one or two pixels large, and as such, they were more likely to
be affected by the cell size being slightly larger than the raw pixel size. This caused the
peak values (the right side of the distribution tail) to be disproportionately lost during the
gridding’s subsampling process, thus leading to a slight increase in representation on the
left side of the tail (the more numerous fire values surrounding the peaks). However, the
shift is small (radiance of high 80 s to low 70 s) and contained to the tail of the distribution.
This is supported by the statistics, particularly the change in mean (1.70%), median (0%),
and standard deviation (7.14%) being low. For these reasons, we are confident that the
gridding process did not bias or alter the raw FLIR data by a significant amount.

A primary limitation to this method is that the initial georeferencing process assumes
the sensor was pointed nadir in the aircraft. Unfortunately, without any IMU information
this will always be a necessary assumption (unless of course the camera is mounted at an
angle on the airborne platform). This assumption is the key reason that the georeferencing
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step was developed in our methodology. Even with a level flight path, small deviations
(primarily variations in the instantaneous roll and pitch angles) will add up over the course
of the flight line, leading to an accumulation of positional errors. This can be clearly seen
in Figure 10, where the eastern side of the image has a greater positional inaccuracy as
compared to the western side where the image registration process began. The initial
frame of data will also influence this “drift” of error. We use the GPS data and ground
elevation to determine the coordinates for all pixels in this initial frame. However, all
subsequent frames are registered against this, and as such, any error in the locations due
to a small pitch or roll during this initial frame will be carried through all other frames.
The georeferencing step greatly alleviates these overall errors, as can be seen in the final
positional error analysis (Figure 11, Table 6). An area for future investigation would be to
determine if there is a method of using any GPS information (in this case, the 1 Hz real-time
processed locations) during the image registration process to develop a combined solution.
This would likely assist in reducing the drift error, thus requiring less adjustment during
the georeferencing process.

The decision to limit the image registration process to only the translation transform
came about after experimentation and analysis was performed with the other transforma-
tion options, namely rotation, scaling, and shearing factors. Due to the 7.5 Hz collection
rate for an individual integration time, combined with the straight and level flying during
the survey, little would change between most frames. Therefore, even when given the
additional freedom of transforms, the translation parameters would dominate.

Based on the MWIR radiance method [11], our study shows FRPD values up to
39.17 kWm−2 (Figures 14 and 15A) during the nighttime and up to 47.65 kWm−2

(Figures 14 and 15B) for data acquired during daytime. This is consistent with diurnal
trends in fire behaviour [45] where increased flaming combustion is observed during the
day and increased smouldering combustion during the night. Even though our study
found an FRPD of up to 48 kWm−2, based on the probability density results (Figure 14)
most pixels show values up to 6 kWm−2 with a few showing the fire front (Figure 15)
between 9 and 47 kWm−2. Though occupying a far larger combustion zone, our FRPD
and temperature range observations correspond with measurements taken in study [11]
that describes the MWIR method. Over a 50-min fire, the study found a peak of 7 kW with
most reported values between 5 and 2 kW. Furthermore, at temperatures of 900–950 K
they report FRPD values (referred to as FRP) of up to approximately 50–60 kWm−2. In
comparison, our data shows temperatures up to 955 K (Figure 15) for a FRPD of up to
47 kWm−2. Other studies across the literature reported similar fire intensity data ranges.
Using an AGEMA 550 thermal camera, Ref. [9] found an FRP of up to 6 kW for smouldering
fire and between 15 and 35 kW FRP for flaming fire for different small-scale fire scenarios
(1.0–1.5 cm pixel resolution) collected at an off nadir angle. In the same study, fire intensity
was investigated over an open burn plot acquired with the same AGEMA 550 thermal
camera attached to a helicopter. They found an FRPD (referred to as FRF) between 12 and
14 KWm−2 of a 500 s controlled burn fire. Another study reports a radiative fire intensity
between 50 and 250 kWm−1 when using the AGEMA 550 and FLIR SC6703 sensors [31].
Based on the current literature, our FRPD values are within expected/compared values in
other studies.

The initial goal of this survey was to compare the airborne infrared imagery to co-
incident satellite imagery to complete a multiscale analysis, specifically the Sentinel-3
SLSTR, which suffered a protective shutdown during the flight campaign [46]. Based on
the Mission Status report [46], the satellite experienced a computer double bit-error and no
data was acquired between 31 July and 6 August 2017. This malfunction happened as it
passed through the South Atlantic Anomaly, an area of increased radiation due to increased
proximity to Earth’s surface. The relevance of geocoding airborne wildfire imagery extends
beyond its use in evaluating space-borne retrievals. Once corrected, this imagery provides
significantly more value in terms of characterizing wildfire fire radiative power [9], rate of
spread [47] and fire-line intensity [31] providing the unique capacity to study a naturally
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occurring wildfire without the need for ground sampling. Furthermore, our approach
is valuable in experimental situations where the availability of precise positional data is
limited (e.g., [9]) due to budget and or aircraft type (e.g., short term contract and/or UAV).

While the method and results described here are specific to the 2017 field campaign
data shown, in essence, this method solves the georeferencing step in any airborne cam-
paign where no high-frequency, high-accuracy IMU data is collected. As such, with minimal
effort, most of the process can be used in other situations and contexts. To facilitate this,
open-source MATLAB code of the image registration and gridding processes has been
released [38]. Some effort is required by the user to prepare their data to fit this methodol-
ogy, most notably setting the initial position estimations for the first frame in the dataset.
However, the process itself requires basic expertise in MATLAB or image processing, and
an example dataset (several frames from the wildfire campaign presented here) is given to
guide a user through the requirements.

6. Conclusions

To validate satellite products, an airborne campaign was carried out to collect thermal
imaging of wildland fires near Pickle Lake, Northern Ontario, in August 2017. For this
campaign, multiple BOB fires were imaged using an on-board MWIR broadband FLIR
SC8303 sensor equipped with a flame filter (3.74 µm) at four different integration times
(i.e., 1.4 ms, 0.3 ms, 0.04 ms, and 0.002 ms). Unfortunately, there were two separate points
of hardware failure during the data acquisition: the sensor never received GPS timing
information and the aircraft’s IMU failed to record. An alternative geolocation method
was then developed to address these two major issues. The FLIR frames were aligned
with a backup GPS-tagged camera and assigned geolocations, before being combined
into full orthoimages through an image-registration process that did not require IMU
information. The orthoimages were then further georeferenced using a developed grid
system to improve the geolocation error. This second step was necessary to allow for
an effective comparison with mid-resolution satellite sensors (≤30–300 m). Using our
approach, the geolocation RMSE error was reduced from up to 300 m to 15.11 m for the
nighttime data set and to 13.53 m for the daytime dataset. Our study also shows that the
computed FRPD estimations, derived from the geocorrected FLIR data, are within expected
values across the literature. Overall, the process led to an effective geocorrection of the
infrared data, which has since been used for various analyses, such as fire radiative power,
to inform wildfire scientists.

The methodology here can be easily adapted and applied to any wildfire campaign
where no IMU or GPS information is available, whether due to a lack of hardware or
hardware issues like those in the wildfire campaign presented here. It is a simple and
effective basis for orthoimage creation that will keep sharp edges present at wildfire peaks,
while being geographically accurate for comparison to associated satellite imagery, or other
airborne data.
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Abstract: Sensible energy is the primary mode of heat dissipation from combustion in wildland
surface fires. However, despite its importance to fire dynamics, smoke transport, and in determining
ecological effects, it is not routinely measured. McCaffrey and Heskestad (A robust bidirectional
low-velocity probe for flame and fire application. Combustion and Flame 26:125–127, 1976.) describe
measurements of flame velocity from a bi-directional probe which, when combined with gas tem-
perature measurements, can be used to estimate sensible heat fluxes. In this first field application of
bi-directional probes, we describe vertical and horizontal sensible heat fluxes during the RxCADRE
experimental surface fires in longleaf pine savanna and open ranges at Eglin Air Force Base, Florida.
Flame-front sensible energy is the time-integral of heat flux over a residence time, here defined by
the rise in gas temperatures above ambient. Horizontal flow velocities and energies were larger than
vertical velocities and energies. Sensible heat flux and energy measurements were coordinated with
overhead radiometer measurements from which we estimated fire energy (total energy generated by
combustion) under the assumption that 17% of fire energy is radiated. In approximation, horizontal,
vertical, and resultant sensible energies averaged 75%, 54%, and 64%, respectively, of fire energy.
While promising, measurement challenges remain, including obtaining accurate gas and velocity
measurements and capturing three-dimensional flow in the field.

Keywords: wildland fire; fire behavior; fire energy; sensible heat flux; convective heat flux; fire radi-
ated energy (FRE); surface fire; residence time; bi-directional probe; flame velocity; gas temperature;
RxCADRE Project

1. Introduction

The wildland fire heat budget balances heat generated by combustion (which is
reduced by inefficiencies), heat sinks associated with heating fuels to ignition, and heat
dissipation ([1]). Based on limited measurements, sensible heat flux (kW/m2) and energy
(kJ/m2), its time-integral, have been found to dissipate more energy from wildland fires
than other modes, including radiation ([2,3]), and we expect that radiated energy, the
next largest contributor, will be limited to about 10–20% of fire energy (i.e., total energy
generated by combustion [1–5]). Sensible heat flux is the transport of heat in hot gases
across a reference plane. The term has roots in the meteorological literature (e.g., [6]) while
it is often referred to as convective or advective flux in the engineering literature (e.g., [7,8]).
Based on flow velocities and gas temperatures, sensible heat fluxes in wildland fires have

43



Sensors 2021, 21, 2135

been measured using videography ([9,10]), particle velocimetry ([11,12]), one-dimensional
anemometry ([13,14]), and two- and three-dimensional anemometry ([15–17]). Sensible
heat flux and energy have not been estimated in or just above wildland fire flames because
instrumentation has not been sufficiently fire-hardened ([18,19]). Originating in building
fire research, McCaffrey and Heskestad ([20]) describe an instrument for measuring flow
velocities in flames based on pressure differentials between dynamic (facing on-coming
flow) and static (sheltered) orifices. The instrument has the merit that it can be made
resistant to the harsh environment of flames.

We can, in a coarse way, define sensible heat flux and energy by considering a control
volume that encloses the fuel, flames, heated air and combustion gas products (plume)
and soil heated by the fire. All the energy generation from combustion is contained in
this volume. A heat budget for the control volume roughly balances heat sources, sinks,
and dissipation integrated over the time period from ignition through the cool-down to
ambient temperatures (see [1]):

WhC(1− ϕ) = WQP + EG + EV + EL + ER + ES (1)

where W is the areal fuel consumption on a moisture and ash-free basis (kg/m2); hC is
the high heat of combustion (i.e., includes heat of condensation of water generated by the
combustion process, kJ kg–1); ϕ is the fractional reduction in hC because of incomplete
combustion, hC(1−ϕ) is the effective heat of combustion ([21,22]); QP is the fuel pre-heating
and pyrolysis enthalpy (kJ/kg), defined so as not to include the fuel moisture vaporization
enthalpy, see below); EG is the areal energy density transferred into the soil (kJ/m2); EV is
the energy transferred to vegetation (e.g., tree stems, branches, and foliage); EL is the fire
latent energy density (kJ/m2), the condensation energy in water vapor generated from both
fuel moisture and the combustion process; ER is the fire radiative energy density (kJ/m2),
i.e., the radiated flux time-integrated over the period from ignition to cool-down; and ES
is sensible energy density transported by the buoyancy-driven rise of heated combustion
products and directly heated air and smoke. Both sides of Equation (1) have units of areal
energy density, kJ/m2. The left side of Equation (1) is the energy available to do work
near the fire front which we term ‘fire energy’. The heat sink and dissipation modes on the
right-hand side are ordered by their expected relative magnitude in flame fronts, although
we acknowledge that the ordering is partly conjecture ([1]). All quantities involving fuel
mass (e.g., consumption, heats of combustion) are on an ash- and moisture-free basis.

The integrated heat budget is coarse in the sense that heat dissipation modes are
not independent and their magnitudes are dependent on the control volume ([1]). For
instance, sensible energy is reduced by radiation from the hot flame and plume. Sensible
energy is likely to be a larger proportion of fire energy if the control volume is occupied
primarily by flame. Heat and momentum from plumes above surface fires is transferred
to forest canopies ([23]) but in a control volume that primarily contains the flaming front,
that transfer is ignored. Net heat flux at the soil surface will be determined by gas-phase
conduction in the burning fuel bed, radiative and convective heat transfer to the soil surface
(as mediated by burning fuels and ash), and heat losses by radiation and convection.

In this paper, we describe measurements of sensible heat flux and energy (Equation (1))
based on in situ instruments in wildland surface fires. Sensible heat fluxes and energy
have a particular relevance to fire propagation ([24]), plume dynamics ([6,17]), and various
ecological fire effects ([25]), including tree crown injury ([26–28]), faunal exposures ([29,30]),
and airborne transport of microbes ([31]). This study is a first application of bi-directional
probes for measuring gas flow velocities in and just above wildland fire flames. We
estimate that sensible energy accounted for more than 50% of fire energy (left-hand side of
Equation (1)). We discuss measurement uncertainties and improvements that can be made
in future experiments. Our paper is an important step towards closing the wildland fire
heat budget ([1]) which provides a standard for assessing measurements and is expected to
lead to advances in understanding and predicting fire dynamics, plume dynamics, and
fire effects.
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2. Materials and Methods
2.1. Study Site and Fire Behavior

Data were collected in early November 2012 within burn blocks in an 8-km x 4-km area
of Eglin Air Force Base in northwestern Florida during the Prescribed Fire Combustion and
Atmospheric Dynamics Research Experiment (RxCADRE), a coordinated measurements
campaign described in Ottmar et al. ([32]) and associated papers. Burn blocks were
characterized by either an herbaceous and shrub fuel mix maintained as open range
through mowing, fire, and herbicide application (hereafter termed non-forested) or fire-
maintained pine savanna with fuel beds including needle cast, turkey oak litter, herbaceous
and shrub vegetation, and woody material (hereafter termed forested). Non-forested blocks
included large (L1G and L2G) and small burn blocks (S3, S4, S5, S7, S8, and S9) while there
was a single large forested block (L2F). Burn blocks, fuels, and fire behavior are described
in and Butler et al. ([19]), Dickinson et al. ([33]), Hudak et al. ([34]), and Ottmar et al. ([32])
and are summarized in Table 1. Near-source plumes, including sensible heat fluxes, are
described in Clements et al. ([35]).

2.2. Sensible Heat Flux and Energy

Sensible heat fluxes from the flow of hot gases are estimated from gas temperatures
measured with fine thermocouples and velocities measured with temperature-compensated
bi-directional probes and fast-response pressure transducers. We calculate the horizontal
and vertical perturbation heat fluxes and energy and their resultant. In this context,
perturbation refers to a departure from the pre-fire background state. Perturbation values
are assumed from here forward. Accordingly, horizontal velocity and temperature are
as follows:

u′ = u− u (2)

T′ = T − T (3)

where u and T refer to the instantaneous values, and the overbar refers to the pre-fire
average. Streamwise horizontal velocity is positive if its towards the front of the FBP and
negative if from the rear. The horizontal sensible heat flux (H’u) is:

H′u = ρCPu′T′ (4)

where ρ is gas density (kg/m3), CP is specific heat capacity (J/kg K), u′ is the streamwise
velocity (m/s), and T′ is the temperature (K). Gas density and heat capacity are temperature
dependent (see Appendix A). Vertical (upward) velocity (analogous to Equation (2)) is
positive while downward flow is negative. The vertical sensible heat flux is analogous to
Equation (4). The FBPs were positioned so that the fire would generally approach from the
front (defined by positioning of the incident radiant and total heat flux sensors).

Time-integration of horizontal and vertical sensible heat flux provides sensible energy
(kJ/m2). The integration is limited by the residence time (tR), shown here for horizontal
sensible energy (ESu):

ESu = t
tR

∑
1

H′u (5)

where the time-step (t) is 0.1 s. Residence time is defined below. Vertical sensible energy is
analogous to Equation (5).

We are also interested in the resultant sensible energy which we define as the resultant
of the horizontal and vertical sensible energies. Preferable would have been to calculate the
resultant of instantaneous horizontal and sensible heat fluxes ([17]), but the separation of
horizontal and vertical probes may invalidate this approach. Instead, we estimate resultant
sensible energy (ESr) from horizontal and vertical energies as:

ESr =
[
(ESu)

2 + (ESw)
2
] 1

2 (6)
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where, again, density and heat capacity are temperature dependent and w refers to vertical.

Table 1. Averaged characteristics of surface fires and flames in forested and non-forested burn blocks from the RxCADRE
2012 fires. Fireline intensity (I) and fuel consumption (W1) are inferred from nadir radiometer measurements using equations
in Kremens et al. (2012, see Supplementary Material) while whole-block estimates of consumption (W2) are from Hudak
et al. (2016). Estimates of flame height (HF), depth (DF), residence time (tR), and fire rate of spread (ROS) are from video
analysis ([19,36]). Sample sizes and standard deviations are provided (in parentheses) where applicable.

Burn block Fuel Date I
(kW/m)

W1
((Mg/ha)

W2
((Mg/ha)

HF
((m)

DF
((m)

tR
((s)

ROS
((m/s)

L2F Forested 11/11/2012 907 (9, 670) 5.0 (9, 2.6) 6.4 0.9 (5, 0.5) 1.3 (5, 0.7) 9 (8, 7) 0.04 (2, 0.05)
L1G Non-forested 11/04/2012 529 (9, 316) 1.3 (9, 0.5) 1.5 0.7 (6, 0.5) 1.1 (5, 0.8) 11 (7, 7) 0.24 (4, 0.30)
L2G Non-forested 11/10/2012 739 (12, 358) 1.5 (12, 0.6) 3.1 0.5 (9, 0.2) 0.8 (9, 0.4) 11 (8, 6) 0.89 (3, 0.38)
S3 Non-forested 11/01/2012 479 (5, 79) 1.7 (5, 0.2) 2.6
S4 Non-forested 11/01/2012 234 (4, 172) 1.6 (4, 0.7) 2.0
S5 Non-forested 11/01/2012 564 (5, 269) 2.2 (5, 0.6) 2.2 0.4 (4, 0.0) 0.8 (4, 0.3) 11 (4, 4) 0.36 (2, 0.28)
S7 Non-forested 11/07/2012 1179 (4, 641) 3.3 (4, 1.8) 1.8
S8 Non-forested 11/07/2012 512 (4, 318) 1.9 (4, 0.7) 2.8
S9 Non-forested 11/07/2012 861 (5, 115) 1.8 (5, 0.9) 1.4

We calculate perturbation energies, that is, we remove the contribution of pre-fire
sensible heat fluxes and focus on the fire residence time, because we are interested in
balancing energy generation from fuel combustion (left-hand side of Equation (1)) and
energy sinks and dissipation mechanisms. Accordingly, we forego the use of Reynolds
(moving) averaging through the residence time required to isolate turbulent kinetic energy
from total sensible energy ([17,37]). Instead, the perturbation sensible energies are estimates
of fire totals. As described below, the constraints for estimating total sensible energy from
a two-dimensional system of probes include the requirement that fires are spreading with
the average flow in a direction in line with the horizontal flow measurement.

2.3. Instruments and Measurements

Estimating sensible heat fluxes and energy requires gas velocities and temperatures
(Equations (2)–(4)). The core instruments are deployed in a Fire Behavior Package (FBPs)
described in Butler et al. ([38]) and shown in Figure 1. The FBP includes one vertically-
and one horizontally-oriented bi-directional pressure probe with +/−60 degree directional
sensitivity ([20]) and a fine bare Type-K thermocouple (nominally 0.025 mm bead diameter)
for temperature measurement. The probe characteristic dimension ([20]) is 12.7 mm. The
ends of the fine thermocouple are welded to their corresponding leads and are not visible
in Figure 1. The bi-directional probes are separated in space by approximately 36 cm
while the thermocouple is positioned between the probes. The vertical probe connects to
the FBP container on the left side (when the viewer faces the front of the FBP) and the
horizontal probe joins the container on the top (Figure 1). Tubing transmits pressure signals
from the dynamic and static sides of each probe separately to differential pressure sensors
(Omega Engineering model PX137-0.3DV) which are temperature compensated with a
pressure range of approximately ± 2000 Pa. Apart from instruments used to measure gas
velocity and temperature, the FBP includes a Medtherm® Dual Sensor Heat Flux sensor
(Model 64-20T) that measures incident radiant and total (convective plus radiant) heat
deposition onto the face of the sensor and a custom narrow angle radiometer (NAR, [39])
to characterize flame emissive power. The Dual Sensor and NAR are mounted flush with
the FBP’s container and are oriented towards oncoming fires as best as can be predicted
prior to ignition. Data from Dual Sensor and NAR are reported elsewhere ([19]). Each FBP
additionally contains a Campbell Scientific® model CR1000 datalogger, two battery packs,
and electronics required for each instrument. The sampling interval for all measurements
is 10 Hz. The container is covered with two outer layers of fire-shelter material with an
inner core of ceramic fiber insulation to prevent excessive heating. The FBP is elevated on
a fire-hardened tripod to, nominally, 50 cm aboveground ([19]). As such, approximately,
the vertical probe is at 50 cm, the horizontal probe is at 81 cm, and the thermocouple is at
66 cm height aboveground.
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Lacking local fuel consumption data, we infer fire energy (left-hand-side of Equation (1))
with data from overhead (nadir) radiometers ([1,33]). We estimate fire energy from fire
radiated energy density (FRED, also known as fire radiated energy [FRE]) and an assump-
tion, based on measurements, that 17% of energy generated by combustion was radiated
([33,34]). Two radiometer configurations were used, one elevated to 5.5 m on a tower with
a 52 degree field of view and 22.5 m2 area of regard ([33]) and the second elevated to 7.7 m
with a 60 degree field of view and 62 m2 area of regard ([40]). Radiometer height does not
affect the energy estimate ([1]) other than the area over which it is determined. FBPs were
positioned just outside the area of regard of the radiometers and oriented across the area of
regard and towards the expected approach of the flame front.

Figure 1. The Fire Behavior Package (FBP) including horizontally- and vertically oriented bi-
directional probes and thermocouple. Data from the Dual Sensor and narrow-angle radiometer
(NAR) are reported elsewhere ([19]). Nominally, the FBP is positioned 50 cm aboveground and the
distance between the probes is approximately 36 cm.

Gas heat capacity and pressure (Equation (4)) and the calibration process required to
estimate flow velocity are temperature dependent (Appendix A). We did not adjust for
differences between air and flame and plume gases in their physiochemical properties. We
used a lookup table to adjust air heat capacity by temperature ([41]). Flow velocity, assum-
ing incompressible flow, is derived by calibration from wind tunnel data (Appendix A). By
convention, direction is determined by the sign of the differential pressure measurement
with upward being positive on the vertically oriented bi-directional probe and flow towards
the front of the Dual Sensor being positive on the horizontally oriented bi-directional probe
(see Figure 1).

Time limits to the integrals used to determine sensible energy are determined using
3-s averaged gas temperature measurements because turbulence results in high-frequency
fluctuation in temperatures and flows ([37,42]). The start of the integral is determined by the
timestep at which a 4-s window moving back in time from peak temperature last contains
a temperature rise above threshold. We tested 50, 100, and 200 C rise above background as
thresholds. The end of the integral is the timestep at which a window moving forward in
time from peak temperature encounters its last rise above threshold within the window.
The limits to the integral define what we call residence time in this paper.

2.4. Statistics

Where correlations are reported, they are nonparametric Spearman rank-order cor-
relation coefficients. Comparisons among thresholds used to define residence times are
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compared by ANOVA on log-transformed data. Within temperature thresholds, compar-
isons between horizontal and vertical flow velocities and sensible heat fluxes are by paired
t-test. Regressions between horizontal, vertical, and resultant sensible energy and fire
energy were linear on natural-log transformed data. Statistics were calculated with SAS 9.
The standard for judging whether a difference between groups was significant was p < 0.05.

3. Results

Vertical, horizontal, and resultant sensible heat fluxes and energies (Equations (5)
and (6)) are based on flow velocity and direction and gas temperature measurements
and inferred temperature-dependent gas density and heat capacity (Equations (2)–(4)).
Individual collections were included in the final dataset if we knew from video analysis
that the fire approached the FBP from within 60 degrees of perpendicular to the face of
the incident heat flux sensor and axis of the horizontal probe (see Dickinson et al., 2019).
Where we did not have video information, we further included datasets where sensible
heat fluxes in the horizontal and vertical dimensions, and their resultant, were positive
on average. We excluded datasets that did not meet the above conditions or which had
known equipment problems. Ultimately, we report data from 55 out of 97 datasets.

3.1. Residence Times and Gas Temperatures

After experimenting with a range of thresholds, we ultimately used a 50 C temperature
rise above background to determine the residence times over which sensible heat fluxes
were integrated (Figure 2). The choice was based on the objective of capturing as much of
the perturbation (fire-induced) sensible heat flux and energy as possible. The temperature-
rise rule provided a consistent estimate that accounted for variation in ambient (pre-fire) air
temperature. We expect that there was minimal heat flux lost by excluding near-ambient
temperatures. In practice, the estimates of horizontal, vertical, and resultant sensible energy
did not differ among the 50, 100, and 200 C thresholds (ANOVA F-value < 0.9, p > 0.4 for
all comparisons) although the number of experiments that met the residence time criteria
declined as the temperature threshold increased. Residence time used for integration
should not be confused with flame residence times which were determined from video
analysis and are shorter in duration (Table 1). The frequency distribution of residence
times (Figure 2) follows from the wide range of gas temperature regimes in the flames and
plumes (Figures 3 and 4).

Figure 2. Frequency distribution of residence times defined by a 3-s moving-averaged temperature
rise greater than 50 ◦C above background.
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Figure 3. Frequency distribution of average gas temperatures over residence times measured with
fine thermocouples.

Figure 4. Frequency distribution of peak gas temperatures within residence times measured with
fine thermocouples.

3.2. Flow Velocity and Horizontal and Vertical Sensible Heat Flux

The frequency distribution of average horizontal and vertical flow velocities showed a
wide range across collections (Figure 5) and were not correlated which each other (R = −0.1,
p = 0.6). Average horizontal velocities were larger than vertical velocities (Figure 5, Table 2).
Peak flow velocities (Figure 6) show high instantaneous values, particularly for horizontal
flow. Average sensible heat fluxes were greater in the horizontal than vertical directions
(Table 2, Figure 7). As for flow velocities, horizontal and vertical sensible heat fluxes were
not correlated (R = 0.24, p = 0.07). Peak horizontal and vertical sensible heat fluxes were
often large (Figure 8) but fluctuated dramatically in our 10 Hz data (Figure 9). Residence
times were strongly correlated with vertical sensible energy (R = 0.6, p > 0.0001) but were
weakly correlated to horizontal sensible energy (R = 0.26, p = 0.06). The increase in residence
time with sensible energy can be seen in Figure 9 in a comparison between timeseries with
the lowest and median resultant sensible energies and that from the greatest resultant
sensible energy.
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Figure 5. Horizontal and vertical velocities averaged over residence times.

Figure 6. Peak horizontal and vertical flow velocities over residence times.

Figure 7. Average horizontal and vertical sensible heat fluxes over residence times.
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Figure 8. Peak horizontal and vertical sensible heat fluxes over residence times.

Figure 9. Time series of horizontal and vertical sensible heat flux (rows) across a range in resultant
sensible energy (columns). Time series are from the datasets with the lowest (left), median (center),
and highest (right) resultant sensible energies (kJ/m2).

Table 2. Comparisons between horizontal and vertical flow velocities and sensible heat fluxes averaged over residence
times and sensible energies. Overall means and, in parentheses, standard deviations and ranges of average values along
with t-test statistics are reported.

Dependent Variable N Horizontal Mean
(SD, Range)

Vertical Mean
(SD, Range) t-Value p

Flow velocity 55 1.6 (1.2, −0.4–4.1) 0.4 (0.4, −0.7–1.3) 7.1 <0.0001
Sensible heat flux 55 148 (110, 4–423) 76 (43, 11–171) 4.6 <0.0001
Sensible energy 55 4477 (4978, 171–30753) 2334 (1941, 208–11298) 3.0 0.003
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3.3. Horizontal, Vertical, and Resultant Sensible Energy

Horizontal sensible energies, the time-integral of sensible heat fluxes (Figures 5 and 6),
were larger than vertical sensible energies (Table 2, Figure 10). Horizontal, vertical, and
resultant sensible energies were positively related, with considerable variability, to fire
energy inferred from fire radiated energy density (Table 3, Figure 11). The slopes in Table 3
are estimates of the fraction of fire energy dissipated by sensible energy (Equation (1)).
Presence of flame, or the hot plume above flames, at the FBP is indicated by peak sensible
heat fluxes in Figure 9. Clearly, residence times for integration (Figure 2) include fire-
generated sensible heat flux from before and after flame arrival at the FBP.

Table 3. Linear regression statistics for horizontal, vertical, and resultant sensible energies as a function of fire energy
(see Figure 11). Dependent and independent variables were log-transformed.

Dependent Variable N Intercept (ln[kJ/m2]) Slope (Dimensionless) R2 p

Horizontal 32 2.00 0.75 0.18 0.015
Vertical 32 3.12 0.54 0.16 0.003

Resultant 32 3.25 0.64 0.26 0.003

Figure 10. Horizontal and vertical sensible energies resulting from the time-integration of sensible
heat fluxes over residence times.

Figure 11. Horizontal, vertical, and resultant sensible energies (kJ/m2) as a function of fire energy
(kJ/m2) estimated from overhead radiometers on natural log-transformed axes.
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4. Discussion

Horizontal, vertical, and resultant energies were estimated to be 75%, 54%, and 64%,
respectively, of fire energy generated by the RxCADRE surface fires in longleaf pine savanna
and open ranges (Table 3, Figure 11). Clearly, because of their magnitude, sensible heat
flux and energy are critical measurements for understanding fire and plume dynamics and
fire effects and for closing the fire heat budget (Equation (1)). We believe that these are
the first measurements of near-source sensible heat fluxes and energy from wildland fires
using in situ (in and near-flame) instruments. Measurements were based on flow estimated
from differential pressures using bi-directional probes ([20]) and gas temperatures from
fine thermocouples. Measurements of heat dissipation from fires (Equation (1)) have
heretofore been limited to radiation measurements ([1–3,5]) and one measurement of
energy transferred into the soil ([2]) which we infer was ~5% of fire energy. Fractional
radiated energy from field experiments are variable but average somewhere between 14 and
17% of fire energy ([5]). The relative proportion of sensible versus radiant energy should
increase with the size of flames (e.g., from surface fires to crown fires) through increases
in flame emissivity ([43,44]). As well, radiated fraction has been shown to decrease with
increases in fuel moisture ([45]). We recognize that there is substantial variability associated
with our estimates of fractional energy (Figure 11) which we attribute, in part, to the fact
that we inferred fire energy from radiation measurements and an unrealistic assumption of
a constant radiated fraction. In order to balance the integrated wildland fire heat budget
(Equation (1)) given the physical complexity of the problem, it is likely that measurements
should be coordinated with physics-based fire modeling ([46–48]) within a well-defined
control volume. Constraining the control volume is important. For instance, consider that
an estimate of sensible energy from in situ instruments positioned in flames will likely be a
larger fraction of fire energy than an estimate derived from a measurement in the lower
plume because of the progressive loss of heat by radiation.

We recognize limitations that should be addressed in future designs of instruments for
measuring sensible heat fluxes in wildland fires. McCaffrey and Heskestad ([20]) describe
a polynomial relationship between the calibration coefficient and Reynolds number (Re)
that asymptotes at Re > 1000, a value substantially exceeded in our experiments (Re ~8000)
where high flow velocity (13 m/s, Figure 6) is combined with temperatures used to define
integration limits (50 C + ambient). Given generally positive relationships between gas
temperatures and flow velocities, we expect that this situation occurred infrequently and,
given low temperatures, would have had a small effect on sensible heat fluxes. In contrast,
moderate temperatures combined with high flow velocities would also have yielded
Reynolds numbers in the asymptotic range (Re ~3000) which suggests that we may have
underestimated flow velocities under these conditions and, thus, underestimated sensible
heat fluxes. We discuss instrument design improvements below and note that a probe with
a smaller characteristic dimension than ours (12.7 mm) would reduce Reynolds numbers
and may be appropriate for wildland fire measurement.

Our gas temperature measurements are from fine, exposed bead thermocouples that
we know are biased estimators of gas temperatures ([49,50]). As radiation loss declines and
heat gain by convection increases as thermocouple diameter declines, fine thermocouples
are more faithful indicators of gas temperatures than thick thermocouples ([49]). Our
0.025 mm diameter thermocouples were near the lower limit for practical use in the field
with finer thermocouples being too delicate. Based on Figure 1 in Walker and Stocks [49],
we estimate that the error at a peak temperature of 1350 C would be about 11 C for our
thermocouples which, at a peak velocity of 13 m/s translates to a reduction in peak sensible
heat flux of about 1%. The error is not large, but only applies to peak temperatures.
Clements and Seto ([17]) measured maximum horizontal Reynolds averaged heat fluxes
of around 120 kW/m2 at 1.9 m above ground using sonic anemometry during a surface
fire, a value substantially lower than the peak sensible heat fluxes we measured (Figures 8
and 9). We attribute the difference to the Reynolds averaging, the greater height of their
measurements, and the thicker thermocouples that they used to measure gas temperatures
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(nominally 0.08 mm). Clements and Seto ([17]) report 30 s Reynolds averaged values which
are intended to isolate turbulent kinetic energy and not perturbation energies that we report
which only remove pre-fire sensible heat flux and are appropriate for balancing the time-
integrated wildland fire heat budget (Equation (1)). The error in peak sensible heat flux
resulting from their 0.08 mm diameter thermocouples was probably not the largest source
of the difference with our study. Based on data in Walker and Stocks [49], error in peak
sensible heat fluxes from thermocouple error in their study was on the order of 3%. Similar
considerations are relevant to Clements et al. ([16,35]). Gas temperature measurement
is clearly a limitation for achieving accurate estimates of sensible heat fluxes and energy.
Shielded-aspirated thermocouples, as opposed to bare thermocouples, maximize heat gain
from convection and neutralize heat loss from radiation in steady-state conditions ([51,52]).
A limitation is that aspirated thermocouples average over a sampling volume and are,
thus, not true estimators of instantaneous gas temperatures. A blending of measurement
with fine thermocouples and thermocouple heat budget modeling ([53]) may offer the best
means of increasing accuracy of instantaneous gas temperature measurement.

Due to the separation between horizontally- and vertically oriented bi-directional
probes (Figure 1), more appropriate for large flames, we are unsure of the error in flow
direction based on a resultant of the two instantaneous measurements and we have not
reported them here. Proximity of multi-dimensional flow measurements will deliver
data that will provide more accurate estimates of flow direction ([54]). Currently, the
thermocouple used in the FBP (Figure 1) is located between the two probes, a design that is
not ideal, but, we assume, supports estimates of sensible energy that are approximately
correct after horizontal and vertical sensible heat fluxes are integrated over residence times.

Bi-directional probes oriented vertically and horizontally clearly miss flow in the third,
that is, crossways direction. As such, even though the probes have a wide acceptance
angle ([20]), flux and energy are underestimated. We attempted to minimize this problem
by only accepting fires for which we had evidence that average flows were upwards and
towards the front of the FBP (Figure 1). We do not pretend that we eliminated the problem,
however, given that we had no information on crosswise flow and recognize that the
turbulent flow that characterizes flames and plumes is three dimensional ([37]). The high
variability in sensible heat fluxes shown in Figure 9 reflect this turbulence and the intricate
structure of turbulent diffusion flames ([55]). Three-dimensional measurement would
clearly be beneficial. We point the reader to a probe assembly involving two precisely
oriented bi-directional probes that provides three-dimensional flow except under specific
conditions ([56]). Adding a third (crossways) bi-directional probe may be preferable to
avoid limiting conditions ([54]). Clearly, a worthy challenge for fire science is to develop
accurate methods for measuring three-dimensional flow in situ.

A measurement limitation that is not easily addressed is the fact that sensible heat flux
and energy measurements from bi-directional probes have an uncertain footprint because
they are sensing at least some heat advected with the flow from approaching flame fronts
and, after flame front passage, from heat sources behind the flaming front. Moreover, flame
fronts are not steady state and, at best, approach a quasi-steady condition ([57]). As such,
it is not possible to know accurately the ground area over which the sensible energy was
generated. The indeterminant footprint is indicated by the spikes in sensible heat fluxes
before and after peak fluxes (originating from flames and hot gasses in the near-source
plume) with a particularly long tail of sensible heat fluxes from the high energy fire on
the right-hand side of Figure 9. We can speculate that high-frequency infrared imaging,
particularly if done in three dimensions ([58]) could better describe the spatiotemporal
field of sensible heat fluxes and energy ([9]). Until spatial measurement approaches are
developed, increased replication of relatively local measurements is the only option for
better characterizing sensible heat fluxes and energy on an aerial basis.

We assume that sensible energy is largely kinetic and that potential energy is negligible
in a flame front wherein flame velocities resulting from buoyancy-driven flow are at a
quasi-steady state. We speculate that this assumption would be least tenable during periods
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where flame velocities were accelerating or decelerating and heat flux rates were increasing
or decreasing rapidly. It is not clear how we could address the effects of unsteady fire
behavior without measurements of the spatiotemporal field of flow velocities and sensible
heat fluxes using imaging methods ([9,58]).

Although smoldering combustion of duff in the longleaf pine savanna (L2F) con-
tributed about 25% to fire energy ([34]), we assume that the bulk of sensible heat flux
and energy in RxCADRE surface fires was from flaming combustion. Flame residence
times were on the order of 10 s in these fires (Table 1) while our residence times for inte-
gration ranged up to nearly 100 s (Figure 2). In fires with substantial duff and downed
woody fuel combustion, an assessment of their contribution to sensible heat flux may be
possible. Where warranted, contributions from residual combustion might be assessed
by first estimating the contribution from flames using a residence time capturing peak
fluxes and, then, estimate contributions from residual combustion by extending the trailing
limit of the residence time. Ward et al. ([59]) combined flow with chemical emissions
measurements to characterize the mass balance of the primary combustion products which
they used to partition fuel consumption into contributions from flaming and smoldering.
Mass balance measurements may offer an important contribution to balancing the heat
budget (Equation (1)).

In situ physical measurements of energy transport in flames and energy deposition in
the wildland fire environment are critical for advancing fire science ([18]) yet are relatively
sparse in the literature ([42,58,60]). With the advent of modern numerical computation, the
physical complexity and computational requirements of wildland fire behavior and effects
models has increased, including models designed to simulate fire behavior ([46,47,61–63]),
plume transport ([64,65]), and fire effects ([66–68]). More physically realistic models and
better basic understanding of fire dynamics require continued measurement development
particularly of the basic heat and chemical processes occurring in fires exemplified by our
study and others in the field ([17,69–74]) and laboratory ([75–80]). In situ measurements
also support remote sensing. Remote sensing measurements directly related to fire heat
dissipation are currently limited to infrared radiation which can be quantified at high
spatial and temporal resolution over large spatial extents ([81]). Sensible heat fluxes
and flow fields derived from coincident nadir radar and infrared measurements may,
with more development, provide similar temporal and spatial coverage ([9,82]). There
is a need to add value to remotely-sensed measurements through in situ measurements
that improve understanding of their physical connections with combustion and energy
transport processes in fires ([1,5,18]) and, in turn, their links with plume transport ([65])
and fire effects ([36]).

We describe in situ measurements of sensible heat flux and energy in and near wild-
land surface fires. Closing the wildland fire heat budget (Equation (1), [1]) remains elusive
yet is a scientific quest worth pursuing because doing so will help fire scientists better
test their understanding of energy transport and heat deposition in the fire environment
([19,58]), will support smoke plume ([65]) and fire effects model development ([25–27,36]),
and will improve remotely sensed measurements of fire behavior and energy ([2,18]). Clos-
ing the fire heat budget requires continued measurement development and continued
coordinated measurement campaigns over a wide range of fuel and fire behavior character-
istics (e.g., [32,65]). Coordinated measurements should target all components of the heat
budget, including the heat source ([13–15,70]), heat sinks, latent energy ([16]), soil heating
([2]), radiation ([1–3,5]), and sensible energy ([16,17]). In addition, combining measurement
campaigns with fire physics modeling is imperative ([83]) for both advancing the science
and furthering the development of wildland fire management decision support systems.

5. Conclusions

Measurements in and above flames from in situ instruments confirm that sensible
energies are the dominant mode of heat dissipation from flaming combustion in wildland
surface fires (Equation (1)). Measurement challenges remain, including obtaining accurate
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gas temperatures and three-dimensional flow velocities across the varying spatiotemporal
field of spreading fires. Continued development of sensible heat flux and energy measure-
ments is warranted by its magnitude and its importance as a core mechanism driving fire
spread, plume rise, and fire effects.
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Appendix A

Flow velocity, assuming incompressible flow, is derived by calibration from wind
tunnel data. Each probe was calibrated separately at ambient temperature over a range in
velocity from 2.5–14 m/s. Calibration is illustrated here for horizontal flow (u):

uc =

√
2p
ρc

(A1)

where p is the sensor differential pressure (Pa or kg/m s2) and ρc is the air density at
calibration temperature and pressure (kg/m3). Differential pressure is determined from:

p = PpV (A2)

where Pp is the pressure sensitivity of the sensor (volts/Pa) and V is voltage (volts). The air
density is determined from:

pc =
Pc Mw

RTc
(A3)

where Pc is the atmospheric pressure at the time of calibration (Pa), Mw is the molecular
weight of dry air (28.9647 × 1000 kg/mol), R is the universal gas constant (8.31 kg m2/K
mols s2), and Tc is the air temperature at the time of calibration (K). Using Equation (A1) to
determine flow velocity from field data:

u f =

√
2p
ρa

(A4)

where uf is horizontal velocity in the field and ρa is ambient air density. Ambient air density
is determined by:
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ρa =
Pa Mw

RTa
(A5)

where Ta is instantaneous temperature from the thermocouple and Pa is the ambient
atmospheric pressure. Velocity in Equation (A4) will only be correct if Ta = Tc and Pa = Pc,
therefore, a correction must be found to convert uf to the true air flow velocity, uc. Ratioing
Equations (A3) and (A5) gives:

ρc

ρa
= Pc Mw

RTc

/Pa Mw

RTa
(A6)

And
ρc =

PcTa

PaTc
(A7)

Substituting Equation (A7) into Equation (A1) provides calibrated air flow from field
measurements:

uc =

√
2pPaTc

ρaPcTa
(A8)

The calibration relationship in Equation (A8) is linear from 2.5–14 m/s.
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Abstract: Extreme fires in the peatlands of South East (SE) Asia are arguably the world’s greatest
biomass burning events, resulting in some of the worst ambient air pollution ever recorded
(PM10 > 3000 µg·m−3). The worst of these fires coincide with El Niño related droughts, and include
huge areas of smouldering combustion that can persist for months. However, areas of flaming surface
vegetation combustion atop peat are also seen, and we show that the largest of these latter fires appear
to be the most radiant and intensely smoke-emitting areas of combustion present in such extreme
fire episodes. Fire emissions inventories and early warning of the air quality impacts of landscape
fire are increasingly based on the fire radiative power (FRP) approach to fire emissions estimation,
including for these SE Asia peatland fires. “Top-down” methods estimate total particulate matter
emissions directly from FRP observations using so-called “smoke emission coefficients” [Ce; g·MJ−1],
but currently no discrimination is made between fire types during such calculations. We show that for
a subset of some of the most thermally radiant peatland fires seen during the 2015 El Niño, the most
appropriate Ce is around a factor of three lower than currently assumed (~16.8 ± 1.6 g·MJ−1 vs.
52.4 g·MJ−1). Analysis indicates that this difference stems from these highly radiant fires containing
areas of substantial flaming combustion, which changes the amount of particulate matter emitted per
unit of observable fire radiative heat release in comparison to more smouldering dominated events.
We also show that even a single one of these most radiant fires is responsible for almost 10% of the
overall particulate matter released during the 2015 fire event, highlighting the importance of this fire
type to overall emission totals. Discriminating these different fires types in ways demonstrated herein
should thus ultimately improve the accuracy of SE Asian fire emissions estimates derived using the
FRP approach, and the air quality modelling which they support.

Keywords: tropical peatlands; landscape fire; emissions; FRP; total particulate matter

1. Introduction

In the second half of the 20th Century, changing land management practices in the lowland
tropical swamp forests of equatorial South East (SE) Asia led many to be degraded from their natural
forest-covered, persistently waterlogged state [1–5]. The carbon-rich peat surface now becomes dry
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enough to burn at times of low rainfall in many of these deforested and drained areas, leading to
substantial increases in the region’s susceptibility to extreme landscape fire—particularly during the
periodic droughts brought on by El Niño–Southern Oscillation events [6–9]. During the extreme 2015
El Niño, an overwhelming number of landscape fires occurred in the tropical peatlands of Kalimantan
and Sumatra during September and October [10]. Truly extreme ambient atmospheric concentrations
of particulate matter (PM) were generated across parts of Indonesia in particular, representing one of
the worst sustained air pollution events ever recorded (see Figure 1, main image). PM10 concentrations
sometimes exceeded 3000 µg·m−3, as reported in [10], and very substantial impacts on human mortality
have been suggested as a result of this air pollution [11,12]. However, such estimates are built on as yet
uncertain fire-emitted PM totals along with dose-response functions derived for Western populations
that are generally subject to far lower, yet more long-term, PM exposures (e.g., those from urban
air pollution).
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image: Landsat false colour composite (R: B6 (SWIR); G: B5 (NIR); B: B4 (VIS)) for the same day as the 
main image, focused on the longest of the Sumatran plumes present in the main image whose source 
region is boxed in white on the VIIRS imagery. Again, clouds appear white, smoke grey, and actively 
burning fires orange/red; also note the large burned area, which appears dark brown. The fire shown 
in the Landsat scene is plume/fire matchup Fire 7 in Figure 2. 

Emissions from fires on peatlands and other landscapes are mostly derived using so-called 
“bottom-up” approaches, which usually require the combination of satellite-derived burned area 
data with information on fuel consumption per unit area. The latter can be difficult to obtain, 
especially perhaps where peatland fires burn down into the carbon-rich soil to varying 
degrees—generating fires that can persist in the smouldering phase for weeks or months and can 
consume very large amounts of biomass per unit area [13]. Such “bottom-up” approaches are also 
only able to be applied after the fire event has occurred, making them unsuitable to support 
near-real-time emissions estimates and air quality early warning applications [14,15]. An alternative 
fire emissions estimation approach, and one that can be applied in real-time, is the so-called 
“top-down” method linking satellite-derived fire radiative energy (FRE; MJ) observations directly to 
total particulate matter (TPM; g) emissions through a so-called “smoke emissions coefficient” [𝐶; 
g·MJ−1]. This is possible as FRE is correlated with fuel mass combusted [16] and also removes the need 
to estimate fuel consumption per unit area, relying only on knowledge of an appropriate 𝐶 factor. 

Tropical peat soils consist of ~54–60% carbon [17], and organic carbon is the primary particulate 
matter emission component resulting from its combustion [10]. Research foci related to peatland fire 

Figure 1. Satellite imagery of Kalimantan and South Sumatra taken on 23 September 2015 during the
extreme landscape fires exacerbated by the strong El Niño-related drought. Main image: Visible Infrared
Imaging Radiometer Suite (VIIRS) false colour composite (R: 3.7 µm; G: 0.865 µm; B: 0.488 µm)
where clouds appear white, smoke blue—grey, and actively burning fires—bright red. Inset image:
Landsat false colour composite (R: B6 (SWIR); G: B5 (NIR); B: B4 (VIS)) for the same day as the main
image, focused on the longest of the Sumatran plumes present in the main image whose source region
is boxed in white on the VIIRS imagery. Again, clouds appear white, smoke grey, and actively burning
fires orange/red; also note the large burned area, which appears dark brown. The fire shown in the
Landsat scene is plume/fire matchup Fire 7 in Figure 2.

Emissions from fires on peatlands and other landscapes are mostly derived using so-called
“bottom-up” approaches, which usually require the combination of satellite-derived burned
area data with information on fuel consumption per unit area. The latter can be difficult to
obtain, especially perhaps where peatland fires burn down into the carbon-rich soil to varying
degrees—generating fires that can persist in the smouldering phase for weeks or months and can
consume very large amounts of biomass per unit area [13]. Such “bottom-up” approaches are also only
able to be applied after the fire event has occurred, making them unsuitable to support near-real-time
emissions estimates and air quality early warning applications [14,15]. An alternative fire emissions
estimation approach, and one that can be applied in real-time, is the so-called “top-down” method
linking satellite-derived fire radiative energy (FRE; MJ) observations directly to total particulate
matter (TPM; g) emissions through a so-called “smoke emissions coefficient” [Ce; g·MJ−1]. This is
possible as FRE is correlated with fuel mass combusted [16] and also removes the need to estimate fuel
consumption per unit area, relying only on knowledge of an appropriate Ce factor.
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Tropical peat soils consist of ~54–60% carbon [17], and organic carbon is the primary particulate
matter emission component resulting from its combustion [10]. Research foci related to peatland fire
emissions have up to now primarily been focused on smouldering fires in this organic soil [8,18–20],
which, whilst involving relatively slow combustion rates per unit area, produces substantially more
PM emissions per unit of dry matter burned than do flaming or mixed phase (i.e., smouldering and
flaming) fires in vegetation (e.g., [21]). These characteristics of smouldering peat are reflected in the
TPM Ce used to produce current “top-down” fire emissions estimates in peatland fires, these being far
higher than those of tropical forest vegetation fires (see Section 2). However, it is currently unclear
whether such high smoke emission coefficients are singularly appropriate for all fires occurring on
tropical peatlands, because some areas may involve flaming as well as smouldering fuel consumption.
Indeed, data collected by the Advanced Himawari Imager (AHI) carried onboard the Himawari-8
satellite, along with data from the Visible Infrared Imaging Radiometer Suite (VIIRS) and Landsat
Advanced Land Imager (ALI) satellite instruments (Section 4.2 and Figure 1), show evidence of highly
radiant peatland fires, which appear to involve substantial flaming combustion of surface vegetation
in addition to smouldering peat [22]. The likelihood of smoke being injected above the atmospheric
boundary layer during flaming combustion is greater than for smouldering combustion [23], and this
in turn likely supports more significant transboundary transport of the polluted air (e.g., to Singapore
and mainland Malaysia [24,25] in the region studied herein). Accurately identifying and estimating the
PM emissions for such flaming peatland fires is therefore likely to be important for effective modelling
of air pollution transport, and for better gauging their ultimate air quality impacts. The objectives of
the current work are therefore to (i) examine the PM emission characteristics of more intensely radiant
tropical peatland fires in particular, through the development and application of a more appropriate
top-down TPM Ce for such events, derived here using AHI fire radiative power (FRP; MW) products [26]
and collocated observations of aerosol optical depth (AOD) obtained from VIIRS; and (ii) assess the
impact of this updated Ce compared to use of existing values from studies that have not considered
discriminating between smouldering and mixed phase fires. Our ultimate aim is to use the findings
from this work to improve real-time air pollution forecasting during peatland fire episodes, which we
demonstrate include flaming combustion of surface vegetation as well as smouldering combustion of
subsurface organic soils.

2. Landscape Fire Emission Estimation Overview

“Bottom-up” methodologies convert observations of terrestrial phenomena into estimates of
atmospheric emissions using assumptions and/or additional terrestrial parameters, for example,
fuel consumption per unit area measures [27,28]. The two most widely used “bottom-up” emissions
inventories are the Global Fire Emissions Database (GFED) [28], and the Global Fire Assimilation
System (GFAS) [27]. In both systems, information derived from Earth observation (EO) on either burned
area (BA (m2); GFED) or FRP (GFAS) are converted into estimates of smoke emission via application
of species-specific emission factors (EF; g·kg−1) applied to the bottom-up generated estimates of fuel
consumption (kg). Fuel consumption estimates in GFED are produced by multiplying satellite-derived
burned area measures by an assumed (modelled) fuel consumption per unit area, whereas in GFAS
they are generated via application of biome-specific coefficients linking FRE and dry matter fuel
consumption totals, which themselves have been generated using past comparisons of satellite-derived
FRE data from GFAS and GFED fuel consumption values [27].

To support real-time air quality forecasting, we focus on an approach based on FRP measures,
as they can be derived at the temporal resolution of the satellite rather than over multiple days as is
typical of BA-based approaches [29]. Whilst significant advancements have been made during the
last two decades in the active fire detection and fire characterisation algorithms that underlie FRP
approaches (e.g., [29,30]), and landcover specific EF databases are becoming more detailed in their
contents [31–33], there remain uncertainties in the FRP approach to fire emissions estimation. These can
stem from (i) the relatively limited sampling frequency provided by the polar-orbiting satellites that
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currently dominate provision of FRP [34]; (ii) the fact that some of any surface-fire emitted FRP maybe
intercepted by overlying tree canopies [35]; (iii) that some fires are too small or weakly burning to
be detected in the most common spaceborne FRP data products (see comparisons by [36]); and (iv),
in the case of tropical peatlands, from the rather limited (and until recently largely laboratory-derived)
emission factors for peat burning [37]. Perhaps the most significant uncertainties are associated with the
conversion between FRP and fuel consumption rate or totals. The conversion factor for this process has
generally been derived in one of two ways. First, using measurements of FRP and fuel consumption in
small laboratory-scale vegetation fires [16], although these may not be fully appropriate for application
to satellite-derived FRP observations—especially in forested environments due to the issues outlined
in [38], such as interception of radiated heat by forest canopies. Additionally, such conversion factors
may not be applicable to types of fire involving at least some subsurface combustion [13], since fires
burning underground will likely show a different amount of surface-emitted FRP per kg of fuel burned
than do “normal” surface fires. Second, via comparisons between FRP data and GFED-derived fuel
consumption totals (e.g., see [27]), which thus still leaves issues such as non-detection of smaller
burned areas in GFED [39]—the under detection of peat burn area, in particular [40], and the use
of difficult-to-estimate fuel loads [41] and combustion completeness [42] parameters within GFED.
The last of these issues seems especially problematic for subsurface peat fires, where there remain
rather limited measurements of peat depth-of-burn (DOB) [13], and where an accurate method to
estimate the DOB of any particular satellite-detected fire remains lacking.

For these reasons, we focus on adapting the fully top-down “Fire Radiative Energy eMissions”
(FREM) approach of [38,43] to tropical peatland fires. The FREM approach uses species- and
biome-specific Ce to directly link FRP data to the emissions of any particular species within the
smoke, thus removing the need for the interim fuel consumption estimation step. The method is
“top-down” as it relies on atmospheric and terrestrial remote sensing observations only, as detailed
in [37,38,44,45]. In contrast to the Moderate Resolution Image Radiometer (MODIS) based approach
of [44], the FREM approach also attempts to minimise the number of assumptions required when
deriving each biome-specific Ce by exploiting the almost continuous, very high temporal resolution
FRP data available from geostationary sensors. Using these data, it is possible to derive an estimate
of the total FRE released by a fire during the period when it produced a particular smoke plume.
Each plume contains a certain amount of TPM, which itself can be estimated using satellite-derived
AOD products [38,43–45] and further detailed in Section 3.3. Developing a set of matchup fires for
which FRE and TPM values are determined enables the derivation of specific Ce for the biome and
fire-type of interest, and it is our aim here to do this exclusively for the type of more intensely radiant
fires seen on tropical peatlands and shown in Figure 1.

3. Top-Down Estimation of Particulate Matter Emissions

3.1. Algorithm Requirements and Plume Digitisation

As introduced in [38] and presented in Section 2, in order to establish an appropriate TPM Ce for a
particular biome, collocated satellite-derived observations of smoke plume AOD and FRE are required
for a set of matchup fires statistically representative of the biome’s fire events. To derive Ce for the type
of highly radiant peatland fires we study here, we found it necessary to further modify parts of the
original methodology to address three specific issues:

(i) In [38], entire plumes were manually digitised from the satellite imagery to create the southern
African fire matchups. The radiant heat output (FRP) of the largest fires investigated in SE Asia is
more than an order of magnitude higher than those in that original study, however, and their
extensive smoke plumes often merge and/or have indistinct boundaries—making accurate
delineation of a fires entire plume often impossible. There is also far more significant potential for
cloud contamination of the plume observations in the SE Asian environment (see Figures 1 and 2).
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(ii) In [38], it was assumed that each plume analysed had been produced between the start of the
most recent diurnal cycle of the associated fire and the time of the polar orbiting satellite overpass
used to generate the AOD product. However, certain of the SE Asian fires did not show obvious
FRP minima during the night, meaning that the start time of the temporal integration period over
which FRE was calculated could not be determined in the same way.

(iii) The extreme optical thickness of the peatland fire plumes means parts of them are often
incorrectly masked as meteorological cloud by satellite AOD products, or given an unrealistically
constant maximum AOD (this includes the standard MODIS AOD products employed by [38]),
potentially resulting in low biased Ce estimates.

To deal with issue (i) and select an appropriate matchup between the TPM in a given plume and
the FRE for the fire that produced it, only a spatial subset of each plume was digitised (as shown in
Figure 2), rather than the entire plume. This avoided the need to identify the complete plume extent,
greatly reduced issues of cloud contamination, and enabled us to exclude areas of the plume that
had merged with smoke from other fires. In parallel with these advantages, only using part of the
plume also resolved issue (ii), since we could then integrate the FRP values only over the time that the
part of the plume used for the TPM calculation had been generated. Identifying this time period then
became one of the most complex steps in the calculation, and the approach used to do so is discussed
in Section 3.2. To resolve issue (iii), a modified AOD retrieval approach, able to provide AOD estimates
for very optically thick smoke, was developed, as discussed in Section 3.3.

Using this modified approach, Ce was then generated for the highly radiant SE Asian peatland
fires using a suitable set of potential target plumes identified using the NASA Worldview webtool
(https://worldview.earthdata.nasa.gov). MODIS and VIIRS true colour composite browse imagery
were comprehensively searched over the islands of Kalimantan and Sumatra from July through
October 2015, and ultimately thirteen plumes (from tens of potential plumes) were identified that
contained digitizable subsets (for detailed plume information see Table 1 contained in Section 4.1).
These subsets were considered of sufficient length for reliable calculation of the time taken for the
plume to be produced (see Section 3.2, typically tens of km), had sufficient high quality AOD retrievals
for reliable estimation of TPM in optically thick conditions (see Section 3.3), and had collocated FRP
observations coming from Himawari-8 AHI active fire pixels with each fire confirmed as being located
on peatland (see Figure 2) using the SE Asian peatland shape files available from Global Forest Watch
(http://data.globalforestwatch.org/datasets/). All data for the 13 digitized plumes were reprojected to a
UTM grid with a 750 m pixel resolution, chosen to reflect the nominal resolution of VIIRS M-band
pixels (see Section 3.3) at or close to nadir.

Table 1. Key statistics for the thirteen matchup fires shown in Figure 2 and used to derive the total
particulate matter (TPM) smoke emissions coefficient (Ce) in Figure 3. Data for the plume subsets and
the fires contained within the plume polygon depicted in Figure 2 are shown.

Sample
ID

Date
(2015)

FRE
(107 MJ)

TPM
(107 g)

Mean
Plume
AOD

Plume Area
(108 m2)

Plume
Length

(km)

Plume
Velocity
(ms−1)

Time
(s)

Landcover
Concession

Type

1 07/06 0.98 16.6 0.65 10.9 35.9 13.1 2753 oil palm
2 08/07 0.167 2.1 0.38 2.39 26.4 10.3 2553 none
3 08/07 0.07 5.7 0.57 4.34 37.6 7.6 4951 none
4 08/07 0.80 9.9 0.66 6.38 25.1 4.7 5297 none
5 09/11 0.32 10.3 1.94 2.43 21.5 10.6 2030 fibre
6 09/22 0.57 19.9 2.02 3.67 30.6 11.5 2665 none
7 09/23 1.11 26.0 2.11 5.24 32.4 21.4 1512 none
8 09/23 0.32 7.4 1.78 1.99 23.6 11.1 2137 fibre
9 09/24 0.35 3.5 0.63 2.43 22.5 10.3 2186 fibre
10 10/03 1.28 17.8 1.82 4.53 23.9 12.3 1937 fibre
11 10/04 1.62 25.0 2.41 5.04 26.3 10.5 2497 fibre
12 10/20 1.12 14.4 2.08 4.23 13.3 21.5 618 fibre
13 10/20 0.07 0.6 0.15 1.89 22.9 14.1 1634 none
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expressed in watts ×106 (MW), were calculated from level-1b Himawari imagery [26] at the locations 
of active fire pixel detections made using an adaption of the geostationary fire thermal anomaly 
(FTA) algorithm prototyped in [46] and described in detail in [30]. The FRP measures themselves 
were calculated using the MIR-radiance method of [16,47]. The FRE (in joules ×106; MJ) for each fire 
was then calculated from the temporal integration of its FRP measures. This was easily achieved due 
to the 10-min imaging frequency of the Himawari-8 data that avoided the need for interpolation 
during long gaps between FRP observations. The time interval for each FRP temporal integration 

Figure 2. Plumes and overlain aerosol optical depth (AOD) from the thirteen highly radiant peatland
fires on Sumatra and Kalimantan burning between July and October 2015, which provided our
matchup dataset. The two inset maps show the location of each plume on Sumatra (first map)
and Kalimantan (second map), with peatland areas shaded according to Global Forest Watch
(http://data.globalforestwatch.org/datasets/).

3.2. Temporal Integration of FRP to FRE Using Plume Velocity Estimates

To estimate each fire’s FRE, we used the FRP measures for each of the active fire pixels detected
within the digitised fire and plume polygon, as discussed in Section 3.1. These FRP measures,
expressed in watts ×106 (MW), were calculated from level-1b Himawari imagery [26] at the locations
of active fire pixel detections made using an adaption of the geostationary fire thermal anomaly (FTA)
algorithm prototyped in [46] and described in detail in [30]. The FRP measures themselves were
calculated using the MIR-radiance method of [16,47]. The FRE (in joules ×106; MJ) for each fire was
then calculated from the temporal integration of its FRP measures. This was easily achieved due to the
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10-min imaging frequency of the Himawari-8 data that avoided the need for interpolation during long
gaps between FRP observations. The time interval for each FRP temporal integration was set to be that
over which the matching plume subset (Figure 2) was produced. This was calculated from the plume
subset length (m) and horizontal velocity (m·s−1). The former was determined by creating a vector p
from the plume’s approximate distal end (identified as the approximate midpoint of the distal end
during digitisation) to the mean UTM-projected location of the Himawari-8 active fire pixels contained
within the plume polygon. The total length of the plume subset is then defined as ‖p‖. Plume velocity
was derived from consecutive Himawari-8 0.55-µm images using the OpenCV Farneback optical
flow algorithm [48] (see Appendix B) applied to the seven AHI images preceding each of the VIIRS
overpasses used to provide the plume AOD measure (see Section 3.3). Seven images, when paired,
provided a 1-h subset of Himawari-8 observations from which to estimate the flow. This was deemed
suitable as most plume subsets, when evaluating their flows, were produced by the associated fire in
less than an hour. From the image flow estimates, plume velocity, w (m·s−1) is estimated as:

w =
max

i
‖
(
x f low, i, y f low, i

)
‖

s
(1)

where i defines the set of geostationary image pairs between which the flow is calculated, x f low, i is
the mean subpixel shift (i.e., flow) in the UTM projected geostationary image x-axis with the mean
calculated only from pixels contained within the plume subset polygon, and y f low, i is the same but for
the y-axis. The denominator s is the total number of seconds between temporally adjacent Himawari
image acquisitions, which occur every 10 min (i.e., 600 s).

The flow measures, x f low, i and y f low, i, are subject to two screening steps prior to calculating their
mean: (i) to exclude any flow pixels not physically representative of the plume-indicated wind direction,
the angle between all flow vectors and p is calculated, and only flow vectors within ±π8 radians of
the plume vector are retained; (ii) some nonplume flow pixels are sometime contained within the
plume polygon, typically providing flow estimates for the land surface (i.e., 0) and are excluded.
Finally, the image pair with the maximum of the screened flows is retained as it was found to be the
most reliable indicator of plume speed based on comparisons to ECMWF Re-Analysis 5 (ERA5) wind
speeds (see Appendix B, Figure A2).

Total time for the plume subset to be produced was calculated as t = ‖p‖·w−1. It is this duration t
that was used as the time period over which the matching FRP time-series for the fire was integrated
to estimate FRE. The end of the integration period was the time of the VIIRS overpass providing the
AOD estimate, whilst the start of the integration period was t seconds earlier.

3.3. TPM Estimation

AOD retrievals for each plume subset (Figure 2) were derived from the VIIRS multispectral
750-m spatial resolution “M-band” observations via two approaches. The first for pixels showing
optically thick conditions (i.e., extreme AODs, here >2.0) and the second for all other pixels. For the
latter, AOD values from the standard VIIRS aerosol product were used, based on land pixels whose
555 nm AOD was derived using a modified dark target (DT) algorithm (originally developed for
MODIS) [49]. The modified algorithm uses five M-bands (M1: 0.412 µm; M2: 0.445 µm; M3: 0.488 µm;
M5: 0.672 µm; M11: 2.25 µm) to estimate AOD, and a key enhancement over its use with MODIS is that
five aerosol types are evaluated in the retrieval’s optimisation step (compared to the two assessed in
the MODIS DT product), and these include both low- and high-absorption smoke aerosols taken from
AERONET inversion climatologies [50]. The VIIRS AOD product is available from the NOAA CLASS
data centre as an aggregated environmental data record (EDR) at a nominal 6-km spatial resolution,
or an unaggregated pixel-level intermediate product (IP). The IP product was used herein because its
higher spatial resolution better captures the AOD variability within each plume. Retrieval confidence
flags are produced at the IP level and used in EDR generation, ranging from 1 (good) through 4
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(non-retrieved), and AODs higher than 2.0 are considered invalid, even though they are common in
biomass burning plumes [51].

For pixels showing extreme AODs, no publicly available satellite-derived standard AOD product
currently exists that retrieves AODs greater than 5, even though such values exist in the SE Asian
biomass burning plumes of 2015 [51]. Therefore, to provide data for these pixels we deployed the
Oxford-RAL Aerosol and Cloud retrieval algorithm (ORAC) for all pixels showing optically thick
conditions (AOD > 2.0). ORAC is able to retrieve AOD even in such extreme AOD situations [52],
but was not used for the optically thin (AOD < 2.0) condition since when applied to data from
single-view sensors such as VIIRS (as opposed to dual-view sensors such as ATSR), the retrievals
retain significant and unwanted sensitivity to changes in the underlying land surface reflectance [52].
We applied ORAC to data from VIIRS channels M3 (0.488 µm), M4 (0.555 µm), M5 (0.673 µm),
M7 (0.865 µm), M8 (1.24 µm), and M11 (2.25 µm), parameterising the retrievals with the smoke
optical properties reported in [50] for tropical forest fires in the Amazon. These are unlikely to be a
perfect match for the smoke coming from SE Asia fires, which, for example, will have very likely been
contributed to by organic soil burning, so wherever possible we compared the ORAC-retrieved AODs
from SE Asian plumes to those derived from the surface AERONET network (which itself provides
data suitable for retrieving AOD in even optically thick conditions). A bias was noted between the
ORAC and AERONET AOD retrievals made in the extreme AOD conditions considered here, believed
most likely to arise from differences between the assumed and true optical properties of the smoke
particulates. This bias was easily adjusted for by using a single linear scaling factor (see Appendix A).

Even with the two AOD retrieval methods noted above, complete plume subset coverage was
not always achieved, and quality indicators were used to screen out low quality AOD retrievals.
Specifically, only VIIRS IP data with quality of 2 or better and ORAC retrievals with costs of ≤10 (a limit
applied previously [53]) were used, with the ORAC cost providing an indication of the consistency
between the retrieved and observed atmospheric state [52]. The AODs of any non-retrieved pixels
were estimated using a radial basis function interpolation approach. This was found to provide the
most representative AOD estimates when evaluated against alternative interpolation approaches on
artificially removed AOD pixels (see Appendix C).

Excess AOD was calculated for every pixel in each plume subset by differencing the pixel’s AOD
value from that derived for the upwind plume background (defined from an additional polygon drawn
immediately upwind of the fire during the digitisation process). The total particulate matter (TPM, g)
in the plume subset was then calculated from the excess AOD totalled over all pixels using:

TPM = A·AODe·β−1 (2)

where A is the area (m2) of the plume subset polygon, AODe (unitless) is the summed excess AOD for
the plume subset, and β is the mass attenuation coefficient (m2·g−1) for the constituent smoke.

The selection of an appropriate mass attenuation coefficient depends on numerous and largely
unknown factors associated with a fires environment, and the usual solution is to assume a globally
or regionally appropriate value, such as the 4.6 m2·g−1 applied in [45] or the regional mean of
3.5 ± 1.0 m2·g−1 used for Southern African fires in [38]. However, peatland fires generally involve
organic soil combustion as well as combustion of vegetation, and thus a different mass extinction
coefficient may be warranted compared to smoke coming from a purely surficial vegetation fire [54].
However, since the fires we focus upon are highly radiant and clearly involve substantial flaming
combustion of vegetation (Section 4.2 and Figures 1, 5, and 6), we retain use of the most widely applied
biomass burning smoke mass extinction coefficient of 4.6 m2·g−1 [44]. Further investigations of this
parameter based on field or laboratory measures is suggested as a future research priority. Using this
smoke mass extinction coefficient allowed us to generate TPM values for the plume subsets of our
matchup fires, and combining these with the per-fire FRE values we generated the smoke emissions
coefficient Ce using ordinary least squares (OLS) regression forced through the origin.
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4. Results and Discussion

4.1. Derivation of TPM Emission Coefficient (Ce)

Figure 3 shows the data from the thirteen matchup fires of Figure 2, used to estimate Ce as
16.8 ± 1.6 g·MJ−1 through OLS regression, with Table 1 reporting various metrics for each matchup.
For comparison, in Table 2 are the existing TPM Ce published for SE Asian peatland fires, either derived
from the multiplication of an FRE to fuel consumption conversion factor with a TPM emission factor [27],
or calculated directly via a “top-down” method relating FRE to TPM emissions [37]. Values range from
69.3 g·MJ−1 in the former case to 52.4 g·MJ−1 in the latter, and are far higher than the 16.8 ± 1.6 g·MJ−1

determined herein. The highest Ce (69.3 g·MJ−1) was derived using a largely “bottom-up” approach
where a dry matter fuel consumption rate conversion factor of 5.87 kg·MJ−1 was established though
comparison of GFAS-derived FRP values against burned-area-derived peatland fuel consumption
estimates coming from GFED [27], and the 11.8 g·kg−1 TPM emissions factor from deforestation
fires [33]. A recent update to the EF from [32] provides an explicit, though indirectly estimated, TPM EF
value for peat of 27.5 g·kg−1, resulting in an even larger Ce estimate of 161 g·MJ−1. The “top-down”
Ce of 52.4 g·MJ−1 was calculated from a set of 19 collocated smoke plumes and fires burning on SE
Asian peatlands, with the TPM measurements derived from MODIS deep blue AOD products [55] and
the FRE calculated from MODIS FRP data provided by successive overpasses of the Terra and Aqua
satellites and an assumed FRE diurnal distribution [37].
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Figure 3. Comparison of total particulate matter (TPM) in the plume subset and matching fire radiative
energy (FRE) released from the causal fire, shown for the thirteen matchup fires of Figure 2, with each
numbered as shown therein. The ordinary least squares (OLS) linear best fit through the origin is
used to generate a TPM smoke emissions coefficient (Ce; 16.8 g·MJ−1) appropriate for this type of
highly radiant SE Asian peatland fire, with the grey shaded area indicating the 95% confidence interval
[14.3 g·MJ−1, 20.9 g·MJ−1].

Table 2. Existing peatland and tropical forest fire TPM smoke emissions coefficients (Ce) linking TPM
emissions to FRE release, for comparison to that derived herein (Figure 3).

Source Peatlands (g·MJ−1) Tropical Forests (g·MJ−1)

[27] 69.3 11.3
[37] 52.4 30.0
[44] - 15–32
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4.2. Discussion of TPM Emission Coefficient (Ce) Differences

The TPM Ce reported in [27,37] for SE Asian peatland fires are very substantially larger than the
16.8 g·MJ−1 value generated herein (Figure 3). A key cause of this difference is suggested to be the fact
that unlike our highly radiant peatland fires, which contain substantial areas of flaming combustion
(Figure 1), many fires on peatlands tend to be solely smouldering, which generates far more particulate
matter emissions per unit of dry matter burned than do flaming fires [21].

A second cause is related to the typical surface temperatures found at locations of burning
peat, which are typically far cooler than those of surface vegetation fires. In [16], it is shown
how the MIR-radiance method of FRP retrieval is adapted to a temperature range relevant to
smouldering and flaming-phase vegetation combustion. Whilst the approach greatly benefits from not
requiring knowledge of the actual fire effective temperature, it is tuned for temperatures exceeding
650 K (considered a good lower limit for smouldering phase activity [56]). Below this temperature,
the radiative power output becomes increasingly underestimated unless the FRP coefficient is rederived
for a cooler temperature range [16]. Such FRP underestimation at lower temperatures is in some
cases advantageous, because in standard vegetation fires such temperatures are mostly associated
with recently burned but still cooling ground that is not consuming fuel. However, by burning
underground, subsurface peat fires can still consume fuel whilst generating surface temperatures far
lower than 650 K [57], meaning the equivalent FRP to fuel consumption rate conversion factor would
need to be increased compared to that for standard surface smouldering or flaming fires. This may
be one reason that during comparisons between MODIS-derived FRP measures and GFED-derived
fuel consumptions, [27] found an “FRE-to-fuel consumption” conversion factor for savanna fires
rather similar to that of the small-scale laboratory vegetation burns of [16], but for peatland fires the
estimate was more than an order of magnitude higher. To demonstrate, Figure 4 shows infrared surface
temperature data of SE Asian peatland fires acquired by us during the October 2015 Kalimantan
fieldwork described in [10]. The data come from two areas of burning peat. The first area is a largely
cleared location next to a drainage canal imaged from a low altitude UAV (Figure 4a,b). Ambient surface
temperatures are below 313 K (40 ◦C) and elevated temperatures at the areas of combustion are mostly
lower than the aforementioned 650 K (377 ◦C) threshold used by default in the MIR-radiance method.
These elevated surface temperatures appear mostly to be generated via heat conduction from below
at locations where smouldering peat consumption is proceeding subsurface, often below a layer of
white ash. The second area is a more forested location (Figure 4c,d), where the thermal imagery was
acquired from the ground. Here, some surface woody material is being consumed by smouldering
combustion, but the vast majority of elevated surface temperatures, and certainly the hottest ones,
are from areas of peat and appear to be actively generated by convective heat transfer related to the
passage of hot smoke through vents and cracks in the peat surface. Substantial areas exceed the 650 K
(377 ◦C) threshold, though most are still cooler than this—as confirmed by the normalised frequency
distribution shown in Figure 4e.

A third cause for the difference between the Ce estimate determined herein and the far higher
values determined by [27,37] is that when examining wide-scale peat fires with moderate to low
spatial resolution spaceborne data, the pixels successfully triggering the active fire (AF) detection
algorithm typically comprise many individual subsurface fires, which together can present a sufficiently
significant surface thermal signature to be detected. However, there will likely be many fire regions
with insufficient high temperature areas to trigger the AF detection algorithm, meaning their FRP will
not contribute to the FRP total, but may well contribute significantly to smoke production or estimated
BA-derived fuel consumptions. Such FRP underestimation caused by undetected AF pixels will likely
be greatest in the case of subsurface smouldering peat fires, where far more of the pixel area must be
covered by the elevated temperature material for the AF detection algorithm to identify the pixel as
containing a fire, compared to fires at flaming temperatures.
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type of airborne and ground-based thermal imagery shown in (b,d), and where the more forested 
locations (c,d) show significantly higher temperatures, albeit still primarily coming from subsurface 
combustion. 

Figure 4. SE Asian peatland fire infrared surface temperatures and matched optical imagery. Data come
from infrared camera measurements conducted on 14 October 2015 during the Central Kalimantan field
campaign described in [10], and were acquired close to location 3 detailed therein. (a) Example airborne
optical image of subsurface peat burning in a largely treeless area next to a drainage canal, captured from
a UAV flying ~20 m height above ground, along with (b) the matching thermal (8–14 µm) brightness
temperature image. (c) Example ground-based optical image of peat burns in a more forested
area, where hot smoke is escaping from vents and holes and there is more woody material to burn.
(d) Matching thermal brightness temperature image. (e) Normalised frequency of surface temperatures
collected in the two different areas from multiple examples of the type of airborne and ground-based
thermal imagery shown in (b,d), and where the more forested locations (c,d) show significantly higher
temperatures, albeit still primarily coming from subsurface combustion.

The above factors provide an indication as to why the Ce values established previously for
peat fires, assumed to comprise a significant subsurface smouldering combustion component, are so
much higher than those established for the potentially more flaming-dominated fires assessed herein.
Confirmation of these fires’ flaming nature comes from several sources. Firstly, exploiting the large
temperature differential between flaming and smouldering combustion in SE Asian peatland fires
(~400 K, [57]) allows the spectral ratio method demonstrated in [58,59] to discriminate between
them. This was conducted using the ratio of the excess (i.e., above background) mid- and long-wave
infrared (MWIR and LWIR, respectively) spectral radiances available in the AHI FRP product at the
location of detected active fire pixels [26]. Comparing this against an empirically defined threshold
value of 5.4 (W m2 sr−1 µm−1 (W m2 sr−1 µm−1)−1), equivalent to a combustion temperature of 700 K,
allowed us to identify whether each AF pixel was dominated by areas of combustion cooler or
hotter than this (validation of the defined threshold against known flaming locations is provided in
Appendix E). Assessing AHI-detected fires burning across the SE Asian study region on a 1-arcminute
grid aggregated over the months of September and October 2015 (see Appendix D, Figure A4),
showed that approximately ~51% of the peatland grid cells have a median spectral ratio of >5.4
(i.e., hotter than 700 K) compared to ~65% of grid cells not located on peatlands, a statistically
significant difference (p < 0.01) in terms of temperature. Aggregating the data from peatlands into
hourly bins (see Appendix D, Figure A5) returns median spectral ratio values of >5.4 from 12:00 to 20:00
local time, an indication that flaming combustion is more prevalent during the day, as might be expected
since daytime conditions tend to promote more intense fire activity [9,24]. These findings together
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indicate that this spectral ratio thresholding is suitable for discriminating between more flaming and
more smouldering dominated areas of combustion, and that smouldering combustion is more prevalent
in peatland areas and at night. Figure 1 (inset) also proves the presence of substantial areas of flaming
combustion, as do the spectral ratio values for the 13 peatland fires of Figure 2, which are shown in
Figure 5a, with the median spectral ratio of all but two of the fires exceeding the defined threshold of
5.4. A further comparison of the spectral ratio values for the AHI active fire pixels of our matchup fires
was made against all active fire pixels detected in peatland and non-peatland areas in the study region
across September and October 2015 (Figure 6a). The median spectral ratio for the matchup fires (7.2) is
significantly higher than that for the wider peatland (4.8) and non-peatland (5.7) areas, indicating that
the matchup fires have substantially more flaming combustion. Note that the median spectral ratio
across all peatland fires is less than the threshold of 5.4, indicating the predominance of smouldering
combustion in peatland areas (but not in our highly radiant matchup fires).
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Figure 5. Results of the investigation as to the nature of the thirteen matchup peatland fires focused on
herein and shown in Figure 2. (a) Boxplots of the “excess above background” 3.9 to 11 µm spectral
radiance ratio for the Himawari active fire pixels making up each fire, along with that associated
with a 700 K fire (5.4 W m2 sr−1 µm−1 (W m2 sr−1 µm−1)−1); shown by the dashed vertical line.
(b) Boxplots representing the fraction of each Himawari pixel that would be required to be covered by a
subsurface smouldering peat fire having an effective surface temperature of 412 K (mean of the surface
temperatures determined in [57]). Himawari-8 active fire pixels are those detected within the associated
plume polygons shown in Figure 2 in the hour prior to the VIIRS afternoon overpass. In both (a) and
(b), the boxplots follow standard conventions showing the median (red horizontal lines), interquartile
range (box), and minimum and maximum values (whiskers).

A second assessment is made in Figure 5b, where for active fire pixels associated with each
matchup fire we estimate the required subpixel fraction f that would need to be combusting to generate
the observed FRP, assuming a 412 K (139 ◦C) surface temperature (the mean smouldering peat fire
temperature determined in [57]):

f =
FRP·

(
σ
a ·β(λ, T)

)−1

As
(3)

where f is the fractional area (unitless); FRP is the fire radiative power (W), σa is the AHI specific FRP
coefficient (sr µm); β(λ, T) is the Planck function used to define spectral radiance (W m2 sr−1 µm−1)
at wavelength λ (µm), here 3.9 µm and temperature T (K), here 412 K; and As is the area (m2) of the AHI
pixel (4 km2 at the subsatellite point). Given the relatively large AHI pixel areas, the resulting fractional
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areas coming from application of (3) to our matchup fires appear unrealistically high, with median
pixel fractions of >20% for the majority of these fires. This contrasts against the same estimate of
subpixel fraction calculated for all active fire pixels detected on peatland and non-peatland areas
(Figure 6b), which indicates a far more reasonable median pixel fraction of ~0.05% (peatland) and
~0.04% (non-peatland). This difference suggests (i) that our matchup fires must contain substantial
areas of combustion far hotter than 412 K (which would then make their subpixel fractional areas far
lower and more realistic), and (ii) that they are among the most radiant fires occurring during the 2015
El Niño period in the study region.
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Figure 6. Spectral ratio (a) and subpixel active fire fraction (b) for AHI-detected active fire pixels contained
in our matchup fires against all AHI-detected active fire pixels for September and October 2015 identified
in the study region (latitude range: 10◦ N:10◦ S; longitude range: 100◦ E:120◦ E). Active fire pixels are
separated into those burning on peatlands and on non-peatlands using the Global Forest Watch peat map
shown in Figure 2. As with Figure 5, the boxplots in (a,b) follow standard conventions.

Together, the data from these three assessments support the interpretation that our matchup fires
are far more radiant and contain far more flaming activity than do the majority of the peatland fires
identified by AHI during September–October 2015, and since more than 50% of them are located
on Indonesian governmental peatland concessions for wood fibre (6 samples) or palm oil (1 sample)
plantations (see Table 1), substantial surface vegetation and vegetation litter is indeed likely to be
available at these sites to support flaming combustion of the type shown in Figure 1. Thus, it follows
that the Ce established for our targeted highly radiant fires is associated with peatland burns containing
a significant flaming phase component.

4.3. Consideration of Contributions to Uncertainties

As is apparent in Figure 1, wildfire plumes are rather transparent in the SWIR and MWIR spectral
regions, because these wavelengths are significantly longer than typical smoke particle diameters.
However, the extreme optical thickness of the plumes of our matchup fires likely does provide some
reduction on the MWIR radiance measures used to establish FRP [60], though the magnitude and
variability of this is currently uncertain and the FRP values are thus only atmospherically corrected
for the effect of atmospheric water vapour and trace gases [26]. This, along with active fire detection
errors of omission, results in an increased Ce since the measured FRP is low biased. As discussed in
Section 4.2, Ce values derived using AHI might be expected to be lower than those produced using
MODIS (assuming AOD values were correctly specified in both cases), given the reduced capability of
AHI to detect less radiant fires due to its coarser nadir point pixel size [26,46] (up to 66% active fire
detection omission rate [26]). Such active fire errors of omission are, however, to some extent accounted
for in our approach—since whilst some active fire pixels in our matchup fires that are burning below the
AHI minimum FRP detection threshold (~40 MW [26]) may remain undetected, their TPM contribution
is captured in the plume and incorporated into the derived Ce. Thus, as long as the Ce derived herein
is applied to AHI data and to fires with characteristics similar to those of the matchups focused on
here, errors will be minimised. This does, however, highlight the need for an approach to effectively
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determine whether a fire is combusting predominantly in the flaming or smouldering phase, since our
derived Ce has been focused on the more radiant peatland fires that contain substantial flaming activity.
The spectral ratio method applied herein demonstrates one potentially suitable approach for doing so.

Further uncertainties are introduced during the establishment of the temporal integration period
under the situation where smoke plumes are constantly evolving, with significant changes in their
appearance, sometimes occurring between AHI image acquisitions, which make tracking their motion
challenging, especially for some of the limited plume extents used herein. Such problems are minimised
by the very high 10-min temporal resolution of AHI, which allows a smaller window size to be used to
capture image motion, and by the strict postprocessing applied in the extraction of reliable motion
estimates. Furthermore, comparisons made against ERA5 profiles of wind speed, shown in Appendix B,
demonstrate that the horizontal wind speed estimates produced using our motion tracking approach
to the AHI-detected plumes are reasonable, with differences of <2 m·s−1 in all instances.

The AOD estimates used to generate the TPM measure of our matchup fires have four main
sources of identified uncertainty: the interpolation of missing AOD values; the assumed ambient
background AOD; the issues of estimating AOD in conditions of optically thick smoke; and inconsistent
wind speed over the plume cross section, such that AODs observed within the plume are not fully
resultant from the fire during the FRP integration time period. Estimating appropriate AODs for
missing pixels is perhaps the most challenging problem of the four. In [37], this issue was tackled using
the maximum near-fire-observed AOD value, but since the cause of the missing data is often related
to the fact that a pixel’s AOD exceeds the maximum possible with the retrieval approach, or that the
smoke is optically thick and misidentified as cloud [51], assigning the maximum “unsaturated” AOD
value found elsewhere in the plume will certainly lead to a low biased AOD estimate. The consequence
would be a low biased in-plume TPM estimate and resulting Ce coefficient. By contrast, the radial
basis function interpolation method deployed herein is able to provide interpolated AOD estimates
even exceeding the maximum observed at retrieved pixels, by providing an estimate influenced by the
gradients of the proximal AOD values. Various approaches can be employed to generate background
AOD estimates, [38] for example, use of a regional value, but this seems inappropriate for conditions
studied herein where very significant spatial variations in ambient aerosol load are seen over small
spatial scales. We assumed that the AOD measured immediately upwind of the plume (as determined
by the plume velocity direction) is that which is representative of the background AOD, since it should
not be contributed to by the fire’s smoke emission. In [51], the potential for accurately retrieving AOD
> 5 optical depths is shown to be problematic, but even if similar limitations apply to the optically
thick AOD retrievals conducted with the ORAC retrieval approach used herein, only an average of 6%
of pixels across the 13 plumes shown in Figure 2 have optical depths above 5 (a maximum of 15.4% of
pixels in plume 11), and so the overall effect will be limited. The effect of differing wind speed across
the plume cross section is difficult to ascertain, and has not been considered in previous work where
temporal plume subsetting methods similar to those employed here are used [44,45]. For plumes
that are not injected above the boundary layer, the inclusion of aerosol material from outside the FRP
integration period in the TPM calculation is more likely due to increased turbulence [61]. For plumes
that are injected above the boundary layer, there is less turbulence [61] and so it may be more reasonable
to assume that the AOD contained within a plume cross section is more closely associated with an
instant of the producing fire. Given that most of the fires evaluated here are very large and have
well-defined plumes, above boundary layer injection seems probable, and we therefore assume that
the TPM contained in the plume is well correlated with the FRE, as indicated by Figure 3.

4.4. Significance of Flaming Phase Dominated Fires

Since the SE Asian peatland fire regime is often assumed to be dominated by persistent smouldering
combustion [18,62], it is worthwhile to consider the significance of the highly radiant flaming-phase
peatland fires that comprise our matchup dataset and how they contribute to the overall smoke emission
totals of the region. To do this, we studied the signatures of the most radiant matchup fire in our dataset,
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that associated with Plume 12 in Figure 2. This Sumatran fire burned from 18 to 27 October 2015
according to our AHI-derived FRP time series (Figure 7), and released 1.76 × 1010 MJ of fire radiative
energy. Applying our “top-down” Ce to this FRE total results in a total emitted particulate matter mass
of ~0.3 Tg for this fire alone, which represents around 9% of particulate emissions from all Sumatran
fires burning in September and October 2015 (assuming ~3 Tg of PM2.5 released during this period and
that PM2.5 typically comprises 90% or more of emitted PM mass totals [10,21], giving ~3.4 Tg of total
particulates). Thus, this single fire alone markedly contributes to regional TPM emission totals, and
our matchup dataset shows thirteen such intensely burning highly radiant peatland fires, whose TPM
emission rates are each far higher than those of the far more common low intensity smouldering peat
fires. Combined, the TPM emissions of the twelve other fires studied totals to ~0.4 Tg of particulate
matter mass. To demonstrate the inappropriateness of applying existing Ce values (Table 2) to these
types of high intensity peatland fire, along with the updated “bottom-up” value of 161 g·MJ−1 derived
from [32], we calculated the equivalent TPM total for the fire associated with Plume 12. TPM totals of
0.93, 1.22, and 2.84 Tg were calculated for this single fire from the alternative coefficients, which are
clearly too high given the total from all Sumatran fires is estimated to be ~3.4 Tg [10].
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fuel consumption rates and thus the highest rates of PM emission during this event. We generate a 
matchup dataset of these fires and use it to generate a TPM Ce estimate of 16.8 ± 1.6 g·MJ−1, which can 
then be applied to all FRP data of this type of fire to estimate TPM emissions per unit time (g·s−1), 
even in real-time. Our derived Ce is far lower than those currently published for SE Asian peatland 
fires, which typically exceed 50 g·MJ−1 [27,63]. The difference is primarily attributed to the fact that 
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single Ce value for all SE Asian peatland fires, which area-wise tend to be dominated by subsurface 

Figure 7. Data of the highly radiant Sumatran peatland fire associated with Plume 12 of Figure 2,
and confirmed as showing flaming as well as smouldering activity in Figure 5. The upper plot shows
the smoke plume and the spatial distribution of mean Himawari-8 derived FRP for three days of
the fire. The lower plot shows the nine-day time series (each tick represents a 24-h period) of total
Himawari-derived FRP for the fire (contained in the black bounding box marked in the images),
with the dashed line showing the original 10-min resolution data and the solid line a 6-h sliding window.
The data from this fire used in the matchup process to derive Ce (Figures 2 and 3) came from the
20 October 2015 record (Table 1).

The high Himawari-derived FRP values of the matchup fires shown in Figure 2 mean they are
consuming significant amounts of fuel per unit time. This is probably occurring in spreading flaming
fire fronts of the type shown in Figure 1, and in fuels consisting of both surface vegetation as well as
organic peat soil. In [10], it was also found that the particulate matter emissions factor for this type of
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flaming vegetation fire atop burning peat is significantly higher than for smouldering peat fires alone,
further increasing the amount of particulate matter they release per unit time. Overall, our results
demonstrate that indiscriminate application of a single Ce, for example, from [27] or [37], based solely
on the fact that the landcover type is peatland is inadvisable.

5. Conclusions

Our analysis focused on a series of the most radiant fires burning in Indonesian peatlands during
the 2015 El Niño (September and October 2015). These fires were responsible for the highest fuel
consumption rates and thus the highest rates of PM emission during this event. We generate a matchup
dataset of these fires and use it to generate a TPM Ce estimate of 16.8 ± 1.6 g·MJ−1, which can then be
applied to all FRP data of this type of fire to estimate TPM emissions per unit time (g·s−1), even in
real-time. Our derived Ce is far lower than those currently published for SE Asian peatland fires,
which typically exceed 50 g·MJ−1 [27,63]. The difference is primarily attributed to the fact that the highly
radiant fires focused upon herein include significant flaming activity in surface fuels, such as forest
and plantation vegetation, as well as smouldering combustion within the peat. Deriving a single Ce

value for all SE Asian peatland fires, which area-wise tend to be dominated by subsurface smouldering
combustion, is the likely reason for the far higher smoke emissions coefficients coming from past
studies. Our results have important consequences for the estimation of particulate matter emissions
for SE Asian peatland fires using the FRP approach, since we show that application of an inappropriate
Ce derived for smouldering fires can result in highly biased PM emission estimates when applied to the
more intensely radiant fires that can also be found on SE Asian peatlands. Indeed, these latter types of
fire can be highly important to overall PM emissions totals and are thus important to consider accurately.
We estimate that the single most radiant Sumatran fire assessed herein produced approximately 9% of
all PM2.5 emissions originating from Sumatran fires in September and October 2015. Such large fires can
greatly affect regional air quality, including in highly populated parts of Indonesia and neighbouring
countries such as Singapore [24,25].

Our work demonstrates for the first time the importance of considering combustion phase both
when establishing Ce for a particular biome in which very different types of fire (smouldering dominated
vs. mixed phase or flaming dominated) can occur, and during application of the resulting coefficient
to subsequent FRP observations. The FREM approach and our optimised Ce coefficient appear well
suited for use in fire emissions inventorying and air quality early-warning, and indeed the highly
radiant, surficial flaming fires we focus on herein are more energetic and thus more likely to inject
pollutants into the free atmosphere that may assist their transboundary transport [64]. Further work is
recommended to determine the most appropriate smoke mass extinction coefficient for peatland fires
and for best discriminating areas of flaming- and smouldering-dominated combustion to ensure the
most appropriate Ce is applied to each type of fire.
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Appendix A

To assess the satellite-derived AODs used herein, we made use of the AERONET database,
which was reprocessed in 2018 with the AERONET Version 3 algorithm. This provided a number of
improvements to the cloud screening and instrument anomaly detection processes [65], including a new
very high AOD restoration step that retained previously excluded cases of high aerosol loading typically
associated with biomass burning plumes [66]. The uncertainty in the V3 AOD is ~0.01 (±0.015) optical
depths at visible wavelengths [65], very similar to that in the V2 algorithm. As shown in Figure A1,
a number of AERONET stations are located in the SE Asian region of interest, and for the period
August through October 2015 those located at Jambi, Kuching, Makassar, Palangkaraya, Pontianak,
and Singapore were examined for the occurrence of overlying smoke and clouds (manually assessed
using VIIRS true colour composites). When an overlying smoke plume was found to coincide with an
AERONET station location, the AERONET database was queried for a temporally collocated Level 2.0
(cloud screened and quality assured) AOD sample, with a time difference between the VIIRS overpass
and the AERONET sampling of up to ±30 min permitted. To account for the differences in spatial
sampling characteristics between AERONET and the VIIRS imagery, all AERONET samples within
±30 min of the VIIRS overpass were averaged and the VIIRS AODs retrieved with the ORAC optimal
estimation aerosol and cloud retrieval algorithm [67] and from the official VIIR IP AOD product [49]
were averaged over a 10 km2 window centred on the station location. For a spatiotemporal collocation
to be included in the assessment, at least three AERONET and five “good” quality VIIRS AOD retrievals
(at 500 and 650 nm) had to be available for averaging; for ORAC this is indicated by a retrieval cost of
<10 and for the IP data a retrieval flag of 0.

This procedure identified 50 suitable samples across the AERONET station subset under
consideration, comprising 22 samples with smoke features with optical depths ≥2.0 and 28 samples
with optical depths <2.0. As AERONET stations do not retrieve AOD at 550 nm, it is interpolated
from the measurement at 650 nm using the wavelength specific angstrom exponent. From the VIIRS
observations, a total of 43 (out of 50) collocated ORAC retrievals were available for intercomparison
to the AERONET station AODs and these are shown in Figure A1. The collocated retrievals have
AODs ranging from ~0.1 to ~5.0 for AERONET and ~0.5 to ~9.0 for ORAC, and for the samples with
AERONET optical depths <2.0 a mean AOD difference of 1.41 ± 1.06 is observed with the ORAC
retrievals from VIIRS, whereas for the samples with AERONET optical depths ≥2.0 differences were
1.96 ± 1.29. There appears significantly more spread for the data obtained in less optically thick smoke
conditions (Figure A1), agreeing with the fact that ORAC AOD retrievals for single view sensors such
as VIIRS retain significant sensitivity to the underlying land surface reflectance in such conditions,
introducing more uncertainty [52]. Both optically thick and thin observations show a positive bias of
the ORAC-derived AODs compared to AERONET, and the cause seems likely to be differences between
the optical properties of the aerosols assumed in ORAC and the true optical properties of the smoke.
However, the observed bias is systematic and adjustable using a simple linear correction (slope: 1.25;
intercept 0.92) (Figure A1). This adjustment is applied to all ORAC-derived AODs used herein.

For the IP aerosol product, a total of 20 (out of 28) collocated high quality retrievals were available
for intercomparison, also shown in Figure A1. A small bias of 0.12 ± 0.23 is observed between these
retrievals and those of AERONET, indicating that for the smoke conditions focused on here with the
VIIRS IP product the AOD estimates are generally sound, supporting the findings of more extensive
assessments reported elsewhere [68,69]. However, the IP product cannot be used to assess very high
AOD values, which is the reason that the ORAC-retrievals of AOD are required for such situations.
All but one of the IP AODs are associated with AERONET observations of less than 2.0 optical depths;
however, eight (~29%) of the AERONET samples with AODs of <2.0 are not retrieved with high quality
by the IP algorithm, potentially indicating possible coverage issues.
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Appendix C

Three different AOD interpolation approaches were assessed for their performance in providing
estimates for missing pixels in the AOD products. The first approach assessed is the most basic and
involves replacing missing data points with a mean value derived from the entire plume. The second
replaces missing points using estimates generated from a multiple linear regression that associates
spectral radiances in the VIIRS M3, M4, and M5 bands with the observed aerosol optical depth. The final
approach assessed is radial basis function (RBF) interpolation. To evaluate the three approaches,
all thirteen plumes in this study had 25% of their valid AOD retrievals (from the merged ORAC and IP
AOD product generated using the approach described in Section 3.3) removed, and values for those
locations were refilled using the three approaches considered herein. In Figure A3, the results for
each plume and interpolation method are shown, with the evaluation metric being the cumulative
distribution of 1−

∣∣∣pred/obs
∣∣∣ for all refilled pixels in the plume, where pred is the predicted AOD and
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obs is the observed AOD. The RBF approach clearly outperforms the alternative methods, with nearly
80% of the refilled data points across all plumes having an interpolation error of near 0, and ~90% of
the interpolated pixels have an error of <20%. The alternative methods do not perform nearly as well,
hence the selection of the RBF interpolation approach to replace missing AOD values in this study.
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assuming 5% of a unit pixel combusting at 500 K (i.e., smouldering) and the other 0.01 of a unit pixel 
combusting at 1300 K (i.e., flaming). It is apparent that at 500 K the spectral radiance produced at 1.6 
µm is close to zero, whereas there is significant spectral radiance at the flaming combustion 
temperature. At night, in the absence of reflected solar radiation, 1.6 µm hotspot pixels raised above 
the background signal therefore must contain flaming activity. The distribution of night-time 
background signal (i.e., instrument noise) for AHI 1.6 µm (B5) imagery (12:00:00 UTC to 20:00:00 
UTC) over the study region shown on Figure A8 for 25 September 2015 is shown in Figure A7. As 
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Figure A5. Spectral ratio (defined in Section 4.2) boxplots for September and October 2015 for the region
shown in Figure A4, aggregated into hourly bins (local solar time). Red line (RHS, y-axis) provides
a zoomed view of the median value for each boxplot. The boxplots follow the same conventions
described in the Figure 5.

Appendix E

To assess the suitability of the MWIR/LWIR spectral ratio defined in Section 4.2, night-time
collocated SWIR observations at 1.6 µm can be used. Shown in Figure A6 are two Planck curves,
one assuming 5% of a unit pixel combusting at 500 K (i.e., smouldering) and the other 0.01 of a unit pixel
combusting at 1300 K (i.e., flaming). It is apparent that at 500 K the spectral radiance produced at 1.6 µm
is close to zero, whereas there is significant spectral radiance at the flaming combustion temperature.
At night, in the absence of reflected solar radiation, 1.6 µm hotspot pixels raised above the background
signal therefore must contain flaming activity. The distribution of night-time background signal
(i.e., instrument noise) for AHI 1.6 µm (B5) imagery (12:00:00 UTC to 20:00:00 UTC) over the study
region shown on Figure A8 for 25 September 2015 is shown in Figure A7. As shown in the distribution,
it can be assumed that any night-time SWIR pixel with spectral radiances above 0.1 W m2 sr−1 µm−1

contains flaming activity. In Figure A8, all thermal anomalies detected by the AHI FRP product on
25 September are shown and overlain are all AHI night-time (12:00:00 UTC to 20:00:00 UTC) 1.6 µm
SWIR detections that exceed the 0.1 W m2 sr−1 µm−1 threshold. It is apparent that many thermal
anomalies detected by the AHI FRP product are not detected in the SWIR imagery, indicating the lack
of any intense flaming activity in these fires. To assess the suitability of the MWIR/LWIR spectral ratio,
the observed night-time AHI 1.6 µm spectral radiances can therefore be used, with the expectation
that for MWIR/LWIR spectral ratios of <5.4 the observed 1.6 µm radiances should be near the sensor
noise floor (i.e., <0.1 W m2 sr−1 µm−1) and that for MWIR/LWIR spectral ratios of ≥5.4 the observed
1.6 µm spectral radiances should be above the noise floor (i.e., ≥0.1 W m2 sr−1 µm−1). This analysis is
shown in Figure A9, and it can be seen that for MWIR/LWIR spectral ratios of <5.4 the observed 1.6 µm
radiances are found to be less than 0.1 W m2 sr−1 µm−1, with a median value of 0.06 W m2 sr−1 µm−1

and for spectral ratios of ≥5.4 the 1.6 µm radiances are typically greater than 0.1 W m2 sr−1 µm−1 with
a median value of 0.15 W m2 sr−1 µm−1. This demonstrates that MWIR/LWIR spectral ratio values of
>5.4 are typically associated with thermal anomalies that produce detectable signals at 1.6 µm at night,
which is indicative of flaming combustion.
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Figure A9. Boxplots of collocated SWIR spectral radiances for all AHI FRP product thermal anomaly
containing pixels shown in Figure A8 binned based on whether the pixel meets the MWIR/LWIR
spectral ratio threshold of 5.4 W m2 sr−1 µm−1 (W m2 sr−1 µm−1)−1 or not. The boxplots follow the
same conventions defined in Figure 5.
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Abstract: With the increasing interest in leveraging mobile robotics for fire detection and monitoring
arises the need to design recognition technology systems for these extreme environments. This work
focuses on evaluating the sensing capabilities and image processing pipeline of thermal imaging
sensors for fire detection applications, paving the way for the development of autonomous systems
for early warning and monitoring of fire events. The contributions of this work are threefold.
First, we overview image processing algorithms used in thermal imaging regarding data compression
and image enhancement. Second, we present a method for data-driven thermal imaging analysis
designed for fire situation awareness in robotic perception. A study is undertaken to test the
behavior of the thermal cameras in controlled fire scenarios, followed by an in-depth analysis of
the experimental data, which reveals the inner workings of these sensors. Third, we discuss key
takeaways for the integration of thermal cameras in robotic perception pipelines for autonomous
unmanned aerial vehicle (UAV)-based fire surveillance.

Keywords: thermal infrared cameras; thermal imaging data; wildfire detection; active fire monitoring;
early warning systems; unmanned aerial systems

1. Introduction

With the emergent effects of climate change, several regions worldwide have been undergoing
an increasing number of more intense and devastating wildfire events, as well as extended fire
seasons [1,2]. In this context, given the high spatial and temporal uncertainty intrinsic to these
phenomena, environment monitoring is determinant for firefighting activities to mitigate the
consequences of these events.

Currently, limited areas can be monitored through automatic systems in watchtowers. However,
by being installed near the ground—hence, at low altitudes—these systems have several limitations.
Since these are widely based on visible range sensors, clouds can be easily confused with smoke
and the sunset or reflections can be mistaken by flames, leading to false alarms. Moreover, as the
systems depend on the identification of a smoke column, flames can only be detected when the fire
has increased in magnitude, thus often preventing early fire detection. Furthermore, solutions based
on satellite data have considerable latency, thus also hindering their application for early detection.

Despite the widespread use of aerial means in prevention of and emergency response to forest fires,
piloted aircraft require highly trained personnel and are expensive to operate [3,4], limiting the number
of vehicles that are used for firefighting and surveillance tasks. However, given that these scenarios
require the coverage of extensive areas where the environment is highly dynamic, the availability of
aerial means is paramount on tactical and operational levels for situation awareness.
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To address this issue, in recent years, there has been active research towards developing systems
based on unmanned aerial vehicles (UAVs) for fire detection [5,6] and operational support [7–9], but it
has intensified lately as a result of the difficulties faced in responding to large-scale wildfires, which has
reinforced the need to detect fires in an early stage, as well as to provide near real-time monitoring.

In parallel, the recent advances in robotic perception have opened a path towards autonomous
robotics by taking advantage of novel sensors and intelligent systems to enable autonomous navigation
and exploration [10]. The breakthroughs in sensor technology and embedded computing have
resulted in the progressive decrease in the weight/size ratio and equipment cost while incorporating
powerful computing capabilities. These emerging technologies are enabling real-time processing of
high-dimensional data, which allows UAVs to be equipped with advanced thermal and optical image
sensors as well as computing platforms for on-board data processing.

In this context, the general aim of this investigation is to contribute to the development of
UAV-based systems for fire detection and monitoring, namely in what concerns the integration of
thermal cameras in robotic perception for these tasks.

The main objective of this study is to provide a comprehensive understanding of the behavior
of thermal imaging sensors in fire detection scenarios by relating the sensor response and the image
processing employed in this type of device. In that sense, this work explores sensor data from two
different thermal cameras by linking the raw sensor data to the mapping functions employed to obtain
images encoded in pseudocolor. For this purpose, several fire experiments in controlled conditions
were performed in laboratory and field trials covering distinct operating regimes of this type of sensor.

The contributions of this article are threefold: (1) an overview of state-of-the-art image processing
algorithms widely used in thermal imaging cameras; (2) an in-depth analysis of the behavior of thermal
cameras targeted at fire identification scenarios based on controlled fire experiments; (3) discussion of
the implications of the insights exposed and the potential developments in robotic perception towards
autonomous UAV-based fire detection and monitoring systems.

Considering the growing availability of low-cost, compact thermal cameras for UAV-borne
applications, the uptake of this technology will progressively increase in the near future [11]. As this
topic is an active area of research, the relevant insights outlined in this article provide important
considerations to guide future research. Hence, also contributing to the practical implementation of
thermal-enabled fire detection and monitoring systems, which bring great potential for minimizing
the impacts of fire events.

1.1. Related Work

The advent of the evolution of remote sensing technologies has led to the continuous improvement
of fire hazard identification and risk assessment systems. Over the years, several types of platforms
have been explored for these solutions, such as satellites, high-altitude aircraft, and remotely piloted
aircraft systems, enabling the assessment of the progression of fire events [12].

Although satellite-based imagery is used by emergency response agencies to monitor large-scale
wildfires that burn over extensive periods, the wait interval for a satellite overpass induces a
considerable time delay, which prevents its application in time-sensitive fire detection scenarios,
such as emergency evacuations or search-and-rescue operations [13]. Despite its value from a strategic
standpoint, for tactical and operational decision support, the availability of updated information is
crucial. To address this while avoiding the expensive operation costs of piloted aircraft, UAVs are
considered as a viable alternative for remote sensing by providing local coverage with high spatial and
temporal resolution.

In previous contributions, wildfire detection applications based on airborne systems have explored
visible range, thermal, or multispectral technologies [14]. However, since the radiation emitted from
a fire is high in the thermal range, there has been significant interest in the use of thermal infrared
bands [12]. In that sense, the following review focuses on contributions employing the thermal range.
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Thermal infrared cameras provide sensing capabilities suitable for ongoing environmental
monitoring by operating in both daylight and in night conditions. Additionally, in contrast to visible
range sensors, for which smoke severely affects the ability to detect and track the perimeters of fire
fronts, for thermal infrared cameras, the impact of smoke presents lower interference.

Regarding the development of automatic algorithms, several contributions have presented
advances towards this objective. On the one hand, works on image processing algorithms have
focused on the extraction of image descriptors to obtain signals representing fire instances to detect
the presence of a fire by assessing the time-series data [15]. On the other hand, since thermal images
adapt according to the context in the field of view of the camera, considering only the brightness
information can lead to false alarms. To address this issue, some approaches combine both spatial and
temporal features, i.e., brightness, motion, and flicker [16]. In turn, the integration of infrared cameras
has been suggested as a way to complement visual range fire surveillance systems so as to harness
the advantages of both visual and thermal features and to yield more accurate early fire detection
rates [17–19]. More recently, an off-line processing fire-tracking algorithm based on edge detection
has been proposed to process geo-referenced thermal images previously acquired using an airborne
thermal camera [20].

Note, however, that not all the previously mentioned research efforts focus specifically or solely
on wildfire detection. In a wider scope, considering fire detection outdoors, authors have recognized
the difficulty in applying image processing algorithms in this setting due to a significant rate of false
positives caused by external factors, such as weather conditions, sunlight reflections, or saturation
of the infrared sensors caused by other heated objects [21]. Given the challenges faced in real
contexts, it becomes rather complex to overcome these limitations with ad hoc classical computer
vision algorithms.

In alternative to computer vision methods, to improve generalization in dynamic scenarios,
intelligent systems approaches have been proposed, namely data-driven models based on feature
engineering and fuzzy inference systems [22]. The nonlinear approach has been successfully tested in
fire experiments under controlled conditions and validated in highly dynamic environments, such as
camping sites.

Most previous approaches were designed for data acquisition purposes and algorithm design,
whereas only recently autonomous systems are being developed, as a result of the increased data
processing capabilities aboard aerial vehicles.

1.2. Proposed Approach

Thermal cameras have a clear potential for wildfire detection and monitoring tasks, but the path
towards their integration in robotic perception pipelines, which are essential for autonomous systems,
is still rather understudied. To contribute to narrowing this gap, this work conducts a comprehensive
study of thermal imaging sensing to extend the understanding of the inner workings of this technology
and how it can be leveraged for wildfire surveillance tasks. For that purpose, it is important to identify
the main challenges this work addresses in the following.

First, although thermal imaging cameras are increasingly available for a multitude of industrial
domains [23], with expanding model ranges and accessible equipment costs, their application is
still limited, which can be attributed to two factors. On the one hand, most applications rely on a
human-in-the-loop approach, which typically requires specialized training and technical expertise to
interpret the image data, but this is generally based on high-level knowledge oriented to the domain
of application. On the other hand, as discussed in the literature review, machine vision approaches
depend on feature-based approaches derived from image data, which do not take into account the
image processing algorithms underlying the output data. However, these abstraction layers hinder the
development of automatic algorithms due to the adaptive nonlinear nature that is at the core of the
behavior of these systems. Therefore, the knowledge of the underlying processing methods involved
in generating the output image is central to understanding how to leverage this technology in a robotic
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perception framework. In that sense, the first step in this work concerns the overview of state-of-the-art
image processing algorithms employed in most commercial off-the-shelf thermal cameras.

Second, the adoption of thermal imaging cameras for wildfire detection scenarios differs
considerably from general applications, e.g., industrial inspection or precision agriculture, in the sense
that it deals with extreme temperatures. In this context, the importance of quantitative information
is less prevalent than that of qualitative data because a fire can be identified by high temperature
gradients with respect to ambient conditions, and can thus be detected using the relative temperature
differences in the images. To that effect, having radiometric information is not determinant because
the intensity levels can translate the relative difference between objects in the scene. Nonetheless,
a correct interpretation of the adaptive algorithms is required because the color-encoding schema
adapts to the range of measurements in each instance. For these reasons, after covering the processing
algorithms in the first part of this work, we demonstrate the implications of their usage in wildfire
detection scenarios. To that end, several fire experiments under controlled conditions were conducted
to study the behavior of thermal cameras in those situations to characterize how the raw sensor data
are mapped to visually interpretable pseudocolor images. In this regard, attention is paid to the
identification of the saturation levels of this type of sensor.

Third, we discuss the implications of the insights exposed and the potential developments
in robotic perception towards autonomous UAV-based fire monitoring systems, namely through
the identification of current roadblocks and possible enabling solutions that manufacturers should
integrate for the widespread use of this technology.

After this introduction, the remainder of this article is structured as follows: Section 2 covers
the overview of image processing algorithms employed in thermal cameras. Section 3 presents a
data-driven method based on thermal imaging for fire situation awareness. Section 4 presents the
experimental setups and conditions of the laboratory and field trials. Section 5 analyzes the results
and discusses the implications for the integration of thermal imaging in robotic perception of wildfire
surveillance. Finally, Section 6 presents the conclusions and offers suggestions for future research.

2. Thermal Imaging

The basic principle of thermal imaging is based on the concept of sensing the radiance emitted
from objects of interest. Note that above absolute zero temperature, i.e., 0 K, all bodies emit thermal
radiation. In a general definition, what is referred to as thermal range is comprised of radiation with
wavelengths in the 10−7 to 10−4 m interval of the electromagnetic spectrum. Hence, this range includes
spectral bands in the ultraviolet, visible, and infrared regions of the spectrum.

Although this range is rather ample, thermal cameras usually only cover a part of it, which varies
depending on the model and the application for which it is intended. More specifically, the devices
employed in this work are based on uncooled microbolometer detectors that cover part of the infrared
band, namely the 7.5–13.5 ×10−6 m spectrum, which is widely common for camera models in
the market.

Thermal infrared cameras employ complex signal processing architectures in order to output
images that convey relative temperature differences between objects in a scene [24]. This process
comprises several stages, which are summarized in Figure 1 and are briefly described in the following.

8-bit dataraw signals thermal imagedigital data Automatic Gain 
Control RGB encodingDetection

Infrared Radiation
Analog to Digital 

Conversion

Figure 1. High-level diagram of the process flow in uncooled microbolometer arrays.

In the first stage, incident infrared radiation is absorbed, inducing changes of resistance in each
microbolometer detector of the focal plane array, which are translated into a time-multiplexed electrical
signal by a readout integrated circuit (ROIC) [25]. Then, the array is calibrated automatically each
time it is powered to match all microbolometers to the same input/output characteristic function

90



Sensors 2020, 20, 6803

that relates the measured radiance intensity and the output signal. This is performed through a
linearization process and temperature compensation of the signals from individual detectors of the
array [26]. Second, with these compensated signals, the measurements are transformed into raw pixel
values that translate the intensity values that compose a monochromatic image. Raw image data can
be subsequently transformed into pseudocolor images through an automatic gain control procedure
and RGB encoding according to a user-specified color palette to facilitate interpretation.

In addition to sensing the radiation being emitted from objects in the field of view,
another important aspect concerning thermal cameras is the ability to measure temperature. While this
topic is extensively covered in the literature, with respect to how the incident radiation is transformed
into approximate temperature readings [26], in this work, we do not delve into this matter for two
main reasons. First, with this study, we aim to address the general image processing pipeline that
is transversal to most thermal cameras, i.e., irrespective of these having radiometric capabilities
or being non-radiometric. Second, although in different contexts, the correction of temperature
values of thermographic images can be performed a posteriori using off-line post-processing methods,
this requires a known reference in the image content [27]. In the case of wildfire surveillance, if we
consider the environment to be open and unknown with regard to the temperature, i.e., without access
to external absolute temperature readings, on-line thermal correction of the calibration for real-time
applications is not possible.

Taking into account these considerations, the main focus of this work is on how raw digital
readings are encoded into pseudocolor images, which can be applicable to image data from both
radiometric and non-radiometric thermal cameras.

2.1. Sensor Characteristics: Preliminaries

Thermal imaging systems are optical instruments that are able to generate two-dimensional
representations of the surrounding environment as a function of the strength of incoming thermal
radiation. These exteroceptive sensors transform a digitally encoded array of pixels into an image
according to the camera perspective projection, which depends on the focal length of the lens.

Digital images are generated according to the characteristics of the camera sensor, namely spatial
resolution, temporal resolution and dynamic range [28]. The spatial resolution is intrinsically related
to the size of the focal plane array and defines the number of pixels in an image, as well as the
corresponding aspect ratio. The temporal resolution is associated with the operating frequency of
the device, i.e., the frame rate at which the camera yields image data. In turn, the dynamic range
corresponds to the interval of intensity values represented. Additionally, the resulting images also
depend on the automatic gain, which is a fundamental aspect of the manner in which thermal
images are encoded, since most camera models employ automatic gain control, as will be discussed
further along.

To explore the effects of these characteristics, this work resorts to two distinct thermal cameras,
namely the FLIR SC660 (FLIR Systems, Inc., Wilsonville, OR, USA) and FLIR Vue Pro (FLIR Systems,
Inc., Wilsonville, OR, USA), which operate in the regions denominated as far infrared (FIR) or
long-wave infrared (LWIR). The main specifications of these camera models are presented in Table 1.

Regarding the field of view (FOV) specifications and focal length, note that these cameras
have distinct characteristics, which will influence the data recorded. Moreover, spatial resolution,
temporal resolution and dynamic range also vary between both models, which is an aspect to take
into consideration. In the case of the FLIR SC660, the automatic gain can be adjusted to different
configurations to change the dynamic range.

In addition, keeping in mind the payload budget of small UAVs and comparing the weight and
size of both cameras, only the FLIR Vue Pro has suitable characteristics to be taken onboard a small
UAV. However, given the exploratory basis of this work, the radiometric capabilities of the FLIR SC660
are valuable for the study of these sensors in extreme conditions inherent to fire scenarios.
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Table 1. Summary of the specifications of the thermal cameras.

FLIR SC660 FLIR Vue Pro

Spatial resolution (px) 640 × 480 336 × 256
Temporal resolution (Hz) 30 8.3
Bit resolution (bit) 14 16
Focal length (mm) 19 9.0
Horizontal field of view (FOV) (◦) 45 35
Vertical FOV (◦) 34 27
Spectral band (10−6 m) 7.5∼13.5 7.5∼13.5
Measurement range (◦C) −40∼+1500 −60∼+150
Size (L ×W × H) (mm) 299 × 144 × 147 63 × 44.4 × 44.4
Weight (g) 1800 92.1–113.4

Although this work explores these cameras, other alternative models have been released
more recently, with higher spatial resolution and gimbal integration, albeit at superior costs.
Notwithstanding, from the standpoint of the hardware and firmware available, the update does
not have a significant impact on thermal imaging results, since the major benefits of the newer models
are the facilitated integration for deployment on UAVs or graphic user interfaces for control from
mobile devices. Thus, the analysis presented herein also applies to different thermal cameras.

In the following, the image processing methods for generating thermal images are described
through examples explaining the mapping algorithms that perform the transformation of raw digital
data into pseudocolor-encoded images.

2.2. Mapping Raw Digital Data to Thermal Images

Thermal cameras are generally single-band in the sense that they only produce monochromatic
images, which subsequently undergo a sequence of image processing steps to transform the raw digital
data into pseudocolor images to highlight the details of the scene context. This processing pipeline can
be implemented either on the device for storage or digital output, or on external software.

Currently, commercial off-the-shelf devices already provide a variety of color palettes to enhance
the visual interpretation of the amounts of radiance captured by the sensors. However, to design
intelligent algorithms for autonomous systems, the color-encoding schema have to be well suited for
the robotic perception approach, which is essential for fulfilling the application requirements. For this
reason, this also requires a deeper understanding of the image processing pipeline to leverage the
potential of this type of sensor for novel applications.

The raw intensity levels are given by a digital number assigned by the sensor analog-to-digital
converter, which can be of 14-bit or 16-bit order depending on the sensor bit resolution. In this work,
we will employ both these alternatives, as specified in Table 1, but since these algorithms apply in the
same way to both versions, the following examples showcase only the processing of raw data in 14-bit
space. Further along in the analyses of the sensor response to fire scenarios both cases will be covered
in detail. Note that the bit resolution relates to the temperature range of the camera, and for camera
models with different modes, such as the FLIR SC660, the intensity level values will also be influenced
by the camera configuration, i.e., the high-gain or low-gain modes.

To obtain a thermal image in pseudocolor, the image processing pipeline is divided into two
main steps: (1) application of a data compression technique denoted as the automatic gain control;
(2) application of the color palette specified, yielding images with three channels corresponding to the
RGB color-space representation.

Automatic gain control (AGC) is a histogram-based technique that performs the transformation
between raw data formats to 8-bit image data. This processing method is responsible for data
compression, which implies a considerable loss of information. For the 16-bit case, from a range
of possible values from 0 to 65,535, the resulting image will be represented with values in the 0 to
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255 interval. To counteract the decrease in detail, the AGC algorithms are designed to enhance the
image contrast and brightness in order to highlight the scene context.

The following sections cover with illustrative examples the main variants of AGC algorithms
implemented in thermal cameras that practitioners should be aware of to leverage this technology.
Then, the color-mapping schema and several available color palettes are presented in Section 2.2.3.

2.2.1. Histogram-Based Automatic Gain Control

AGC methods are typically variants of the histogram-based operations widely used in computer
vision for contrast enhancement, e.g., histogram equalization [28]. However, in thermal imaging,
AGC also implies data compression between raw formats (e.g., 14-bit or 16-bit) into display-ready
data (8-bit).

In classical histogram equalization, the nonlinear mapping used for contrast enhancement
is derived directly from the cumulative distribution function (cdf ) of the raw intensity values.
This approach allows one to achieve an approximate linear cdf on the compressed 8-bit data, yielding an
image with intensity values spread across the full extent of the available 8-bit range. Figure 2 illustrates
this AGC procedure for a raw 14-bit image converted into the 8-bit range.
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Figure 2. Automatic gain control with histogram equalization: (a) the raw data histogram is used to
compute the cumulative distribution function (in blue) for the bounds of the 14-bit intensity values;
(b) the data are compressed to 8-bit by flattening the distribution of the compressed data histogram,
resulting in an approximate linear cumulative distribution function (in blue).

Note that although the bit resolution of the 14-bit sensor represents values up to 16,383,
for environments with ambient temperatures around 20 ◦C, the raw data captured are represented
in a narrow band of the full range, as can be observed in Figure 2. Therefore, compression and
contrast enhancement play a pivotal role in the encoding of thermal images. However, note also that
enhancement operations in thermal images artificially distort the data, meaning that the physical
correlation that relates the radiant flux from infrared radiation and pixel intensity is lost.

Alternatively, for cases where it is important to preserve the correspondence between the pixel
intensity and temperature of objects, for instance, a “linear” mapping function is better suited.
The linear approach also relies on the cdf to define the image transformation table (ITT) by defining the
slope and clipping points of the resulting nonlinear mapping function. Figure 3 depicts the application
of this AGC algorithm to the previous example.

In addition to the cdf, the linear transformation, given by T(x) = mx + b, requires setting the
midpoint of the image transfer table, ITTmid, which is normally the average value of the range of the
8-bit range (128), and the tail rejection percentage r%. These parameters are used to determine the
points on the cdf employed to define the linear equation and respective slope, m, and intercept, b, as:

b = ITTmid −mean(x100−r% , xr%) ·m (1)

m = 255/(x100−r% − xr%), (2)

with x representing the raw values indexed in the x-axis of the histogram. The image transformation
function, T′(x), is defined for the range of values of the histogram by clipping the values to the lower
and upper bounds of the output domain [0, 255], as can be observed in Figure 3. Note that the clipping
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operation increases the absolute frequency of 0 and 255 intensities in the 8-bit histogram. Subsequently,
the data are converted through the ITT look-up table.
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Figure 3. Automatic gain control with the linear algorithm: (a) the raw data histogram is used to
compute the cumulative distribution function (in blue), for which a percentage of the values are clipped
at the lower and upper bounds to obtain the resulting nonlinear transformation (in red); (b) the data
are compressed through the previous transformation, resulting in the histogram for 8-bit intensity
values with the corresponding cumulative distribution function (in blue).

In practice, the ITT midpoint influences the brightness of the image in the sense that increasing
or lowering the midpoint shifts the equation horizontally to the left or right, respectively. As a
result, this clips the data to zero at a corresponding lower or higher raw value, and vice-versa for the
255 upper bound. This aspect is especially relevant because, for fire detection scenarios that present
high temperature gradients, both low and high raw values are important for situation awareness.
Likewise, the definition of the tail rejection percentage follows the same principle. Therefore, parameter
tuning should be approached with caution so as not to discard relevant data.

Nonetheless, the linear algorithm is not the most used AGC method because this compression
technique implies a considerable loss of detail. To avoid this limitation, thermal cameras usually
employ the plateau equalization algorithm, which aims to balance the distribution of all intensity levels
in the image scene, thereby enhancing image contrast and highlighting differences in temperature.

The plateau equalization algorithm [29] implements a nonlinear mapping that compromises
between histogram projection and histogram equalization. The concept is to bound the representation
of the different intensity levels to a defined threshold, termed as the plateau value, P, while limiting
the slope of the transformation function through the maximum gain value, G, which is set to 1 by
default. However, for images with low dynamic range, where a small interval of values has high bin
counts, the plateau equalization algorithm may yield fewer intensity values than the 256 available in
8-bit space. To ensure that the entire contrast depth is leveraged, the maximum gain sets the upper
limit of gain that can be used to stretch the data to the full extent of the 8-bit range. Considering that
fire detection applications most likely exhibit high dynamic range situations, this parameter will not
be tuned in the development of this work.

First, the image histogram is clipped according to the plateau value and represented through the
effective count, cx, for each raw intensity level x, which conditions the absolute frequencies not to
exceed the prescribed plateau value, P, as:

cx ≡ min(Cx, P), (3)

where Cx represents the original count of pixels with raw intensity value x. The plateau equalization
mapping function is based on the cumulative distribution function of the clipped histogram values,
denoted by cdf’, which is computed according to:

cdf’(x) =
x

∑
j=0

cx, 0 ≤ k < 2N , (4)
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with N representing the exponent corresponding to the original bit resolution of the sensor.
Then, the transformation function based on plateau equalization for an 8-bit compression is defined as:

TPE(x) =
⌊

255 · cdf’(x)
cdf’(2N)

⌋
, (5)

where bc represents the truncation operator for the next lower integer. Note that if the plateau value
equals the maximum absolute frequency in the original histogram, this algorithm is equivalent to
histogram equalization. In turn, if the threshold is defined as 1, this algorithm behaves as histogram
projection. The plateau value is established as a percentage of the maximum value of the bin count
of the histogram by default, e.g., 7%, but varies depending on the camera model and specifications.
Figure 4 illustrates the application of the plateau equalization algorithm for the previous example.
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Figure 4. Automatic gain control with the plateau equalization algorithm: (a) the raw data histogram,
with the respective cumulative distribution function (in blue), is clipped according to a prescribed
plateau value to generate the transformation function (in red); (b) the data are compressed through the
previous transformation, resulting in the histogram for 8-bit intensity values with the corresponding
cumulative distribution function (in blue).

Besides these algorithms, some cameras also have the information-based equalization variant that
combines the plateau equalization algorithm with basic image enhancement techniques to yield more
detail from scene context, irrespective of the data distribution. This method is not implemented in
FLIR ResearchIR but was implemented herein for illustration purposes.

Information-based equalization aims to allocate a proportional amount of the dynamic range to
different parts of the scene to capture the most information from the scene context, irrespective of these
being represented with a large part of the image, such as the background, or by small areas with slight
variations in temperature in the foreground. This method performs this by using a high-pass filter to
highlight detail in the image, which is subtracted from the original image before the application of
plateau equalization. The low-pass histogram is subsequently modified by increasing the bin count of
the pixels in the high-pass image, hence increasing image contrast whilst also including greater detail.
For instance, in a fire scenario, this may be useful to distinguish the fire while also being able to discern
if there are people in the scene. Since this is an extreme case, with high dynamic range in the raw data,
the effect of the compression into 8-bit data implies a significant loss of detail, therefore making more
important these image enhancement techniques to highlight even subtle variations in temperature.

While in controlled environments, adequate tuning of this type of algorithm can yield better
results, in outdoor contexts, adjusting these methods for a robust and consistent performance
becomes very complex because the uncertainty and measurement errors associated with these open
and unknown environments are greater due to the distinct emissivity properties of the multitude
of heterogeneous materials that can be encountered [26]. In this way, by distorting the actual
measurements, these contrast enhancement techniques also introduce greater inaccuracy in the image
representation, which can hinder the development of robust robotic perception methods.

2.2.2. Thermal Imaging Metadata

In addition to the image data, thermal imaging files also store different types of metadata encoded
under standard metadata formats, e.g., TIFF, Exif and XMP. By accessing this information through
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adequate interfaces, several valuable parameters can be retrieved. In addition to encoding the standard
properties of the digital camera (e.g., focal length and focal plane resolution) and GPS coordinates,
the manufacturers can also store camera calibration parameters relevant for conversion between raw
intensity values and temperature values.

Herein, we explore relevant metadata tags that help to shed light on the working mechanisms
of these sensors, providing important insight into useful parameters for robotic integration.
More specifically, since we tackle the relation between raw data and RGB-encoded data, only the
parameters that influence this transformation will be addressed.

The metadata were retrieved from raw video files and image files encoded in “SEQ” or “TIFF”
and a proprietary format from FLIR that encodes both JPEG and metadata, as outlined in Figure 5.

JPEG Image Data TIFF Raw Data EXIF XMP

8-bit Data Metadata

Figure 5. Schematic of file structure of FLIR image format.

By analyzing the metadata of the image and video files, two Exif tags were identified that are
closely related to the histogram-based algorithms presented in Section 2.2.1, namely the raw value
average and raw value range. The range of raw values and the average values are encoded separately
in the metadata, but may not correspond to the values that would be computed from the raw frames
for every instance. The reason for this is probably the proprietary in-camera processing to deal with
noise and other types of outliers. For the FLIR SC660, the calculated values do not match the encoded
values in the files, whereas for the FLIR Vue Pro, both match exactly for data recorded in image mode.
This indicates that the update of these values also varies depending on the device and the mode
of capture, as it is related to the firmware. With the average and the range of raw values from the
metadata tags, the maximum and minimum values of the color scale are computed as follows:

Raw Value Max = Raw Value Average +
Raw Value Range

2
(6)

Raw Value Min = Raw Value Average− Raw Value Range
2

. (7)

However, note that if these metadata tags are not available, the maximum and minimum values
of the raw data can be computed directly on-line, as observed in the histogram-based algorithms
presented in Section 2.2.1, by extracting maximum and minimum values directly from the raw frames.

Given that the histogram-based mapping functions and the respective color encoding adapt
according to the scene context, these parameters are essential for understanding how the color scale
adjusts over time. Thus, these will be explored next in the data-driven analysis approach proposed in
Section 3.

Considering that fire surveillance applications are an extreme case with a high dynamic range,
it is important to evaluate how these techniques behave in such scenarios. Thus, to delve into this issue,
in the following, the color encoding used to enhance the interpretation of thermal data is presented,
along with the comparison of an example for a controlled burn performed in a real-world context.

2.2.3. Color Mapping

Following the conversion into an 8-bit image format, the data are represented in the 0 to 255 range.
To encode these values in an RGB color space representation, the cameras offer several color palettes
with distinct characteristics, which are adequate for different applications. In cases where the cameras
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provide the raw data in addition to the RGB-encoded images, these data can be post-processed with
different color palettes for further analysis.

The color palette is a discrete set of color samples composed of values for each color channel,
and it is defined in a look-up table (LUT) in the camera firmware or external software. In practice,
this discrete sequence of values provides a continuous representation of the mapping of values in the
image. Figure 6 illustrates this for some widely available color palettes, presenting the set of discrete
colors that form the color mapping applied to the 8-bit data. The color sequences are depicted according
to an increasing order of bit values, meaning that these are attributed from lower values to higher
values of sensed radiant flux. Notwithstanding, recall that the color scale is adaptive; thus, the color
assignment also depends on the AGC algorithm. For this reason, the full spectrum of colors is not
necessarily used in each image.

The different types of colormaps depicted can be advantageous in different applications.
For instance, WhiteHot or Ironbow employ a sequential colormap with a uniform distribution between
two main colors. In turn, Lava uses the contrast between several colors to enhance subtle differences
between temperatures of objects in the scene, whereas the GrayRed alternative employs a divergent
color distribution to highlight large temperature gradients in a scene.

(a) WhiteHot (b) Ironbow

(c) Lava (d) GrayRed
Figure 6. Examples of thermal imaging color palettes.

Since the principal interest herein is to adapt thermal imaging sensors for wildfire detection and
monitoring, the GrayRed color palette was selected. As depicted in Figure 6d, this palette applies
high-contrast colors with a divergent color scheme, which is useful to draw attention to the hottest
objects in the scene. Furthermore, an extensive color-based data analysis also employing this colormap
in the detection of fire situations was presented in previous work [22]. Thus, in the interest of extending
the scope of this investigation to the analysis of both color-encoded images and the raw data, the same
color palette will be used in this article.

For comparison of alternative automatic gain control techniques, Figure 7 demonstrates the
resulting images obtained with the different histogram-based methods for a controlled burn in a real
context. The linear and plateau equalization (PE) methods follow the principles explained previously,
whereas two additional proprietary FLIR methods that are available through FLIR ResearchIR are also
presented, namely digital detail enhancement (DDE) and advanced plateau equalization (APE).

(a) Linear (b) PE (c) APE (d) DDE
Figure 7. Comparison of results of automatic gain control (AGC) algorithms: (a) linear, (b) plateau
equalization (PE), (c) advanced plateau equalization (APE), and (d) digital detail enhancement (DDE).

From observing these examples, it becomes clear that advanced contrast enhancement techniques
degrade the ability to distinguish the fire from the surroundings. Note that these algorithms were
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applied with the default configurations, i.e., in their less intense modes, so further tuning of the
parameters would deteriorate the image interpretation even further.

In addition to these core AGC methods, the image processing pipeline can also include, for some
cameras, an array of proprietary features, such as active contrast enhancement (ACE) and smart scene
optimization (SSO). These algorithms also tune the image output, and their parameters can be adjusted
manually using manufacturer software applications, but in this study, the default values were used.

3. Data-Driven Thermal Imaging Analysis

Since fires are sources of extreme heat with a strong emission of infrared radiation,
thermal imaging sensors can potentially bring significant advantages for fire surveillance applications.
However, to implement autonomous systems for early detection and monitoring, i.e., independent of
human-in-the-loop approaches, the robotic perception algorithms have to be data-driven.

To provide a preliminary intuition on the behavior of this type of sensor in the advent of a fire
ignition, this section starts by introducing an experimental example of a fire detection instance in a
controlled environment with static image capture conditions. Subsequently, a feature engineering
approach is designed for data-driven situational awareness in fire scenarios.

3.1. Thermal Imaging in Fire Scenarios

The following example presents an illustrative demonstration relating image response,
the temperature profile of the scene, and raw measurements to offer some insight into the sensor
behavior. The experiment was performed in a laboratory environment with a direct line of sight
between the fire and the thermal camera, in this case, the FLIR SC660. Figure 8 presents selected
samples from the ignition of a straw fuel bed at different time instances. The corresponding temperature
profile, which is represented in Figure 9, was extracted from the radiometric data provided through
FLIR ResearchIR software. At this juncture, this example is presented as a preliminary analysis.
For further information concerning the experimental setup, refer to Section 4, where the experiments
are covered in full detail.

Observing the samples depicted in Figure 8, it should be noted that although the strongest source
of thermal radiation is depicted in red, this does not mean it is necessarily fire. Hence, it would be a
naive approach to focus only on the detection of the hottest objects in the scene. This is caused by the
adaptive nature of the histogram-based algorithms in the image processing pipeline.

(a) Frame 80 (b) Frame 112 (c) Frame 121 (d) Frame 167
Figure 8. Fire ignition detection with a radiometric thermal camera.

In the first frame, right before the ignition, the majority of the frame has green-colored pixels,
whereas from the second frame onwards, as the fire starts, the contrast progressively shifts. As a result,
the objects with temperatures close to the ambient temperature are subsequently represented by pixels
with a whiter shade. It is important to notice that, in this context, the color scale that translates
the differences in temperature adjusts with respect to the object in the scene with the maximum
temperature. This effect can be observed by comparing the first and second frames. Whereas in
the first, the person can be observed in red, in the second, the person is depicted in dark green.
This happens because radiation being emitted by the greatest heat source is measured by the sensor
with a much higher intensity than the radiation emitted by the person. While the temperature of
the person remained unaltered, the range of raw measurements expanded, prompting a significant
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adjustment in the color scale. The underlying reason for the color evolution is that, at this stage,
the body temperature is much closer to the ambient temperature than to the temperature of the fire.
Comparing the first and last frames highlights that as the temperature differences increase, the contrast
in the image adjusts accordingly.

The temperature profile of the experiment is illustrated in Figure 9, along with the raw statistics
computed from the data frames. Note that the temperature profile depicts the maximum and minimum
values of temperature extracted from the pixels in the image, as well as the average temperature
computed with the maximum and minimum values. Note that the first increase in maximum
temperature around frame 80 concerns an ignition that did not fully develop, so a re-ignition was
promptly conducted, which can be observed by the increase in maximum temperature from around
frame 110 onwards.

Figure 9. Comparison of temperature (top), raw data (center), and the evolution of the adaptive color
scale (bottom).

In juxtaposition, Figure 9 also represents the corresponding evolution of the raw values,
including the maximum and minimum raw values extracted from the image, as well as the average
between these two metrics, to illustrate how the color scale adjusts as the dynamic range extends.
Note that this depiction does not take into account the application of histogram-based algorithms,
in the sense that it only translates a linear application of the GrayRed colormap to the raw values.
Nevertheless, it provides a broad intuition regarding the adaptive color scale while relating the raw
measurements and the temperature data with the pseudocolor images presented in Figure 8.

Since the camera was configured to measure up to 500 ◦C for this trial, it is noticeable by observing
both graphs that the sensor saturates when that temperature is reached.

The analysis of these variables highlights the importance of testing the thermal imaging cameras
in real operation scenarios and characterizing the behavior of these sensors in extreme conditions,
as they may exhibit differences depending on the camera model. In the case of the FLIR Vue Pro in
image mode, the values in the metadata match the maximum and minimum values of the raw frames.
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Therefore, in order to employ thermal imaging sensors for situation awareness in fire detection
and monitoring scenarios, it is important to translate the insights from this analysis into meaningful
features for robotic perception, as will be explored in the following.

3.2. Feature Engineering

Autonomous robotics require real-time processing of sensor data for navigation and guidance,
e.g., to enable sensor-driven planning, as it is crucial for the robot to have precise estimates of its
position and attitude, as well as its surroundings, in order to plan its trajectory on-line. Even though
emerging on-board computing platforms have higher processing capabilities, to incorporate powerful
exteroceptive sensors capable of generating high-resolution samples of the surrounding environment,
it is essential to handle the burden of data dimensionality. Furthermore, considering the required
high sampling frequencies suitable for these tasks, mobile robotics applications are increasingly
data-intensive; thus, feature engineering plays a prominent role in deriving efficient algorithms.

In light of the insights exposed in the previous sections, the following presents a feature
engineering approach for situation awareness using thermal imaging, which combines feature
extraction from raw data and pseudocolor images to yield relevant features for robotic perception in
fire scenarios.

3.2.1. Raw-Based Features

The feature extraction approach for raw data is based on the construction of features that aim to
preserve the intuition of the actual working mechanism of thermal imaging sensors and the histogram
algorithms of the image processing pipeline. Recalling the examples presented in Section 2.2.1,
the raw-based features will explore the maximum, minimum and average values of the range of the
raw data frames. As explained in the metadata description in Section 2.2.2, these variables can be
computed according to Equations (6) and (7), but since these do not always match the metadata tags
for the cameras tested, it is advisable to extract these variables on-line from the raw data frames.

3.2.2. Color-Based Features

To extract features that translate the evolution of the color statistics of the image in fire scenarios,
as observed in Figure 8, this work employs the color segmentation heuristic proposed in [22].
The approach divides the GrayRed color palette into three parts according to the three main colors that
compose this palette: gray, green and red. The complete color scale that comprises 120 distinct color
representations defined in the RGB color space is partitioned with the division illustrated in Figure 10.

15% 40% 45%

Figure 10. Division of the color scale [22].

The first segment, represented in gray, corresponds to lower raw values, i.e., lower temperatures,
and is defined by 18 color levels, which represent 15% of the color scale. The green segment is
defined by 48 color levels, which represent the mid-range of raw values, corresponding to 40% of
the color palette. Since this color palette is designed to draw attention to the hottest elements in a
scene, the largest portion, corresponding to 45% of the color scale, is dedicated to 54 red color levels.
Although these colors exhibit high contrast between them, color gradients between each color are low.
The segmentation is performed according to the parameters in RGB color space defined in Table 2.

In contrast with strictly data-based approaches, the proposed feature engineering method allows
the incorporation of expert knowledge about the sensor by deriving features from the information
retrieved from raw data in combination with the data-driven color segmentation heuristic that describes
the behavior of the sensor over time. Furthermore, these features are designed with data interpretability
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in mind, which is especially important for safety-critical applications, such as wildfire detection and
monitoring systems.

Table 2. RGB segmentation thresholds for feature construction [22].

Features Gray Green Red

channels R G B R G B R G B
upper limit 253 199 185 143 169 157 255 73 71
lower limit 149 171 160 98 90 86 103 89 85

In order to study the response of thermal imaging sensors, a comprehensive set of experiments
was conducted for analysis of the sensor image processing pipeline and its application in real scenarios,
which are presented in the following.

4. Controlled Fire Experiments

This section presents a set of controlled fire experiments performed in laboratory and field contexts.
The trials comprise the burning of wild fuels, such as straw, common heather (Calluna vulgaris) or
Baccharis (Baccharis trimera), and artificial materials present in a caravan that was also experimentally
burned. In the following, each section describes the experimental setup and conditions used in the
trials, as well as the means employed for data acquisition.

4.1. Laboratory Test

The laboratory experiment enables testing of the response of the camera to a fire ignition
in a controlled environment, allowing a high-resolution sampling of the phenomena under static
environmental conditions. Since the test was performed indoors, there was no influence of wind.
The horizontal fuel bed was composed of straw with a fuel load of 600 g/m2 and a moisture content
of 13%. The environmental temperature and relative humidity were 20 ◦C and 78%, respectively.
By using these testing conditions, the behavior of the sensor and the subsequent image processing is
not affected by external factors.

For data acquisition purposes, the FLIR SC660 was positioned on top of an elevated platform
with a direct line of sight to the fire, as depicted in Figure 11. The line of sight made an angle of 45◦

with the horizontal plane. In this setup, the data were processed and recorded in real-time using FLIR
ResearchIR software through a cable connection to a desktop computer.

(a) Experimental setup (b) Top view of the fire in the straw fuel bed

Figure 11. Laboratory trials with the FLIR SC660 mounted on an elevated platform.

The objective of this type of test centers on capturing the transition to a fire scenario;
thus, it requires a high frame rate. In this case, the device was configured to a 15 Hz frame rate.

101



Sensors 2020, 20, 6803

4.2. Caravan Burning Test

The caravan burning test comprised the burning of man-made fuels, unlike the other trials,
which only included natural fuels. This scenario is important to take into account, especially for
airborne fire surveillance in wildland-urban-interface regions. In addition, due to the presence of some
materials like plastic, the temperatures expected are much higher than those registered for wild fuel
burning. The test was performed with average values of relative humidity of 75% and temperature of
23 ◦C. The wind velocity was below 2 m/s.

Like in the previous trial, the device used for data acquisition was the FLIR SC660 operated in
connection with FLIR ResearchIR software with a 15 Hz frame rate. In this case, the camera was
mounted on a tripod at ground level at approximately 10 m from the caravan, which is depicted in
Figure 12.

(a) Before flashover (b) After flashover

Figure 12. Recording of the caravan burning trial.

To study this case, as fire-related temperatures reached higher levels, the automatic gain
control configuration was changed manually mid-trial to expand the measurement range to cover
higher temperatures.

In this trial, unlike in the previous example, there was no direct line of sight to the fire at the point
of ignition, which occurred in the interior of the caravan, as can be observed in the visible range image
presented in Figure 12a. Indeed, only after the flashover, i.e., the point where the heat and pressure
build-up reached the maximum immediately before breaking the caravan wall, the fire started to be
visible in the visible range.

4.3. Summer Festival Trials

To design algorithms with robustness in real-world contexts, it is crucial to analyze data acquired
in highly dynamic scenarios. In that sense, a set of tests was performed at the venue of a festival
outdoors in midsummer to emulate conditions of real operation of fire safety systems. The trials were
conducted in a region with dry weather in the summer, with strong winds and high temperatures,
when conditions of sustainable ignition propensity were consequently high as well. More specifically,
during the period of the trials, the following meteorological conditions were registered: minimum
humidity of 17%, maximum wind speed of 21 km/h, and temperatures up to 36 ◦C.

The tests performed encompassed the aerial surveying of the festival area at several different
locations. Figure 13 illustrates part of the venue surroundings, and provides some detail on the nature
of the camping areas. As can be observed, the festival occurred in the fire-prone area, where the
vegetation of trees and shrubs is very combustible. In addition to the vegetation, the inclusion of more
combustible materials, such as tents and caravans, increases fire risk, which is exacerbated by the
human presence, raising fire safety concerns.

To provide aerial monitoring for several hours to detect possible fire ignitions, the thermal camera
was installed on a tethered helium balloon, as depicted in Figure 14. With this setup, the experiments
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were conducted at various locations of the venue to test distinct conditions. There were no fire events
in these field tests, so for the purposes of this study, a fire in the rocket stoves of the community
kitchens was used instead.

Concerning image acquisition, due to the limited payload budget of the balloon, only the FLIR
Vue Pro has suitable weight to be installed onboard. The camera was programmed to capture images
with a 5 s time-lapse, recording both the raw data and the pseudocolor images encoded with the
GrayRed color palette in the camera storage.

In contrast to previous trials, where the acquisition conditions were static, since these experiments
employed an aerial platform without active means of actuation for stabilization, the dynamics
of the balloon influenced the image acquisition by varying the image field of view as a result of
wind disturbances.

(a) Festival venue (b) Camping areas

Figure 13. Festival venue and camping areas during the event where the trials were conducted.

Figure 14. Thermal camera setup on tethered helium balloon.

4.4. Mountain Range Field Trials

In addition to the previous experiments, several tests were performed in a real-world scenario in
mountain range field trials to test the capabilities of the sensors in a long-distance monitoring scenario.
For these tests, the main interest was to evaluate the performance of a compact thermal camera,
namely the FLIR Vue Pro, for future airborne monitoring operations. The trials were undertaken at
an altitude of over 1000 m with the following meteorological conditions: wind speed in a range of
13–16 km/h from the northwest, average relative humidity of 45%, and average temperature of 21 ◦C.

Figure 15 illustrates the experimental conditions of the trials. The field experimental burns were
conducted on a hill with an average slope of 25%, and comprised the burning of shrubland vegetation,
including common heather (Calluna vulgaris) and Baccharis (Baccharis trimera).
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Concerning the image acquisition, in the trials, both thermal cameras were employed, but given
the aforementioned objective of these experiments in particular, this work only explores the data from
the FLIR Vue Pro. The images were captured at ground level from across the valley at around the same
altitude as the field burnings, with a direct line of sight between the camera and the fire at a distance
of approximately 600 m. The data acquisition was configured to record the data in the camera storage,
saving both the raw data and RGB-encoded images with the GrayRed color palette at a rate of one
frame per second.

(a) Perspective view (b) Top view

Figure 15. Experiments in mountain range field trials.

5. Results and Discussion

This section presents the results of the application of the data-driven thermal imaging analysis to
the controlled fire experiments performed in laboratory and real contexts according to the specifications
presented in Section 4. As previously introduced, the proposed approach explores raw-based features,
as well as the color-based features derived from the segmentation heuristic proposed in Section 3.

5.1. Laboratory Test

In the laboratory trial, under static conditions of image acquisition, it was possible to record with
FLIR SC660 the transition from a situation without a fire to a fire scenario through a high-rate sampling
that includes the point of ignition. This procedure enables capturing the influence this phenomenon
produces in the data acquired.

Figure 16 depicts the evolution of the raw-based features, illustrating how the dynamic range
expands as the fire develops. In turn, it also intuitively demonstrates how the variation of the dynamic
range influences the color statistics of the images. The sample frames concern the transient stage
immediately before and after the start of the fire. Note that the first small peak around frame 80 occurs
in a first attempt at the ignition, but as the fire does not fully develop, the straw was reignited. The fast
response of the sensor indicates that it is sensitive enough for this type of application.
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Figure 16. Feature-based representation of the sensor response of the thermal camera to a fire ignition:
raw features (top); color features (center); sample frames (bottom).

In Figure 16, it is possible to identify that the sensor undergoes three distinct states: (i) before the
point of ignition; (ii) transient state; (iii) steady-state. As indicated in the figure, at first, the environment
is in equilibrium, with generally green levels corresponding to the mid-range. Note that the dynamic
range in this state is narrow, since the incoming radiation originates predominantly from objects at
ambient temperature.

In the second stage, which is prompted by the fire ignition, the camera detects different strengths
of incoming radiation corresponding to a severe temperature gradient and, as a result, the dynamic
range starts increasing. This drives the adaptation of the color representation according to the
histogram-based algorithms presented in Section 2.2. Consequently, the increase in the percentage of
gray pixels is prompted by the fire ignition, represented in red, since it is the hottest object in the scene
and has a strong emission of infrared radiation, whereas objects at ambient temperature remain at the
previous raw level.

In the third stage, a new equilibrium state emerges after the sensor stabilizes shortly after the
beginning of the fire, at approximately frame 167. However, in these circumstances, due to the extended
dynamic range, the color statistics have a considerably different representation with a high percentage
of gray shades in the image context.

For this case, it is important to take into account that this experiment captures the image sequences
with a frame rate of 15 Hz; thus, it is possible to record the transition between the equilibrium states.
For cases with lower sampling frequency, the data may not capture this behavior, but only similar
conditions resembling the first and third states.

Note also that although the dynamic range adapts over time, its measurement range is not altered;
as such, the complete bit resolution is used in this configuration. Accordingly, since the measurement
range is set between −40 and +550 ◦C, the raw measurements saturate at a digital number that would
correspond to these temperatures; in this case, these match the full bit resolution from 0 to 65,535.

5.2. Caravan Burning Test

In the caravan burning test performed in an outdoor environment, as described in the
experimental setup, the image acquisition conditions were also kept static, with the FLIR SC660
configured to capture image sequences at 15 frames per second. While this setup also allows for a
high sampling of the phenomenon, in this case, the fire ignition is not in direct line of sight because it
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occurs inside the caravan. For this reason, it is also necessary to characterize how these circumstances
impact the behavior of the thermal cameras in such scenarios. Moreover, the measurement range of
the camera was adjusted mid-trial to encompass an extended range of temperatures. Consequently,
this allows the evaluation of how the scaling of the bit resolution affects the raw digital data values.

However, before delving into the trial results, the effect of automatic temperature-dependent
non-uniformity correction (NUC) should be addressed. This method consists of an internal process
employed in thermal cameras to deal with spatial non-uniformity (NU) noise, which produces a fixed
pattern over the thermal images that varies in intensity due to the internal temperature instability
of such cameras [24]. To that end, on occasion, the camera performs a NUC reset, which results in a
disturbance in the data acquisition process. Figure 17 exemplifies an instance illustrating this behavior
along with relevant sample frames.
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Figure 17. Effect of temperature-dependent non-uniformity correction (NUC), represented by selected
samples of the raw data (top), along with the respective color-encoded frames (bottom).

In the selected window of the raw-based features depicted in Figure 17, it can be observed
that when the camera triggers the NUC reset in frame 7143, the raw values exhibit a sudden drop,
which continues for several instants until frame 7146. Given that this behavior is sporadic, but it is
expected to occur, as was verified for the case in the caravan burning test, appropriate filtering of this
type of frame should be included in the image processing pipeline in automatic systems, particularly if
integrated in autonomous navigation of robotic platforms for early detection and monitoring. In this
work, a median filter was used with a window of 15 frames, which introduces a one-second delay in
the case of the FLIR SC660, since this camera operates at 15 Hz.

Figure 18 illustrates the variation of the features extracted from the raw data in comparison with
the color features derived with the color segmentation heuristic for images encoded with a linear
histogram approach (L) and the plateau equalization algorithm (PE) in the second and third graphs,
respectively. The data presented in the graphs were pre-processed to filter out the effect of the NUC
frames. In this example, we present the sensor response for two automatic gain control methods:
linear (L) and the plateau equalization (PE).

Observing Figure 18, the adjustment of the measurement range from −40 to +550 ◦C to the upper
temperature limit of +1500 ◦C that occurs at frame 3406 has a prominent impact on the raw data,
which can be identified by the steep drop in the raw features at frame 3406. Notably, the scaling of the
bit resolution amplifies the measurement range, but at first, this results in a narrow distribution of the
raw features at lower bit values.
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Figure 18. Representation of the filtered sensor response of the thermal camera to a fire ignition inside
the caravan: (a) raw variables; (b) color-based features with the linear AGC (L); (c) color-based features
with the plateau equalization AGC (PE); (d) comparison of frames between both approaches.

However, as the fire starts around frame 5100, the dynamic range begins to expand. With the
evolution of the intensity of the fire, the dynamic range extends to comprehend higher values within
the available resolution, reaching a maximum of 52,343 at frame 7736, corresponding to a maximum
raw value of 60,978 and minimum raw value of 8635.

Subsequently, the sudden drop at frame 7782 indicates a second adjustment of the measurement
range. The flashover point occurs at frame 8310, and as a result, the fire starts burning the exterior
of the caravan with greater intensity, as can be seen in the corresponding frames (8400 and 9500).
In addition, it can also be verified that with the fire visible in plain sight, the sensor response tends
to stabilize.

Concerning the color-based features, the effect of the fire starts to be detected by the sensor
around frame 5236, as indicated by the increase in the gray pixel percentage and as had been verified
in the previous test. This occurs precisely when the fire burns a small hole in the upper right side
of the exterior of the caravan, as depicted in frame 5236 (see the frame from the linear approach).
In frame 8400, the effect after the flashover can be observed, where the fire can be seen in plain sight,
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causing the contrast in the scene to considerably increase. Even with mid-trial adjustments in the
measurement range, the behavior of the color segmentation heuristic is generally stable.

Comparing the response in terms of color features for the linear (L) and plateau equalization (PE)
algorithms, it becomes clear that the linear approach can detect the beginning of the fire in a prompt
manner, as can be observed by the abrupt increase of the percentage of gray pixels. Conversely, for the
plateau equalization algorithm, the response occurs more gradually, but it is still possible to detect
the fire with this color segmentation heuristic. However, this difference in terms of image-based
features is an important aspect to consider when developing intelligent fire detection systems to
operate in real-time.

Following the analyses presented regarding tests performed in controlled environments,
to validate the insights exposed, the next sections concern field trials undertaken in real contexts.

5.3. Summer Festival Trials

In the tests performed at the summer festival, the FLIR Vue Pro was installed onboard a tethered
helium balloon, as illustrated previously in Figure 14. Although the movement of the balloon enabled
surveying a wider area of the venue, for several periods of up to 2 h long, given that this unactuated
aerial platform moves according to the direction of the wind, the image capture is considerably less
stable since the field of view of the camera drifts due to wind disturbances. Due to payload restrictions,
there was also no active means of camera stabilization; therefore, the sensor response for this set of
data will inherently be more stochastic.

Notwithstanding, the proposed feature engineering approach is theoretically viable for images
acquired from mobile platforms because it employs features extracted from each frame, but does not
rely on temporal dependencies. Hence, the analysis of these experiments is paramount for validating
the applicability of this technique for integration in robotic perception pipelines for mobile platforms
in the context of wildfire surveillance tasks.

To that end, from several tests carried out in different parts of the festival venue, two examples
were selected to showcase representative situations encountered in real contexts. The first example,
presented in Figure 19, comprises a test in which fire situations were not detected, whereas the second
case, depicted in Figure 20, covers areas without fire and also parts of the venue where fire was
detected, namely in the community kitchens where rocket stoves were installed. The images were
recorded with a 5 s time lapse between frames at an altitude from the ground of approximately 80 m.

Observing Figure 19 with respect to the evolution of the raw-based features, it becomes clear that
under normal conditions, the sensor of the camera does not exhibit significant variations. Considering
that the measurement range would allow the sensing of incoming infrared radiation up to a dynamic
range of 16,383, i.e., the upper bound saturation level, the data demonstrate that in scenarios without
fire, the maximum and minimum raw values do not exceed 8841 or go below 7812, respectively.
Note also that in these trials, ambient temperatures reached up to 36 ◦C, so it is expected that the
surfaces of objects captured in the field of view of the camera may have exceeded that value due to
the different absorption properties of materials in such a heterogeneous context. Hence, including
the raw-based features in detection and monitoring algorithms is rather promising for avoiding
false alarms.

Conversely, since the festival took place in the summer, it is also normal to capture objects for
cooling purposes that are at temperatures below the average ambient temperature. While this does
not seem to have a considerable effect in the magnitude of the raw values, this effect can be observed
according to the representation of the color-based features over time. More specifically, as different
areas of the venue were surveyed, the color statistics vary considerably, predominantly influencing the
red and green pixel percentages. For instance, in frame 365, it is possible to observe that a small set of
items at cool temperatures caused the adaptation of the color representation, making the surroundings
become depicted in red, even though there was not a sudden increase in temperature. In this way,
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since the histogram-based algorithms promote highly nonlinear effects in image data, color-based
features require careful interpretation.
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Figure 19. Results for data acquired when surveying the festival venue: raw features (top);
color features (center); sample frames (bottom).

In turn, the presented sample frames also demonstrate that the appearance of red hotspots can
be illusive, as it does not necessarily mean that fire sources exist in the scene, but rather that these
areas are slightly above the average temperature. The representation of the color features takes this
into account, since it considers in the color segmentation that the upper 45% of the scale is represented
by red-shaded tones, as illustrated in Figure 10. The uneven distribution of colors in the GrayRed
color palette also justifies the behavior of the sensor mentioned in the previous comment, particularly
regarding how the presence of cool objects in the scene easily makes red the most dominant color in
the image.

Concerning the second case represented in Figure 20, which includes situations at the venue
where fire was detected, the behavior of the sensor was consistent with that in the controlled fire
scenarios discussed previously. In normal situations, the raw features followed the same behavior of
the baseline case presented in Figure 19, but when covering the community kitchens area, the dynamic
range expanded due to the presence of fire sources. More specifically, regarding the complete sequence,
the maximum raw value reached 12,477, the minimum raw value was 7918, and the maximum
amplitude of the dynamic range, recorded in a fire detection instance, was 7290, which is well above
the variations registered in the baseline case.

Accordingly, the color representation also suffers an abrupt adjustment, with the surroundings
becoming depicted mostly by gray pixels. This effect can be attested in the accompanying sample
frames illustrating the first detection instance, which were captured while covering the community
kitchens area. Since fire was strictly forbidden in the festival premises due to fire safety concerns,
with the exception of specific fires lit and controlled by the organization for scenic purposes and the
community kitchens area, the remaining detection points in this sequence also concern the same area
illustrated in Figure 20.
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Figure 20. Results for data acquired when surveying the community kitchens area: raw features (top);
color features (center); sample frames (bottom).

Considering that in these field trials, the images were captured from a considerably longer
distance than in the laboratory tests, the data demonstrate that the color scale adapts even when
hot objects have low spatial resolutions, which is essential for allowing early fire detection in aerial
surveillance scenarios, therefore confirming the validity of the proposed approach for fire detection
using mobile platforms.

Furthermore, recalling that the FLIR Vue Pro has a more limited measurement range, with an
upper saturation level at 150 ◦C, this may raise some concerns regarding false alarms. However,
under real operation conditions, no false detections were encountered.

5.4. Mountain Range Field Trials

In the field trials conducted in a mountain range, the images were captured from a longer distance
than in the previous tests. The purpose of these tests was to evaluate a key issue regarding the use
of compact thermal cameras, particularly concerning their capabilities when operating outside the
nominal conditions specified in the official hardware datasheets. The field trials performed allow
the evaluation of the behavior of the camera in a long-distance image capture setup to assess if the
signal-to-noise ratio in this scenario is sufficient for fire detection applications. In this case, the tests
were performed with the FLIR Vue Pro, which was configured to record images with a 1 s time-lapse at a
distance of approximately 600 m, as specified in the description of the experimental setup (Section 4.4).

From the several tests performed in the mountain range, two cases were selected for analysis,
encompassing a situation with an active fire, which is presented in Figure 21, and another in the
aftermath of a fire, depicted in Figure 22.

Regarding the monitoring of an active fire scenario, it can be observed in Figure 21 that the
statistics of the raw variables do not exhibit particular variation, remaining with an extended dynamic
range for the several minutes featured in this trial. Notably, despite the long distance, the sensed
infrared radiation does not suggest a significant signal attenuation, as the sensor bit resolution is used
to a great extent. Indeed, the maximum raw value registered is the sensor upper saturation level at
16,383, while the minimum raw value recorded is 7235, which corresponds to pixels representing the
sky in this case, as can be confirmed in the sample frames.

For this case, the evolution of the color-based features does not reveal particular changes and
is consistent with the insights exposed in the previous trials. The sensor response stays generally
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constant, with slight variations attributed to the change of field of view of the camera. The gray and
green levels dominate the image context, and a reduced percentage of red pixels depict the area of the
fire, as can be observed in the sequence of frames selected.
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Figure 21. Results for fire detection at long distance in a mountain range: raw features (top);
color features (center); sample frames (bottom).

Although the FLIR Vue Pro was not specifically designed for this type of task, these results
validate the capability of detecting fire sources at long distances. In turn, an important aspect to take
into account when considering extended distances is that due to the limited resolution of the focal
plane array and, consequently, the output image resolution, with the increase in distance, the minimum
size of the fire that can be detected naturally increases as well.

Since wildfires often extend over large periods and can be inactive after firefighting operations
take place, but re-ignite before the fire event is completely extinct, the monitoring of areas in the
fire perimeter is important for preventing rekindles. In this context, the ground is usually at higher
temperatures, adding difficulty in pinpointing potential re-ignition spots.

The following test, performed in the field trials and targeting the aftermath of a controlled fire,
which is depicted in Figure 22, aims to uncover how these circumstances differ from the previously
studied cases.

Observing the time-series of the raw-based features, it is immediately noticeable that the
dynamic range is reduced once again, but with visible gaps between the minimum, average and
maximum values, unlike in the baseline case encountered in the festival trials. In contrast, in this
case, the maximum raw value extends as high as 9782, the minimum raw value remains around 8141,
and when the dynamic range is greater at 2426, the average raw value is 8569.

Concerning the adaptation of the color-based features, it should be noted that the field of view of
the camera was changed considerably to capture distinct parts of the monitoring area, as illustrated
by the set of sample frames presented in Figure 22. In this case, the green and gray percentages are
predominant when capturing the burned area, which is depicted in red in frames 13 and 60 because it
is at a higher temperature than the surroundings. The sky area remains depicted in gray; however,
in contrast with the situation with an active fire, the ground is represented by a considerably darker
tone of green. In that sense, the color-based features alone do not evidence a difference from the
previous case, which highlights that the color segmentation heuristic has to be fine-tuned depending
on the image capture setup or defined with a more restrictive range for the green class. Interestingly,
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when the burned area is not in the field of view of the camera, the ground is generally depicted in red,
as can be observed in frames 51 or 94.
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Figure 22. Results for the fire aftermath captured at long distance in a mountain range: raw features
(top); color features (center); sample frames (bottom).

In turn, when facing downward on the valley, as illustrated in frame 48, the distance influences
the color representation, with closer objects represented by the bottom part of the image, and the gray
part representing the mountain on the other side of the valley. This result shows that in addition to
being capable of detecting fire at long distances, the thermal sensitivity of this sensor is also able to
convey depth perception. While this does not play a significant role in the detection in itself, it has
interesting implications for autonomous navigation by robotic platforms.

5.5. Discussion

From the analyses presented throughout this study, it becomes evident that thermal cameras
can potentially bring improved reliability for fire detection and monitoring systems in several
aspects in which visible range systems have limitations. On the one hand, the proposed data-driven
feature engineering approach that combines expert knowledge on the sensor working principles with
color-based features derived from processed image data was demonstrated to be robust to false alarms,
even when tested in highly dynamic environments. On the other hand, it was possible to validate the
applicability of commercial off-the-shelf camera models in long-distance scenarios for fire detection
applications, as verified with the onboard compact thermal camera.

However, adapting thermal imaging cameras for wildfire detection and monitoring systems
entails an adequate understanding of the application requirements and capabilities of each device,
which change depending on manufacturers and camera models. Furthermore, considering UAV-based
applications, the integration of this type of device in robotic perception frameworks is not
straightforward, requiring knowledge of the underlying image processing algorithms, which are
highly nonlinear. For this reason, based on insights gained from the comprehensive analyses presented,
several remarks deserve to be highlighted.

This work explored a series of automatic gain control methods available in the firmware and
software of thermal cameras, which are based on histogram-based algorithms for data compression and
contrast enhancement. In particular, testing the applicability of several alternatives in fire scenarios,
the results revealed that advanced contrast enhancement techniques degrade the ability to distinguish
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the fire from the surroundings, preventing an accurate identification of the burning area. Indeed,
the linear approach registered the best results, as identified in Figure 7.

Since histogram-based algorithms promote highly nonlinear effects in image data, color-based
features require careful interpretation because tracking the hottest areas can be misleading depending
on the scene context. In that sense, extending state-of-the-art color-based approaches [22] by
also including raw-based data provides enhanced situation awareness, thus potentially enabling
improvements in robotic perception.

By testing the proposed method in distinct scenarios, under static image acquisition conditions,
and also from onboard mobile platforms (e.g., a tethered helium balloon), it was possible to validate
the approach in both contexts. Nonetheless, for integration in robotic platforms, it is advisable to
employ means of camera stabilization to minimize the effect of the external disturbances due to the
movement of the platform and consequent changes in the field of view of the camera.

In turn, the operating distance conditions of these sensors play an important role when applying
heuristic methods and, as such, the performance shall be fine-tuned depending on the image capture
setup. Moreover, the characterization of the device in terms of sensor response is fundamental for this
type of application because although manufacturers define nominal operating conditions, since fire
is a source of extreme temperatures, it is possible to successfully detect fire at long distances as well,
since a high signal-to-noise ratio is preserved.

Regarding the integration in robotic perception pipelines for autonomous navigation of UAVs,
it was also verified that the thermal sensitivity of these sensors is also able to convey depth perception.
However, in order to apply the methodology proposed in this work, the camera model has to provide
access to the raw data on-line so that it can be incorporated and used in the image processing pipeline
of the robotic perception framework.

6. Conclusions

The study conducted in this work provides a comprehensive introduction to adapting thermal
imaging sensors for wildfire detecting and monitoring systems. Since these phenomena are increasing
in intensity and frequency, there is increased urgency in the early detection, monitoring and
surveillance of these events. For these reasons, leveraging mobile robotics in this type of extreme
environment requires devising of application-specific techniques.

For that purpose, this paper explored the foundations of image processing of thermal imaging,
covering the most used automatic gain control methods and the color mapping schemas responsible
for generating thermal images encoded in pseudocolor.

The proposed data-driven feature engineering approach, combining expert knowledge about
thermal imaging sensors as well as color-based segmentation heuristics, offers improvements
in situation awareness in comparison to existing methods focusing only on one data type.

The study of the response of thermal imaging sensors in fire scenarios as well as situations
without fire considering raw sensor data and color-based features was revealed to be fundamental for
providing a better intuition of the working mechanisms of these sensors and the expected behavior
under such conditions. By evaluating how the features evolve over time, these analyses provided a
clear understanding of the nonlinear adaptive color scale, providing important insights relative to
the sensing capabilities of commercial off-the-shelf thermal cameras, and thus establishing a solid
foundation for the development of robotic perception algorithms.

Considering that wildfire detection and monitoring are safety-critical applications, there is a great
benefit in exploring highly interpretable feature engineering approaches in order to subsequently
combine these methods with intelligent soft sensor approaches, enabling better model understanding
and interpretation.
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Abstract: The environmental challenges the world faces nowadays have never been greater or more
complex. Global areas covered by forests and urban woodlands are threatened by natural disasters
that have increased dramatically during the last decades, in terms of both frequency and magnitude.
Large-scale forest fires are one of the most harmful natural hazards affecting climate change and
life around the world. Thus, to minimize their impacts on people and nature, the adoption of
well-planned and closely coordinated effective prevention, early warning, and response approaches
are necessary. This paper presents an overview of the optical remote sensing technologies used in
early fire warning systems and provides an extensive survey on both flame and smoke detection
algorithms employed by each technology. Three types of systems are identified, namely terrestrial,
airborne, and spaceborne-based systems, while various models aiming to detect fire occurrences with
high accuracy in challenging environments are studied. Finally, the strengths and weaknesses of
fire detection systems based on optical remote sensing are discussed aiming to contribute to future
research projects for the development of early warning fire systems.

Keywords: early fire detection; multispectral imaging systems; terrestrial; aerial; satellite;
artificial intelligence

1. Introduction

Over the last few years, climate change and human-caused factors have a significant impact on
the environment. Some of these events include heat waves, droughts, dust storms, floods, hurricanes,
and wildfires. Wildfires have extreme consequences on local and global ecosystems and cause serious
damages to infrastructure, injuries, and losses in human lives; therefore, fire detection and the
accurate monitoring of the disturbance type, size, and impact over large areas is becoming increasingly
important [1]. To this end, strong efforts have been made to avoid or mitigate such consequences
by early fire detection or fire risk mapping [2]. Traditionally, forest fires were mainly detected by
human observation from fire lookout towers and involved only primitive tools, such as the Osborne
fire Finder [3]; however, this approach is inefficient, as it is prone to human error and fatigue. On the
other hand, conventional sensors for the detection of heat, smoke, flame, and gas typically take time
for the particles to reach the point of sensors and activate them. In addition, the range of such sensors
is relatively small, hence, a large number of sensors need to be installed to cover large areas [4].

Recent advances in computer vision, machine learning, and remote sensing technologies offer
new tools for detecting and monitoring forest fires, while the development of new materials and
microelectronics have allowed sensors to be more efficient in identifying active forest fires. Unlike other
fire detection review papers that have focused on various sensing technologies [5], on video flame
or/and smoke methodologies in visible or/and InfraRed (IR) range [6–9], on various environments [10],
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and airborne systems [11,12], in this paper, we provide a comprehensive study of the most representative
forest fire detection systems, focusing on those that use optical remote sensing, as well as digital image
processing [13] and classification techniques [14]. Depending on the acquisition level, three broad
categories of widely used systems that can detect or monitor active fire or smoke incidents in
real/near-real-time are identified and discussed, namely terrestrial, aerial, and satellite. These systems
are usually equipped with visible, IR, or multispectral sensors whose data are processed by machine
learning methods. These methods rely either on the extraction of handcrafted features or on powerful
deep learning networks (Figure 1) for early detection of forest fires (Figure 2) as well as for modeling fire
or smoke behavior. Finally, we present the strengths and weaknesses of the aforementioned methods
and sensors, as well as future trends in the field of early fire detection.
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This paper is organized as follows: Section 2 covers different optical remote sensing systems for
early fire detection, organized into three subsections—for Terrestrial, Aerial, and Satellite systems
respectively—Section 3 includes discussion and the future scope of research.
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2. Early Fire Detection Systems

2.1. Terrestrial Systems

Terrestrial-based early detection systems consist of either individual sensors (fixed, PTZ, or
360◦ cameras) or networks of ground sensors. These sensors need to be carefully placed to ensure
adequate visibility. Thus, they are usually located in watchtowers, which are structures located
on high vantage points for monitoring high-risk situations and can be used not only for detection
but also for verification and localization of reported fires. There are two types of cameras used for
early fire detection, namely optical cameras and IR cameras that can capture data ranging from low
resolution to ultra-high resolution for different fire detection scenarios [15]. Optical cameras provide
color information, whereas IR imaging sensors can provide a measure of the thermal radiation emitted
by objects in the scene [16]. More recently, early detection systems that combine both types have also
been introduced. The computer-based methods can process a high number of data aiming to achieve
a consistent level of accuracy maintaining a low false alarm rate. In the following, we first present
traditional approaches that are based on handcrafted features followed by more recent methods using
deep learning for automated feature extraction.

2.1.1. Traditional Methods

Detection methods that use optical sensors or RGB cameras combine features that are related
to the physical properties of flame and smoke, such as color, motion, spectral, spatial, temporal,
and texture characteristics. The following color spaces have been used for the task of early fire detection:
RGB [17–19], YCbCr [20], CIELAB [21], YUV [22,23], and HSV [24]; however, a drawback of color-based
fire detection models is the high false alarm rates, since single-color information is insufficient in most
cases for the early and robust fire detection. Thus, many of the developed methodologies combine color
and motion information in images and videos [25]. Zhang et al. [26] used a probabilistic color-based
model for the detection of fire regions and motion features for the final fire existence occurrence
decision. Avgerinakis et al. [27] identified the smoke candidate blocks and then constructed the
histograms of oriented gradients (HOGs) and histograms of optical flow (HOFs), thus taking into
account both appearance and motion information. Likewise, Mueller et al. [28] used two optical flow
schemes, namely optimal mass transport models and data-driven optical flow models.

Other researchers focused on the flickering effect of fire. This is observed in flame contours at a
frequency of around 10 Hz, independently of the burning material and the burner [29]. To this end,
Gunay et al. [30] distinguished flame flicker from the motion of fire-colored moving objects in videos
using hidden Markov models (HMMs). Training HMMs leads to the reduction of data redundancy and
improvement of reliability, while real-time detection is also achieved [31]. Furthermore, HMM-based
methods for fire detection in the compressed domain have been proposed in MJPEG2000 [32] and
H. 264 [33] compressed video. The use of multi-feature fire-based detection can offer more accurate
results. Chen et al. [34] combined motion detection using a Gaussian mixture model, color analysis
using an RGB color filtering, and flickering temporal analysis. The algorithm was applied to a video
dataset consisting of different daytime and nighttime environments; however, at night, color analysis
is less useful and night smoke is less visible. Thus, nighttime wildfire detection typically relies
on motion analysis. Also, Töreyin, et al. [35] proposed a system equipped with an optical camera
and a methodology that combines feature extraction (moving pixel/region extraction, color-based
segmentation, and wavelet analysis in temporal and spatial domains), followed by a voting-based
classifier. In [36], Barmpoutis et al. extracted an additional feature aiming to estimate a spatio–temporal
consistency energy. Thereafter, they used a support vector machine (SVM) classifier to increase the
robustness of fire detection.

Many other researchers have used infrared cameras aiming to reduce the false alarm rates of the
optical-based terrestrial systems. The IR cameras measure the thermal radiation emitted by objects
within the spectral range from either 3 to 5 µm (middle wavelength infrared, MWIR) or 8 to 14 µm
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(long wavelength infrared, LWIR). The MWIR band detectors, although they are optimal for fire
detection, are expensive due to the cooling system required, so typically LWIR cameras are used. In IR
videos the existence of rapid time-varying contours is an important sign of the presence of fire in the
scene. Arrue et al. [37] observed that fire detection systems fail for distant fires and proposed a system
for false alarm reduction in infrared forest-fire detection. More specifically, they used an adaptive
infrared threshold, a segmentation method, and a neural network for early fire detection. Furthermore,
Töreyin, et al. [16] used IR video to overcome the limitations of optical cameras in the detection of
fires with little radiance in the visible spectrum. Specifically, they first estimated the boundaries of
moving bright regions in each frame and then used spatio–temporal analysis in the wavelet domain
using HMMs.

In contrast to single-sensor systems, multisensor systems typically cover wider areas and can
achieve higher accuracies by fusing data from different sensors. The idea of integrated early fire
detection and monitoring by combining data from optical and infrared cameras as well as a wireless
sensor network (WSN) of temperature/humidity sensors was proposed by Grammalidis et al. [38].
Sensor data were processed and transmitted to a monitoring center employing computer vision and
pattern recognition algorithms for automated fire detection and localization. The algorithm took
into account color, spatial, and temporal information for flame detection, while for smoke detection,
an online adaptive decision fusion (ADF) framework was developed. This framework consisted of
several algorithms aiming to detect slow-moving objects, smoke-colored regions, and smoke region
smoothness. Furthermore, improved early wildfire detection was achieved by fusing smoke detection
from visual cameras and flame detection from infrared (LWIR) cameras. Similarly, Bosch et al. [39]
proposed a system consisting of a wireless sensor network with a central monitoring station. In this,
each sensor consists of an optical and a thermal camera and an integrated system for the processing of
data and communication.

More recently, Barmpoutis et al. [40] and Dimitropoulos et al. [41] introduced fire detection systems
based on smoke and flame dynamic texture analysis through linear dynamical systems (LDSs). Their
modeling, combining color, motion, and spatio–temporal features led to higher detection rates and a
significant reduction of false alarms. Temporal and spatial dynamic texture analysis of flame for forest
fire detection was performed in [42]. Dynamic texture features were derived using two-dimensional
(2D) spatial wavelet decomposition in the temporal domain and three-dimensional (3D) volumetric
wavelet decomposition. In [43], the authors improved the smoke modeling of the fire incidents through
dynamic textures solving higher order LDS (h-LDS). Finally, in [44], the authors took the advantage of
the geometric properties of stabilized h-LDS (sh-LDS) space, and they proposed a novel descriptor,
namely, histograms of Grassmannian points (HoGP) to improve the classification of both flame and
smoke sequences.

2.1.2. Deep Learning Methods

In contrast to previously discussed methods that rely on handcrafted features, deep learning
(DL) methods [45] can automatically extract and learn complex feature representations. Since the
seminal work of Krizhevsky et al. [46], which achieved exceptional image classification performance
by training a convolutional neural network (CNN) with efficient computation resources, deep learning
is one of the most rapidly evolving fields and has been successfully applied to numerous computer
vision problems. To this end, Luo et al. [47] developed a smoke detection algorithm based on the
motion characteristics of smoke and a CNN. Firstly, they identified the candidate regions based on
the background dynamic update and dark channel a priori method [48]. Then, the features of the
candidate region were extracted automatically by a CNN consisting of five convolutional layers and
three fully connected layers. In [49], the authors combined deep learning and handcrafted features to
recognize the fire and smoke areas. For static features, the AlexNet architecture was adapted, while for
dynamic features an adaptive weighted direction algorithm was used. Moreover, Sharma et al. [50]
used optical images and re-tuned two pre-trained CNNs, based on VGG16 and ResNet50 backbones to
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distinguish images that contain fire and images that do not. It is worth mentioning that for the training,
they created an unbalanced dataset including more non-fire images. Zhang et al. [51] proposed deep
CNNs for forest fire detection in a cascaded fashion. Firstly, they trained a full image fire classifier
to decide whether the image contains the fire or not and then applied a fine-grained patch classifier
to localize the fire patches within this image. The full image classifier is a deep CNN that has been
fine-tuned from AlexNet and the fine-grained patch classifier is a two-layer fully connected neural
networks trained with the upsampled Pool-5 features. Muhammad et al. [52], inspired by GoogleNet
architecture and proposed a fine-tuned fire detection CNN model for surveillance videos, while Shen
et al. [53] used an optimized YOLO model for flame detection from video frames. Frizzi et al. [54]
built a simple CNN consisting of nine layers. The architecture of this model was similar to LeNet-5
including dropout layers and used a leaky rectified linear unit (ReLU) activation function. Muhamad
et al. [55] proposed a fine-tuned CNNs architecture based on the SqueezeNet model and developed a
feature map selection algorithm for fire segmentation and background analysis. In [56], the authors
combined AlexNet as a baseline architecture and the internet of multimedia things (IoMT) for fire
detection and disaster management. The developed system introduced an adaptive prioritization
mechanism for cameras in the surveillance system allowing high-resolution cameras to be activated
to confirm the fire and analyze the data in real-time. Furthermore, Dunnings and Breckon [57] used
low-complexity CNN architectural variants and applied a superpixel localization approach aiming to
reduce the computational performance offering up to 17 fps processing time.

Since the number of publicly available wildfire datasets is still limited, Sousa et al. [58] proposed
a fire detection method based on data augmentation and transfer learning. A method that had
been pre-trained on the ImageNet Inception-v3 model was retrained and evaluated using ten-fold
cross-validation on the Corsican Fire Database [59]. Extending deep learning approaches, Barmpoutis
et al. [60] combined the power of faster region-based convolutional neural network (R-CNN) with
multidimensional dynamic texture analysis based on higher-order LDSs aiming the early forest fire
detection. A modified faster R-CNN and a 3D CNN were combined in [61]. To that end, the faster
R-CNN with non-maximum annexation was utilized to realize the smoke target location based on
static spatial information and then a 3D CNN was used for smoke recognition by combining dynamic
spatial–temporal information. Jadon et al. [62] developed the FireNet convolution neural network
using a standard fire dataset and a self-proposed dataset, achieving an encouraging performance in
terms of a series of evaluation metrics. Zhang et al. [63] trained a faster R-CNN for forest smoke
detection by creating synthetic smoke images and achieved great performance when tested on real
smoke images. Moreover, in [64] the authors extracted spatial features through a faster R-CNN for the
detection of the suspected regions of fire (SroFs) and non-fire. Then, the features of the detected SroFs
in successive frames were used by a long short-term memory (LSTM) for them to identify whether
there is a fire or not in a short-term period. Finally, a majority voting method and the exploitation
of fire dynamics were used for the final decision. Shi et al. [65] inspired by the idea of R-CNN and
combined image saliency detection and convolutional neural networks. More specifically, they utilized
the pixel-wise image saliency aggregating (PISA) method [66] to identify the candidate regions and
then classified them into fire or non-fire regions.

Instead of extracting bounding boxes, Yuan et al. [67] used a two-path encoder-decoder fully
convolutional network (FCN) for visual smoke segmentation. FCNs can achieve end-to-end pixel-wise
segmentation so the precise location of smoke can be identified in images. They also created synthetic
smoke images instead of labeling the real smoke images manually for training and then tested the
network on both synthetic and real videos. Cheng et al. [68] proposed a smoke detection model using
Deeplabv3+ and a generative adversarial network (GAN). The smoke pixels were first identified by
fusing the result Deeplabv3+ and the heatmap of smoke based on HSV features. Then, a GAN was
employed for predicting the smoke trend heatmap based on the space–time analysis of the smoke
videos. Finally, in [69] the authors used a two-stage training of deep convolutional GANs for smoke
detection. This procedure included a regular training step of a deep convolutional (DC)-GAN with real
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images and noise vectors and a training step of the discriminator separately using the smoke images
without the generator.

2.2. Unmanned Aerial Vehicles

Terrestrial imaging systems can detect both flame and smoke, but in many cases, it is almost
impossible to view, in a timely manner, the flames of a wildfire from a ground-based camera or
a mounted camera on a forest watchtower. To this end, autonomous unmanned aerial vehicles
(UAVs) can provide a broader and more accurate perception of the fire from above, even in areas
that are inaccessible or considered too dangerous for operations by firefighting crews. Either fixed or
rotary-wing UAVs cover wider areas and are flexible, allowing the change of monitoring area, but they
are affected by weather conditions and have limited flight time. UAVs mostly use ultra-high-resolution
optical or infrared charge-coupled device (CCD) cameras to capture images as well as other sensors for
navigation, such as global positioning system (GPS) receivers or inertial measurement units (IMUs).

2.2.1. Traditional Methods

The first attempts for aerial fire detection began around 1920 when planes were used for forest
fire detection as a result of their unsuccessful deployment for the extinguishing of fires [70]. In 1986,
Stearns et al. [71] captured IR images by the Flying Infrared Signatures Technology Aircraft of the
U.S. Air Force Geophysics Laboratory and described a spatial and spectral analysis methodology to
provide wildfire detection and monitoring for fire control. Similarly, Den Breejen et al. [72] used a
single manned aerial vehicle for forest fire detection and tracking; however, although the operation of
manned aerial vehicles is safer in busy airspace around fire [12], these vehicles are typically large and
require increased operational costs making them a less useful tool for fire detection.

In recent times, the deployment of UAVs is considered to be a better option for the task of forest
fire detection. More specifically, to achieve forest fire detection and tracking, Yuan et al. [73] used
median filtering for noise reduction, color analysis based on CIELAB color space, Otsu threshold for fire
segmentation, and blob counting. More recently, in [74] they used visual images captured by an optical
camera of an unmanned aerial vehicle. Then, two color spaces, namely, RGB and HIS were chosen
as inputs of a fuzzy logic rule and an extended Kalman filter was employed to adapt environmental
condition variations and to perform smoke detection. Extending the color-based methods in [75,76] fire
flame and smoke pixels are segmented using both color and motion characteristics. For the estimation
of color features, they utilized three color spaces RGB, YCbCr, and HIS, whereas for the extraction of
motion characteristics they noted that flames have turbulent movement or disordered characteristics.
Thus, an optical flow algorithm was used to examine the motion characteristic of forest fires and extract
fire motion pixels using dynamic background analysis.

Aiming to identify the fire location in terms of latitude, longitude, and altitude in [77], the authors
used a DJI F550 hexacopter and applied two coordinate system transformations between the
body-fixed frame, namely north-east-down frame (NED) and Earth-centered Earth-fixed (ECEF)
frame. Then, a rule-based color model combining RGB and YCbCr color spaces was used for the
identification of fire pixels. A fire simulation platform based on the Unity game engine and robot
operating systems (ROS) was developed by Esfahlani [78]. The video data were collected through a
monocular camera and navigation relied on a simultaneous localization and mapping (SLAM) system.
A fire detection algorithm based on color, movement attributes, temporal variation of fire intensity,
and its accumulation around a point was deployed. Finally, a mixed reality (MR) system incorporating
physical and virtual elements was adopted to visualize and test the developed system.

Sudhakar et al. [79] proposed a method for forest fire detection through UAVs equipped with an
optical and an infrared camera. They used a LAB color model and a motion-based algorithm followed
by a maximally stable extremal regions (MSERs) extraction module. For improved presentation, the
extracted forest fire detections are joined with landscape information and meteorological data. In [80]
two types of UAVs, a fixed-wing drone and a rotary-wing drone equipped with optical and thermal
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cameras were used. As soon as the fixed-wing drone detects a fire, the rotary-wing drone will fly
at a much lower altitude (10 to 350 m) compared to a fixed-wing UAV (350 to 5500 m), thus having
better and more detailed visibility of the area and reducing false alarms through a neural network.
Chen et al. [81] used optical and infrared sensors and data to train a CNN first for smoke detection
and then for flame detection. In [82], the authors developed a system consisting of a central station
and several aerial vehicles equipped with infrared or visual cameras, aiming to increase the coverage
area. For fire detection, they applied a threshold for fire segmentation and then performed color and
fire contour analysis.

2.2.2. Deep Learning Methods

Zhao et al. [83] used a UAV equipped with GPS and deployed a saliency detection algorithm for
localization and segmentation of the fire area in aerial images. Then, a 15 layered deep convolutional
neural network architecture was employed for both low and high-level fire feature extraction and
classification. Tang et al. [84] captured 4K data using a ZenMuse XT2 dual vision sensor and applied an
adaptive sub-region select block to detect fire candidate areas in 4K resolution images. Then, a YOLOv3
backbone architecture was used for fire detection. Jiao et al. [85] used a UAV to capture and
transmit images to the ground station in real-time deploying a YOLOv3 network for fire detection.
Furthermore, they deployed a UAV equipped with a visible and an infrared camera for image
acquisition [86]. The onboard computer carried by UAV can perform local image processing and
mission planning through a YOLOv3-tiny architecture. In addition, a ground station receives images
and location information of fire spots, contributing to the detection of forest fires. Furthermore,
it provides operational commands to the UAV for path planning and re-planning. Integrating fog
computing and CNNs, Srinivas and Dua [87] employed a UAV to reduce the false alarm rates towards
the task of forest fire detection at an early stage. More recently, Barmpoutis, et al. [88,89] used an optical
360-degree complementary metal-oxide-semiconductor (CMOS) camera mounted on a UAV to capture
an unlimited field of view images. More specifically, they converted the equirectangular raw data
to cubemap and stereographic projections, respectively. Then, they used deep neural networks and
exploited fire dynamic textures aiming to reduce false alarms that are caused due to clouds, sunlight
reflections, and fire/smoke-colored objects. Experimental results demonstrate the great potential of the
proposed system for both flame and smoke detection.

2.3. Spaceborne (Satellite) Systems

Recently, mainly due to the large number of satellites launched and the decrease of associated
costs, there are many research efforts to detect forest wildfires from satellite images. Specifically, a set
of satellites were designed for Earth observation (EO, e.g., environmental monitoring or meteorology).
Depending on their orbit, satellites can be broadly classified into various categories, each having their
advantages and disadvantages. The most important categories include: (a) the geostationary orbit
(GEO), which is a circular orbit with an altitude of 35,786 kilometers and zero inclination, so that the
satellite does not move at all relative to the ground, providing a constant view of the same surface area,
(b) the low Earth orbit (LEO), which has an altitude of 2000 km or less, requires the lowest amount of
energy for satellite placement and provides high bandwidth and low communication latency, (c) the
polar sun-synchronous orbit (SSO), which is a nearly polar orbit that passes the equator at the same
local time on every pass. Most EO satellites are in specific low Earth polar SSO orbits, whose altitude
and inclination are precisely calculated so that the satellite will always observe the same scene with the
same angle of illumination coming from the Sun, so shadows appear the same on every pass.

Data from sun-synchronous satellites have high spatial resolution but low temporal resolution,
whereas geostationary satellites have high temporal resolution but low spatial resolution. Some satellites
of the first category, like Landsat or Sentinel satellites, have a large revisit time (eight-day repeat cycle
for LandSat-7/8 and approximately 2–3 days at mid-latitudes for Sentinel 2A/2B). Hence, they are
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unsuitable for real-time active forest fire detection, but only for less time-sensitive tasks, e.g., burnt
area estimation, and therefore their studies fall within the scope of this paper.

2.3.1. Fire and Smoke Detection from Sun-Synchronous Satellites

Imaging sensors in sun-synchronous satellites include three multispectral imaging sensors,
namely advanced very-high-resolution radiometer (AVHRR) [90], moderate resolution imaging
spectroradiometer (MODIS) [91], and visible infrared imaging radiometer suite (VIIRS) [92,93],
whose data have also been used for wildfire detection. The advanced very-high-resolution
radiometer (AVHRR/3) is a multipurpose imaging instrument that measures the reflectance of
the Earth and has been used for global monitoring of cloud cover, sea surface temperature, ice,
snow, and vegetation cover characteristics [90]. AVHRR instruments are or have been carried by
the National Oceanic and Atmospheric Administration (NOAA) family of polar-orbiting platforms
(polar-orbiting operational environmental satellite—POES) and European Meteorological Operational
(MetOp) satellites. The instrument provides six channels, three in the visible/near-infrared region
and three thermal infrared channels, with 1 km spatial resolution. The moderate resolution imaging
spectroradiometer (MODIS), onboard the National Aeronautics Space Administration (NASA) EO
Terra and Aqua satellites that have a revisit time of 1–2 days, capture data in 36 spectral bands ranging
in wavelengths from 0.4 to 14.4 µm and at varying spatial resolutions (2 bands at 250 m, 5 bands at
500 m, and 29 bands at 1 km). MODIS was succeeded by the visible infrared imaging radiometer
suite (VIIRS) instrument onboard the Suomi National Polar-orbiting Partnership (NPP) and NOAA-20
weather satellites. The instrument provides 22 different spectral bands, i.e., 16 moderate-resolution
bands (M-bands, 750 m), 5 imaging resolution bands (I-bands, 375 m), and 1 day/night panchromatic
band (750 m).

Traditional Methods

These imaging sensors have also been extensively applied for near-real-time wildfire detection.
For instance in [94], Sayad et al. combined big data, remote sensing, and data mining algorithms
(artificial neural network and SVM) to process big data collected from MODIS images and extract
insights from them to predict the occurrence of wildfires. More specifically, they used pre-processed
MODIS data to create a dataset based on three parameters related to the state of the crops: namely
normalized difference vegetation index (NDVI), land surface temperature (LST), and thermal anomalies.
For wildfire prediction, they used two different supervised classification approaches based on neural
networks and SVM, achieving good prediction accuracies, i.e., 98.32% and 97.48%, respectively.
Results were assessed using several validation strategies (e.g., classification metrics, cross-validation,
and regularization) and comparisons with other wildfire prediction models, demonstrating the
efficiency of the model in predicting the occurrence of wildfires.

Several papers deal with the problem of smoke detection based on MODIS data, which is a
very challenging problem given its strong similarity with clouds, haze, and other similar phenomena.
Shukla et al. [95] proposed an algorithm for automatic detection of smoke using MODIS data, which
was based on a multiband thresholding technique for discriminating between smoke plumes and
clouds. Results suggested that the algorithm was able to isolate smoke pixels in the presence of other
scene types, such as clouds, although it performed better in identifying fresh dense smoke as compared
to highly diffused smoke. Similarly, Li et al. [96] proposed an approach to automatically separate smoke
plumes from clouds and background by analyzing MODIS data. Specifically, a previous approach
proposed by Li et al. [97] for the AVHRR sensor was improved based on spectral analysis among
the smoke, cloud, and underlying surface using MODIS data. Specifically, a multi-threshold method
was used for extracting training sample sets to train a back-propagation neural network (BPNN) to
discriminate between three classes: (smoke, cloud, and underlying surface). Results using MODIS data
of several forest fires occurred in different places and different dates were satisfactory. Advantages
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include the ability of the algorithm to detect smoke plumes in different seasons using seasonal training
data sets, as well as that it provides quantitative and continuous outputs of smoke and other objects.

Many researchers used active fire products derived from these sensors to assess various other
proposed algorithms. Hally et al. [98] examined the performance of a threshold algorithm against
commonly used products such as the VIIRS active fire product, to determine the completeness of
anomaly capture. Specifically, the study considers two commonly used active fire products: the MODIS
Collection 6 (MOD/MYD14) 1 km active fire product as outlined in Giglio et al. [99] and the VIIRS 375 m
(VNP14IMG) active fire product described in Schroeder et al. [93]. In both cases, the geographic position
of the detected hotspots, as well as the time of satellite overpass, were used. Also, Wickramasinghe et
al. [100] compared the Advanced Himawari Imager—Fire Surveillance Algorithm (AHI-FSA) across
the Northern Territory of Australia (1.4 million km2) over ten days with the well-established active fire
products from satellites: MODIS and VIIRS.

Finally, the Chinese HuanJing sun-synchronous satellites (“HuanJing” means “environment” in
Chinese) are satellites for disaster and environmental monitoring that are capable of visible, infrared,
multi-spectral, and synthetic aperture radar imaging. Lin et al. [101] presented a spatio–temporal
model (STM) based forest fire detection method that uses multiple images of the inspected scene based
on Huanjing-1B satellite images. A comparison of detection results demonstrated that the proposed
algorithm is useful to represent the spatio–temporal information contained in multi-temporal remotely
sensed data.

Deep Learning Methods

Deep Learning methods have also been recently applied for fire and smoke detection from
multispectral satellite images. Ba et al. [102] presented a new large-scale satellite imagery dataset
based on MODIS data, namely USTC_SmokeRS, consisting of 6225 satellite images from six classes
(i.e., cloud, dust, haze, land, seaside, and smoke) and covering various areas/regions over the world.
Using this dataset, they evaluated several state-of-the-art deep learning-based image classification
models for smoke detection and proposed SmokeNet, a new CNN model that incorporated spatial- and
channel-wise attention in CNN to enhance feature representation for scene classification. Also, Priya et
al. [103] used a dataset of 534 RGB satellite images from different sources, including MODIS images
from the NASA Worldview platform and Google. An effective approach using an Inception-v3 CNN
framework and transfer learning was used for fire and non-fire image classification. Then, the fire
regions were extracted based on thresholding and local binary patterns.

2.3.2. Fire and Smoke Detection from Geostationary Satellites

Regarding satellite imagery from geostationary satellites, important work for fire and smoke
detection has already been performed using the advanced Himawari imager (AHI) sensor of the
Himawari-8 weather satellite. Himawari 8 is a new generation of Japanese geostationary weather
satellites operated by the Japan Meteorological Agency. AHI-8 has significantly higher radiometric,
spectral, and spatial resolution than its predecessor.

Regarding Europe and the US, two additional sensors that are installed in geostationary satellites
are the European Space Agency (ESA) Meteosat second generation (MSG, a satellite series)-spinning
enhanced visible and infrared imager (SEVIRI) sensor and the NASA geostationary operational
environmental satellite (GOES)-16 advanced baseline imager (ABI) sensor. The MSG-SEVIRI
geostationary sensor is a 50 cm diameter aperture, line-by-line scanning radiometer, which provides
image data in 12 spectral channels (four visible and near-infrared (NIR), including a broadband high
resolution (1 km) visible channel, and eight thermal IR with a resolution of 3 km) with a baseline
repeat cycle of 15 min. GOES-16 is the first of the GOES-R series of the geostationary operational
environmental satellite (GOES) operated by NASA and the NOAA. The advanced baseline imager
(ABI) is its primary instrument, providing high spatial and temporal resolution imagery of the Earth
through 16 spectral bands at visible and infrared wavelengths.

125



Sensors 2020, 20, 6442

Traditional Methods

Hally et al. [98] extended previous work by the same authors Hally et al. [104] using AHI sensor
data from the Himawari geostationary satellite in the application of a multi-temporal method of
background temperature estimation, known as the broad area training (BAT). This method involves a
two-step process for geostationary data: a preprocessing step, where AHI Band 7 images are aggregated
and then a fitting step, where this spatially aggregated data are used in individual pixel fitting using a
single value decomposition (SVD) process. These fittings at the pixel level can then be compared to the
raw brightness temperature data as measured by the satellite sensor, to identify thermal anomalies
such as those caused by an active fire. Results are seen to compare favorably to active fire products
produced by low Earth orbit satellite data during the period of study. Fatkhuroyan et al. [105] perform
a study of data from fires in Sumatera and Kalimantan regions in August, September, and October 2015
and concluded that smoke detection and monitoring is feasible using pseudo-RGB images consisting
of one visual channel and two near-infrared channels. A limitation revealed by this study is that
Himawari-8/AHI is a passive sensor that very dependent on the reflection of solar radiance, so it
can only monitor the forest fire during the day-time. Xu et al. [106] investigated the feasibility of
extracting real-time information about the spatial extents of wildfires using the Himawari-8 satellite.
The algorithm is based on previous work using the MODIS sensor: it first identifies possible hotspots
and then eliminates false alarms by applying certain thresholds, similar to Giglio et al. [99]. False
alarms are then rejected by cloud, water, and coast tests based on the additional bands and comparison
with neighboring pixels. Results demonstrated that fire detection is robust to smoke and moderate
cloud obscuration and sensitive enough for early detection of wildfires.

Typically, only temporal-based fire detection algorithms are used for geostationary orbital sensors,
detecting the fire by analyzing multi-temporal changes of brightness temperature (BT). On the other
hand, polar-orbiting platforms, use spatial-based fire detection algorithms, which are commonly
classified either “fixed-threshold” or “contextual”. Aiming to combine the merits of both approaches,
Xie et al. [107] presented a spatio–temporal contextual model (STCM) that fully exploits geostationary
data’s spatial and temporal dimensions using data from Himawari-8 Satellite. They applied an
improved robust fitting algorithm to model each pixel’s diurnal temperature cycles (DTC) in the middle
and long infrared bands. For each pixel, a Kalman filter was used to blend the DTC to estimate the
true background brightness temperature.

Significant research results have also been produced using data from the GOES ABI and MSG
SEVIRI instruments. A multi-temporal change-detection technique, namely robust satellite techniques
for fires detection and monitoring (RST-FIRES) using data from the MSG-SEVIRI sensor. Filizzola
et al. [108] was seen to be very efficient for the timely detection of even small/short-living fire
incidents. Furthermore, Di Biase et al. [109] updated the satellite fire detection (SFIDE) algorithm,
previously proposed by the same authors Laneve et al. [110] to reduce the false alarm rate. Specifically,
they improved the estimation of the reference temperature used to define a fire pixel, the cloud mask
accuracy, and the exploitation of the high refresh rate of the images to implement several tests for more
accurate detection of forest fires. In Hall et al. [111], both satellite imaging sensors (GOES ABI and
MSG SEVIRI) were found to be very efficient in detecting active fire incidents. Additional sensing
systems providing such broad spatial coverage and favoring improved geostationary satellite fire data
consistency across regions could further improve performance. Reference fire data were derived from
Landsat-8 Operational Land Imager (OLI) 30 m imagery using the Schroeder et al. [112] Landsat-8 OLI
automated fire detection algorithm.

Deep Learning Methods

Very recently, Larsen et al. [113] presented a deep FCN for predicting fire smoke in satellite
imagery in near-real-time (NRT) using data from the Himawari-8/AHI sensor. Also, Phan et al. [114]
proposed a novel remote wildfire detection framework based on GOES-16 sensor imagery, which
contains three distinct stages: (i) a streaming data processing component to purify and examine raw
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image data for ROI’s, (ii) an early wildfire prediction component using deep learning architectures to
grab spatial and spectral designs for more accurate and robust detection, and (iii) a streaming data
visualization dashboard for potential wildfire incidents.

2.3.3. Fire and Smoke Detection Using CubeSats

A recent trend in remote sensing from satellites is using “Cubsats”, i.e., miniaturized satellites that
typically weigh between 1 and 10 kg and follow the popular ‘CubeSat’ standard [115], which defines the
outer dimensions of the satellite within multiple cubic units of 10 × 10 × 10 cm and can accommodate
small technology payloads to perform different scientific research or commercial functions and explore
new space technologies. Technically, it is easier for CubeSats to function in the LEO-zone due to
their unique characteristics. More than 1100 CubeSats have been successfully launched by several
universities and companies worldwide, as of January 2020.

The latest advances in satellite imagery had allowed CubeSats to rapidly discover wildfires.
Barschke et al. (2017) [116] described a nanosatellite called TUBIN (Technische Universität Berlin
Infrared Nanosatellite), which was designed to validate an infrared microbolometer for wildfire remote
sensing. Another constellation of four 6U Cubesats for monitoring forest fires and other natural
disasters was proposed in Africa and Asia [117]. The payload is an optical sensor with three spectral
bands (green, red, and near-infrared) with a revisit time of 72 h. Shah et al. [118] proposed a system
consisting of a constellation of nanosatellites equipped with multi-spectral visible to Infrared (IR)
cameras and a ground station, which will allow all surface points on the planet to be revisited at
least once in an hour. Capturing a surface location with high resolution in MWIR and LWIR allows
for the precise estimation of the thermal output of the surface. Simulations indicated that a fire of
about four hundred square meters can be detected using a payload of a multispectral IR camera
measuring incident power in two thermal infrared bands (mid-wave and long-wave). The system
will use onboard data processing, enabling an early wildfire warning within 30 min and minimizing
bandwidth requirements. Additionally, compressed raw images can be transmitted to the ground
station to provide global thermal data updated every 90 min. The first satellite is planned for launch in
late 2020 with the data available for research purposes.

3. Discussion and Conclusions

Three categories of early fire and smoke detection systems have been analyzed and compared
(Table 1) thoroughly in this literature review paper, namely terrestrial, unmanned aerial vehicles, and
satellite-based systems. In general, terrestrial systems tend to be more efficient in terms of accuracy
and response time to wildfire incidents. Furthermore, these systems offer high spatial resolution
depending on the camera resolution and the viewing angle/distance; however, their coverage is limited
when compared to the other two solutions, as the cameras are placed in fixed positions and additional
limitations may apply (e.g., occlusions).

On the other hand, aerial-based systems gained recently a lot of attention due to the rapid
development of UAV technology. Such systems provide a broader and more accurate perception
of the fire, even in regions that are inaccessible or considered too dangerous for fire-fighting crews.
In addition, UAVs can cover wider areas and are flexible, in the sense that they monitor different areas,
as needed. Recent technological achievements have led to better camera resolutions offering high
spatial resolution, wider field of view, and better battery autonomy. The latest UAVs are equipped with
both visible and infrared cameras, improving the detection accuracy and allowing night operation;
however, they are affected by weather conditions and, in many cases, their flight time is limited.
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Finally, Earth Observation satellite systems have been used successfully for wildfire detection,
mainly due to their large-scale coverage. The majority of satellites providing earth imagery are
either geostatic or in the near-polar sun-synchronous orbit and include multispectral imaging
sensors. Sun-synchronous satellites provide data with high spatial resolution but low temporal
resolution, while geostationary satellites have a high temporal resolution but low spatial resolution.
More recently, advances in nanomaterials and micro-electronics technologies have allowed the use
of tiny low-Earth-orbiting satellites, known as CubeSats. CubeSats have significant advantages in
comparison with traditional satellites regarding smoke and fire detection, since they are more effective
in terms of costs, temporal resolution/response time, and coverage. In addition, they are smaller in size
than traditional satellites and need less time to be put into orbit; however, one issue that needs to be
tackled is their poor ability to transmit large amounts of data to the ground. From the aforementioned
analysis, it is clear that each category has its advantages and disadvantages. To this end, recent research
efforts on wildfire detection [127–129] focus either on the combination of these technologies or on the
use of additional input sources such as crowdsourcing, social media, and weather forecasting.

It is worth mentioning that most of the institutions and agencies aiming to support wildfire
management at the national and regional level use either satellites or combine them with a small
fleet of planes to detect and map the extent, spread, and impact of forest fires [130,131]. Furthermore,
various organizations have installed network-connected optical cameras in or near wildland areas
sharing live images on the web to assist early forest fire detection [132].

A detailed comparison between the three categories of early fire detection systems in terms of
the performance (Accuracy), number of research papers (Volume of works), the potential for future
improvement (Future potential), the minimum fire size that can be detected (Minimum fire size),
the monitoring area covered by the system (Coverage area), and time needed for early fire detection
(Response time) in the scale 0 (low) to 5 (high) is shown in Figure 3. Most of the literature shows that
terrestrial systems have been extensively studied, achieving high accuracy rates and fast response
times, despite the limited coverage area that they offer. Thus, large networks of ground sensors can
be deployed to increase the coverage area; however, in this case, a trade-off between the number
of sensors, cost, and complexity is required. On the other hand, aerial and satellite-based systems
provide better coverage. These systems have already shown their great potential and accuracy rates
and response times.
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Figure 3. Radar chart showcasing the findings of this review for different early forest fire detection
systems with regards to accuracy, response time, coverage area, future potential, and volume of works
in the scale 0 (low) to 5 (high).

Also, the terrestrial and aerial-based systems can detect fires at a very early stage depending on their
distance from the fire and their spatial resolution in parallel with short latency time [132]. In contrast,
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regarding satellite-based systems, time latency and minimum detectable fire size are expected to be
improved in the following years. Currently, imaging sensors in sun-synchronous-orbiting satellites,
such as MODIS, can detect after observation very small fires (up to 50 m2) under near-ideal conditions
and an average size of 30 × 30 = 900 m2 under a variety of conditions [133]. Regarding the latency
time, MODIS fire products are produced and delivered to fire managers partners in near-real-time
(within 2–4 h of when MODIS collected the observations) [133]. On the other hand, geostationary
sensors, like Himawari-8 AHI, can provide observations every 10–30 min, making them ideal for
near-real-time fire surveillance, at the cost of a higher spatial resolution (2 km pixel size, which can
be reduced to 500 m) [100]. Furthermore, the creation of new datasets for the training of novel deep
learning algorithms (e.g., super-resolution), as well as advances in transmission technologies will
further contribute towards this direction.

Similarly, Figure 4 demonstrates some attributes for each of the three sensor types: visible,
infrared, and multispectral. Although the research community has thoroughly utilized optical-based
systems, multispectral approaches seem to achieve better accuracy rates, due to the complementarity
of information provided by different spectral bands; however, the use of multispectral technology
increases significantly the overall cost of the system. This fact justifies the extensive use of low-cost
optical sensors by many research works in the literature. Nevertheless, the wider use of multispectral
sensors in different systems is expected to further improve the performance of early wildfire detection
systems. To this end, extensive research is still needed on systems that integrate multimodal sensing
technologies along with advanced deep-learning algorithms.
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Figure 4. Radar chart showcasing the findings of this review for different sensor types with regards to
accuracy, response time, cost, future potential, and volume of works in the scale 0 (low) to 5 (high).

Furthermore, to explore the evolution of the forest fire detection research domain, we carried
out a bibliometric analysis. The initial search yielded over 2024 papers related to forest fire detection
published in the Web of Science (WoS) database [134]. Figure 5 shows the trend in the number of
articles published between 1 January 1990 and 31 October 2020. Narrowing the results to only the
imaging research area, the search yielded 697 published articles (Figure 6). These results show that
there is a growth in publications in the last 30 years. Of these, 378 are related to forest fire detection
based on terrestrial systems, 59 based on aerial systems, and 260 based on satellite systems (Figure 7).
The results of Figure 7 indicate that the field of forest fire detection in the image research area for
terrestrial, aerial, and satellite-based systems is still evolving.
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Figure 5. The number of published articles per year related to forest fire detection. Data retrieved from
Web of Science [134] for dates between 1990 to October 2020.
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Figure 6. The number of published articles per year related to forest fire detection in the imaging
research area. Data retrieved from Web of Science [134] for dates between 1990 to October 2020.
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Figure 7. The number of published articles per year for terrestrial, aerial, and satellite-based systems.
The analysis was performed for forest fire detection in the imaging research area. Data retrieved from
Web of Science [134] for dates between 1990 to October 2020.

Subsequently, to provide information on the identity of papers and the corresponding systems
that receive the most citations, we performed a quantitative citation analysis. A citation occurs when
one paper refers to another paper. In this analysis (Figure 8), we identified that papers related to
forest fire detection in the imaging satellite-based research area receive the most citations followed by
terrestrial and aerial-based papers. Finally, to identify the study area of the aforementioned papers,
a study analysis of the funding agencies was performed. In Figure 9, ten of the organizations and
agencies that were the major sponsors of these papers are shown. More specifically, the National
Natural Science Foundation of China (NSFC) has funded 42 papers related to forest fire detection in
the imaging research area, while National Aeronautics Space Administration (NASA) has funded
37 papers. In addition, organizations and agencies from Canada, the European Union, France, the USA,
and the UK have funded more than 79 papers related to the field of imaging-based forest fire detection.
Similarly, in the second analysis, the authors’ countries of affiliation were mapped (Figure 10). To this
end, over 25 percent and 15 percent of the authors are affiliated with an organization that is based in
the USA and China, respectively.
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Figure 8. The number of times cited the published articles per year for terrestrial, aerial, and
satellite-based systems. The analysis was performed for forest fire detection in the imaging research
area. Data retrieved from Web of Science [134] for dates between 1990 to October 2020.
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Figure 9. Organizations and agencies that funded most of the published articles for forest fire detection
in the imaging research area. Data retrieved from Web of Science [134] for dates between 1990 to
October 2020.
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Figure 10. Authors’ affiliation by country (%) for forest fire detection in the imaging research area.
Data retrieved from Web of Science [134] for dates between 1990 to October 2020.
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Abbreviations

ABI Advanced Baseline Imager
ADF Adaptive Decision Fusion
AHI Advanced Himawari Imager
AVHRR Advanced Very-High-Resolution Radiometer
BAT Broad Area Training
BPNN Back-Propagation Neural Network
BT Brightness Temperature
CCD Charge-Coupled Device
CMOS Complementary Metal-Oxide-Semiconductor
CNN Convolutional Neural Network
DC Deep Convolutional
DL Deep Learning
DTC Diurnal Temperature Cycles
ECEF Earth-Centered Earth-Fixed
EO Earth Observation
ESA European Space Agency
FCN Fully Convolutional Network
GAN Generative Adversarial Network
GEO Geostationary Orbit
GOES Geostationary Operational Environmental Satellite
GPS Global Positioning System
h-LDS higher-order LDS
HMM Hidden Markov Models
HOF Histograms of Optical Flow
HOG Histograms of Oriented Gradients
HoGP Histograms of Grassmannian Points
IMU Inertial Measurement Unit
IoMT Internet of Multimedia Things
IR InfraRed
LDS Linear Dynamical Systems
LEO Low Earth Orbit
LST Land Surface Temperature
LSTM Long Short-Term Memory
LWIR Long Wavelength InfraRed
MetOp Meteorological Operational
MODIS Moderate Resolution Imaging Spectroradiometer
MR Mixed Reality
MSER Maximally Stable Extremal Regions
MSG Meteosat Second Generation
MWIR Middle Wavelength InfraRed
NDVI Normalized Difference Vegetation Index
NED North-East-Down
NIR Near-InfraRed
NOAA National Oceanic and Atmospheric Administration
NPP National Polar-orbiting Partnership
NRT Near-Real-Time
OLI Operational Land Imager
PISA Pixelwise Image Saliency Aggregating
POES Polar-orbiting Operational Environmental Satellite
R-CNN Region-Based Convolutional Neural Networks
ReLU Rectified Linear Unit
RST Robust Satellite Techniques
SEVIRI Spinning Enhanced Visible and Infrared Imager
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SFIDE Satellite Fire Detection
sh-LDS stabilized h-LDS
SLAM Simultaneous Localization and Mapping
SroFs Suspected Regions of Fire
SSO Sun-Synchronous Orbit
STCM Spatio–temporal Contextual Model
STM Spatio–Temporal Model
SVD Single Value Decomposition
SVM Support Vector Machine
UAV Unmanned Aerial Vehicles
VIIRS Visible Infrared Imaging Radiometer Suite
WoS Web of Science
WSN Wireless Sensor Network
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Abstract: Forests provide various important things to human life. Fire is one of the main disasters in
the world. Nowadays, the forest fire incidences endanger the ecosystem and destroy the native flora
and fauna. This affects individual life, community and wildlife. Thus, it is essential to monitor and
protect the forests and their assets. Nowadays, image processing outputs a lot of required information
and measures for the implementation of advanced forest fire-fighting strategies. This work addresses
a new color image segmentation method based on principal component analysis (PCA) and Gabor
filter responses. Our method introduces a new superpixels extraction strategy that takes full account
of two objectives: regional consistency and robustness to added noises. The novel approach is
tested on various color images. Extensive experiments show that our method obviously outperforms
existing segmentation variants on real and synthetic images of fire forest scenes, and also achieves
outstanding performance on other popular benchmarked images (e.g., BSDS, MRSC). The merits
of our proposed approach are that it is not sensitive to added noises and that the segmentation
performance is higher with images of nonhomogeneous regions.

Keywords: Gabor filtering; PCA morphological transformations; fuzzy clustering; color image
segmentation; fire forest

1. Introduction

The conventional detection systems of smoke and fire use sensors [1]. One of the major drawbacks,
is that the systems do not issue the alarm unless the particles reach the sensors [2]. Recently, as an
appropriate alternative to conventional techniques, vision-based fire and smoke detection methods
have been adopted. Here, smoke and fire are regarded as a specific kind of texture. It is difficult
to accurately detect the appearance of mentioned regions from images due to large variations of
color intensities and texture. Although, many research works confirmed that texture features play
a very important role in smoke and fire detection [3,4]. A wide recent work demonstrated that
the multi-scale based techniques play an important role in smoke and texture classification [5,6].
Developed methods cover both areas; images and videos processing [4,7,8]. In this work, we aim
to segment images into significant regions. This will be used to generate useful information for
our project. In this paper, we propose a new segmentation approach based on Gabor filtering and
Principal Component Analysis (PCA). The proposed method is based on the modification of the
superpixels extraction methodology to increase the robustness to added noises and to improve the
segmentation accuracy of the fire forests color images. For the extracted features clustering, we used
the new version of the fuzzy classifier recently proposed in [9]. Our choice is done regarding the

143



Sensors 2020, 20, 6429

higher performance of the mentioned fuzzy method compared to a large variety of clustering methods;
FCM, FGFCM, HMRF-FCM, FLICM, NWFCM, KWFLICM, NDFCM, FR- FCM, and Liu’s algorithm.
In [9], Lei et al. introduced a fast fuzzy clustering algorithm to address the problem of computational
segmentation complexity of color image segmentation with higher resolution. This was conducted by
the use of adaptive local spatial information provided by a pre-segmentation task. Despite its higher
accuracy compared to a large number of used algorithms, this method remains limited due to many
drawbacks. This is experimentally noted with blurred images and images with nonhomogeneous
regions. In this work, our research is focused on the part where we have cited a lower efficiency. It is
the task of superpixels extraction. As mentioned above, we have introduced the multiscale image
transformation based on the Gabor filtering.

Many applications approved that Gabor feature sets are high-dimensional (typically defined by
the number of orientations and frequencies). Concatenating all the feature images tends to exacerbate
the dimensionality problems and computing complexity [4,6]. To overcome this issue, we introduce a
dimensionality reducer before the superpixels extraction stage. In literature, there are many proposed
dimensionality reduction methods; Independent Component Analysis (ICA), Principal Component
Analysis (PCA), and Canonical Correlation Analysis (CCA) [10,11]. In this work, we find that PCA
is sufficient.

Note that our intention was not to develop an end to end new segmentation approach of color
image. Rather, we propose improving this task in general, by integrating several methodologies. As a
first goal, these methodologies (multi-resolution filtering, superpixels computing and fuzzy clustering)
work together to provide reliable segmentation results, characterized by a higher segmentation accuracy
and robustness. The second is to reduce the computing complexity and speedup the segmentation
process. By this work, we present two contributions as given below:

(1) A multiresolution image transformation based on 2-D Gabor filtering combined with a
morphological gradient construction to generate a superpixel image with accurate boundaries.
This proposition integrates a multiscale neighboring system to solve the problems of rotation,
illumination, scale, and translation variance. This is very useful specially with images of
high resolution.

(2) We introduce a Principal Component Analysis (PCA) to reduce the number of extracted Gabor
features. From obtained regions we compute a simple color histogram to reduce the number of
different intensities (pixels) and achieve a fast clustering for color image segmentation.

In summary, image segmentation methods can be roughly classified into two categories: supervised
and unsupervised. In this paper, we mainly discuss a fuzzy unsupervised framework. No features
learning is involved. This task remains one of the most challenging research topics because there is no
unified approach to achieve fast, robust, and accurate segmentation.

In this work, a detailed study of existing color image segmentation approaches was carried out
to investigate the most common stages in segmentation’s techniques. In Section 2, we discuss the
motivation for using the different implemented techniques. Furthermore, we thoroughly described
each phase and introduced ideas for improvements. Next, we describe the development of the
proposed method. Section 4 presents an evaluation study of the proposed improvement using a
set of synthetic and real color images from the well-known dataset (BSD 500 and MSRC). As a
validation stage, the developed method is applied on fire forest images and compared to the standard
and recent methods.

2. Motivation

2.1. Motivation for Using Superpixels with Gabor Filtering

In color image segmentation, non-texture areas are relatively uniform, and it is easy to obtain the
accurate boundaries. Color and spatial information are sufficient for the clustering task. In texture areas,
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the boundaries are the combination of micro and macro adjacent regions. Here, texture edges cannot
be incorporated only by characteristics of single pixels: intensities and spatial coordinates. Hence,
to obtain these boundaries requires a combination of multi scale characteristics. Many researchers
have verified that multi-resolution features are able to get the main outline for various texture regions
of the image [12,13]. In the last decade, the Gabor filters, firstly proposed by Dennis Gabor in 1946 in
1-D and extended, in 1985, to 2-D by Daugman, have received much attention. Their wide usage in
multiple fields can be taken as proof of their success: image analysis, compression and restoration,
object tracking and movement estimation, face recognition, smoke detection, texture retrieval, contour
extraction, or image segmentation [14–17].

2.2. Motivation for Using Color Images Histograms

For C-means oriented algorithms, the clustering task has to compute the distance between each
pixel and centers of different clusters. This task leads to a high computational complexity especially
with images of higher resolution. Moreover, it is difficult to extend this idea of FCM for color image
segmentation. This is due to the number of different colors which is usually close to the number of
pixels in a color image. Compared to a grayscale image, the c-means clustering algorithms require a
longer execution time to segment its corresponding color image. Because the histogram level is far less
than the whole image pixels, the use of histogram-based features reduces the computational complexity
of the clustering procedure. In [9], an enhanced FCM method for grayscale images was proposed. It is
called the Spatial Fast Fuzzy C-means clustering algorithm (SFFCM). Authors demonstrate that it is
faster to implement FCM on histogram-gray-levels than on pixel’s intensities. This novel extension of
fuzzy clustering algorithm is used in our segmentation pipeline (see Figure 1).
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mainly for wildfire image processing [4,8,21,22]. In real applications, for smoke and fire, there is a 
different useful information: area, location, direction, etc. Because the forest environment suffers 
from many perception field drawbacks (uncontrollable and sudden changes in environmental 
conditions, calibration problems, non-rigid fire-model, etc.), this study involves many advanced 
computer vision techniques in 2D [13] and extends them to the 3D domain [23]. Our project is divided 
into different research interests: image segmentation, semantic fire and smoke detection, and flame 
direction estimation. In this work we developed a color image segmentation technique as a part of 
mentioned tasks. The goal of the proposed method is to improve the segmentation performance of 
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Figure 1. Overview of the proposed segmentation framework. I f i is the ith image of Gabor features.

2.3. Fire Forest Image Application

Recently, wildfires devasted millions of hectares over the world. The lack of information about
the current state and the dynamic evolution of fire plays a central role in the accidents. Nowadays
the demand increases for remote monitoring of this natural disaster [2,18–20]. For that, artificial
visual control is a new area that has gained interest. In literature, many techniques have been
developed mainly for wildfire image processing [4,8,21,22]. In real applications, for smoke and fire,
there is a different useful information: area, location, direction, etc. Because the forest environment
suffers from many perception field drawbacks (uncontrollable and sudden changes in environmental
conditions, calibration problems, non-rigid fire-model, etc.), this study involves many advanced
computer vision techniques in 2D [13] and extends them to the 3D domain [23]. Our project is divided
into different research interests: image segmentation, semantic fire and smoke detection, and flame
direction estimation. In this work we developed a color image segmentation technique as a part of
mentioned tasks. The goal of the proposed method is to improve the segmentation performance of
wildfire noisy images and to reduce the clustering computational complexity.
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3. Methodology

The developed method is based on two principal tasks:

- The Pre-segmentation, also called the Superpixels Extraction,
- The Clustering of firstly extracted superpixels

The framework of our proposed algorithm is shown in Figure 1.

3.1. Superpixels Based on Gabor Filtering and Morphological Operations

3.1.1. Superpixels Extraction: An Overview

Superpixels extraction, called also pre-segmentation, is the subdivision of the input image into a
number of regions. Each region is a collection of pixels with homogenous characteristics. This procedure
is always used for image classification and labeling. Compared to neighboring window-based methods,
it is able to provide more representative local spatial information [9].

As given by [24], superpixel algorithms are classified into two principal categories:
Graph-based methods: each pixel is considered as a node in a graph. Similarities between neighboring

pixels are defined as edge weights. Superpixels extraction minimizes a cost function defined over
the graph. This category includes a large variety of developed methods: Normalized Cuts (NC),
Homogeneous Superpixels (HS), Superpixels via Pseudo-Boolean Optimization (PB), and Entropy Rate
Superpixels (ERS) [25,26].

Clustering-based methods: all image pixels are iteratively grouped until satisfying some convergence
criteria. As given by [27], the most popular techniques are Simple Linear Iterative Clustering named
(SLIC), Watersheds Transform (WT), Quick Shift (QS), and Turbo Pixel (TP). More details and evaluation
of 15 superpixel algorithms are given in [24]. All mentioned approaches are usually considered as
over-segmentation algorithms to improve the final segmentation. Referring to [9,27], in our work,
we use the implementation of WT for the superpixels extraction. In the last part of experiments
(Section 5.2), the SLIC is also implemented.

3.1.2. Gabor Filters and Their Characteristics

Image filtering based on Gabor filters is a procedure widely used for the extraction of spatially
localized spectral features. The frequency and orientation representation of Gabor filters are similar
to human visual system, and they have been found vital features that can be used for image
segmentation [16,28]. In our project, the processed images of fire forest combine many complexities
due to the higher intensity’s variation and the texture geometrical diversity. To cope with complex
image regions, we use a bank of filters as a multi-scale features extractor.

The Gabor filter is obtained by a Gaussian kernel function modulated by multiplying a sinusoidal
plane wave. As shown in Figure 2, combining a 2D sinusoid with a Gaussian function results in a 2D
Gabor filter.
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Gabor features are extracted by the convolution of the original image I(x, y) and the impulse
response of the 2-D Gabor filter g(x, y):

G(x, y) = I(x, y) ⊗ g(x, y) (1)

x and y are the spatial coordinates of the plane.
The Gabor kernel generating g(x, y) is defined as follows:
As we have shown in [29], in the spatial domain, the 2-D Gabor function is formulated by:

gλ,θ,ϕ(x, y) = e−
x′2+γ2 y′2

2σ2 cos((2π x′/λ) + ϕ)) (2)

where
x′ = x cosθ+ y sinθ

y′ = −x sinθ+ y cosθ

σ is the standard deviation of the Gaussian factor that determines the size of the receptive field.
The parameter λ is the wavelength and F = 1/λ the spatial frequency of the cosine factor. They are,
respectively, called the preferred wavelength and preferred spatial frequency of the Gabor function.
The ratio σ/λ determines the spatial frequency bandwidth and the number of parallel excitatory and
inhibitory stripe zones that can be observed in the receptive field (see Figure 3).
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γ is a constant, called the spatial aspect ratio, that determines the ellipticity of the receptive field.
θ represents the preferred orientation of the normal of the parallel stripes of a Gabor function,

ϕ is the phase offset which defines the symmetry of Gabor filter.

As an example, with a different range of frequencies fk =
√

2
k (k = {1, 2, 3}) and orientations

θl = l·
(
π
8

)
(l = {0, 1, . . . , 7}), the convolution generates a Gabor feature matrix given by:

G( fl,θk)
=




r(x0, y0) · · · r(xN, y0)
...

. . .
...

r(x0, yM) · · · r(xM, yN)




(3)

The set of 3 spatial frequencies and 8 equidistant orientations is applied. Each Gabor kernel size is
proportional to the wavelength value. The replication padding is used to reduce boundary artifacts.
For each specific pair of frequency and orientation ( fk,θl), the feature image size is (M×N).

In our work, only the magnitude r
(
xi, y j

)
is considered. r

(
xi, y j

)
gives the intensity variations

near the object boundaries (see Figure 4).
The Gabor features are processed with L2 normalization technique. The L2 norm is performed by:

g(x, y) =
‖G(x, y)‖

max
{‖G(x, y)‖} (4)

g is the normalized Gabor feature image.
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Figure 4. Example of object boundaries extraction using Gabor filters of ( f1, θ3). First row: original images.
Second row: image of boundaries.

3.1.3. Gabor Feature Reduction Based on PCA

High dimension data are extremely complex to process due to the inconsistences in the features
which increase the computation time [30,31]. In our work, we only focus on the variation of frequency
and orientation parameters of Gabor filters. In Figure 5, we present a convolution results of a synthetic
image of sinusoids of different orientations, frequencies and magnitudes by Gabor filters of different
orientations and frequencies.
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Both the mentioned parameters (frequencies and orientations) generate a large feature dimension
(K × L). As mentioned above, a set of K = 3 different frequencies and L = 8 orientations are considered
producing 24 features for each position of the filter. This is not performant because of the redundancy of
features due to correlation of the overlapping filters. Moreover, as illustrated in Figure 5, by comparing
the convolution results we notice a higher sensibility of filter parametrization. Many researchers
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propose the use of a small bank of filters [30–32]. In this work, the problem of redundancy was
addressed. Because its performance compared to other dimensionality reducer methods [32], we have
used the PCA retaining only the most representative response of 24 outputs. It will be considered as
the input of the superpixesls extraction stage (see Figure 1).

3.1.4. Pre-segmentation Based on Gabor-WT

The WT produces a set of basins starting with a local minimal of a gradient image and searching
lines between adjacent local minima that separate catchment watersheds. As given by [33], this is a
relatively fast algorithm used for images with high resolution.

For noisy image segmentation, to fulfill both regional consistency and boundary keeping
simultaneously, become more and more difficult. As shown by Figure 6, the MMGR-WT, introduced
in [9], causes an over-segmentation or under-segmentation because it is sensitive to added noise.
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Figure 6. MMGR-WT robustness test. First row: original images from the MSRC-dataset. Second row:
Superpixels extraction results with original images. 3rd, 4th, and 5th rows: the obtained results for
corrupted images by (5%, 10%, 15%) salt and pepper noise.

Moreover, these techniques greatly depend on the accurate extraction of region boundaries.
The superpixels extraction performance of these methods deteriorates when the processed regions are
textured or are of high varying intensities (see Figure 7).
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and m is the degree of fuzziness. 

Figure 7. MMGR-WT superpixels extraction: test on uniform and textured regions. First row: original
images from the MSRC_dataset. Second row: obtained results.

As a summary of all the superpixels extraction given by Figures 6 and 7, the MMGR-WT results
exhibit major limits, namely the poor boundary keeping and superpixels consistency. This is clearly
noticed with noisy images and ones of textured regions (grass, trees, sand, etc.). In our work, it should
be noted that Fire Forest images suffer from all the general drawbacks (noise, higher textured regions,
environmental conditions, etc.). In literature, many algorithms have been introduced to avoid such
issues. Major methods tend to modify the gradient output of original image. In this paper, a 2-D Gabor
filtering stage is used for the enhancement of the boundaries of regions for better superpixels extraction.

3.2. Fuzzy Superpixels Clustering

3.2.1. Overview

A clustering divides data objects into homogeneous groups and performs a high similarity
within a cluster (called compactness). Data partitioning is made according to a membership degree,
in the range (0,1), which is proportional to the distance between the data and each cluster center.
The partitioning result depends on the final centroid location [29]. The fuzzy oriented methods are based
on the mentioned aspects and have been successfully used. For many an application, the traditional
FCM clustering algorithm, firstly introduced by Bezdek, has depicted a higher performance. It is
widely used for image segmentation. As an unsupervised clustering method, FCM does not need any
prior knowledge about the image.

Let X = {x1, x2, . . . , xn} be a color image and nc be the number of clusters. Each ith image pixel
belongs to the jth cluster with a fuzzy membership degree denoted by ui j according to its distance from
the cluster center v j. FCM can yield a good segmentation result by minimizing the following objective
function:

JFCM =
n∑

i=

nc∑

j=

µm
ij ‖xi − v j‖

2

(5)

where ui j and v j are given as follows:

ui j =




nc∑

k=1

(‖xi − v j‖
‖xi − v j‖

) 2
m−1




−1

(6)

v j =

∑n
j=1 um

ij x j
∑n

j=1 um
ij

(7)

and m is the degree of fuzziness.
The FCM algorithm is summarized in Algorithm 1.
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Algorithm 1. Traditional FCM algorithm.

1: Input: X of n data to be clustered, the number of clusters nc, the convergence test ε > 0 (or the max
number of iteration), randomly cluster centers v(t=0), the fuzzifier m > 1

2: Output: clustered data (pixel groups map)
3: Begin
4: Step 1. Compute the membership matrix U by using Equation (6)

5: Step 2. Update the cluster centers v(t+1) with Equation (7)

6: Step 3. Test if ‖v(t+1) − v(t)‖ < ε, execute step 4; otherwise, t = t + 1 and go to step 1
7: Step 4. Output the pixels group map
8: End

In literature, a large variety of modified versions of the FCM clustering algorithm have been
proposed. In 2003, Zhang developed a new extension called KFCM by introducing the “Kernel method”.
Later, in 2012, Zanaty et al. included a spatial information in the objective function of KFCM [34].
From 2005 to 2013 Pal et al. developed a possibilistic fuzzy clustering method called PFCM [35].
Another modification of FCM was proposed in 2015 by Zheng et al. [36] named the Generalized
and Hierarchical FCM (GFCM), (HFCM). In 2017, in order to remove the information redundancy,
Gu et al. proposed a novel version of FCM called SL-FCM [37]. Most of the mentioned methods are
still time-consuming and unable to provide the desired segmentation accuracy. As mentioned above,
Lei et al. developed the SFFCM algorithm. The modification is also based on the integration of the
spatial information [9].

3.2.2. The Proposed Clustering Method

Further to the time-consuming, FCM describes an image in terms of fuzzy classes. It only depends
on global features. As given by Figure 8, we developed a Gabor-PCA superpixels-based method to
extract the most representative local spatial information. By this, the input data to be clustered include
only the subsegment levels. In our work, the proposed segmentation method has three goals. The first
is to reach a higher robustness to added noise with the multiscale processing based on Gabor Filters.
The second goal is the improvement of the segmentation accuracy by incorporating local features.
The third, is reducing the computational complexity and time consuming by minimizing the size of
data to be clustered.

In this paper, the SFFCM algorithm, firstly proposed by [9], is adopted. Adding the spatial
information, the problem of fuzzily partitioning into nc clusters becomes formulated as the minimization
of the objective function given by:

Jm =
ns∑

i=1

nc∑

j=1

Sium
ij ‖Medi − v j‖2 (8)

With Medi the mean value of color pixels within the corresponding region Ri of ith superpixel
image given by:

Medi =
1
Si

∑

p∈Ri

xp (9)

where:
ns is the number of superpixels, 1 ≤ i ≤ ns the color level, and Si the number of pixels with color

xp in Ri. The new objective function incorporates the histogram information by the level’s frequencies
given by Si. Thereby, each color pixel in original image is replaced by the mean value Medi of the
region for which was assigned. The “Med-image” is called the pre-segmented image (see Figure 8).
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Figure 8. Example of the “End to End” segmentation pipeline with our proposed method.

New SFFCM objective function generates two novel formulation memberships (ui j) and centroid
functions (v j) as follows:

ui j =
‖Medi − v j‖

−2
m−1

nc∑
k=1
‖Medi − vk‖

−2
m−1

(10)

v j =

∑ns
i=1 um

ij
∑

p∈Ri
xp

∑ns
i=1 Sium

ij
(11)

In Algorithm 2, we show the pseudo-code of the Spatial Fast Fuzzy C-means clustering
method (SFFCM).

Algorithm 2. SFFCM Algorithm.

1: Input: S = {S1, . . . , Sns} number of pixels with color corresponding to the presegmented regions
R = {R1, . . . , Rns}, Med = {Med1, . . . , Medns} the mean values of superpixels levels (equation . . . ),
the number of clusters nc, the convergence test ε > 0 (or the max number of iteration), randomly
cluster centers v(t=0), the fuzzifier m > 1

2: Output: clustered data (pixel groups map)
3: Begin
4: Step 1. Compute the membership matrix U by using Equation (10)

5: Step 2. Update the cluster centers v(t+1) with Equation (11)

6: Step 3. Test if ‖v(t+1) − v(t)‖ < ε, execute step 4; otherwise, t = t + 1 and go to step 1
7: Step 4. Output the pixels group map
8: End
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3.3. Evaluation Criteria

In the last decade, several metrics have been applied to evaluate the segmentation methods [38].
The major ones focus on segmentation accuracy, superpixels compactness, regularity, coherence,
and efficiency. In [24], Wang et al. divided the set of metrics into three groups: segmentation quality
evaluation, superpixels quality, and the efficiency measure based on runtime. In this work, two metrics
categories are considered.

a. Segmentation accuracy

To test the clustering performance, we use two metrics given in [9]. The first measures the Equality
Degree (ED) between Clustered Pixels (CP) and Ground truth Prediction (GP). The second measures
the Segmentation Accuracy (SA) based on the sum of correctly classified pixels. Both metrics are,
respectively, given by:

ED =
nc∑

k=1

CPk ∩GPk
CPk ∪GPk

(12)

SA =
nc∑

k=1

CPk ∩GPk∑c
j=1 GP j

(13)

where, CPk is the set of pixels assigned to kth cluster and GPk the set of pixels belonging to the same
class k of Ground Truth (GT). nc denotes the number of clusters.

CPk ∩GPk: the comprised of the labeled pixels AND the ground truth of the kth cluster.
CPk ∪GPk: the comprised of all pixels found in either the prediction OR the ground truth of the

kth cluster.

b. Sensitivity and Specificity

These measures are based on region overlapping. Here, two aspects are considered: the matching
direction and the corresponding criteria. For the sensitivity measure, the matching direction is defined
as a ground truth to segmentation result directional correspondence and vice versa for the recall
measure. Sensitivity (SEN) and Specificity (SPE) are formulated as follows:

SEN(CP, GP) =
TP(CP, GP)

TP(CP, GP) + FN(CP, GP)
(14)

SPE(CP, GP) =
TN(CP, GP)

TN(CP, GP) + FP(CP, GP)
(15)

where:

TP(CP, GP)—True Positives: intersection between segmentation and ground truth
TN(CP, GP)—True Negatives: part of the image beyond the intersection mentioned above
FP(CP, GP)—False Positives: segmented parts not overlapping the ground truth
FN(CP, GP)—False negatives: missed parts of the ground truth

As given by the Equations (14) and (15), the quantitative evaluation based on Sensitivity (SEN)
and Specificity (SPE) were performed between the (GT) and the clustering result. (SEN) was the
percentage of Region of Interest (ROI) recognized by the segmentation method. (SPE) was the
percentage of non-ROI recognized by the segmentation method.

Measures based on (SEN) and (SPE) are commonly used for the semantic segmentation. In our work,
the mentioned metrics are applied to evaluate the clustering performance for supervised topics where
the number of classes and region contents are known.
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For real images, cluster frequencies are unbalanced. Mentioned metrics are not appropriate for
evaluating because they are biased by the dominant classes. To avoid this, we have conducted the
evaluation per-class. The obtained results are averaged over the total number of classes.

For multiclass, Sensitivity and Specificity are called Average True Positive Rate (Av_TPR)
and Average True Negative Rate (Av_TNR) and given by:

Av_TPR =

∑nc
k=1 TPk∑nc

k=1(TPk + FNk)
(16)

Av_TNR =

∑nc
k=1 TNk∑nc

k=1(TNk + FPk)
(17)

4. Experimental Results

Experimental Setting
For all the experiments discussed below, the particular parameters for the compared methods are

summarized in Table 1. Only Gabor filtering parametrization is detailed in [29].

Table 1. Parameters of different applied methods.

Method Pre-segmentation Classification

SFFCM [9] Min, Max radius: (r1, r2) = (1, 10) m = 2, ε = 10−3

Gabor-SLIC
Number of desired pixels: sk = 500

Weighting factor: sm = 50
Threshold for region merging: ss = 1

m = 2, ε = 10−3

Gabor-WT Structured Element SE: a disk
Radius: r = 5 m = 2, ε = 10−3

In the first experiments, the tested images are synthetic with natural textures of Smoke, Fire,
Sky, Sand, and Grass. For the second, we have tested on six real images from real scene of fire forest
images. For the limited length of paper, in the last experiments, we only demonstrate the robustness
and segmentation performance of our proposed method on a subset of twenty images from BSDS500
and MRSC datasets.

5. Application on Fire Forest Images

5.1. Results on Synthetic Images

At the first part of evaluation, we test the proposed method with the WT and the SFFCM algorithm
on a set of six synthetic images shown by Figure 9a. For each class, (Fire, Smoke, Grass, Sand, Sky),
the selected region is chosen from a random location in the original corresponding texture. All of
the used synthetic images are with regions of regular boundaries. This is more suitable to manually
generate the desired segmentation (see Figure 9b).

In this experiment, two types of noise are considered: Gaussian and Salt and Pepper. The robustness
of each method is tested with four different densities of each kind of mentioned noises (10%, 20%,
30%, 40%). The quantitative segmentation results on the different blurred images achieved by using
our developed method with WT and the SFFCM proposed by Lei 2019 [9]. Each experiment is repeated
10 times. All the obtained results are depicted in the boxplots in Figures 10 and 11, reporting both ED
and SA metrics values given by Equations (12) and (13). The graphs of boxplots arranged similarly as
the map of images (SI1–SI6) given by Figure 9 (e.g., the top left boxplot corresponds to the results on
image (SI1)).
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Figure 9. Synthetic test images of ( )256 256× pixels with manually created (GT). (a) Images with 

different regions of real contents. (b) The corresponding desired segmentation (GT). 
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Figure 9. Synthetic test images of (256× 256) pixels with manually created (GT). (a) Images with
different regions of real contents. (b) The corresponding desired segmentation (GT).

In Figures 10 and 11, the lower and the upper bounds of each boxplot represent the first and third
quartiles of the distribution, respectively. The mean values of used metrics (ED, SA) are represented
by a black solid line and outliers are displayed as black diamonds. We observe that there is a
greater variability of the SFFCM results compared to our proposed method. Moreover, the boxplots
pertaining to the proposed method results present the lowest statistical dispersion in terms of box height
and number of outliers, thus implying a lower standard deviation compared to the SFFCM method.
Therefore, the use of the novel method allows for considerably robust and accurate segmentation results.
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5.2. Results on Real Images

In addition to synthetic images, we shall evaluate the performance of our method on natural
images. We apply the proposed method to the images from real fire forest sequences to examine the
segmentation performance of our approach. The test images, given by Figure 12, are with different
regions (fire, forest, smoke, cloud, grass, etc.). We shall assess the segmentation accuracy according to
the visual inspection because no ground truths are available.
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The difficulty of real image segmentation can be attributed to two reasons. The first is that image
segmentation is a multiple solution problem. The number of clusters differs from a person to another.
The second is that an image is always complex because of added noise and regions nonuniformity.

In this study, in order to address the first mentioned difficulty, we have shared the real test images
with a group of 30 of our students in order to obtain their observations about the number of different
observed clusters. The obtained statistics are summarized in Figure 13.

Figure 13. 30 humans’ observations about the number of clusters of the real images given by Figure 12.

For each image, only the first three decisions with higher percentages were considered. i.e., as given
by Figure 13, 53.1% of persons have considered that the image “Ima 2” is of 4 clusters, 21.9% have
considered that the mentioned image is only of 3 clusters, and 15.6% observed that “Ima 2” is with
5 clusters. In our experiments, for mentioned image, we conduct the segmentation with 4, 3, and 5
clusters. All the obtained results are illustrated by Figures 14–19.

Figures 14–19 show the segmentation results of the real images depicted by Figure 12 and corrupted
by the salt and pepper. In this experiment, we compare the SFFCM and our proposed method for two
versions. The first by using the WT and for the second, we have introduced the SLIC pre-segmentation
technique. By a visual inspection, for three compared methods, we notice that the region partition
is satisfying. When the noise density is added, a lower performance is achieved. This is mainly due
to the fact that high density of noise affects the texture structures, leading to the input image color
degradation. Added noise affects the pre-segmentation performance and yields a lower classification
performance. This clearly noticed with the SFFCM algorithm compared to the proposed method with
WT and SLIC.

As given by Figures 14b, 15b, 16b, 17b, 18b and 19b, for different corrupted images, the obtained
results with the proposed method using WT depicts that the different regions separation is more
accurate than using the SLIC. For instance, we can see that the “fire” in Figure 14b and the “smoke”
in Figures 15b, 16b and 17b are accurately segmented.

In summary, the segmentation results obtained by the proposed method, using WT or SLIC,
are still more satisfying. This is due to the higher robustness of the multiresolution transform based on
Gabor filters and the integration of the PCA in the pre-segmentation stage.
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Figure 14. Comparison of segmentation results of original image Ima 1 (a) and corrupted by a 10%
salt and pepper noise (b) obtained by: SFFCM (the first row), the proposed method based on Simple
Linear Iterative Clustering (SLIC) (the second row), and the proposed method based on Watersheds
Transform (WT) (the third row).
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Figure 15. Comparison of segmentation results of original image Ima 2 (a) and corrupted by a 10%
salt and pepper noise, (b) obtained by: SFFCM (the first row), the proposed method based on SLIC
(the second row), and the proposed method based on WT (the third row).
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Figure 16. Comparison of segmentation results of original image Ima 3 (a) and corrupted by a 10%
salt and pepper noise (b) obtained by: SFFCM (the first row), the proposed method based on SLIC
(the second row), and the proposed method based on WT (the third row).
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Figure 17. Comparison of segmentation results of original image Ima 4 (a) and corrupted by a 10%
salt and pepper noise. (b) obtained by: SFFCM (the first row), the proposed method based on SLIC
(the second row), and the proposed method based on WT (the third row).
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Figure 18. Comparison of segmentation results of original image Ima 5 (a) and corrupted by a 10%
salt and pepper noise (b) obtained by: SFFCM (the first row), the proposed method based on SLIC
(the second row), and the proposed method based on WT (the third row).
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salt and pepper noise (b) obtained by: SFFCM (the first row), the proposed method based on SLIC
(the second row), and the proposed method based on WT (the third row).
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5.3. Application on Other Natural Images

To assess the performance of the proposed method, we further tested it on natural images from the
BSDS and MSRC datasets (see Table 2). The both mentioned datasets are the most popular benchmarks
and they are widely used by researchers for color image segmentation [27,39,40]. The results reported
are averaged after 10 experiments and illustrated by Figure 20.

Table 2. Natural Images from BSDS 500 and MSRC datasets.

Image Name Dataset Images

I1 “55067”

BSDS500
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Referring to the barplots shown in Figure 20, a higher segmentation performance with the SFFCM is
recorded. This superiority, of Sensitivity and Specificity, is clearly shown with original images (I1, I2, I3, I4,
I6, I8, I12). For this image’s subset, it can be seen that different classes are with homogenous microtexture
regions. By adding the salt and pepper noise, we can notice the degradation of the SFFCM segmentation
accuracy compared to the proposed method. This robustness limitations of SFFCM was previously
illustrated by the boxplots (see Figures 10 and 11). Furthermore, it is clearly shown by Figure 20.

The selected images contain nonhomogeneous regions within the same class, and thus, grouping
the superpixel regions in these cases would be a difficult task because these image blocks, which belong to
the same group, are easily identified into two different groups. For instance, we can see the nonuniform
texture patterns of “Trees” in images (I9, I10, I11, I13, I16, I17, I19). Nevertheless, the proposed method
with WT (G-WT) reaches the higher degrees of true positive and true negative rates. This superiority is
noted with original images and becomes greater for the case of blurred ones (see Figure 20). This is
because our superpixel approach is based on Gabor filtering which is effective for macro texture
characterization. This is was proved in our previous work [29].

The obtained results show that the segmentation with MMGR-WT proposed by Lei et al. gives
the best Sensitivity and Specificity only for images with homogeneous regions. It is still with lower
performance for images with textured regions of higher intensities variations (e.g., cloud, trees, grass).
As a summary of all the obtained results, it is clearly noticed that the proposed is more performant for
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our application on fire forest images. Where, for the major cases, the different regions are with a large
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6. Conclusions and Future Works

Segmentation is an important topic in the image processing community. In this study, we presented
an end to end framework for application in fire forest image segmentation. The proposed approach
is divided into two principle stages: the pre-segmentation and the fuzzy clustering. Our main
contributions are in the pre-segmentation stage. First, we have applied a multiscale transformation
based on Gabor filtering to improve the superpixel extractions. Second, for the variety of outputs
generated by the different pairs of frequencies and orientations (24 filters), we have introduced the PCA
to fulfill the dimensionality reduction. The goal is to keep only the most relevant output to improve
the regional consistency at the end of presegmentation stage. The clustering is processed by the fuzzy
method recently proposed by Lei et al.

The comparison results discussed above show the efficiency of the novel approach. This is
clearly shown with images of nonhomogeneous regions. The robustness of the proposed method is
experimentally justified by all the above segmentation results on a set of blurred images with different
kinds and intensities of noise.

It is worth noting that, generally, our proposed method gives promising image segmentation
performance, but it suffers from some shortcomings. First, a few parameters in the algorithm
need to be selected appropriately so as to achieve satisfactory results (e.g., Gabor filter frequencies
and orientation). Second, the first stage of pre-segmentation (i.e., Gabor filtering and PCA features
reduction) is computationally expensive compared to the SFFCM method. Thus, it would be a future
work on a fast and effective method can be used with fire forest images. Moreover, the fire and
smoke are identified based on the range of color intensities. To improve the automatic fire and smoke
detection, a semantic segmentation will be performed by introducing the Deep Learning techniques.

166



Sensors 2020, 20, 6429

Author Contributions: Conceptualization, L.T.; Methodology, L.T., M.B. and M.T.; Software, L.T.; Validation, M.B.
and M.T.; Formal Analysis, L.T.; Investigation, L.T.; Resources, L.T., M.B. and M.T.; Data Curation, L.T., M.B. and
M.T.; Writing—Original Draft Preparation, L.T.; Writing—Review & Editing, L.T.; Visualization, L.T.; Supervision,
M.S. and E.M.; Project Administration, M.S. and E.M.; Funding Acquisition, M.S. and E.M. All authors have read
and agreed to the published version of the manuscript.

Funding: This research was funded by the “PHC Utique” program number 41,755XB of the French Ministry of
Foreign Affairs and Ministry of higher education, research and innovation and the Tunisian Ministry of higher
education and scientific research in the CMCU project number CMCU 19G1126 and the CARTT-IUT, University of
Toulon, France.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Nemalidinne, S.M.; Gupta, D. Nonsubsampled contourlet domain visible and infrared image fusion
framework for fire detection using pulse coupled neural network and spatial fuzzy clustering. Fire Saf. J.
2018, 101, 84–101. [CrossRef]

2. L-Dhief, F.T.A.; Sabri, N.; Fouad, S.; Latiff, N.M.A.; Albader, M.A.A. A review of forest fire surveillance
technologies: Mobile ad-hoc network routing protocols perspective. J. King Saud Univ. Comput. Inf. Sci.
2019, 31, 135–146.

3. Ajith, M.; Martinez-Ramon, M. Unsupervised Segmentation of Fire and Smoke from Infra-Red Videos.
IEEE Access 2019, 7, 182381–182394. [CrossRef]

4. Yuan, F.; Shi, J.; Xia, X.; Zhang, L.; Li, S. Encoding pairwise Hamming distances of Local Binary Patterns for
visual smoke recognition. Comput. Vis. Image Underst. 2019, 178, 43–53. [CrossRef]

5. Gonçalves, W.N.; Machado, B.B.; Bruno, O.M. Spatiotemporal Gabor filters: A new method for dynamic
texture recognition. arXiv 2012, arXiv:1201.3612.

6. Dileep, R.; Appana, K.; Kim, J. Smoke Detection Approach Using Wavelet Energy And Gabor Directional
Orientations. In Proceedings of the 12th IRF International Conference, Hyderabad, India, 26 June 2016.

7. Yuan, F. Video-based smoke detection with histogram sequence of LBP and LBPV pyramids. Fire Saf. J. 2011,
46, 132–139. [CrossRef]

8. Xu, G.; Zhang, Y.; Zhang, Q.; Lin, G.; Wang, Z.; Jia, Y.; Wang, J. Video smoke detection based on deep
saliency network. Fire Saf. J. 2019, 105, 277–285. [CrossRef]

9. Lei, T.; Jia, X.; Zhang, Y.; Liu, S.; Meng, H.; Nandi, A.K. Superpixel-Based Fast Fuzzy C-Means Clustering for
Color Image Segmentation. IEEE Trans. Fuzzy Syst. 2019, 27, 1753–1766. [CrossRef]

10. Guo, L.; Chen, L.; Chen, C.L.P.; Zhou, J. Integrating guided filter into fuzzy clustering for noisy
image segmentation. Digit. Signal Process. A Rev. J. 2018, 83, 235–248. [CrossRef]

11. Miao, J.; Zhou, X.; Huang, Z.T. Local segmentation of images using an improved fuzzy C-means clustering
algorithm based on self-adaptive dictionary learning. Appl. Soft Comput. J. 2020, 91, 106200. [CrossRef]

12. Li, C.; Huang, Y.; Zhu, L. Color texture image retrieval based on Gaussian copula models of Gabor wavelets.
Pattern Recognit 2017, 64, 118–129. [CrossRef]

13. Dios, J.R.M.; Arrue, B.C.; Ollero, A.; Merino, L.; Gómez-Rodríguez, F. Computer vision techniques for forest
fire perception. Image Vis. Comput. 2008, 26, 550–562. [CrossRef]

14. Wang, Y.; Chua, C.S. Face recognition from 2D and 3D images using 3D Gabor filters. Image Vis. Comput.
2005, 231, 1018–1028. [CrossRef]

15. Kaljahi, M.A.; Shivakumara, P.; Idris MY, I.; Anisi, M.H.; Lu, T.; Blumenstein, M.; Noor, N.M. An automatic
zone detection system for safe landing of UAVs. Expert Syst. Appl. 2019, 122, 319–333. [CrossRef]

16. Parida, P.; Bhoi, N. 2-D Gabor filter based transition region extraction and morphological operation for
image segmentation. Comput. Electr. Eng. 2017, 62, 119–134. [CrossRef]

17. Riabchenko, E.; Kämäräinen, J.K. Generative part-based Gabor object detector. Pattern Recognit. Lett. 2015,
68, 1–8. [CrossRef]

167



Sensors 2020, 20, 6429

18. Wong, A.K.K.; Fong, N.K. Experimental study of video fire detection and its applications. Procedia Eng. 2014,
71, 316–327. [CrossRef]

19. Çetin, A.E.; Dimitropoulos, K.; Gouverneur, B.; Grammalidis, N.; Günay, O.; Habiboǧlu, Y.H.; Verstockt, S.
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Abstract: The obscuration thresholds for various smoke detectors and combustibles, required as
an input parameter in fire simulation, were measured to predict the accurate activation time of
detectors. One ionization detector and nine photoelectric detectors were selected. A fire detector
evaluator, which can uniformly control the velocity and smoke concentration, was utilized. Filter paper,
liquid fuels, and polymer pellets were employed as smoke-generation combustibles. The nominal
obscuration thresholds of the considered detectors were 15 %/m, but the ionization detectors activated
at approximately 40 %/m and 16 %/m, respectively, on applying filter paper and kerosene. In contrast,
the reverse obscuration thresholds were found quantitatively according to the combustibles in
the photoelectric detector. This phenomenon was caused by differences in the color of the smoke
particles according to the combustibles, which is explained by single-scattering albedo (ratio of light
scattering to light extinction). The obscuration thresholds for liquid fuels (kerosene, heptane and
toluene) as well as fire types of polymer plastic pellets were also measured for several photoelectric
detectors. A database of obscuration thresholds was thereby established according to the detector
and combustible types, and it is expected to provide useful information for predicting more accurate
detector activation time and required safe egress time (REST).

Keywords: smoke detector; obscuration per meter (OPM); obscuration threshold; smoke color;
performance-based fire safety design (PBD)

1. Introduction

To reduce the risk of fire due to the manhattanization, increased sizes and complexity of buildings,
the number of countries introducing performance-based fire safety design (PBD) methods has been
increasing [1]. The PBD approach generally assesses the fire risk based on a comparison between
the available safe egress time (ASET) and the required safe egress time (RSET). This is based on
a timeline analysis owing to the limitations of a complex review of the various factors that may
affect the assessment. Specifically, the allowance of design uncertainties based on the ASET and
RSET concepts can be expressed by a safety margin (ASET-RSET > safety margin) or a safety factor
(ASET/RSET > safety factor). The RSET is evaluated as a relatively safe building from the impact of
fire when it is larger than the ASET [2]. Therefore, to improve the reliability of fire risk assessment
through PBD, the ASET and RSET must first be accurately calculated.

The RSET, defined as the time it takes for the occupants in a building to evacuate to a safe place
after the occurrence of a fire, is the sum of the fire detection time of the detector, the response time of the
occupant (including the alarm and cue, recognition, and time delay to begin action), and the movement
time [3]. The response time and movement time of occupants are evaluated by various evacuation
simulations or theories [4,5]. Figure 1 shows a schematic diagram of the role of fire and evacuation
simulations for ASET and RSET calculation. The detection time, which is the activation time of the
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smoke or heat detector after the occurrence of a fire, is included in the RSET calculation; however, it is
predicted through the fire simulation [6]. As a result, the detection time prediction of the detector
is directly related to the calculation of the RSET. It is affected by the prediction accuracy of the fire
simulation based on various fire scenarios or fire conditions. In particular, the input parameters of the
numerical model for smoke and heat detectors included in the fire models are important for accurately
predicting the detection time of the detector, calculating the RSET, and finally securing the reliability
of the fire risk assessment for the PBD. For reference, a fire dynamics simulator (FDS) [7], which can
analyze fire behavior over time in a three-dimensional space, is widely used as a representative fire
model for fire risk assessment.
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and required safe egress time (RSET) evaluations.

The Heskestad and Cleary models have been applied to the FDS to predict the detection time
of smoke detectors. These two numerical models can be classified as time lag methods in which a
characteristic time (with a difference in smoke concentration existing between the housing and the
sensing chamber), takes into account the entry resistance of smoke due to the shape of the inlet of the
smoke detector [8]. In the Heskestad model [9,10], the delay time (or characteristic time) is the time
required for the smoke to reach from outside of the detector to the inside. It is expressed as the ratio
of the characteristic length (L, m) and the free stream velocity (U, m/s) [11,12], where L is an input
parameter that must be determined experimentally. In the Cleary model [13], the mixing time inside
the detector is also considered. It is the total delay time expressed by the sum of the dwell time (δt)
required to flow into the sensing chamber from the outside and the mixing time (τ) inside. The smoke
flow is divided into the plug flow and perfectly stirred flow. δt and τ are expressed as functions of U,
and additional input parameters (αe, βe, αc, βc), which must be determined experimentally, are required.
In other words, the input parameters for expressing the time lag of the detector activation differ
according to the applied numerical model.

On the other hand, as a common input parameter to both the Heskestad and Cleary models,
the obscuration threshold value—which is the obscuration per meter (OPM) at the moment the detector
is activated—is required. The OPM is defined by Equation (1) and is signified by the ratio (%) of the
intensity of light extinction by smoke particles per unit length (m).

OPM =
(
1− (I/Io)

1/Lp
)
× 100 (%/m) (1)
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where I/I0 is the ratio of the intensity of light extinction by smoke particles, and Lp is the light path
length (m). The detailed concept and measurement methods of the individual and common input
parameters required in the Heskestad and Cleary models can be found in previous studies [14,15].

Recently, our research team developed a test device—a fire detector evaluator (FDE)—to measure
the input parameters required in the numerical model of smoke detectors. The FDS-based smoke
detector input parameter values that are widely applied to PBD were presented [16]. Specifically,
the input parameters of the Heskestad [9,10] and Cleary [13] numerical models that could predict the
activation of specific photoelectric and ionization smoke detectors were measured. The fire simulation
results that applied the input parameters obtained through the experiment correctly predicted the
activation time of the detector measured under the same fire conditions, whereas large errors in the
detector activation times occurred when the input parameters suggested in the FDS User’s Guide
were applied [14,15]. In addition, through sensitivity analysis of the input parameters required in
the smoke detector numerical model, it was found that the obscuration threshold values, which are
common parameters, had the greatest influence on detector activation compared to the development
factors required in each numerical model [17]. Considering smoke detectors with a wide variety of
structural characteristics and various types of combustibles, the results of the present study not only
highlight the importance of measuring the input parameters of smoke detector numerical models but
also provide information on important input parameters that must be initially considered.

In general, quantitatively accurate values were not provided for the obscuration thresholds of
detectors. Only the application range or nominal values according to detector sensitivity tests were
provided by the manufacturers. Therefore, in previous studies that predicted detector activation times
using fire simulation, precise obscuration threshold measurements or additional verification processes
were not specifically considered [18–20]. Furthermore, although the changes in smoke color due to
the combustibles can produce a significant change in the light scattering signals applied to smoke
detectors, the quantitative difference of the obscuration thresholds according to various combustibles
has not yet been investigated.

For the ultimate purpose of improving the prediction accuracy of the detector activation time
by constructing a database (DB) of input parameters required in the fire simulation for various
smoke detectors and combustibles, measurement of the detector obscuration thresholds and DB
construction was performed in this study. To this end, a total of ten detectors, mainly installed in
South Korea, were reviewed. Firstly, the quantitative differences in the obscuration thresholds of the
ionization and photoelectric detectors according to the colors of the smoke particles were examined.
In addition, filter paper, various liquid fuels, and polymer pellets were considered as the combustibles.
The differences in obscuration threshold values, which were based on the combustibles in photoelectric
detectors to which the light scattering method was applied, were assessed. Performing the PBD through
the DB provided in this study is expected to enable prediction of the activation time of detectors far
more accurately by applying the appropriate input parameters according to the combustible material.

2. Experimental Conditions

2.1. Experimental Method and Procedures

To measure the obscuration threshold—a common input parameter of smoke detector numerical
models—an FDE was used, as shown in Figure 2 [16]. Figure 2a shows the overall shape of the FDE,
which was made with a square carbon steel duct with a cross-sectional area of 0.18 m2 (0.6 m × 0.3 m).
It was fastened with rubber packing. The inside of the duct of the FDE was designed to realize a
uniform smoke flow over time and space. To reduce the intensity of turbulence, a smoke generator
was placed in the front and a sirocco fan was placed in the rear of the FDE based on the detector and
the measurement locations [21]. The flow rate was controlled using the sirocco fan, and the damper
was controlled by means of an inverter. In addition, a honeycomb and mesh were installed to form
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a uniform smoke flow. As a smoke-generating device installed at the bottom of the FDE, a burner
(optimized according to the type of combustibles) was installed to enable continuous smoke generation.
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Figure 2. Schematics of (a) Fire Detector Evaluator (FDE) and (b) test section for measuring input
parameters required in the numerical models of a smoke detector [16].

Figure 2b shows the measurement location of the velocity and smoke concentration located at the
center of the duct at a vertical height of z = 0.15 m. The velocity was measured using a bi-directional
probe calibrated by a hot wire anemometer (Testo 480) to accurately measure the low-speed flow and
reproducibility of the experiment. The obscuration threshold for the detector was measured using a
light-extinction method [22], detailed device descriptions can be confirmed in previous studies [23].
To minimize measurement errors of the OPM due to forward scattering, approximately 1.8 m of Lp

between the laser module (650 nm) and the photocell was applied. Details of Lp selection and the FDE
can be found in previous studies [16]. The power of the smoke detector was supplied from a p-type
fire control panel, and the voltage signal to check the smoke concentration and the activation of the
detector were recorded in real time at 1-s intervals using a DAQ (Graphtec, GL 820).

The measurement process of the obscuration threshold value, an input parameter that has the
greatest influence on the detector activation time, is explained in Figure 3. The results in the figure
show the voltage signals associated with the activation of the OPM and the detector over time after
kerosene ignition using a lamp wick. In the detector sensitivity test, considering that the smoke flow
velocity was 0.2–0.4 m/s [24], the average velocity (U) inside the FDE was fixed at 0.3 m/s. The delay
time, which is the time at which the smoke OPM was measured to the moment the smoke flowed
into the detector (based on the moment when the voltage increased in the detector’s internal circuits),
was 4.0 s. The OPM of the smoke reaching the test section inside the FDE increased relatively linearly
with time and reached a quasi-steady state at approximately 55 %/m. The voltage signal associated
with the detector’s activation showed that the concentration of the smoke gradually increased, and a
voltage drop occurred when it exceeded the obscuration threshold. In other words, the OPM was
synchronized over time and the voltage signal related to the detector activation had a delay time of
4.0 s. Consequently, the obscuration threshold value of 36.3 %/m, which was the OPM at the moment
the detector was activated, could be obtained. Obscuration threshold measurements were repeated at
least five times under the same experimental conditions, and the average value and standard deviation
expressed in the form of a vertical error bar are shown in the graph.

2.2. Selection of Smoke Detectors and Smoke Generators for Various Combustibles

Smoke detectors have a wide variety of structures, determined by the shape of the housing
according to the manufacturer, or the principle of fire detection, the structure of the optical maze
to form the dark room inside the sensing chamber, the porosity of the mesh to prevent the inflow
of foreign substances, and the angles of the light-emitting and the light-receiving parts. Therefore,
considering the efficiency of the DB construction for the obscuration thresholds of the detectors,
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one ionization and nine photoelectric smoke detectors were selected. All smoke detectors reviewed
in this study were of the two-class kind, and the nominal obscuration threshold was 15 %/m based
on the information provided by the manufacturers [24]. The photoelectric detectors were named A
through I for convenience. They were selected through the investigation of a number of installations
in South Korea over the past three years and by leveraging the expertise of approximately 30 related
specialists. In practice, even if the same detector is applied, a difference in the obscuration threshold
may occur owing to the differences in light scattering and light-extinction characteristics of the smoke
particles according to the combustibles. Therefore, various combustibles, such as filter paper, liquid
fuels, and polymer pellets, were considered.Sensors 2020, 20, x FOR PEER REVIEW 5 of 14 
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Figure 4 shows a photograph and schematic diagram of a smoke-generating device based on the
type of combustible material. Different shapes of burners were applied according to the combustibles to
enable control of the amount of smoke generated. Filter paper, produced by ADVANTEC, is a standard
combustible applied to the sensitivity test of detectors in South Korea [24]. In general, to generate
white smoke from filter paper, smoldering combustion is induced by placing it on a 400 ◦C hot plate
or by cutting a long piece of paper and burning it in a receptacle (or burner) [25–27]. However, it is
difficult to control a uniform amount of smoke over time, and it was found that the high-temperature
smoke flow due to intermittent flaming combustion caused thermal stratification inside the FDE.
Since the occurrence of thermal stratification causes fluctuations in smoke concentration and flow
velocity inside the FDE, it can lead to different detection times and low measurement reproducibility,
depending on the vertical height of the detector [28]. Therefore, in this study, 20 g of shredded filter
paper (approximately 10 × 40 mm) was irregularly stacked into a receptacle. Then, a stainless-steel
plate with a 65-mm diameter was installed on the top, as shown in Figure 4a. When the paper was
ignited through a hole located at the bottom of the receptacle, the steel plate moved to the bottom very
slowly. As a result, the occurrence of flaming combustion due to sufficient air contact of the paper
was suppressed, and a sufficient amount of smoke at a very low temperature was generated for the
duration of the experiment.

In general, a pool fire—which can easily control the scale of a fire owing to changes in the surface
area of the fire source—is applied to liquid fuels that generate black smoke; however, high-temperature
smoke flow due to the flame can cause significant thermal stratification. Therefore, in this study,
a cuboid burner with an inserted lamp wick, as shown in Figure 4b, was applied to minimize the
heat generated and to control the amount of smoke generated [16]. Smoke generation using a wick
has the advantage that it is easy to control the amount of smoke produced through changes in the
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diameter, exposed length, and the number of wicks. Kerosene (C12H24), heptane (C7H16), and toluene
(C7H8)—with a relatively high soot tendency—were considered the liquid fuels, and the number of
wicks was changed according to each liquid fuel to generate smoke that could reach the obscuration
threshold of the detector.
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Figure 4. Photographs and schematics of smoke generators using (a) filter paper, (b) liquid fuel and (c)
polymer pellets (unit:mm).

Figure 4c shows a photo and schematic diagram of a smoke generator of polymer plastics that can
be easily identified as combustibles in modern buildings. For ease of ignition and continuous burning
of solid combustibles, pellets of approximately 5 mm in diameter were applied. For initial ignition,
10 mL of methanol was supplied to the bottom of the receptacle, and 2 g of pellets were supplied to the
inner receptacle of an 80 mm long cube made of steel mesh. Methanol flame can supply sufficient
heat for the pyrolysis of the pellets; however, it may not have a significant effect on the obscuration
threshold (on account of the burning of polymers) because of the small quantity of soot generated.
Thus, since the supply of methanol and pellets was very small in this study, thermal stratification did
not occur in the FDE. This was clearly observed through the uniformity of the smoke concentration
along the vertical height in the test section.

Figure 5 shows photographs of the polymer pellets—polyethylene (PE), polypropylene (PP),
polyurethane (PU), polyvinyl chloride (PVC), and polystyrene (PS). These polymers are representative
components of combustibles, such as mattresses, sofas, and home appliances, which are common in
building fire scenarios.
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3. Results and Discussion

3.1. Obscuration Threshold of Ionization and Photoelectric Detectors according to Smoke Particle Colors

Smoke detectors can generally be classified into ionization-type and photoelectric-type detectors
based on the detection method. Figures 6 and 7 show the obscuration thresholds of ionization and
photoelectric detectors for filter paper and kerosene, in which the smoke particles are white and black,
respectively. The measurement of the obscuration threshold for each combustible material with the
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same detector was repeated ten times, as shown in Figure 3. A new detector was then installed that
had not been used in any preceding experiment.
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Firstly, the results of the ionization-type detector in Figure 6a show that the average obscuration
threshold obtained from repeated experiments is 39.17 %/m, and the standard deviation is 5.81 %/m
when filter paper is applied. The average obscuration threshold of kerosene is 16.36 ± 1.12 %/m,
showing a significant difference compared to that of the filter paper. This can be explained by the
structure and principle of the ionization detector shown in Figure 6b. The structure of the ionization
detector is divided into a sensing chamber (external ion chamber) and an isolator reference chamber
(internal ion chamber). The air in the sensing chamber is ionized by a small amount of radioactive
material emitted from the isolator reference chamber. When smoke-containing soot generated from
a fire enters the sensing chamber, it deposits ions and increases the electrical resistance inside the
sensing chamber. In other words, when the flow of electric current due to the inflow of smoke particles
decreases below a set value, the detector is activated. Water vapor accounts for the largest proportion
of white smoke generated from filter paper, and black smoke generated from kerosene accounts for a
substantial proportion of soot generated by the bonding and growth of carbon particles. Consequently,
it can be expected that the detector activates at a relatively low OPM as the soot in the black smoke
deposits ions more easily compared to the water vapor in white smoke [16].
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Figure 7a shows the results of photoelectric detector A under the same combustibles and
experimental conditions as shown in Figure 6. On average, the obscuration threshold of smoke
generated by the smoldering combustion of filter paper is 16.17 ± 3.55 %/m, and the obscuration
threshold was measured to be 37.15 ± 1.33 %/m under the flaming combustion conditions of kerosene.
In other words, contrary to the ionization detector results, the detector was activated at a relatively
high OPM under the flaming combustion conditions of kerosene, which generated black smoke.
Although the principles of smoke detection by ionization and photoelectric detectors are different,
it was interesting to discover that the obscuration threshold had the opposite quantitative result based
on the colors of the smoke particles. To analyze the cause of the above phenomenon, the structure
and principle of the photoelectric detector were assessed. As shown in Figure 7b, the detector was
activated when a certain amount of scattered light (incident light from the LED sensor, which was
scattered by smoke particles) reached the receiver (photocell). Based on the incident light extinction
through the scattering and absorption by smoke particles, black smoke is expected to have less light
extinction through scattering than white smoke. This phenomenon can be clearly explained through a
review of single-scattering albedo (SSA) [29], which is expressed as the ratio of light scattering to light
extinction (sum of scattering and absorption). The SSA factor was studied to examine the scattering
characteristics of soot according to the intrinsic optical properties of smoke generated from various
fuels. If the SSA = 1, it means that the light extinction of smoke particles is only due to scattering,
whereas if the SSA = 0, it means that light extinction is caused primarily by absorption of smoke
particles. Specifically, black smoke particles (generated from kerosene) have been reported as having an
SSA = 0.3 [29] at a wavelength of 532 nm, and white smoke particles (mainly generated from paper or
wood fires) have been reported as having an SSA = 0.6~0.8 [30] at a wavelength of 500 nm. This is why
the detector activated at a higher OPM when kerosene was applied than when filter paper was used.

Summarizing the results of Figures 6 and 7, quantitatively similar obscuration thresholds were
found under the conditions of white smoke in the ionization detector and black smoke in the
photoelectric detector owing to the differences in the activating principles according to the detector
type. The value was very high at approximately 40 %/m. The smoke detectors reviewed in this study
were of the two-class types [24] with a nominal obscuration threshold of 15 %/m. Thus, to accurately
predict the detector activation time, an additional review of various combustibles with different smoke
particle colors had to be considered carefully in addition to the detector type.

3.2. Database Construction of the Obscuration Thresholds with Liquid Fuels and Polymer Pellets for Various
Models of the Photoelectric Smoke Detector

As mentioned above, the nominal obscuration threshold for several types of photoelectric
smoke detectors applied in the activation and non-activation tests for the performance test of smoke
detectors was equally implemented at 15 %/m based on the two-class type [24]. However, activation
of the photoelectric detector was determined by the correlation among the smoke characteristics,
smoke transport, and detector characteristics. Therefore, to consider the optical properties of the smoke
particles, a review of various fuels was required. In addition, because there was a difference in various
structures and sensitivity inside the sensing chambers, depending on the detector manufacturer,
it was necessary to calculate an accurate obscuration threshold for several detectors with a high
frequency of use. Since ionization detectors containing radioactive substances have high costs of
disposal after their useful lifetimes, their production and usage are very low compared to those of
photoelectric detectors. Therefore, only photoelectric detectors were considered for the examination of
the obscuration threshold based on different combustibles.

Figure 8 shows the obscuration threshold when the liquid fuels kerosene, heptane, and toluene were
applied as the combustibles targeting photoelectric detectors (A–I) from the different manufacturing
companies. Five replicates were performed on the same detector models, and the symbol and
vertical error bars in Figure 8 represent the mean and the standard deviation of each, respectively.
Figure 8a shows the result of kerosene, and it was found that even if the same detector model was used,
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the standard deviation of the obscuration threshold varied considerably depending on the manufacturer.
The average obscuration threshold of each detector model was also significantly different. The average
value for all detectors was 38.41 %/m, showing a standard deviation of 3.85 %/m. In other words, even if
the same experimental conditions and combustibles were considered, the obscuration threshold had a
quantitative difference that could not be ignored, not only between the detector models of different
manufacturers but also between detectors from the same manufacturer. Nevertheless, the provision of
an average obscuration threshold for a large number of detectors with a high frequency of use can
have a significant meaning for PBDs that evaluate fire risk using fire simulation. The detector model of
a specific manufacturer is not determined specifically in the PBD process, and obscuration thresholds,
which are common input parameters of the detector model for fire simulation, are arbitrarily set by the
user. Therefore, the application of the average obscuration threshold measured for multiple detectors
is an appropriate approach for a more accurate detector activation time and RSET calculation from a
statistical point of view.
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toluene) for various models of the photoelectric detector (A~I).

As shown in Figure 8b,c with heptane and toluene applied, the average obscuration thresholds of
the considered detectors were 33.86 and 43.62 %/m, respectively. As shown in Figure 7, it was found that
the detector activated at a smoke concentration much higher than the nominal obscuration threshold
of 15 %/m for these black-smoke-generating liquid fuels. In terms of the quantitative differences in
the obscuration threshold of the considered liquid fuels, the highest values are observed in the order
of toluene–kerosene–heptane. The cause can be analyzed by comparing the SSA and mass specific
extinction coefficient (Km) [31,32]. To this end, a detailed comparative review of the optical properties of
smoke particles from each fuel should be performed. A direct comparison of the values provided in the
literature has a clear limit owing to the quantitative difference between the SSA and Km (the wavelength
of incident light). Therefore, an investigation of the differences in the obscuration threshold for liquid
fuels that generate visually similar black smoke particles was not considered in the scope of this study.

Figure 9 shows the obscuration thresholds of photoelectric detectors A–C when five types of
polymer plastic (PP, PVC, PU, PE, and PS) pellets, which can be easily identified as combustibles
in modern buildings, were applied. The average values of the three manufacturers’ detectors based
on the composition of the polymer pellets are simultaneously shown as shades and numerical
values in the figure. The obscuration threshold of the polymer pellets differed significantly, from a
minimum of approximately 19 %/m to a maximum of approximately 33 %/m, depending on the
pellets. The obscuration thresholds of PP and PE were 19.72 and 18.97 %/m, respectively, showing
quick response characteristics regardless of the detector model. On the other hand, the obscuration
thresholds of PVC and PS were 30.38 and 32.67 %/m, respectively. It was expected that the detector
activation could be slower under the same assumed fire conditions. In Figure 8, the differences in the
obscuration thresholds of the polymer plastics according to their respective compositions are shown.
Detailed analysis is difficult owing to limited data on the SSA and Km.
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Figure 9. Comparison of obscuration thresholds with various polymer pellets (polypropylene (PP),
polyvinyl chloride (PVC), polyurethane (PU), polyethylene (PE) and polystyrene (PS)) for the
photoelectric detector models (A–C).

However, a schematic analysis of the differences among them, depending on the colors of the
smoke particles, may be possible through the analytical method shown in Figure 7.

Figure 10 shows an instantaneous picture of the flame and smoke generated when the PP and
PS pellets were burned under the same ventilation conditions. When the PP pellets were burned,
white smoke particles were generated, and the flames were visually gray and black. On the other hand,
PS pellets generated a large quantity of soot, and black smoke was clearly identified. Although the
color of smoke cannot be clearly defined visually, gray and black smoke was visible in the PP and PE
samples, and black smoke was visible in the PVC and PS samples. As a result, it was expected that the
PP and PE containing white smoke particles would have a lower obscuration threshold owing to the
higher ratio of scattered light in the extinction light. However, it was presumed that the PVC and PS
samples, in which light extinction was mainly caused by absorption, would have a relatively high
obscuration threshold.
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Table 1 summarizes the obscuration thresholds of filter paper, liquid fuels, and polymer pellets for
ionization and photoelectric detectors, respectively, as shown in Figures 6–9. The obscuration threshold
of the proposed ionization detector is an average value that was obtained by repeating the tests five
times for the same detector model. In addition to the repeated experiments, the average value of the
nine photoelectric detectors was simultaneously measured. As a result, the measured obscuration
thresholds presented for various combustibles could be assessed to have had sufficient reliability (from
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a statistical point of view) to be used as an important input DB for predicting the activating time of
a detector using fire simulations. In addition, more specific device properties of detectors required
as input parameters for fire simulations can be found on the Fire Technology Solution DB website,
which is openly activated for engineers performing PBD [33].

Table 1. Summary of obscuration thresholds (%/m) of filter paper, liquid fuels and polymer pellets (for
the photoelectric smoke detector, the average value of all considered detectors is presented).

Filter Paper Kerosene Heptane Toluene PP PVC PU PE PS

Ionization detector 39.2 16.4 11.1 - - - - - -
Photoelectric detector 16.2 38.4 33.9 43.6 19.7 30.4 24.0 19.0 32.7

4. Conclusions

The objective of this study was to improve the prediction accuracy of the detector activation time
by establishing a DB of input parameters required for the fire simulation of various smoke detectors
and combustibles. The obscuration threshold, which is the OPM (%/m) at the moment the detector
is activated, was measured. To this end, one ionization detector and nine photoelectric detectors,
which are frequently used in South Korea, were selected. In addition, a fire detector evaluator (FDE)
that could uniformly control the velocity and smoke concentration was used. Filter paper, liquid fuels,
and polymer pellets were employed as the combustibles for smoke generation. The main results are
described below.

The nominal obscuration thresholds of the considered smoke detectors were all 15 %/m; however,
the ionization detectors operated at approximately 40 and 16 %/m, respectively, when the filter paper and
kerosene were applied. The reverse obscuration thresholds were quantitatively determined according
to the combustibles in the photoelectric detector. This phenomenon was caused by the differences in
smoke particles, which were white and black, based on the combustibles. It was specifically explained
through the SSA, which is defined as the ratio of light scattering to light extinction.

The average obscuration thresholds of the liquid fuels, such as kerosene, heptane, and toluene,
were measured for nine photoelectric detectors. Even under the same experimental conditions and
combustibles, significant differences in obscuration thresholds were found, not only between the
detectors of different manufacturers but also between the detectors of the same manufacturer. As a
result, the application of the average obscuration threshold measured for multiple detectors can be
deemed an approach to predicting a more efficient detector activation time at the PBD stage where the
detector model has not yet been determined.

The obscuration threshold of the photoelectric detector was measured for five types of polymer
plastic (PP, PVC, PU, PE, and PS) pellets that can be easily identified as combustibles in modern
buildings. The lower obscuration thresholds of PP and PE compared to those of PVC and PS were
analyzed through the visualization of gray and black smoke particles, including white smoke.

In conclusion, a DB was constructed (based on the detector type and combustible type) of the
obscuration threshold required as the detector input information for a fire simulation. The results of this
study are expected to provide useful information for achieving more accurate detector activation times
and RSET predictions. More specific effects of smoke particle characteristics according to ventilation
and burning type such as flaming and flameless (smoldering) combustion on the obscuration threshold
of smoke detector will be carried out in future studies.
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Abbreviations

The following abbreviations are used in the manuscript:
PBD Performance-Based Fire Safety Design Lp Light Path Length [m]
ASET Available safe egress time FDE Fire detector evaluator
RSET Required safe egress time DB database
FDS Fire dynamics simulator PE Polyethylene
L Characteristic length [m] PP Polypropylene
U Free stream velocity [m/s] PU Polyurethane
δt Dwell time PVC Polyvinyl chloride
τ Mixing time PS Polystyrene
αe, βe, αc, βc Additional input parameters SSA Single scattering albedo
OPM Obscuration per meter [%/m] Km Mass specific extinction coefficient [m2/g]
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Abstract: In 2019 the Canadian Space Agency initiated development of a dedicated wildfire monitoring
satellite (WildFireSat) mission. The intent of this mission is to support operational wildfire management,
smoke and air quality forecasting, and wildfire carbon emissions reporting. In order to deliver the
mission objectives, it was necessary to identify the technical and operational challenges which have
prevented broad exploitation of Earth Observation (EO) in Canadian wildfire management and to
address these challenges in the mission design. In this study we emphasize the first objective by
documenting the results of wildfire management end-user engagement activities which were used to
identify the key Fire Management Functionalities (FMFs) required for an Earth Observation wildfire
monitoring system. These FMFs are then used to define the User Requirements for the Canadian
Wildland Fire Monitoring System (CWFMS) which are refined here for the WildFireSat mission. The
User Requirements are divided into Observational, Measurement, and Precision requirements and form
the foundation for the design of the WildFireSat mission (currently in Phase-A, summer 2020).

Keywords: wildfire; wildfire management; satellite design; wildfire monitoring; wildfire detection; air
quality; carbon emissions; user requirements; wildland fire; forest fire; earth observation; remote sensing

1. Introduction

Global monitoring of wildfire emissions is supported by the network of geo-stationary weather
satellites [1]. Finer resolution polar orbiting systems provide further support by correcting for observational
biases [2–4], and are more commonplace in direct wildfire management applications. Even still, the use
of satellite data in real-time emergency management decision-making remains rare, partially due to
the latency of satellite wildfire data [5–7]. Furthermore, at high latitudes the geostationary network
is challenged by rapidly degrading spatial resolution and atmospheric transmission [1,4], leaving
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wildfire-prone northern boreal regions with limited wildfire monitoring capacity from polar-orbiting
systems and a heavy reliance on monitoring from aircraft.

Efforts to enhance the uptake of satellite data in wildfire management have been pursued through
satellite design (e.g., [8–10]) and purpose-built information systems (e.g., Global Wildfire Information
System [GWIS] [11]); additionally, various commercial proposals have been proposed. However, to date
no system has successfully delivered end-to-end operational support to address the specific needs of
fire managers. In part this is a result of the broad range of wildfire management practices globally and
the resulting variation in specific regional requirements for wildfire monitoring. Inability to accurately
define the requirements of end-users presents a broad reaching barrier to operational implementation.

Responses to wildfires vary across Canada [12] and range from a “Full Response” (immediate,
aggressive initial/sustained attack), to “Monitored Response” (observation and periodic reassessment; [13]),
guided either by zonation, or wildfire specific conditions termed “appropriate response” [14]. In situations
with increased wildfire activity, the suppression capacity can be rapidly overwhelmed, resulting in escaped
wildfires that may burn very large areas [15,16]. These larger wildfires represent only 3% of the number of
wildfires in Canada, yet they account for 97% of the area burned [12,17], and require substantially more
resources to manage [18,19].

In many higher risk locations, Canadian wildfire management agencies generally rely on the
Initial Attack model where wildfires are detected early and suppressed small. The early detection and
suppression of wildfires is critical to successful wildfire control resulting in fewer escaped wildfires,
therefore reducing impacts and response costs [20]. Wildfire remote sensing has been recognized for its
capacity to detect wildfires (e.g., [21]). However, there is a significant gap between what is required for
“early” detection (e.g., identifying small sub-canopy wildfires) for wildfires that require suppression and
what can be accomplished reliably with satellite remote sensing [22]. Beyond detection, during periods
of escalated wildfire activity it is useful to have current intelligence about all ongoing wildfires. Reliable
wildfire intelligence is critical for situational awareness and informed decision-making including
prioritization and strategic and tactical wildfire response.

Wildfires that are threatening communities and critical infrastructure are prioritized for suppression
action over remote wildfires where there is more opportunity for the natural ecological role of wildfire on
the landscape [23]. Therefore, these wildfires more frequently grow larger and are generally managed
through modified tactics (e.g., continuous mapping and monitoring; [14]). Although satellites are not
typically helpful for early detection [22], there is an emerging requirement for large wildfire and regional
intelligence gathering to maintain situational awareness during periods of escalated wildfire activity.
This intelligence requirement can be met through the proper application of satellite technology, and is
broadly described as wildfire “monitoring” here.

Wildfire monitoring is also an essential component of Canada’s efforts to track and predict smoke
dispersion from active wildfires. In recent years, wildfire smoke has been the dominant cause of poor air
quality for large portions of Canada [24]. The impacts of smoke on communities can necessitate an evacuation,
even without a direct threat from wildfire [25–27]. This led to the development of methods to derive
emissions from satellite-detected wildfires, and to use the emission estimates in smoke dispersion [28,29]
and air quality [30] forecast systems. These automated systems require the provision of timely and reliable
wildfire activity data, with an emphasis on wildfire events that produce large long-range transportation of
smoke, or wildfire events near communities. With additional development, these systems can evolve to
incorporate Fire Radiative Power (FRP; MW) measurements as an additional source for the estimation of
wildfire emissions (e.g., [31,32]), as is becoming increasingly common throughout the world (e.g., Global
Fire Assimilation System (GFAS); [33].

Under climate change a substantial increase in the frequency and intensity of wildfires is expected [34,35].
In particular, northern regions such as Canada are expected to see an increase of wildfire activity related
to increases in conditions conducive to extreme wildfire weather [19,36–41]. Consequently, frequency
of extreme burning days where wildfires are able to escape is also projected to increase [41,42].
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In 2019 the Canadian Space Agency (CSA) initiated the development of a dedicated wildfire monitoring
satellite “WildFireSat” mission [43]. WildFireSat (WFS) intends to leverage uncooled microbolometer
technology developed by the CSA and Institut National d’Optique (INO). An earlier version of this
technology called the New InfraRed Sensor Technology (NIRST) was the first mid-wave infrared (IR)
microbolometer used in space-based wildfire remote sensing on the 2011 Aquarius SAC-D mission [44].
Following the NIRST experiment, the same technology was used in a feasibility study (referred to as
“Phase 0”) to demonstrate the technical feasibility of a cost-effective, dedicated Canadian Wildland
Fire Monitoring System (CWFMS) [45]. Since then, the detector technology has continued to evolve
(e.g., [46]), while new Low Earth Orbit (LEO) wildfire products (e.g., from the Visible Infrared Imaging
Radiometer Suite (VIIRS) and Sea and Land Surface Temperature Radiometer (SLSTR); [47,48]) have
filled some temporal coverage gaps (Figure 1), which will improve the feasibility of a targeted wildfire
monitoring mission.
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Figure 1. Active-fire satellite overpass time in relation to the diurnal wildfire activity cycle. Wildfire activity
varies throughout the day in relation to the changing solar elevation and resulting changes in atmospheric
moisture, ambient temperatures, and wind speeds. In general, wildfire activity is dominated by smoldering
combustion overnight and in the early morning, and peaks in the late afternoon period centered around
18:00 local time known as the “peak burn period”. Notably, currently available active-fire low-earth-orbiting
satellite observations from instruments such as SLSTR (Sentinel-3a/b), MODIS (TERRA/AQUA), and VIIRS
(NPP/JPSS) fail to observe wildfires during the most active portions of the day.

Phase-A of the WFS mission is driven by the Mission Requirements [49] which extend from the User
Requirements. However, the User Requirements defined in CWFMS [50] required substantial revisions
to accommodate the new context of this mission. The aim of this study is to trace the process used to
update and re-scope the CWFMS User Requirements for WFS through consideration of emerging science
and ongoing end-user consultation (e.g., [51]). This study presents the WFS User Requirements and
provides cross reference to their heritage in CWFMS where applicable. We trace the two primary phases
of this process: (1) Canadian wildfire management needs are assessed through direct engagement of
wildfire management end-users, leading to a set of key Fire Management Functionalities (FMFs); (2) User
Requirements for the WFS mission are refined through the integration of the wildfire management
needs with the best available scientific techniques. The result of this study is the definition of User
Requirements for the first dedicated operational wildfire monitoring satellite, forming the foundation
for later stages of mission development.
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2. Wildfire Management Needs Assessment

Wildfire management agencies generally employ a risk-based approach where the potential impact(s),
likelihood, and resulting expected loss or benefit are assessed at the appropriate scale according to
the complexity of the wildfire situation [26,52,53]. Decisions often involve multiple decision-makers
and stakeholders with varying perspectives concerning risk [23,26]. Decisions are not static and are
frequently updated through an iterative process of determining and taking actions, monitoring outcomes,
and revising actions until the situation is resolved [53]. When assessing progress in the decision-making
cycle, decision-makers require different types of intelligence.

We define wildfire intelligence as information which is collected to support wildfire management
activities. This may include current or forecasted information such as: Wildfire behavior, location, size,
shape, spatial context (e.g., fuels, topography, proximity to areas of concern, etc.), firefighting resource
allocation and use, and wildfire effects and impacts (e.g., social, economic). The type, precision, accuracy,
and timeliness of intelligence required varies depending on whether tactical or strategic planning is
being conducted.

2.1. Wildfire Management Engagement

In the first step of defining the Mission Requirements, Canadian wildfire managers were surveyed
to better understand the relative importance of the various wildfire monitoring products and the
constraints for their relevance as a source of intelligence in both tactical (e.g., same-day/near-term
operations) and strategic (e.g., longer-term preparedness, large wildfire planning) decision-making.
Respondents were posed a series of questions regarding potential Earth Observation (EO) data products
and asked to consider each in the context of both tactical and strategic decision-making. They were
asked to provide the optimal and maximal data latencies (i.e., the time lag from collection to receipt
of data when it has most value and the point at which it no longer has value), as well a rating of the
importance of each product using a Likert scale (1–5; low–high); respondents were also invited to
provide comments to aid in the interpretation of their responses.

Survey Results

In total, 55 senior staff from 7 of 13 wildfire management agencies in Canada responded to the survey
(Table 1). Most responses were completed individually while a few were coordinated efforts by groups.
This sample size is consistent with comparable engagement efforts in similar communities (e.g., [54]).
The format of some responses required the data to be reformatted prior to analysis. Group responses
were weighted according to the number of people contributing to ensure proportional representation.

Products identified as the most important in both tactical and strategic decision-making were
active-fire products; these products are typically derived from thermal observations of active wildfire
events, and contribute to assessments of location, spread rate, and intensity (Table 2). Whereas post-fire
mapping products (e.g., burned area and severity) were primarily valuable at the strategic level (as
well as for non-response management activities, e.g., forest inventory). Tactical intelligence was
generally required “as quickly as possible” for all products, with the median of responses indicating
30 min or less (Table 2). For strategic uses the same general preference for active-fire intelligence is
found (Table 2); however, slightly longer latencies are acceptable. Data latencies of up to 2 h were
indicated as the thresholds for tactical and strategic decision-making. In many cases the information
continued to have some value to managers for several hours up to 24 h, but not necessarily for tactical
or strategic decision-making. Notably, this consultation process also revealed that the timing of data
delivery during daily operations was also a key factor in data utility, due to the cyclical timing of
daily decision-making.
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Table 1. Summary of roles in wildfire management and experience among survey respondents.

Role in Wildfire
Management Description Percent of

Respondents

Aerial Operations

Roles range from Air Operations Branch Director, Air Attack
Officers, and Aerial Detection Leaders. In some agencies, these

staff coordinate high-level infrared services and other
mapping/scanning roles.

17%

Incident Commander
(IC) Types 1 and 2

The IC has overall authority and responsibility for conducting
incident operations and is responsible for the management of all
operations. Levels 1 and 2 are those that lead the most complex

wildfire situations.

22%

Incident Commander
(IC) Types 3 to 5 Same as above, however the wildfires are less complex. 9%

Plans Section

Roles range from Planning Section Chiefs, Fire Behaviour
Analysts, Situation Unit Leaders, GIS, prediction and forecasting

services. In some agencies, these staff coordinate airborne
infrared services and other mapping operations.

13%

Group Responses Consisting of agency-selected individuals including skills from
roles above. 39%

Table 1: Wildfire management experience levels ranged from 10–39 years with a median of 25 years. Of the 13
Canadian fire management agencies, 7 agencies responded to the survey (specifically: Agencies from Northwest
Territories, British Columbia, Alberta, Saskatchewan, Ontario, Québec, and Parks Canada).

2.2. Summary of Wildfire Manager Needs

In order to maximize the value of a satellite system for wildfire management, certain features were
highlighted through additional comments provided during the end-user consultation. These features
included: Fast and consistent data delivery, mapping of active and inactive wildfire areas, smoke and
air quality information, wildfire behavior, and threat estimates, as well as detection in remote regions.

2.2.1. Fast and Consistent Data Delivery

Daily wildfire management activities follow planning cycles which depend on the scale of management
occurring. For example, an incident command team responsible for planning and carrying out wildfire
operations on a large wildfire may have different needs for the frequency and timeliness of information
than those planning strategic response at a regional, provincial, or national scale. Generally speaking,
in order for intelligence to be incorporated into daily planning activities data must reflect the current
situation (i.e., low/short latency), but it is also important to receive the information at a consistent time of
day to facilitate routine integration.

2.2.2. Mapping of Active and Inactive Wildfire Areas

Although there is a definite interest in the actively spreading portion, intelligence is required for
the entire wildfire. The full perimeter of the burned area as well as the active and previously burned
area are valuable in wildfire operations. Previously burned areas may still be smoldering and require
prolonged suppression, while unburned “islands” in these areas pose a threat for re-burning. Managers
also indicated that they were satisfied with the 375 m spatial resolution of the VIIRS I-band wildfire
products [47,55], for general applications (though for high complexity incidents fine resolution airborne
mapping may also be necessary).
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2.2.3. Wildfire Behavior and Threat Estimates

The proximity and threat to interface zones was identified as critical intelligence in the survey
(Table 2). Proximity to these zones is achievable through accurate detection and mapping in conjunction
with national interface maps [54].

Wildfire behavior observations were considered to have both tactical and strategic value, particularly
in terms of estimating the potential threat of a wildfire. Information relating to the rate and direction
of wildfire spread (ROS (m s−1) and DIR (deg); [56,57]) as well as the Fire Intensity (FI, (kW m−1)),
are essential to characterizing the behavior of actively spreading wildfires. Johnston et al. (2017) [58]
demonstrated that FI can be estimated directly from IR measurements of FRP. Wildfire behavior is of
particular interest during the late afternoon “peak burn” period (Figure 1). This information should
ideally be paired with the spatial context (e.g., adjacent fuels, topography, and proximity to areas of
concern; [59]) to provide estimates of proximity and threat to these areas.

2.2.4. Detection in Remote Regions

Wildfire management practices in Canada vary dramatically across the landscape, and generally
in relation to population distributions (e.g., [9,10]). In vast remote areas, wildfire managers do not
typically conduct dedicated detection activities due to the decreased likelihood for negative impacts
from wildfire, and the higher cost and operational complexity of these patrols (e.g., [60]). Space-based
EO is particularly suitable for gathering intelligence in these situations [22]. The value of EO-derived
detection of wildfires identified in the survey (Table 2) was highlighted as particularly valuable in
these regions in the comments.

2.2.5. Smoke and Air Quality Information

Although smoke management tools were not identified as critical to tactical decision-making
in the survey responses, this information is critical for other emergency management operations.
Non-fire management users require smoke-related intelligence for critical operations such as evacuation
planning [61–63], public health forecasting [64], and aviation visibility [65]. Smoke forecasting using
tools such as FireWork [30,66] and BlueSky [29,67] are dependent on wildfire size and location
information. Other smoke monitoring applications (e.g., Global Fire Assimilation System (GFAS); [33])
require FRP [31,32] as a primary input.

The delivery of operational smoke and air quality forecast is a highly automated process. As of
2020, Environment and Climate Change Canada will launch a new air quality forecast twice a day
(initiated at 00 and 12 UTC), and smoke forecast every 6 h (00, 06, 12, 18 UTC). Each execution is
updated with the latest wildfire information available. The scheduling of forecast executions is tied
to the availability of new weather and wildfire emission data, and computing resources. Due to this
scheduling, the data latency requirements are less stringent than for wildfire management applications,
but the requirement to focus on the peak burn overpass period still persists. Additionally, smoke
and air quality applications emphasize a strong interest in smaller wildfire detection, an interest in
thermodynamic parameters controlling plume rise and height (e.g., [68,69]), and a larger coverage
(e.g., North America).

2.3. Fire Management Functionalities:

The needs identified above were translated into a set of key Fire Management Functionalities
(FMF) necessary to define the User Requirements:

(1) The Area of Interest (AoI) is defined as the whole vegetated Canadian landmass (Figure 2);
(2) Daily (or better) coverage of the AoI at a specific and consistent time of day including peak

burn (1600–2000 local time), with data delivery (to end-users) before the start of the operational
response period (~0700 local) for overnight observations and before the end of day planning
period (~1900 local) for peak burn observations;
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(3) Detection and mapping of wildfires and their plumes, specifically:

i. The ability to detect wildfires with comparable or improved sensitivity to existing satellite
systems, and to serve as an early-detection system for remote access wildfires;

ii. There must be sufficient spatial resolution and geolocation accuracy for locating and mapping
wildfires in relation to their previous position and other landscape features;

(4) Estimation of wildfire behavior, specifically:

i. The ability to collect FRP measurements;
ii. The ability to characterize sub-pixel wildfire features (e.g., temperature and area);

(5) Compatibility with other available EO data sources and formats;
(6) Near-real-time data, with tactical products to be delivered within 30 min, and a 2-h latency for all

end-user products as threshold for utility.

The interconnectivity of the FMFs with the requirements laid out in the User Requirements
Document [49] and the Mission Requirements Document [50] is summarized in Table 3. The development
and rationale for these requirements is described in the following sections.
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Figure 2. Spatial extent of the WildFireSat Area of Interest (AoI), which includes the entire 
continuously vegetated extent of Canada (gray). For context, the historic burned area on public, 
primarily forested lands (1980–2019) is overlaid in red [17]. Although the full AoI is not prone to 
frequent wildfire activity, the vegetated areas shown here are burnable. The spatial distribution of 
wildfire within the AoI is expected to change under climate change. The distribution of agricultural 
burning (primarily confined to the southern half of the AoI) is not shown. 

Figure 2. Spatial extent of the WildFireSat Area of Interest (AoI), which includes the entire continuously
vegetated extent of Canada (gray). For context, the historic burned area on public, primarily forested
lands (1980–2019) is overlaid in red [17]. Although the full AoI is not prone to frequent wildfire activity,
the vegetated areas shown here are burnable. The spatial distribution of wildfire within the AoI is
expected to change under climate change. The distribution of agricultural burning (primarily confined
to the southern half of the AoI) is not shown.
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3. Definition of the User Requirements

The FMFs were considered in order to define EO User Requirements during the CWFMS feasibility
study [49] taking into account space system capabilities and limitations, including payload technology
capabilities, but without targeting a specific mission scope. With the initiation of the WFS mission,
the CWFMS User Requirements were further refined to correspond to a specific mission scope and
matching level of funding to produce the Mission Requirements specific for WFS [50]. A simple approach
to defining these requirements would be to guarantee success by over prescribing the needs of the
mission. However, this is not a programmatically feasible approach as it inflates the mission cost and
complexity. In this study, we acknowledge that programmatic constraints will necessitate trade-off
analysis during the implementation of the mission. As such, many of the User Requirements are stated as
both “goal” (SHOULD) and “threshold” (SHALL) requirements to reflect optimal and minimum required
performances. In this Section the critical WFS User Requirements required to fulfill each of the six FMFs
are described in terms of Observation, Measurement, and Precision Requirements for the WFS mission.

3.1. Observation Requirements

In this section we describe the critical requirements necessary to observe the target area and
report data necessary to achieve the FMFs described in the previous section. Observation requirements
described here include those which describe the required coverage and data latency.

3.1.1. Coverage Requirements

Given the success of geostationary wildfire monitoring it could be argued that continuous
observations of actively burning wildfires are required in order to rapidly detect new starts. However,
persistent observation is typically associated with coarse spatial resolution, which negatively impacts
small wildfire detection sensitivity and geographic mapping precision (e.g., [4]). Furthermore, given
that FMF-3 does not address detection in high risk areas, this functionality can be met without persistent
observation (Table 3). Specifically, one or more satellites with moderate spatial resolution in LEO could
accommodate FMF-3.

The ability to observe wildfire behavior (i.e., FI and ROS; FMF-4) is also linked to observational
frequency. ROS measurements are a function of spatial and temporal precision and thus the minimum
required revisit time can be estimated based on the spatial resolution and the speed of the wildfire
being observed [56,71,72]. A ROS-driven coverage requirement was considered in the feasibility study
for the CWFMS which proposed a constellation of 9 satellites providing ~500 m spatial resolution with
a 2-h revisit period [45]. However, given the overpass times of currently available LEO active-fire
observations (Figure 1), a stand-alone constellation is not essential to comply with the ROS driven
coverage requirement. A strategically positioned satellite with peak burn overpass (FMF-2), that is
compatible with the existing systems (FMF-5) would also meet FMF-4 (Table 3).

Daily coverage during the peak burning period for the entire Canadian landmass (FMF-1) with
consistent mapping and wildfire behavior data (FMF-3, 4) delivered prior to the end of the day planning
period (~19:00 local time; FMF-2) is also necessary to address the full spectrum of these functionalities.
These FMFs also suggest the requirement for consistent overpass times to ensure predictable data
delivery times. This implies a preference towards the use of a sun-synchronous polar orbit with a Local
Time of Ascending Node or Local Time of Descending Node, i.e., local overpass time of ~18:00 (FMF-2,
6). Notably, the requirement to consistently observe the full AoI (Figure 2) further suggests that the
required revisit period cannot be met through instrument pointing or satellite maneuvering as this will
cause coverage gaps elsewhere in the AoI.

The User Requirements for coverage are summarized in Table 4. Temporal resolution requirements
are specified with the goal of covering the full AoI (Figure 2) on a daily basis. Allowances are made
for incidental coverage gaps provided they do not persist for multiple days (Table 4). The temporal
resolution is further constrained to ensure that the daily coverage is provided strategically during

194



Sensors 2020, 20, 5081

the peak burn period (Table 4; Figure 1). Additionally, a minimum swath width is defined to ensure
that each overpass is capable of observing a complete wildfire area (centrally positioned in the frame),
to further support the mapping requirements of FMF-3 (Table 4).

Table 4. Summary of key Observational (coverage and latency) Requirements as outlined in the User
Requirements Document (URD), and refined in the Mission Requirements for WildFireSat. AoI refers
to the Area of Interest (Figure 2). See Table 5 for spectral band definitions.

Type URD Parent Reference Requirement

Coverage &
Temporal Resolution CWFM-URD-0020

The mission SHALL provide the capability to observe at
minimum 97% of all points within the AoI at least once
per any 48-h period, and all points within the AoI at least

once per 72-h period
The mission SHALL provide the capability to observe on
average 85% of all points within the AoI at least once per

any 24-h period
As a goal, the mission SHOULD provide the capability to

observe all points within the AoI at least once per any
24-h period

Peak Burn
Observation CWFM-URD-0030/40 The design SHALL provide observation during each

peak burning period

Data Latency CWFM-URD-0050

Time lag between data acquisition and delivery to user
SHALL not exceed 30 min for the MWIR, LWIR, NIR,

and VIS (red) for 90% of observations and 24 h for all data
Time lag between data acquisition and delivery to user

SHOULD not exceed 30 min for all data

Downlink Priority CWFM-URD-0070 Priority downlink SHALL be given to MWIR, LWIR,
NIR, and VIS (red) bands

Swath Width CWFM-URD-0110/0120 Swath width for all spectral bands SHALL be no less
than 200 km

3.1.2. Latency Requirements

The time sensitivity of active-fire data has been consistently highlighted by the end-users and is
reflected in FMF-6 (Table 3). The requirement for near-real-time (NRT) data latency is also necessary
to ensure that peak burn observations (e.g., ~18:00 local) are delivered to end-users prior to the end
of the daily planning period. A threshold requirement for data latency of 30 min is applied to meet
these requirements. This latency was selected as a threshold as it was deemed technically achievable;
however, the goal latency is to approach real-time if possible. A downlink priority band list (based on
minimum requirements for active-fire detection calculations) is provided in the event that not all data
can be downlinked in NRT (Table 4).

3.2. Measurement Requirements

In this section we define the measurements required from the payload to provide sufficient data
to meet the FMFs. Specifically, this section explores instrument band requirements, as well as their
associated spatial resolutions and dynamic ranges (Table 5). Information pertaining to band sensitivity
and performance is presented in Section 3.3 (Precision Requirements).

In order to meet FMF-3 and -4 the instrument payload must meet all the requirements for active-fire
monitoring. This necessitates the ability to detect new wildfires, as well as map their active wildfire
areas and behavior, thereby supporting smoke and air quality modeling. This requires the instrument to
collect thermal observations to conduct wildfire detection and characterization analysis (e.g., [32,73,74]).
It also requires multi-spectral data from a suite of Mid-, and Long-Wave infrared (MWIR and LWIR)
combined with Near-infrared (NIR) and Visible (VIS) bands at a minimum (e.g., [47,74,75]). The IR
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and VIS-NIR bands which observe primarily emitted and reflected energy, respectively, are treated as
two complimentary data sets, and are described separately here.

Table 5. Summary of key Measurement Requirements as outlined in the User Requirements Document
(URD), and refined in the Mission Requirements for WildFireSat. TOA refers to Top of Atmosphere
based on MODTRAN atmospheric simulations.

Type URD Parent Reference Requirement

Spatial
Resolution

CWFM-URD-0080

When the spacecraft is nadir-pointing, the design SHALL provide
imagery with spatial resolution no larger than:

• 400 (MWIR, LWIR) and 200 m (VIS, NIR), at the geodetic
sub-satellite point

• 800 (MWIR, LWIR) and 400 m (VIS, NIR), for all pixels

CWFM-URD-0090

When the spacecraft is nadir-pointing, the design SHOULD provide
imagery with spatial resolution no larger than:

• 300 (MWIR, LWIR) and 150 m (VIS, NIR), at the geodetic
sub-satellite point

Spectral
Bands

CWFM-URD-0150

The payload SHALL provide at least one band in each of the
following channels:

• MWIR: (3.4–4.2 µm), including include 3.9 µm
• LWIR: (8.0–9.5 µm) OR (10.4–12.3 µm; preferred)
• NIR: (0.8–0.9 µm)
• VIS: (0.6–0.7 µm; red)

CWFM-URD-0151

The payload SHOULD provide at least one band in each of the
following channels:

• MWIR: (3.5–4.2 µm), including 3.9 µm
• LWIR: (10.4–12.3 µm)
• NIR: (0.8–0.9 µm)
• VIS: (0.6–0.7 µm; red), (0.5–0.6 µm; green), AND (0.4–0.5

µm; blue)

IR Dynamic
Ranges

CWFM-URD-0180
Brightness temperatures retrieved in the MWIR band(s) SHALL be

in the range of at least 300 to 720 K at 200 m spatial resolution,
or 300 to 635 K at 400 m, at surface level

CWFM-URD-0190
Brightness temperatures retrieved in the LWIR band(s) SHALL be in
the range of at least 300 to 580 K at 200 m spatial resolution, or 300

to 470 K at 400 m, at surface level

VIS-NIR
Dynamic
Ranges

CWFM-URD-0200

The NIR and VIS TOA radiance range SHALL be a minimum of:

• NIR: 4.0–46.4 (W m−2 sr−1 µm−1)
• VIS (red): 4.1–25.2 (W m−2 sr−1 µm−1)
• VIS (green): 2.5–25.8 (W m−2 sr−1 µm−1)
• VIS (blue): 0.7–16.9 (W m−2 sr−1 µm−1)

The NIR and VIS TOA radiance range SHALL be a minimum of:

• NIR: 4.0–139.0 (W m−2 sr−1 µm−1)
• VIS (red): 4.1–75.5 (W m−2 sr−1 µm−1)
• VIS (green): 2.5–77.3 (W m−2 sr−1 µm−1)
• VIS (blue): 0.7–50.5 (W m−2 sr−1 µm−1)

3.2.1. MWIR and LWIR Band Requirements

The MWIR and LWIR bands are central to the detection of wildfires using their thermal radiance.
These bands are also essential in the measurement of FRP (MW), which is a key parameter in wildfire
behavior estimation (e.g., [58,76]), and smoke plume emissions (e.g., [31]). FRP calculation can be
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achieved with single band measurements in the MWIR [32]. However, the LWIR remains essential in
the detection of wildfire pixels for FRP analysis as well as in interrogating sub-pixel characteristics of
wildfire pixels (e.g., effective wildfire temperature and area; [73]).

Optimal MWIR band placement for wildfire detection and FRP measurement is a narrow window of
observation centred at 3.9 µm (e.g., MODIS, Band 21). Wider spectral bands have also been demonstrated
to be effective (e.g., SLSTR, Figure 1), provided that they enter into the CO2 band at 4.2 µm, and avoid
encroaching significantly below 3.5 µm where solar reflection becomes a stronger contributor. These
parameters are reflected in the MWIR spectral band requirements in Table 5. The LWIR band’s function
of supporting contextual detection analysis and sub-pixel analysis affords more freedom in precise band
placement. The LWIR band is specified to ensure that it falls within an atmospheric window in the 8–14
µm range (Table 5), providing sufficient spectral separation for MWIR-LWIR differential analysis.

FRP measurement and sub-pixel characterization also requires measurement over the full dynamic
range of the scene. Dynamic ranges for the MWIR and LWIR bands (Table 5) were defined in Brightness
Temperatures (BT; K) at surface level (i.e., without atmospheric attenuation) as the precise spectral
bands are not yet specified. Both bands are required to make ambient (~300 K) surface temperature
measurements. Given that this satellite will be designed to observe Canadian wildfires during the
peak burn period, the saturation point was defined in anticipation of observing the extreme intensities
of Canadian boreal crown wildfires (e.g., [77]) during their peak period. This is a condition not yet
achieved through LEO satellites. Therefore, a sub-pixel scene was modeled in which a 50-m deep
flame front with net blackbody emission equivalent to ~900 K crosses the pixel area diagonally, while
the background area remains ~ 300 K. Under such conditions the saturation point for the MWIR and
LWIR spectral bands vary in accordance with their spectral band and with respect to the sub-pixel area
of the wildfire. As such, the required dynamic ranges are bound by spectral band selection and spatial
resolution (Table 5; Figure 3). Ideally the dynamic ranges for these bands would be stated in spectral
radiance ranges at Top of Atmosphere (TOA); however, until the Spectral Response Functions (SRF)
and spatial resolutions are known, the modeling exercise in Figure 3 cannot be completed. Atmospheric
transmittance modeling as performed for the VIS and NIR bands should be replicated for MWIR and
LWIR when appropriate.

Given the interdependency of spatial resolution and dynamic range it is not necessarily advantageous
to target unnecessarily fine spatial resolution imagery in the MWIR and LWIR bands. Recent experiences
in analysis of the VIIRS active-fire products have demonstrated increasing errors of commission (i.e.,
false positives) associated with finer scale active-fire detections [55,78]. Johnston (2016) [70] found
that ROS measurements could be reasonably estimated under crown wildfire conditions at spatial
resolutions as coarse as 500 m. Given FMF-5, MWIR and LWIR spatial resolutions were defined with
the intent to be comparable to the VIIRS I-bands (~375 vs. 400 m for WFS) in order to serve as a
complimentary data source to the VIIRS data which is captured a few hours earlier in the day (Figure 1).

3.2.2. VIS and NIR Requirements

Although the VIS and NIR bands support contextual wildfire detection (e.g., [74]), their primary
contribution is to cloud masking and false positive identification. These applications are less constraining
on band selection and dynamic range than the secondary applications of these bands. Although post-fire
mapping products are only of strategic value, the ability to map the burned area of a wildfire adjacent to
its active portions is an integral part of FMF-3, which requires measurements in the VIS and NIR bands
at a minimum (and ideally would include the short-wave IR, see Discussion). VIS and NIR bands are
typically used for measures of vegetation “greenness” (e.g., Normalized Difference Vegetation Index;
NDVI) to infer vegetation health metrics. Detection of sudden changes in these metrics can be attributed
to vegetation disturbance such as wildfires (e.g., [79]). Although numerous systems are capable of
mapping global burned area at a relatively fine scale (e.g., [80]), this capability is not typically available
as an NRT product in conjunction with active-fire observations as required by FMF-3. Requirements for
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spectral bands were specified as VIS-red and NIR bands at a minimum. However, the goal band list
includes all VIS spectral bands required for forestry observation (Table 5).Sensors 2020, 20, x FOR PEER REVIEW 15 of 26 
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Figure 3. Simulated Infrared (IR) band saturation temperatures as a function of pixel spatial resolution
and sub-pixel wildfire area. This simulation assumes a flame front depth of 50 m with mean temperature
of 900 K extending diagonally across the pixel. Sub-pixel wildfire area was computed and the saturation
temperatures were defined based on the peak pixel brightness temperatures (BT) at a given spatial
resolution (Table 5). The saturation temperatures change with spatial resolution in both the LWIR and
MWIR, e.g., at 250 m the MWIR and LWIR saturation temperatures are ~690 and ~540 K, respectively,
while at 500 m the MWIR and LWIR saturation temperatures are ~610 and ~440 K, respectively. No
atmospheric effects on the signal are included in this simulation.

Due to the unique overpass time (and consequently unique solar angles) it was not possible to
infer dynamic ranges for these bands based off of other burned area mapping systems (which typically
have late morning overpasses). To ensure the bands would cover the full dynamic range, a series of
MODTRAN simulations were conducted. In these simulations it was assumed that the VIS and NIR
bands are expected to be used for imaging surface reflectances during the late afternoon period over the
boreal forest. Solar radiation was modeled using a mid-latitude summer atmosphere, with 407 ppmv
CO2, for a central location in the Canadian landmass (~ latitude 58.0◦, longitude 101.0◦), at 18:00 local
time. Typical boreal forest albedos range from 0.1 to 0.25, while burn scar albedos (~0.05) represent the
minimum reflectance of interest, and maximum scene reflectances of ~0.9 are expected from clouds.
The threshold VIS and NIR dynamic ranges were defined as those required to observe burned areas
up to the peak reflectance of boreal forest, while the goal requirements are defined to include cloud
measurements within this range (Table 5).

The objective of burned area mapping with this system is to provide a product suitable for
complimenting active-fire detection in FMF-3, not to replace robust techniques used in regional and
global carbon accounting (e.g., [81–84]). With this in mind, fine spatial resolution is not necessary
and requirements are relaxed to reduce the volume of data to facilitate NRT calculation. However,
as is commonplace in existing systems (e.g., [74,75]), it was deemed desirable to maintain finer scale
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measurements in the VIS and NIR as compared to the MWIR and LWIR to improve sub-pixel context
for cloud masking and resolving cross band misalignments.

3.3. Precision Requirements

Precision requirements are defined here to ensure that the measurements provided are of sufficient
quality for the analysis required to meet FMF-3 and -4. Table 6 describes instrument band performance
requirements, as well as band co-alignment requirements for multi-spectral analysis and geo-location
requirements to enable users to locate ground targets.

Although it is clear that the goal is to achieve maximum precision, threshold values for these
requirements were defined to support flexibility in design at the mission level as well as overall mission
feasibility and affordability. Throughout this analysis the threshold was not intended to represent the
optimal design but rather the minimum performance at which the intended analyses and production
of the intended data products would be possible (although potentially limited in scope compared with
the optimal design).

3.3.1. Sensitivity and Noise Requirements

The goal for all spectral bands is to minimize noise (i.e., maximize signal to noise ratio; SNR),
and achieve the highest degree of sensitivity possible (Table 6). However, such requirements have
limited value in conducting trade-off analysis and identifying candidate systems and approaches.
Given that the primary aim of the mission is to support monitoring activities and only provide detection
capacity in remote regions, the sensitivity requirements were not driven by detection requirements.
Wildfire managers described satisfaction with the detection capacity of MODIS active-fire products [74]
for use in remote regions. Initial screening of candidate pixels in wildfire detection products with
comparable sensitivity to MODIS was used to define the thresholds for the MWIR and LWIR bands.
The noise and sensitivity requirements in the MWIR also govern FRP accuracy, which was similarly
derived with a threshold of achieving the minimum detector performance required to replicate MODIS
quality detections. Keeping in mind that the measurement requirements (Table 5) include significantly
finer spatial resolution than MODIS, the sensitivity and noise requirements could be relaxed further
and still meet the user requirements (Table 6). Additionally, FRP integrity is known to be linked
to viewing geometry (e.g., [85]), warranting specification of constraints for off-nadir FRP accuracy
(Table 6).

VIS and NIR bands were also defined in terms of their minimum functionality. In this case the
threshold criteria were the performance required to adequately generate cloud masks and support
contextual wildfire detection calculations. For reference, the threshold SNR values described for the VIS
and NIR are comparable to the lower end of what Landsat ETM+ produced [86]. At this performance
level the requirement to support active-fire detections will be achieved and would be able to provide
data for entry level mapping products.

3.3.2. Co-Registration Requirements

Multi-spectral analysis is essential to the delivery of all of the active- and post-fire products
required for the mission. Band-to-band co-registration requirements are defined to minimize band
remapping requirements prior to data processing (Table 6), helping to facilitate NRT data delivery
under FMF-6. Particularly strong co-registration requirements are imposed on the MWIR and LWIR
bands due to their use in bi-spectral sub-pixel analysis [73], which is known to be highly sensitive to
band mis-registration errors [87]. Although FRP calculations no longer require the use of the Dozier
method [32], the sub-pixel descriptors it produces are required for complete wildfire behavior analysis.
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3.3.3. Image Quality and Geo-Location Requirements

A threshold Modulation Transfer Function requirement for the IR optics is defined in Table 6.
In order to collect accurate FRP measurements, the MWIR and LWIR bands must collect spatially
explicit radiometric measurements. The intent of this requirement is to ensure that the majority of the
observed energy originates from within the pixel foot print area.

Wildfire management staff relying on the products from a satellite in an operational setting require
that the data is accurately geo-referenced to ensure the location of target wildfires is known with a high
degree of certainty (Table 6). Furthermore, FMF-4 and -5 require the data to be compared to observations
made from other sources; this cross-platform data fusion necessitates precise geo-location to enable
accurate comparisons [88].

4. Discussion

The aim of this study was to define requirements for a wildfire monitoring satellite system explicitly
to support wildfire management. To do so we surveyed experienced wildfire managers with various
specialties in order to better capture their needs in the form of the six FMFs. These functionalities
were then used to guide the definition of the WFS User Requirements based on current scientific and
technical capabilities.

This study does not describe all factors or analyses considered throughout the process of defining
the User Requirements for WFS. Some decisions were made in defining the scope and thus impacted
the entire process. For example, the assumption of a LEO satellite mission was taken as the baseline.
However, it could be argued that Highly Elliptical Orbiting (HEO) satellite constellations are better
suited for the Canadian AoI (e.g., [89,90]), although they are far more costly.

Further, many active- and post-fire products exploit the availability of Short-Wave infrared (SWIR)
spectral bands for overnight active wildfire detection and burn severity mapping. Although this spectral
band has been considered it was not deemed essential to deliver the FMFs so it was not included as an
essential requirement for the mission, though it does remain a goal.

The greatest challenge throughout this process has been defining threshold requirements. It is a simple
task to identify the ideal system, payload, and detector. However, determining the limit beyond which a
system will no longer be functional is challenging. There is little precedence for marginal systems which
can be drawn from. Definition of end-user “usefulness” happens gradually and there is rarely a single
threshold of usefulness, particularly when introducing new capabilities. Ultimately, numerous trade-off
analyses must be carried out by the Space Team and the User and Science Team where prioritization of the
various goal and threshold requirements is necessary for mission development.

The inclusion of trade-off criteria that underpin these requirements is essential as budgetary,
technical, and practical limitations will inevitably limit the ability to achieve all of the goal requirements.
For example, finer spatial resolution will either reduce the swath and therefore coverage or increase the
number of pixels and data volume, challenging the latency requirements. Balancing the consequences
of competing requirements is difficult to prescribe a priori. Generally, the trade-off criteria hold
coverage of the AoI and IR payload performance as the highest priorities, although overall ability to
meet the FMFs is the guiding need. As such, the requirements presented here are a documentation of
process at this point in time, but are expected to evolve throughout the mission. The intent is for these
requirements to be interpreted in close coordination with the User and Science Team throughout the
full mission development.

5. Conclusions

In this study we provided an overview of the approach taken to understand Canadian wildfire
management EO needs and transcribe User Requirements which can be used to develop a purpose-built
wildfire monitoring satellite to meet their needs. The User Requirements presented here originate in
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the requirements for CWFMS [49], which were refined through consultation of scientific (e.g., [51]) and
wildfire management users to produce the User Requirements for the WFS mission.

The translation of the Wildfire Management Needs into User Requirements for WFS is a foundational
step in Phase-A of the mission (Figure 4). Through this process we developed qualitative FMFs based on
operational wildfire management needs. Considering technical capabilities and limitations allows User
Requirements to be defined for a non-specific space system to address the FMFs. When financial and
scope considerations are applied to the User Requirements, the WFS Mission Requirements [50] can be
specified. Ultimately, Phase-A of WFS culminates by extending the Mission Requirements into detailed
technical specifications for the satellite in the System Requirements. As Figure 4 illustrates, although each
stage of Phase-A becomes more technically specific, all of the System Requirements are traceable to their
origins in wildfire management needs.Sensors 2020, 20, x FOR PEER REVIEW 21 of 26 
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Figure 4. Illustration of the process of defining satellite system requirements based on wildfire management
needs in Phase-A of the WildFireSat mission. Fire Management Functionalities (FMFs) are defined
qualitatively to capture the Wildfire Management Needs without consideration of space system
capabilities or limitations. The FMFs are then translated into User Requirements, which take into
consideration space system capabilities required to deliver the necessary data, but do not target any
specific mission configuration or scenario. The Mission Requirements define a specific mission scope to
address the User Requirements under a specific funding envelope. The Mission Requirements are then
used to produce detailed System Requirements describing the technical design of the satellite system.
At each level of refinement, the original source of each requirement can be traced back to the end-user’s
needs thereby ensuring that the technical design of the satellite system is fundamentally driven by the
Wildfire Management Needs.
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WildFireSat aims to deliver a purpose-built operational wildfire monitoring satellite to support
wildfire managers as the primary users. To that end, despite the technical and scientific challenges
of the mission, the key to operational success remains in the hands of the wildfire management
community. In order to achieve meaningful impact in wildfire management operations, the end-user
engagement described in this study must continue for the duration of the mission to ensure that wildfire
management needs continue to be heard and that wildfire managers develop a sense of ownership in
the mission.
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Abstract: In this paper, we propose a deep convolutional neural network for camera based wildfire
detection. We train the neural network via transfer learning and use window based analysis strategy
to increase the fire detection rate. To achieve computational efficiency, we calculate frequency response
of the kernels in convolutional and dense layers and eliminate those filters with low energy impulse
response. Moreover, to reduce the storage for edge devices, we compare the convolutional kernels
in Fourier domain and discard similar filters using the cosine similarity measure in the frequency
domain. We test the performance of the neural network with a variety of wildfire video clips and the
pruned system performs as good as the regular network in daytime wild fire detection, and it also
works well on some night wild fire video clips.

Keywords: wildfire detection; block-based analysis; transfer learning; Fourier analysis; pruning
and slimming

1. Introduction

Early wildfire detection is of utmost importance to combat the unprecedented scale of wildfires
happening all over the world. Recently, there has been a notable interest in developing real-time
algorithms to detect wildfires using regular video-based surveillance systems [1–20]. Video-based
forest fire detection can be used to replace traditional point-sensor type detectors because a single
pan-tilt-zoom type camera can monitor a wide area, detect forest fire and smoke immediately after
the start of the wildfire—as long as the smoke is within the viewing range of the camera. Nowadays,
with the development of 5G communication [21,22], unmanned aerial vehicles (UAVs) have also
become a good option for wildfire surveillance tasks because of their flexibility compared to fixed
surveillance towers. However, all of the traditional video-based methods [1–20] rely on choosing
features manually. In contrast, deep neural networks can extract relevant features by themselves given
sufficient training data.

In recent years, deep learning has been widely used in a myriad of computer vision applications
because of its high recognition capability. To the best of our knowledge, Gunay et al. [23] is the
first paper to use deep learning in dynamic texture recognition including wildfires. In early deep
learning based forest detection, researchers designed blank convolutional neural networks and trained
them with collected or synthesized images [24–28]. For example, Zhao et al. designed a 15-layer
convolutional neural network (CNN) to detect the forest fire [25]. What is more, to locate the fire and
smoke in frames, Barmpoutis et al. [29], Huang et al. [30] and Chaoxia et al. [31] proposed R-CNN
-based fire detection method. However, neural network training requires huge amounts of data,
while such data can be very expensive and infeasible. If the training data is insufficient, the network
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may not be robust. To overcome this problem, some researchers adopted transfer learning [32] to
design neural networks. Transfer learning is a very efficient method and it is widely used in recognition
tasks because of its advantage that we only need to train only the final several layers instead of the
whole network. Transfer learning requires a smaller dataset for training and can avoid overfitting.
Typical examples are AlexNet-based CNN by Muhammad et al. [33] and YOLO -based CNN by
Park et al. [34] and Jiao et al. [35]. Inspired by them, in this work, we propose to use transfer learning
from MobileNet-V2 [36] for forest fire detection. Moreover, after updating the network with the
available data, we notice that some kernels (filters) have very low energy. Computing these low-energy
kernels is a waste of resources since their output is insignificant compared with the outputs of other
kernels. We also observe that some kernels have very similar frequency responses, which means
storing only one from each pair of similar kernels can significantly reduce storage memory for edge
devices. We take advantage of these two facts and prune the kernels according to their frequency
response via Fourier analysis. Fourier analysis not only trims the deep neural network but also
removes the unnecessary convolutional units. The trimmed network provides as good results as the
regular network. Fourier domain trimming is not specific to the wildfire detection task, it can be used
in trimming other networks as well. We take advantage of these two facts of low-energy and similar
kernels and prune the kernels according to their frequency response via Fourier analysis.

Compared with other deep learning methods [23–31,33–35], the major advantage is that,
after transfer learning, we prune the network via Fourier analysis. More specifically, we have the
following advantages:

• Our method takes advantage of MobileNet-V2 [36] in efficiency. Details of this aspect are provided
in Section 3.

• We prune and slim the convolutional and dense layers according to frequency response of kernels
using Fourier analysis in order to accelerate the inference of the neural network and save storage.
Details of this aspect are provided in Sections 3.1 and 3.2.

• We detect wildfire in overlapping windows so we can easily detect smoke even if it exists near
the edge of a frame. We achieve this by dividing the frame in many blocks and detecting the
smoke block-by-block. Details of this aspect are provided in Section 4.

• Compared to R-CNN [30,31], and YOLO method [34,35], our block-based analysis makes the
building of testing and training datasets easy because we mark only the blocks containing fire.
We only need to label each block as fire or no-fire instead of marking the region of fire and smoke
in a given frame using several bounding boxes. Making and updating the dataset in our method
is much easier compared to R-CNN and YOLO method. In wildfire surveillance task, knowing the
fire in which image block is sufficient for fire departments to take action. In addition, compared
to frame-based methods, block-based analysis allows us to determine capture very small fire
regions and smoke.

• Our system can detect very small smoke regions, while papers from related works [24–31] have
not provided the test results on such small smoke regions. The details of this aspect are provided
in Section 5.2.

• The input of our system is in 1080P and it can also be adjusted for higher resolution. Thus, our
method matches common surveillance cameras, since down-sampling always causes information
loss and may make small regions of smoke invisible. According to our experimental results,
our method works well even if the smoke region is very small.

• After testing the performance on daytime surveillance and obtaining a very good result,
we further tested our system system with night events, and it works on many video clips.

2. Dataset for Training

We use the dataset of Reference [28] which contains 4000 images gathered from the Internet
(half with fire and half without fire) shown in Figure 1a,b, and FIRESENSE database [37] shown
in Figure 1c,d which contains 11 fire videos and 16 no-fire videos. During practice, we notice that
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the system would false alarm at cloud region sometimes, so we also add 4 cloud video clips shown
in Figure 1e,f into our training dataset to reduce the false-alarm rate. Figure 2 shows the distribution
of our training dataset.

(a) (b) (c) (d) (e) (f)

Figure 1. Samples of our training dataset. (a,b) are gathered from the Internet; (c,d) are from
FIRESENSE Database; (e,f) are cloud images.

(a) Fire images (b) No-Fire images

Figure 2. Image distribution of training dataset.

In order to avoid the over-fitting during training, we only keep the first frame in each
20–100 frames (depends on the length of the video) to maintain diversity because the Internet images
are in variety of scenarios compare to the video clips. If we train too much on the video clips, the neural
network may easily over-fit on the scenes in these video clips. All images and frames are resized into
224× 224 as the input of the neural network, and 5% of them are picked randomly for validation.
Data augmentation by shifting and translating wildfire images with filling by reflect translation as in
Reference [28] is also adopted here. Let Y ∈ RM×N denote the original image and index start from 0,
if we want to shift the image by m length up and n length left (negative value means shifting in the
opposite direction), then the augmented image Ỹ can be represent as

Ỹi,j =





Ymin(i+m,2M−i−m−2),min(j+n,2N−j−n−2) m ≥ 0, n ≥ 0

Y|i+m|,min(j+n,2N−j−n) m < 0, n ≥ 0

Ymin(i+m,2M−i−m−2),|j+n| m ≥ 0, n < 0

Y|i+m|,|j+n| m < 0, n < 0,

(1)

where, i = 0, 1, ..., M− 1, j = 0, 1, ..., N− 1. Range of m and n depends on the location of smoke in each
image and frame. The reason for using such an augmentation scheme is to ensure that the classifier
will see examples in which wildfire starts from different locations during training.

3. Fourier Transform Based Pruning the Network

We use the MobileNet-V2 [36] for wildfire recognition after retraining. MobileNet-V2 is an efficient
convolutional neural network for mobile vision applications. MobileNet’s energy consumption is
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much smaller than other neural networks. Usually, wildfire monitoring cameras are placed in remote
locations and/or UAVs. In such cases, energy consumption is very important. Therefore, MobileNet-V2
is suitable for wildfire detection. We replace the dense layers of MobileNet-V2 by a new dense layer
with two neurons, and we apply softmax function as the activation function in the dense layer for
decision making. The existence of fire is labeled as 1 and “no-fire” is labeled as 0. The probability P of
fire can be represent as

P =
exp(P1)

exp(P1) + exp(P0)
, (2)

where P0 and P1 represent the outputs of the two neurons before activating, respectively.
In this paper, we employ TensorFlow in Python 3 to train the network and then, convert the

well-trained model to a TensorFlow lite model. We can install this model on a NVIDIA Jetson Nano
board or a similar board.

In the following section we will describe how we can further trim the network.

3.1. Pruning Low-Energy Kernels

A well-trained CNN may contain some redundant neurons—no matter what the input is,
the output of these neurons will always take small values. Such neurons have filter weights with too
small values. As we all know, performing a convolution operation is relatively expensive, especially in
a long-time surveillance task. Thus, efficiency can be significantly improved if we can avoid calculation
with too small weights.

The MobileNet-V2 model we fine-tuned has 18 3× 3 convolutional layers. When we extract
weights from each 3× 3 layer and calculate their DFT via MATLAB, we find that there are some with
almost zero-magnitude response only in the first standard convolutional layer. It contains 32 3-channel
3× 3 kernels, and some of their frequency responses are shown in Figure 3. We find that the magnitude
responses of kernels with numbers 4, 8, 12–14, 20, 29 are close to 0 for all frequency values. Then, we
calculate the energy of the first projection layer among the input direction as shown in Figure 4a,
we notice that the energy with these indexes is also close to 0. After pruning these layers by removing
those weights (the first standard convolutional layer is 3× 3× 3× 32, the first depthwise separable
convolutional layer is 3× 3× 32× 1, and the projection convolutional layer is 1× 1× 32× 16 before
pruning, then each “32” reduces to “25”), we save 21.875% computation in these layers. Moreover,
when we plot the energy distribution of the dense layer as shown in Figure 4b, we find that there are
many weights having low energy. By removing these kernels in the dense layer with energy less than
0.0005 and corresponding kernels in the previous layers, we save 485/1280 = 37.89% computation in
these layers. Figure 5 shows the graph before and after pruning. By running the inference 100 times
and calculating the average time consumption on the computer, we find that it takes 0.499921 s before
pruning, and takes 0.464778 s after pruning. Thus, we totally save 7.04% time by pruning these layers.
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(a) Kernel 1 Channel 1 (b) Kernel 1 Channel 2 (c) Kernel 1 Channel 3

(d) Kernel 2 Channel 1 (e) Kernel 2 Channel 2 (f) Kernel 2 Channel 3

(g) Kernel 3 Channel 1 (h) Kernel 3 Channel 2 (i) Kernel 3 Channel 3

(j) Kernel 4 Channel 1 (k) Kernel 4 Channel 2 (l) Kernel 4 Channel 3

Figure 3. Frequency response of the first convolutional layer.
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(a) First 1× 1 conv. layer (b) Dense layer

Figure 4. Energy distribution.

(a) Before Pruning (b) After Pruning

Figure 5. Pruning graph, “N” is batch size.

3.2. Slimming Similar Kernel Pairs

In other depthwise separable convolutional layers, on the other hand, when we plot the magnitude,
we notice that some have similar shapes. For example, in the final convolutional layer, we notice
that the magnitudes of kernel 259 and kernel 318, shown in Figure 6, are very similar in shape,
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though different in scale, which means we can slim the convolutional layer by saving only one of each
similar kernel pairs and reconstruct the other one by scaling the output of the first one.

(a) Kernel 259 (b) Kernel 318

Figure 6. Frequency response of the final convolutional layer.

We compute the frequency response of the filters of the network and keep only one of the
filters with similar magnitude frequency responses. We also discard filters with magnitude responses
significantly smaller than the other filters. More specifically, we calculate cosine similarity of each
kernel pair:

Filter similarity = cos(θ) =
< X, Y >

‖X‖ · ‖Y‖ , (3)

where X and Y are the Fourier transform magnitudes of the two filters in vector form, respectively.
Since we use the magnitudes of the frequency responses, the filter similarity measure is in the range of
[0, 1]. We treat the kernels with similarity larger than 0.99925 as a pair of similar kernels and store only
one of them. We cannot compare the filters in spatial domain using their weights because there may be
a phase shift between the two filters and the filters may look different but they can essentially be the
same. Cosine similarity measure also handles the case of the two filters with

|Y[k1, k2]| ≈ α|X[k1, k2]|, (4)

where X and Y are the DFT or the two kernels, respectively. Both of these filters will generate very
similar outputs for a given input except that one of the outputs will be a shifted and scaled version of
the other output.

Table 1 has the summary of our results of pruning and slimming. The first one is a standard
layer named “conv” and others are depthwise separable named “expanded_conv”, and between
each depthwise separable convolution layer, there are two 1× 1 standard convolutional layers to
change the dimensions. In fact, this idea should be able to apply to all MobileNet-V2 based neural
networks, because we find that the original MobileNet-V2 also contains both very low-energy kernels
and similar kernels.

Figure 7 shows the output of a smoke frame before and after pruning and slimming. More
statistics are provided in Sections 5.2 and 5.4. We can see that the result changes negligibly. In this way,
although these layers cannot be accelerated even with similar kernels because the input of each kernel
is still different, we save 22.59% storage of the weights, which is very important to edge devices.
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Table 1. Pruning and slimming information of our model.

Layers Name Kernels Num Slimmed Num Rate (%)

conv a 32 7 21.88
expanded_conv a 32 7 21.88
expanded_conv_1 96 2 2.08

expanded_conv_2 b 144 0 0.00
expanded_conv_3 144 74 51.39
expanded_conv_4 192 6 3.13

expanded_conv_5 b 192 0 0.00
expanded_conv_6 192 112 58.33
expanded_conv_7 384 9 2.34
expanded_conv_8 384 2 0.52
expanded_conv_9 384 3 0.78

expanded_conv_10 384 17 4.43
expanded_conv_11 576 2 0.35
expanded_conv_12 576 1 0.17
expanded_conv_13 576 490 85.07
expanded_conv_14 960 17 1.77
expanded_conv_15 960 45 4.69
expanded_conv_16 960 825 85.94
Slimming Overall c 7104 1605 22.59

Expanded_conv is the name of depthwise separable convolutional layers. a These layers are pruned by
removing weights with too low energy. b These layers cannot be slimmed even with lower threshold (0.9990),
while too low threshold may cause the loss of accuracy. c Layers with a are excluded because they are using
pruning method.

(a) Before pruning and slimming (b) After pruning and slimming

Figure 7. Lyons Fire in San Diego, 1 September 2016.

4. Block-Based Analysis of Image Frames

Nowadays, with the development of technology, we can obtain forestry surveillance videos in
1080P or higher resolution. However, if we design the input of the neural network in these high
resolutions, the network will be too huge to train. Most common method to use to solve this problem
is to down-sample the images, which correspondingly will increase the difficulty to detect little smoke
plumes and will cause information loss. To overcome this problem, we divide the image frames into
small blocks as in [28]. Suppose that the width and height of the effective image region is Mi and Ni,
and the width and height of each block is Mb and Nb, then the row number R and the column number
C of each block can be represent as

R =

⌊
Hi
Hb

⌋
, C =

⌊
Wi
Wb

⌋
, (5)

where bc is the floor function. We divide the frames into many tiles as in Figure 7. The videos are in
1080 P (HPWREN videos are in 6 MP in fact, so we down-sample them into 1080 P for convenience.
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In real-world applications, we can also use different division strategy to make good use of higher
resolution), and then divide them into many tiles with 180× 180 pixels, and every 2 by 2 tiles consist
a block with 360× 360 pixels. The score is the fire rate of each block, composed of the tile has score and
its bottom, right and bottom-right tiles, rather than the forest fire rate of each tile. This is the reason
that there is no score in the most right tiles and the most bottom tiles. In this way, a frame is divided
into 5× 9 = 45 blocks, and if the smoke exists at the edge of one block, it will also exist at the center
of its neighbor block. Then, we resize each block into the input size and then feed the network with
resized blocks. Therefore, the input of the neural network is 45× 224× 224× 3.

5. Network Performance

In this section, we will test the speed and accuracy of our model with the HPWREN dataset [38]
and some YouTube forest fire videos. Unlike other binary classification tasks (like the famous Kaggle’s
competition, cats VS dogs), forest fire detection requires a very low false-alarm rate, otherwise the
system will produce false alarming in the long-term surveillance task. This may bother the security
guards verifying the system outputs. If there are too many false alarms they may develop the bad habit
of ignoring the wildfire monitoring system. To reduce the false-alarm rate, we set the alarm threshold
value as 0.95, such that the system will alarm only if the score is large than this value. In practical the
real-world applications, we may decrease the threshold value to 0.85, 0.9 or other values to increase the
fire detection rate, if no dust, cloud or other confusing objects exist in the monitored area, or increase if
they exist too much.

5.1. Speed Test
In this section, we test the speed of our model on the NVIDIA Jetson Nano board. We are

only interested in the total time of each frame to finish frame pre-processing (division and resizing),
and interpretation of the neural network, because time consumed by signal transmission depends on
the surveillance cameras and the network and should be finished in an instant. Our system takes about
3 to 4 s to process a single frame. This delay is negligible compare to the time that fire departments
take to take actions.

5.2. Daytime Fire Surveillance Test
Sample results of daytime fire surveillance test are shown in Figures 7–14, and Table 2 lists the

frame number that fire starts in each video clips and the first frame number that our system manages
to detect the fire. We also provide the result before pruning and slimming in Table 2. Only two videos
a have one or two frame detection delay after pruning and slimming. It is worth pointing out
that although smoke regions in Figures 9–11 and Figure 14 are very small, our system still works.
According to Table 2, our system can detect smoke timely after fire occurs. Moreover, as shown in
Table 3, our system has been tested with some YouTube daytime fire videos. All fire events in these
videos have been detected successfully. However, fire occurs at the beginning of these videos and
many are already large, so we only record the name and resolution of these videos.

Table 2. Daytime Fire Result of HPWERN Database.

Videos Name Resolution Fire Starts First Detected a

Lyons Fire 1600× 1200 156 164 (164)
Holy Fire East View 3072× 2048 721 732 (732)

Holy Fire South View 3072× 2048 715 725 (724)
Palisades Fire 3072× 2048 636 639 (639)
Banner Fire 1440× 1080 15 17 (17)

Palomar Mountain Fire 1440× 1080 262 277 (275)
Highway Fire 1600× 1200 4 6 (6)

Tomahawk Fire 1600× 1200 32 37 (37)
DeLuz Fire 1440× 1080 37 48 (48)

Fire appears some time after these videos start. Results in brackets in a are the result before pruning
and slimming.
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Table 3. Worked YouTube daytime fire video list.

Videos Name Resolution

Barn Fire Overhaul in Marion County Oregon 2560× 1440
Prairie Fire 1920× 1080

Drone footage of DJI Mavic Pro Home Fire 1920× 1080
Cwmcarn Forest Fire 3840× 2160

Drone Footage of Kirindy Forest Fire 3840× 2160
Drone Over Wild Fire 1920× 1080

Fire in Bell Canyon 1920× 1080
Forest Fire at the Grand Canyon 3840× 2160

Forest Fire Puerto Montt by Drone 1920× 1080
Forest Fire with Drone Support 1920× 1080

Kirindy Forest Fire 3840× 2160
Lynn Woods Reservation Fire 3840× 2160
Prescribed Fire from Above 1920× 1080

Semi Full of Hay on Fire I-70 Mile 242 KS Drone 1920× 1080
Chimney Tops Fire 1920× 1080

Fire occurs at the beginning of these videos and many are already large.

(a) East view, no-fire scene (b) East view, fire scene

(c) South view, no-fire scene (d) South view, fire scene

Figure 8. Holy Fire around Santiago Peak, 6 August 2018.
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(a) No-fire scene (b) Fire scene

Figure 9. Palisades fire, 21 October 2019.

(a) No-fire scene (b) Fire scene

Figure 10. Banner fire, 3 June 2014.

(a) No-fire scene (b) Fire scene

Figure 11. Palomar Mountain fire, 24 July 2015.

(a) No-fire scene (b) Fire scene

Figure 12. Highway fire, 14 May 2014.
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(a) No-fire scene (b) Fire scene

Figure 13. Tomahawk fire, 14 May 2014.

(a) No-fire scene (b) Fire scene

Figure 14. DeLuz fire, 5 October 2013.

5.3. Night Fire Surveillance Test

Although there are only a few images in night scenes in our training dataset, it is still worthy
to test the network’s performance at night. Unfortunately, compare to the daytime surveillance,
smoke during the night is almost invisible, and the fire is very similar to the city lights like Figure 15,
unless the fire is already very large like Figure 16. Thus, night fire detection under a color camera is
very challenging, and performance will be better if infrared cameras are used instead of color cameras,
but unluckily, there are few infrared video clips or images about night fire available on the Internet.
Without sufficient data, it is difficult to train the network well.

Sample results of night fire detection are shown in Figures 15–18. Unlike the daytime surveillance,
there are very few night fires, so we cannot conduct a detection table similar to Table 2 which lists
the initial frame number when the fire starts in this section. Our system still detects all the night fire
events in some videos.

Figure 15. CaveFire, 25 November 2019.
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Figure 16. Boulder Colorado Fire, 6 September 2010.

Figure 17. Night forest fire, 28 August 2011.

Figure 18. Holy Fire, 6 August 2018.

5.4. Performance on No-Fire Videos

In this section, we run our model on a group of long video clips to test our false-alarm rate,
and the result is shown in Table 4. All videos record by whole days, which means they contain both
daytime and night scenes. Figures 19 and 20 show a daytime no-fire scene and a night no-fire scene
respectively. We can see that the false-alarm rates on all video clips are less than 0.22% except only one
video clip with an unexpected light with a long duration at night, and more than half of them are less
than 0.1%. Thus, our false-alarm rate is satisfying for a real-world forest fire surveillance task.
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Table 4. No-Fire Video Result of HPWREN Database.

Videos Name Frames Num False-Alarm Num False-Alarm Rate (%)

wilson-w-mobo-c 10,080 2 0.01984
wilson-s-mobo-c 10,074 2 0.01985
wilson-n-mobo-c 10,024 3 0.02993
wilson-e-mobo-c 10,028 43 a 0.4288

vo-w-mobo-c 10,009 5 0.04996
69bravo-e-mobo-c 1432 1 0.06983
69bravo-e-mobo-c 1432 0 0.0000

syp-e-mobo-c 1421 3 0.2111
sp-n-mobo-c 1252 2 0.1597
sp-w-mobo-c 1282 1 0.07800
sp-s-mobo-c 1272 2 0.1572
sp-e-mobo-c 1278 2 0.1565

a There is an unexpected long light shown in Figure 21b. We get same false-alarm result before and after
pruning and slimming in threshold of 0.99925. With lower the slimming threshold (0.9990), the false-alarm
rate will increase.

Figure 19. A HPWREN no-fire daytime frame, 3 November 2019.

Figure 20. A HPWREN no-fire night frame, 11 November 2019.

Now we will explain some false-alarm scenarios. As shown in Figure 21a, a system releases false
alarms because of dust. If it is omitted, we may also miss some small smoke. On the other hand,
this kind of false alarm is in single frames and then disappears for a few more frames, so it will not
cause too much trouble. Moreover, this kind of false alarm can be overcome by increasing the alarm
threshold value as we mentioned in the first paragraph of Section 5.

Another scenario where our system releases false alarms is because of light like in Figure 21b.
Unlike a large region of light like in Figure 15, light only existing in a very small region looks like
a spark. If it is omitted, we may also miss the real spark. Moreover, in a fixed surveillance tower, we
can manually set the system to ignore this block during the time the light is on.
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(a) (b)

Figure 21. False Alarms. (a) False alarm because of dust, 3 November 2019. (b) False alarm because of
light, 10 November 2019.

5.5. Comparison with Other Methods

In this section, we will compare our method with some other related works. It is hard to compare
the results from the HPWREN dataset with other methods because most of them are not open source,
nor state their training setting. Here we use the BoWFire dataset [39] for comparison. It contains 119 fire
images and 107 no-fire images, and it has been used as the test dataset by many related works [26–31].
The resolution of images in the BoWFire dataset are varied from 800× 450 to 1365× 1024, and many of
them are portrait. So if we resize them into 1080 P, the images will be blurred and the portrait images
will be deformed. So in this section, we resized them into 800× 600 instead, or 600× 800 if the image
is portrait. Then we divide the frame into 5× 7 or 7× 5 blocks with block size is 200× 200. Figure 22
shows two test result images, and Table 5 states our comparison with other methods. According to the
table, our method and that of Reference [31] are tied for the highest accuracy, while our method works
better with the lowest false-alarm rate.

(a) Fire image No.102 (b) No-fire image No.89

Figure 22. Test result on the BoWFire dataset.

Overall, in Section 5, we provided the test results on the daytime and night surveillance tasks.
As shown in Figures 9–11 and Figure 14, our system canbstill capture those very small smoke regions.
According to Table 2, our system can detect smoke soon after a fire occurs. We also provided the
false-alarm information for many long videos in Section 5.4. It shows that our system is very reliable in
long-term surveillance task. At the end, we also observed two false-alarm cases in Section 5.4 with the
analyzed reason why they happened and solutions that to avoid them by changing the threshold from
0.95 to a higher value, or manually blocking the sky and other possible confusing regions, if the system
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is installed in a fixed surveillance tower. At the end, we compared our method with some related
works about the performance on the BoWFire dataset. Our method has the advantage of the lowest
false-alarm rate. As we have mentioned in the first paragraph of Section 5, a very low false-alarm rate
is very important to a long-term surveillance system.

Table 5. Comparison with Other Methods.

Method Detection Rate (%) False-Alarm Rate (%) Accuracy (%)

Muhammad et al. [26] 97.48 18.69 89.82
Muhammad et al. [33] 93.28 9.34 92.04

Chaoxia et al. [31] 92.44 5.61 93.36
Our Method 91.60 4.67 a 93.36

a There are two smoke images labeled as no-fire as shown in Figure 23. Our method managed to detect
them, but we still count them as false-alarm cases here for comparison because they are not discussed
in References [26–31]. If we count them as true-detected cases, then our three rates are 91.74%, 2.80% and
94.25%, respectively.

(a) No-Fire Image No.63 (b) No-Fire Image No.64

Figure 23. Two smoke images on the BoWFire no-fire test dataset.

6. Conclusions

In this paper, we proposed a block-based forest fire detection method via transfer learning.
We introduced a novel pruning and slimming method using Fourier analysis to meet the lower time
and storage requirements of edge devices. We use a block based strategy so it matches the high
resolution of common surveillance cameras without performing any down-sampling. Down-sampling
may cause information loss and small smoke plumes may become invisible. Therefore, our block based
approach does not suffer from down-sampling and it can help locate the smoke locations as shown
in Figure 7 We have tested various video clips in both daytime and night scenarios and obtained
a satisfactory recognition performance. The system did not miss any smoke videos. The algorithm
may not detect smoke in some frames but it detected all smoke events. This is because when the smoke
is very large, its shape will be similar to the cloud, while we have added many cloud features in the
training dataset to reduce false-alarms due to clouds. On the other hand, a well-developed forest
fire surveillance system should be able to detect the fire immediately whenever it occurs within the
viewing range of the camera. This can be achieved by fusing classical computer vision based wildfire
detection methods and deep learning based methods.

In future work, we will add more images to our training dataset, which will improve the accuracy
of our system. We will get more surveillance video clips from our installed wildfire monitoring
cameras and new video clips from HPWREN. We will update our real-time forest fire surveillance
system with the software described in this paper. Our NVIDIA Jatson Nano implementation was
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installed in one location and we will collect more data during the summer of 2020 and improve the
proposed algorithm.
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