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Preface to ”Power Converters, Electric Drives and

Energy Storage Systems for Electrified Transportation

and Smart Grid”

It is expected that by 2050, around 65%–70% of the world’s population to live in urban areas. As

our cities become bigger and smarter, this trend leads to new opportunities for specialized and flexible

electric vehicles (EVs) designs, new vehicle architectures in order to ensure urban-readiness, such

as compatibility with charging infrastructure, appropriate range, different implementation levels of

infrastructure, and smart technology. In the next-generation of EVs, power and efficiency are critical.

These factors drive the need for new power electronic converters, optimization of powertrain design

and power management solutions to optimize system efficiency. Based on these assumptions, the

huge interest coming from industry and research centers, and following our previous successful

Special Issue with more than 20 papers published, which acquired in the last 3 years more than 400

citations and 50,000 views, we decided to open a new Special Issue. The Special Issue, entitled “Power

Converters, Electric Drives and Energy Storage Systems for Electrified Transportation and Smart

Grid”on MDPI Energies presents 10 accepted papers from 18 submitted, as well as an Editorial, with

authors from Europe, US, Asia, and Africa. The published papers are related to the emerging trends

in solar power, energy storage, electric drives and power electronic converters based on specific

optimization and control methods and algorithms, with focus on electric vehicles and charging

stations-based RES towards smart/micro grids. An extensive exploitation of renewable energy

sources is foreseen for smart grid, as well as a close integration with the energy storage and recharging

issues of the electrified transportation systems. Innovation at both algorithmic and hardware (i.e.,

power converters, electric drives, electronic control units, energy storage modules, and charging

stations) levels are also proposed.

Lucian Mihet-Popa, Sergio Saponara

Editors
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The proposed special issue (SI) has invited submissions related to renewable energy,
energy storage, power converters and electric drive systems for electrified transportation
and smart grid applications [1–10]. The particular topics of interest have included:

• New emerging technologies for power converters, electric drives and energy storage;
• Aging mechanisms of power converters, electric drives and energy storage devices;
• Electronic control units for energy storage system (ESS) monitoring and management;
• Online estimation of state-of-charge (SoC) and state-of-health (SoH);
• Power electronic converters for renewable energy sources (RES);
• Fast chargers and smart chargers for electric-vehicles, including wireless power transfer;
• Integration of charging infrastructures in the smart grid for e-transportation;
• Predictive diagnostic for renewables and ESS;
• Methods for design and verification of hardware (HW) and software (SW) for energy

storage and renewables;
• Embedded systems, machine learning (ML), artificial intelligence (AI) and deep neural

network (DNN) for energy storage, conversion and management;
• Integration of Internet of Things (IoT) and digitalization into e-transportation.

Research and technology transfer activities in ESS, such as batteries and super/ultra-
capacitors, are essential for the success of electric transportation and to foster the use of RES.
ESS are the key to increase the adoption of RES in the smart grid. However, major challenges
have yet to be solved, such as the design of high-performance and cost-effective ESS, the
on-line estimation of SoC/SoH)of batteries and super/ultra-capacitors, the estimation of
aging effects, the design and optimization of fast chargers and the integration within the
smart grid of the charging infrastructure for electrified transportation [11–13]. The strategic
interest for this R&D activity is proved by the rise of initiatives such as the Battery 2030+
initiative or the European Battery Alliance [14], where a mixed effort of the European
commission, industries and research organizations aims at developing an innovative,
sustainable and competitive battery “ecosystem” in Europe.

Power converters and electric drives also need optimization in terms of increased
efficiency and implementation of predictive diagnostic features. Beside the HW parts, the
role of the SW is also increasing, and new design and verification methods have to be inves-
tigated to achieve high functional safety levels. Due to the increasing role of Information
and Communication Technology (ICT) in smart grid and electrified transportation, toward
an Internet of Energy scenario, cybersecurity is also becoming a key issue.

The main objective of the 10 manuscripts published in this SI is, hence, to provide
timely solutions for the design and management of ESS, of RES and of the relevant power
electronics converter topologies and their control and modulation techniques. The accepted
articles addressed these issues from the low component level, up to the integration of all
these sub-systems within the smart grid for e-transportation and smart/green cities.

1



Energies 2021, 14, 4142

The SI includes, after a strict review process, 10 papers, of which nine are original
research papers [1–9] and one is a comprehensive review paper [10].

The first work [1], entitled “Minimization of Cross-Regulation in PV and Battery
Connected Multi-Input Multi-Output DC to DC Converter”, written by a group of authors
from India and South Africa, Vibha Kamaraj et al., deals with a digital model predictive
controller (DMPC) for a multi-input multi-output (MIMO) DC-DC converter interfaced
with renewable energy resources in a hybrid system. This paper proposes a controller,
which increases the speed of response maintaining the output stable by regulating the load
voltage independently. To prove the efficacy of the proposed DMPC controller, simulations
followed by the experimental results are executed on a hybrid system consisting of a
dual-input dual-output (DIDO) positive Super-Lift Luo converter (PSLLC) interfaced with
a photovoltaic (PV) renewable energy resource.

The second paper [2], entitled “Voltage-Balancing Strategy for Three-Level Neutral-
Point-Clamped Cascade Converter under Sequence Smooth Modulation”, by Le Yu et al.,
from China, mainly discusses the open-circuit fault in the DC-side of the three-level neutral-
point clamped cascaded converters (3LNPC-CC). A sequence smooth modulation (SSM)
optimized by the sequence pulse modulation to keep the DC-side voltage balance while
the 3LNPC-CC suffers an open-circuit fault from the DC-side is proposed. The SSM
found an efficient switch-state path through a 3D cube model and simplified the path
from thousands of switch states. The SSM avoids the complex calculation in the voltage-
balancing modulation, while its dynamic characteristics were less influenced. At the same
time, the modulation changes the voltage level smoothly and balances the fault DC-side
voltage effectively.

The third paper [3], entitled “Technical and Economic Analysis of One-Stop Charging
Stations for Battery and Fuel Cell EV with Renewable Energy Sources”, written by Saumya
Bansal et al., a group of authors from the Netherlands, Denmark, Norway and China,
investigates a technical and economic analysis of a one-stop charging station for battery
electric vehicles (BEV) and fuel cell electric vehicles (FCEV). The hybrid optimization
model for electric renewables (HOMER) SW and the heavy-duty refueling station analysis
model (HDRSAM) are used to conduct the case study for a one-stop charging station. A
total of 42 charging station scenarios by considering two systems (a grid-connected system
and an off-grid connected system) are analyzed. For each system three different charging
station designs (design A—hydrogen load; design B—an electrical load, and design C—an
integrated system consisting of both hydrogen and electrical load) are set up for analysis.
Furthermore, seven potential wind turbines with different capacity are selected from the
HOMER database for each system. A total of 18 scenarios are analyzed with variations
in the hydrogen delivery option, production volume and hydrogen dispensing option.
The optimal solution from HOMER for a lifespan of 25 years is integrated into design
C with the grid-connected system. The optimal solution design consists of tube trailer
as hydrogen delivery with a cascade dispensing option at 350 bars together with a high
production volume.

The fourth paper [4], entitled “Design of Adaptive Controller Exploiting Learning
Concepts Applied to a BLDC-Based Drive System”, by P. Dini and S. Saponara, from the
University of Pisa-Italy, proposes a novel and innovative control architecture, which takes
its ideas from the theory of adaptive control techniques and the theory of statistical learning
at the same time. The main idea was to divide the architecture of the adaptive controller
into three different levels, considering the architecture of a classical neural network with
several hidden levels. The design of the control system is reported from both a rigorous and
an operational point of view. As an application example, the proposed control technique is
applied on a second-order non-linear system. The authors consider a servo-drive based on
a brushless DC (BLDC) motor, whose dynamic model considers all the non-linear effects
related to the electromechanical nature of the electric machine itself, and also an accurate
model of the switching power converter. The reported example shows the capability of
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the control algorithm to ensure trajectory tracking while allowing for disturbance rejection
with different disturbance signal amplitudes.

The fifth paper [5], entitled “Trusted Simulation Using Proteus Model for a PV System:
Test Case of an Improved HC MPPT Algorithm”, by Abdelilah Chalh et al., from Morocco
and Saudi Arabia, presents a trusted simulation of a PV system designed with the Proteus
SW. The proposed PV simulator can be used to verify and evaluate the performance of
MPPT algorithms with a closer approximation to the real implementation. The main
advantage of this model is related to the fact that the same code for the MPPT algorithm
can be used in the simulation and the real implementation. In contrast, when using a SW
program/simulation tool, like PSIM or MATLAB/Simulink, the code of the algorithm
must be rewritten once the real experiment begins, because these tools do not provide
a microcontroller or an electronic board in which our algorithm can be implemented
and tested in the same way as the real experiment. A modified Hill-Climbing (HC)
algorithm is also introduced. The proposed algorithm can avoid the drift problem posed
by conventional HC under a fast variation in insolation. The simulation results show that
this method presents good performance in terms of efficiency (99.21%) and response time
(10 ms), which improved by 1.2% and 70 ms, respectively, compared to the conventional
HC algorithm.

The sixth paper [6], written by A. Plesca and Lucian Mihet, from the Technical Univer-
sity of Iasi-Romania and Østfold University College-Norway, entitled “Thermal Analysis
of Power Rectifiers in Steady-State Conditions”, proposes a new mathematical model to
calculate the junction and the case temperature in power diodes as part of a three-phase
bridge rectifier used in electric traction applications, which supplies an inductive-resistive
load. The new thermal model may be used to investigate the thermal behavior of the
power diodes in a steady-state regime for various values of the tightening torque, direct
current through the diode, airflow speed and load parameters (resistance and inductance).
The obtained computed values were compared with 3D thermal simulation results and
experimental tests.

The seventh paper [7], entitled “Microcontroller-Based Strategies for the Incorpo-
ration of Solar to Domestic Electricity”, by Mabunda and Joseph, from the University
of Johannesburg-South Africa, deals with innovative methods to reduce the reliance on
national grid energy and to supplement this source of energy with alternative methods.
A microcontroller is used to monitor the energy consumed by household equipment and
then decide, based on the power demand and available solar energy. In this research, a
special circuit was also designed to control geyser power and align it to the capacity of the
RES. This geyser control circuit includes a Dallas temperature sensor and a triode for an al-
ternating current (TRIAC) circuit that is included to control the output current drawn from
a low-power, RES. Alternatively, two heating elements may be used instead of the TRIAC
circuit. The first heating element is powered by solar to maintain the water temperature
and to save energy. The second heating element is powered by national grid power and is
used for the initial heating, and therefore saves water heating time. The strategy used was
to add a programmed microcontroller-based control circuit and a low power element. The
current is the controlled element of the geyser circuit thereby photovoltaic (PV) energy was
used to save the energy geysers consume from the domestic electricity source when they
are not in use.

The eight work [8], authored by Dini and Saponara, entitled “Cogging Torque Re-
duction in Brushless Motors by a Nonlinear Control Technique”, addresses the problem
of mitigating the effects of the cogging torque in PM synchronous motors, particularly
brushless motors, which is a main issue in precision electric drive applications. A method
for mitigating the effects of the cogging torque is proposed, based on the use of a nonlinear
automatic control technique known as feedback linearization, that is ideal for underac-
tuated dynamic systems. The aim of this work was to present an alternative to classic
solutions based on the physical modification of the electrical machine to try to suppress the
natural interaction between the PMs and the teeth of the stator slots. Such modifications of
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electric machines are often expensive because they require customized procedures, while
the proposed method does not require any modification of the electric drive. With respect
to other algorithmic-based solutions for cogging torque reduction, the proposed control
technique is scalable to different motor parameters, deterministic and robust, and hence
easy to use and verify for safety-critical applications. As an application case example,
the work reports the reduction of the oscillations for the angular position control of a PM
synchronous motor vs. classic proportional-integrative (PI) cascaded control.

The ninth work [9], entitled “Spatio-Temporal Model for Evaluating Demand Response
Potential of Electric Vehicles in Power-Traffic Network”, by Chen et al., a group of authors
from China and UK, introduces a composite methodology that takes into account the
dynamic road network (DRN) information and fuzzy user participation (FUP) for obtaining
spatio-temporal projections of demand response potential from electric vehicles (EV) and
the EV aggregator. A dynamic traffic network model taking over the traffic time-varying
information is developed by graph theory, and a trip chain based on a housing travel
survey is set up, where the Dijkstra algorithm is employed to plan the optimal route of
EVs in order to find the travel distance and travel time of each trip of EVs. To demonstrate
the uncertainties of the EVs’ travel pattern, a simulation analysis is conducted using the
Monte Carlo method. Subsequently, the authors suggest a fuzzy logic-based approach to
uncertainty analysis that starts with investigating EV users’ subjective ability to participate
in a DR event, and develop the FUP response mechanism, which is constructed by three
factors including the remaining dwell time, remaining SOC and incentive electricity pricing.
The FUP is used to calculate the real-time participation level of a single EV. Finally, the
authors use a simulation example with a coupled 25-node road network and 54-node
power distribution system to demonstrate the effectiveness of the proposed method.

Last but not least, the tenth contribution [10] is a comprehensive review paper by
S. Vadi et al., a group of authors from Turkey (Gazi University), Denmark (Aalborg Uni-
versity) and Norway (Østfold University College), entitled “A Review on Optimization
and Control Methods Used to Provide Transient Stability in Microgrids”. The authors
propose a comprehensive review on optimization and control methods in Microgrids, with
DERs such as PV systems and wind turbines, and storage systems. The paper also points
out the fact that the microgrids are an efficient source in terms of inexpensive, clean and
renewable energy for distributed RES that are connected to the existing grid, but these
RES can also cause many difficulties to the microgrid due to their characteristics. These
difficulties mainly include voltage collapses, voltage and frequency fluctuations and phase
difference faults in both islanded and grid-connected operation modes. That is why the
stability of the microgrid structure is necessary for providing transient stability using intel-
ligent optimization methods to eliminate the abovementioned difficulties that affect power
quality. This paper also highlights some optimization and control techniques that can be
used to provide transient stability in the islanded or grid-connected operation modes of a
microgrid-based RES.

In conclusion, the SI entitled “Power Converters, Electric Drives and Energy Stor-
age Systems for Electrified Transportation and Smart Grid” has accepted for publication
10 original research papers, among which one comprehensive review paper, related to the
emerging trends in solar power, energy storage, power converters and electric drives. These
open-access publications already received by now more than 50 citations (with approx.
9000 views).

This SI follows the previous successful SI [13] in Energies, entitled “Energy Storage
Systems and Power Conversion Electronics for E-Transportation and Smart Grid”, which
published 21 papers from 40 submitted.

The published articles provide an overview of the most recent research advances in
Microgrids, exploiting the opportunities offered by the use of RES, BESS, power converters,
innovative control and energy management strategies. These publications have also
been addressing both algorithmic-level and HW-level works, where the focus was on
applications such as transportation electrification (full EV and hybrid EV (HEV), mainly
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for automotive and railway scenarios) and the evolution of the microgrid to a smart grid,
with a massive use of RES. Moreover, a close integration is foreseen between the smart
electric grid and the electrified vehicles due to the need of an efficient and fast recharging
infrastructure. Adaptive control methods for brushless DC motor (BDCM) Drives as well
as voltage balancing strategies for cascade power converters with smooth modulation
techniques have also been highlighted.

Based on our previous records, obtained from this SI’s publications and the previous
one, we have already decided, together with MDPI Energies Editors, to launch a new SI on
a similar topic.

Funding: This research received no external funding.

Acknowledgments: The authors are grateful to the MDPI publisher for the possibility to act as
guest editors of this special issue and want to thank the editorial staff of Energies for their kind
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Abstract: Currently, most of the vehicles make use of fossil fuels for operations, resulting in one of the
largest sources of carbon dioxide emissions. The need to cut our dependency on these fossil fuels has
led to an increased use of renewable energy sources (RESs) for mobility purposes. A technical and
economic analysis of a one-stop charging station for battery electric vehicles (BEV) and fuel cell electric
vehicles (FCEV) is investigated in this paper. The hybrid optimization model for electric renewables
(HOMER) software and the heavy-duty refueling station analysis model (HDRSAM) are used to
conduct the case study for a one-stop charging station at Technical University of Denmark (DTU)-Risø
campus. Using HOMER, a total of 42 charging station scenarios are analyzed by considering two
systems (a grid-connected system and an off-grid connected system). For each system three different
charging station designs (design A-hydrogen load; design B-an electrical load, and design C-an
integrated system consisting of both hydrogen and electrical load) are set up for analysis. Furthermore,
seven potential wind turbines with different capacity are selected from HOMER database for each
system. Using HDRSAM, a total 18 scenarios are analyzed with variation in hydrogen delivery option,
production volume, hydrogen dispensing option and hydrogen dispensing option. The optimal
solution from HOMER for a lifespan of twenty-five years is integrated into design C with the
grid-connected system whose cost was $986,065. For HDRSAM, the optimal solution design consists
of tube trailer as hydrogen delivery with cascade dispensing option at 350 bar together with high
production volume and the cost of the system was $452,148. The results from the two simulation tools
are integrated and the overall cost of the one-stop charging station is achieved which was $2,833,465.
The analysis demonstrated that the one-stop charging station with a grid connection is able to fulfil
the charging demand cost-effectively and environmentally friendly for an integrated energy system
with RESs in the investigated locations.

Keywords: battery operated electric vehicles; fuel cell electric vehicles; one-stop charging station;
renewable energy sources

1. Introduction

We are living in a very exciting period because global energy systems are going through a major
transformation. One of the main reasons for it is the climate shift which has made it necessary to shift
from non-renewable resources to renewable resources in order to build a low-carbon, climate-safe
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future. In recent years, the demand of renewable energy systems has increased. After the 2015,
United Nations Climate Change Conference (COP21) agreement in Paris, many countries have issued
a statement regarding the ban on the use of the internal combustion engines (ICE) [1]. For example,
in 2018, Denmark announced that it will ban the sale of new cars with ICE by 2030 and hopes to
have one million electric and hybrid cars on the roads by then [2]. Electric vehicles (EV) will play a
major part in smart grids with a high penetration of renewables [3–5]. The number of EVs and fuel
cell vehicles has been on the rise in the past few years. It is also predicted that by 2020 the total cost
of a personal use EV could be the same as an ICE [6,7]. However, even if the cost of the EVs goes
down in the future, shortage of available charging stations and limited distance travelled on a single
charge are the major reasons impeding the purchase of these EVs, as seen in Figure 1 [1]. Hence, it is
quite important to develop an optimal design for an integrated charging station which is able to meet
the needs.
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Figure 1. Top reasons for not purchasing an electric vehicle (EV) [1].

Denmark has a well-established natural gas grid, and here hydrogen and biogas can play a
complementary role in terms of providing stored, renewable energy in large quantities to the Danish
energy system. Furthermore, the European Union has provided funding of EUR 40 million for the
production of 600 hydrogen buses, of which one-third will be provided to Denmark [8]. With this
green transition development of hydrogen refueling stations is quite imperative. Simultaneously, fuel
cell electric vehicles (FCEV) are receiving more focus and stronger support. The charging solutions for
both battery electric vehicles (BEVs) and FCEVs are developed and operated independently as they are
often seen as two competitive technologies. These two types of charging stations can be integrated
into a one-stop charging station, acting as an interface to an integrated energy system, which includes
electricity, transportation, and gas. This one-stop charging station will cater to both the BEVs and
FCEVs. These circumstances make Denmark an ideal place to demonstrate the power-to-gas solutions.

To transform DTU-Risø campus into 100% renewable campus in the coming years, a case study
was conducted by using a fleet of battery-operated electric cars. Adding to this, an integrated charging
station for both electric and fuel cell vehicles will bring it one step closer to achieving the aim. To achieve
this goal, an example will be set up for other campuses/community to convert into a climate-friendly
future integrated energy system with high penetration of renewable energy sources (RESs). The main
contribution of this paper is to find an optimal solution for the charging of fuel cell electric vehicles
and battery-operated vehicles by answering the following questions:

• What is the minimum capacity of the renewable energy required to meet the load demand?
• What is the minimum cost of the system to achieve the charging demand of a particular region?
• Will the increase in the capacity of the renewables help in decreasing the cost of the system?
• Which renewable configuration (grid connectivity or off-grid) provides the most

economical solution?
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• Will developing an integrated energy system for both fuel cell vehicles and battery-operated
vehicles be more cost-effective as compared to the stand-alone systems?

So far, many researchers people have used the hybrid optimization model for electric renewables
(HOMER) software to find an optimal solution for an electrical load with combinations of different
energy sources for producing energy. For example, Edwin Moses in his research used HOMER to
find an optimal solution for providing energy to a small village. In this paper the author used wind
turbines, Photovoltaics (PV) and bio-diesel generator for producing energy for an electrical load for a
small remote rural village. The optimal solution included the use of a hybrid system consisting of
solar PV and a bio-diesel generator for producing energy for the village [9]. David Restrepo used
the HOMER simulation for a scenario-based optimization. His work consisted of analysis of two
different scenarios with the same load requirements for a location in Medellin, Columbia. The first
case considered renewable energy sources and a diesel generator but in a stand-alone configuration.
The second case also considered renewable sources but in grid-tied configuration. Both cases showed
that PVs are significant contributions for power generation [10].

The work done by previous researchers showed that a multi scenario-based analysis with different
source of renewables to obtain an optimal solution can be done. However, it does not include a
charging station as they just use HOMER for power generation and a maximum of two scenario-based
optimization analysis. The analysis in this paper takes advantage of two different models-HOMER and
heavy-duty refueling station analysis model (HDRSAM), which were integrated to find an optimal
solution for a one-stop charging station. The major differences which are included in this paper are the
use of different types of loads—hydrogen load and electrical load; use of hundred percent renewables
for energy production. Different design scenarios with different system connection setup and use of
different types of wind turbines sets the research in this paper aside from the previous work done.

The rest of the paper is structured as follows: The system setup description is briefly introduced in
Section 2. Section 3 presents the simulation tools used to analyze and design the system. The economic
and technical results are described and discussed in Section 4. Finally, a conclusion is drawn in
Section 5, followed by the discussion on future research.

2. System Setup Description

The investigated system included three types of charging stations: hydrogen refueling station,
electrical charging station, and an integrated station with a charging load demand representing the
load profile. The charging demand was for one fuel cell bus and fifteen battery-operated electric cars.
The hybrid optimization model for electric renewables (HOMER) developed by the National Renewable
Energy Laboratory was the tool used for simulation and optimization for energy production in the
study case [11] HOMER has a large inbuilt database of different components, such as photovoltaics,
wind turbines, hydro, reformers, batteries, electrolyzer, hydrogen tank, grid, boilers, thermal load
controllers, generators, etc. Analysis with HOMER requires information on resources, economic
constraints, and control methods. It also requires inputs on component types, their numbers, costs,
efficiency, longevity, etc. To find the optimal system set up different configurations of components
that the system should have, were optimized. All these configurations were simulated, the infeasible
ones were discarded and only the feasible ones are presented, the system with the lowest total net
present cost being the optimal system configuration. HOMER only takes into account the energy
production and not the charging station part. To integrate the charging station part in the analysis,
a heavy-duty refueling station analysis model (HDRSAM) was used to analyses the charging station
for the fuel cell bus by optimization to find out the least cost refueling configuration from various
refueling station combinations and demand profiles [12]. It included the data on station configuration,
component technologies and cost of interest to government agencies and industry stakeholders. It was
assumed that a specific charging station for the battery-operated cars was not required and was treated
only as an electric load. The use of these two models was done to get a multi integrated system that
included the whole well to wheel process. The final cost of the system was found by adding the
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optimal solutions from the two case analyses. The system design flowchart is shown in the Figure 2
The design criteria for finding the optimal solution for charging stations are defined below.

- All the electricity came from local renewables, and no electricity was bought from the grid.
- Excess electricity could be sold back to the grid in grid-connected systems.

 

 

 

Figure 2. The flowchart of the system design. 
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Further, the inputs required for the analysis were the charging demand (hydrogen load and the
electrical load profiles), components specifications, and the available local energy sources. These inputs
were then used in the design of models HOMER and HRSADM to obtain an optimal solution.

2.1. Locations and Local RESs

The Danish Technical University (DTU)-Risø campus is located near Roskilde in Denmark
(55◦41′32.03” N 12◦05′52.21” E) and the DTU-Lyngby campus is about 14 km north of Copenhagen
(55◦46′20.96” N 12◦30′06.32” E). The driving distance between these two campuses is around 42 km,
as shown in Figure 3.

 

 

 
 

 
Figure 3. Location of the two Danish Technical University (DTU) campuses.
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The shuttle bus/cars service ran between the two campuses during the day time. The electric cars
were used by small groups of students and staff travelling within the Risø campus and also between
the two campuses. The monthly average RESs generation data (left axis) and clearness index (right
axis) are shown in the Figure 4. The average wind speed for the location is 5.49 m/s and the solar
global horizontal irradiance is 2.9 kWh/m2. The average clearness index (0-cloudy, 1-Sunny) is 0.455.
In HOMER the clearness index is defined as a measure of the clearness of the atmosphere. It is the
fraction of the solar radiation that is transmitted through the atmosphere to strike the surface of the
Earth. It is a dimensionless number between 0 and 1. The clearness index has a high value under clear,
sunny conditions, and a low value under cloudy conditions [11].
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Figure 4. The average monthly renewable energy source (RES) generation data at DTU-Risø.

2.2. Load Profile

A typical fuel cell bus takes 40 kgs of hydrogen and can travel 440 km with a full tank [13].
The fuel cell bus was used between the two campuses and made five round trips through the day and
the charging of the fuel cell bus took place over the night from 20:00 to 08:00 so that it could be used
during the day. The load profile of 40 kg/day was spread equally between the twelve hours giving an
average load of 3.33 kg/h.

While each battery-operated car had battery energy of 30 kWh/day, the total electrical load was
450 kWh/day for 15 EVs. It was also assumed that the charging was DC system type charging. Five cars
were charged during the night from 20:00 to 08:00, and ten cars were charged during the day time from
08:00 to 20:00. During night time, the load of five cars was spread equally over twelve hours giving
us the average load of 12.5 kW. While during the day time the load of ten cars was spread equally
over twelve hours giving the average of 25 kW. The average load for the whole day was 18.75 kW.
The hourly load profiles of one day are shown in the Figure 5.
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3. System Analysis Using HOMER Software and HDRSAM Model

Using HOMER software, the analysis at DTU-Risø campus was conducted for three design
scenarios–design A (hydrogen load for a fuel cell bus), design B (electrical load for battery-operated
electric cars), and design C (both hydrogen and electrical load for electrical cars and fuel cell bus).
Design C is basically an integrated one-stop charging station which caters to both the BEVs and FCEVs.
Each design further had two system configurations: grid-connected and stand-alone/off-grid.

The basic configuration for the three designs is shown Figure 6. In all the designs, wind energy
was considered to be the primary source of energy. An electrolyzer driven by RES (wind in this case)
was used for hydrogen production to fulfil the hydrogen load for a fuel cell bus. A hydrogen tank
was used for storing the excess hydrogen. When the energy produced by the wind was not enough
to fulfil the required hydrogen load, hydrogen from the tank was used. In case of grid connection
configuration, a grid was present to which the excess electricity could be sold. In the off-grid system,
the grid component was not used. Other components of the system were a power electronic converter
to convert the current from AC to DC and a generic Li-ion battery for energy storage.  
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Figure 6. System configuration for different designs in the hybrid optimization model for electric
renewables (HOMER).
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3.1. Component Specifications

3.1.1. Wind Turbine

Seven wind turbines selected for system analysis are listed in the Table 1. Wind turbines ranging
from 500 kW to 1500 kW were investigated. The lifetime for each wind turbine was considered to
be 25 years for each scenario. The wind turbines in our analysis had an alternating electrical bus
connection. The onshore wind installation cost in Denmark is $1.6 million per MW, while the operation
and maintenance cost are around $35 per kW [14].

Table 1. List of the investigated wind turbines.

Wind Turbine Model Turbine Size (kW) Hub Height (m)

Windflow 45 500 38
Vestas V47 660 50

Enercon E-53 800 73
Leitwind 80 850 80
EWT DW 61 900 75
Leitwind 90 1000 97.5
Leitwind 86 1500 100

3.1.2. Electrolyzer and Hydrogen Storage

The size of the electrolyzer used in the analysis varied from 100 kW to 600 kW. The efficiency
of the electrolyzer was 85% and the lifetime was considered to be 15 years. The capital cost of the
electrolyzer used in our study was $368 per kW, and the replacement cost was taken as 50% of capital
cost, $184 per kW, and the operational and maintenance cost was 10% of capital cost, $35 per kW [15].
The size of the hydrogen tank varied from 100 kg to 400 kg. The capital cost of the hydrogen tank was
taken to be $623 per kg, the replacement cost was the same as the capital cost, and the operational and
maintenance cost was taken to be 5% of the capital cost $35 per kg [16].

3.1.3. Battery Storage System and Power Converter

A Li-ion battery of capacity 100 kWh, with a nominal capacity of 167 Ampere-hour (Ah), round
trip efficiency of 90% was used for electricity storage in design B and C. The capital cost of the battery
per quantity was considered to be $15,000, the replacement cost was also the same as the capital cost,
and the operation and maintenance cost was estimated at $1000 per battery per year [6].

In addition, a caterpillar bidirectional power converter CATBDP250 was used. The size of
the convertor varied from 250 kW to 750 kW. The lifetime and efficiency of this converter were
estimated at twenty-five years and 96%, respectively. The capital cost of the convertor was $94 per kW,
the replacement cost was the same as the capital cost and the operational and maintenance cost was
$10 per kW [17].

3.1.4. Grid

A simple model of the grid was used; this operation mode allows specifying a constant power
price, sellback price and sale capacity. For an off-grid system, this system is not added. The price for
the electricity for the industry in Denmark for the year 2017 was 0.095 $/kWh, while the grid sellback
price was taken 0.045 $/kWh [18]. The cost of all the components is listed in the Table 2.
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Table 2. Cost of the components.

Capital Cost ($) Replacement Cost ($) O & M Cost ($)

Hydrogen Tank (per kg) 623 623 35
Electrolyzer (per kW) 368 184 35
Converter (per kW) 94 94 10

Battery (per quantity) 15,000 15,000 1000
Wind Turbine ($/MW) 1,666,670 1,666,670 35,000

PV Module ($/kW) 1200 1200 18

The total net present cost of the system is the present value of all the costs the system incurs over
its lifetime. The project lifetime was taken to be twenty-five years, while the nominal discount rate
and the inflation rate were kept at 8% and 2%, respectively. The cost of the system included all the
capital cost, replacement cost, Operation & Maintenance(O&M) cost, fuel cost, emission cost, cost of
buying power from the grid. It also included the earnings from selling of the excess energy if a grid
connection was present. This was the main economic output, the value by which it ranked all the
system configurations in the optimized results. The net present cost or the life cycle cost of individual
components was calculated and then of the system as a whole. The nominal cost of each component
was calculated by adding the capital cost, replacement cost, salvage cost, O&M cost, and the fuel cost.
Salvage cost is the residual value of the power system components at the end of the project lifetime.
The salvage cost is different for each component. This amount is subtracted from the sum of the capital
cost, replacement cost, and O&M cost to get the total cost of each component. HOMER multiples the
nominal cost with the discount factor for each year and then sums all the cost for each year, to get
the discounted total for each component. The discount factor and the salvage cost were calculated by
HOMER [11].

3.2. Optimization Variables

By using of HOMER, all possible combinations of system types can be investigated in a single
run, and then sorts the systems according to the optimization variable of choice. The search space in
HOMER helped us to define the capacity or the quantities of the various components used. HOMER
uses these values to simulate all of the system configurations which are feasible. HOMER simulates
every configuration in the search space and only shows the feasible solutions. The feasible solutions
are then presented from the lowest to highest net cost of the system. Optimization variables used in
the analysis included the number of wind turbines and number of batteries, electrolyzer capacity (kW),
converter capacity (kW), and hydrogen tank (kg), which were the key optimized values to answer the
research questions in the Section 1.

3.3. Sensitivity Variables

A sensitivity analysis can be performed by inputting multiple values for a particular input variable.
HOMER repeats the optimization process for each of value assigned to the variables. Three sensitivity
variables (capacity shortage, maximum unmet hydrogen load factor, and renewable fraction) were
used in the analysis. Capacity shortage is the shortfall that occurs between the required operating
capacity and the actual operating amount that the system can provide. HOMER considers any system
that experiences unmet load as infeasible, only if a system is able to meet the demand, the system
is termed as feasible. The default value of the capacity shortage was zero but was varied from zero
percent to 100% in the analysis. This parameter was only for the battery-operated vehicles which were
represented by the electrical load. Similarly, for fuel cell bus another factor called unmet hydrogen load
was taken into account, the same principle as capacity shortage implied for this, but for fuel cell buses
represented as hydrogen load. The default value for this parameter was zero, but was varied from zero
to 100% to check how much of the hydrogen load could be fulfilled by a particular type of renewable.
The renewable energy fraction was varied from 98% to 100%; however, as discussed in the research
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question and the design criterion that all the energy came from renewable energy sources making the
renewable energy fraction fixed to 100%. This also took into account that no energy was being bought
from the grid. The optimal solution will be the one where the capacity shortage is zero percent, unmet
hydrogen load is zero percent, and the renewable fraction is hundred percent. By doing this, it ensures
that all the energy is from the renewables. The sensitivity analysis will help in determining whether a
scenario is able to fulfill a load profile or not. If not, then by what percentage was the load profile not
fulfilled for both capacity shortage and hydrogen unmet load.

3.4. HDRSAM Analysis

The HDRSAM model was used for the fuel cell bus refueling analysis. The number of years for
analysis, amount of hydrogen per vehicle and the discount rate were kept the same as in HOMER.
The schedule for refueling the busses was also kept same as that of the load profile used in HOMER.
In this way, HDRSAM could be integrated into the HOMER model simulation by adding a new module
function of refueling analysis. The charging of the bus took place during the night. Two types of station
options were present—a gaseous hydrogen station and a liquid hydrogen station. For our analysis only
the gaseous hydrogen station was considered. While the dispensing option varied from 350 or 700 bar
cascade dispensing, 700 bar booster compressor, 350 or 700 bar vaporization or compression and
350 bar cryo-pump dispensing, the production volume of the components varied from high, medium
to low. Overall, there were more than hundreds of input parameters in the HDRSAM model. They
were kept to their default value for our analysis.

A total of 18 scenarios were analyzed with variation in hydrogen delivery option (tube trailer
or pipeline delivery), production volume (low, mid or high), hydrogen dispensing option (cascade
dispensing or booster compressor dispensing), and hydrogen dispensing option (350 bar or 700 bar).
The general economic assumptions are listed in the Table 3. It was assumed that the station started in
2019, with a one-year construction period. The fueling rate was taken as the default value of 1.8 Kg/min.
It was also assumed that the station was utilized as 100% of its capacity through the year.

Table 3. General assumption for the heavy-duty refueling station analysis (HDRSAM) model.

Assumed start-up year 2019

Construction Period (year) 1

Desired year dollars for cost estimates 2016

Real after-tax discount rate (%) 0.08

Analysis period (years) 25

Max. dispensed amount per vehicle(kg) 10

Refueling rate (kg/min) 1.8

Vehicle fill time (min) 5.6

Vehicle lingering time (min) 5

The model outputs were three key economic figures, the cost of the hydrogen, station capital
cost, and time to positive return on investment. The hydrogen cost that is presented here was only
for owning and operating the station. The components whose cost was included in the system were
dispenser, storage, compressor/pump, refrigeration, electrical, controls, and others.
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4. Simulation Results and Discussion

4.1. HOMER Analysis Results

A total of 42 scenarios were analyzed using HOMER. Seven different wind turbines (WT) with
capacity ranging from 0.5 MW to 1.5 MW were used in each design, A, B, and C, each presenting
different load profiles with two systems grid and off-grid, as shown in Figure 7.
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A comparison of design A, B, and C for the grid-connected systems is shown in the Figure 8.
The general trend of increasing system cost with increasing wind turbine capacity can be observed.
However, the remaining variation of the system cost can be explained by other factors, such as the
grid connectivity and the annual energy production, which was dependent on the wind turbine type.
The red dots on the curves in Figure 8 indicate that the load profile was not being fulfilled by the
renewable sources and required additional energy from the grid to fulfill the load profile. For the
design A, 0.5 MW and 0.66 MW wind turbine, the hydrogen unmet load was 20% and 5%, respectively.
Similarly, for design C, 0.5 MW and 0.66 MW wind turbines, the electrical load was met but the
hydrogen unmet load was 25% and 10%, respectively. As these scenarios did not fulfill the load profile,
they were considered infeasible.

For the scenarios where the demand was being fulfilled, the irregularity of the cost peak for the
0.9 MW wind turbine can be explained by the fact that the 0.9 MW wind turbine produced less energy
and hence, less payback from the grid, raising the overall cost of the system. Since all scenarios were
grid connected, the excess electricity could be completely sold back to the grid, which helped reduce
the overall system cost. This trend can be clearly seen at the decreasing cost between the 0.8 MW and
0.85 MW wind turbine and between the 0.9 MW and 1 MW wind turbine.

The answers to the research questions listed in Section 1 can be obtained from Figure 8. It can
be observed that for design A and C, 0.8 MW wind turbine system was sufficient to fulfil the load
profile. However, the optimal solution was found by using a 1 MW wind turbine system. For design
B, a 0.5 MW turbine system was sufficient to fulfil the load profile. However, the optimal solution
was found by using a 1 MW turbine system. The optimal solution for all the designs was provided
by a 1 MW turbine system. The cost for design A, B, and C was $719,422, $289,161, and $986,065,
respectively. It can be seen that the cost of the system decreased as well as increased when going from
0.5 MW to 1.5 MW, depending on the energy produced by the wind turbine. It also showed that the
increase in the capacity of the renewables could help in decreasing the cost of the systems for the
grid-connected setup. For the optimal design, the net system cost of design C was 2.23% less than the
combined cost of the design A and design B.
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Figure 9. Comparison of the off-grid system for design A, B, and C.

The red dot in the Figure 9 indicates the scenarios where the load profile (charging demand)
was not fulfilled by the renewable sources and hence, was not the optimal solution. The unmet load
percentage for these scenarios was the same as in grid connection. The irregularity between the cost of
the system for 0.8 MW WT and 0.85 MW WT for design A and C is because of the size of the hydrogen
tank which was required. For design A, a 200 kg hydrogen tank was required for the 0.8 MW WT
system, and a 100 kg hydrogen tank was required for the 0.85 MW WT system. For design C, a 300 kg
hydrogen tank was required for the 0.8 MW WT system, and a 200 Kg hydrogen tank was required for
the 0.85 MW WT system. It can be seen from the results of the designs A and C that the load profiles
(charging demand) could be fulfilled by using 0.8 MW WT. However, the optimal solution was given
by the use of a 0.85 MW WT, while the optimal solution for design B was given by use of the system
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with capacity of 0.5 MW WT. The optimal cost system of design A, B, and C was $2,141,395, $1,512,511,
and $2,381,317, respectively. For the optimal design, the net system cost of design C was 34.8% less
than the combined cost of the design A and design B.

A comparison between the grid connection and off-grid connection system for the optimal scenario
is illustrated in Figure 10. It can be seen that in all three designs having a grid-connected system was
significantly more feasible than an off-grid connection system, which can answer the 4th research
question listed in Section 1
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Figure 10. Comparison of grid/off-grid connection for optimal designs.

The off-grid system for design A, B and C was 2.97, 5.23, and 2.41 times higher than grid-connected
systems. It can also be observed that the cost of the grid-connected system for design C was less than
the combined sum of the designs A and design B, hence making it an optimal design solution.

4.2. Results of HDRSAM

The HDRSAM analysis was performed for getting an estimate cost of the charging station for
fuel cell busses. Eighteen scenarios were analyzed and the total investment cost is shown in Figure 11.
The results were divided into groups of three, where the cost of the system decreased when the
production volume of the components changed from low, mid to high. This trend was followed across
all the scenarios. It can be seen that the optimal solution design consisted of tube trailer as hydrogen
delivery option with cascade dispensing option at 350 bar with high production volume. The cost of
the system was $452,148.

The whole well to wheel process cost was calculated by adding the cost of the optimal solution
from HOMER and HDRSAM. The optimal solution form HOMER was of design C grid-connected
system ($2,381,317) and for HDRSAM, the optimal solution cost was $452,148. The overall cost of the
system was $2,833,465. The charging station comprised only 15.95% of the total cost of the system,
while the remaining cost was for the production of energy. Hence, developing an integrated energy
system for both fuel cell vehicles and battery-operated vehicles is more cost effective than an individual
stand-alone system.
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Figure 11. HDRSAM Anlysis: Comparison of the investment cost of the systems. In the legend,
the letters and numbers (from left to right) refer to the type of hydrogen delivery option (P = pipeline,
T = Tube trailer), type of dispensing (C = cascade dispensing, B = booster dispensing) and dispensing
option (350 or 700 bar)).

4.3. Carbon Dioxide Emissions’ Reduction

Transportation is one of the biggest contributors of greenhouse gas emissions, generating almost
27% of the emissions [19]. For a diesel-powered bus during combustion, the carbon dioxide emission
is 1290 gms/km [17]. While for a fuel cell bus during the combustion, no emissions are made. While
for cars the emissions are 120 gms/km [20]. An estimate carbon dioxide emissions reduction was
calculated. By using the battery-operated vehicles and fuel cell electric vehicles a total of 373,307.4 kg
of CO2 emissions could be prevented annually at the DTU-Risø campus.

5. Conclusions

To make the whole Danish energy system independent of fossil fuels in 2050, the one-stop charging
station for EV and fuel cell cars was studied, and it showed the goal for 100% renewable campus for
DTU-Risø is quite achievable. Location plays quite an important role in determining where a charging
station is developed. It influences the average wind speed and the global horizontal irradiance which
are used in determining the annual wind and solar energy production. Wind resource in Denmark bear
a better potential as compared to solar resources. According to HOMER analysis, a grid connected
system is always better option than an off-grid system for achieving an economical optimal design
solution. It ensures that the excess electricity produced is not wasted and can be used for other
purposes, such as for providing electricity to local end-users. It also helps in reducing the cost of
the system because of the payback from the grid. The minimum renewable capacity of 0.8 MW for
design A and design C and 0.5 MW for design B is required to fulfill the charging load profiles for a
grid connected system, and the costs of these systems were $1,552,331, $1,215,106, and $1,929,283 for
design A, B, and C, respectively. However, it can also be seen with the increase in the capacity of the
renewables a lower cost of these system can be achieved. The optimal solution was a grid connected
1 MW WT system for all three designs, A, B, and C. The cost of these systems being $719,422, $289,161,
and $986,065 for design A, B, and C, respectively. Even though the difference in the cost of design C
and the combined cost of design A and design B was quite small, an integrated system for both BEV
and FCEV is an optimal design solution. From the HDRSAM analysis, it can be seen that the optimal
solution design consisted of tube trailer as the hydrogen delivery option with cascade dispensing
option at 350 bar with high production volume. The cost of the system was $452,148. The whole
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well-to-wheel process cost was calculated by adding the cost of the optimal solution from HOMER and
HDRSAM. The cost of the whole system from producing the energy and to delivering the energy was
$2,833,465. A charging station comprised only about 15% of the whole system. It can be concluded
that a renewable energy system with a grid connection for an integrated multi energy system can be a
feasible solution from both technical and economical point of view for one-stop charging stations.

When the target of one stop charging station is met, it will offer the global EV industry and its
associated energy sectors, a more renewable-based, cost-effective, user-friendly, and grid-friendly
energy charging infrastructure solution. With the integration of these two types of charging stations,
a reduction in the infrastructure and operation expenses, with grid support for distribution and
transmission, will offer the users a one-stop charging station for both battery charging and hydrogen
refueling. Further studies should focus on developing a robust, optimal multi-objective and multi-stage
decision strategies for controlling and managing multi-energy processes associated with the one-stop
charging stations.
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Abstract: This paper proposes a digital model predictive controller (DMPC) for a multi-input
multi-output (MIMO) DC-DC converter interfaced with renewable energy resources in a hybrid
system. Such MIMO systems generally suffer from cross-regulation, which seriously impacts
the stability and speed of response of the system. To solve the contemporary issues in a MIMO
system, a controller is required to attenuate the cross-regulation. Therefore, this paper proposes a
controller, which increases speed of response and maintains stable output by regulating the load
voltage independently. The inductor current and the capacitor voltage of the proposed converter
are considered as the controlling parameters. With the aid of Forward Euler’s procedure, the future
values are computed for the instantaneous values of controlling parameters. Cost function defines
the control action by the predicted values that describe the system performance and establish optimal
condition at which the output of the system is required. This allows proper switching of the system,
thereby helping to regulate the output voltages. Thus, for any variation in load, the DMPC ensures
steady switching operation and minimization of cross-regulation. To prove the efficacy of proposed
DMPC controller, simulations followed by the experimental results are executed on a hybrid system
consisting of dual-input dual-output (DIDO) positive Super-Lift Luo converter (PSLLC) interfaced
with photovoltaic renewable energy resource. The results thus obtained are compared with the
conventional PID (proportional integrative derivative) controller for validation and prove that the
DMPC controller is able to control the cross-regulation effectively.

Keywords: renewable energy; MIMO systems; cross-regulation; positive Super-Lift Luo converter;
PID controller; digital model predictive controller (DMPC)

1. Introduction

With the depletion of fossil fuels and its subsequent ecological impacts, renewable energy resources
are in greater demand in power industry [1]. Renewable energy sources (RES) in a hybrid system lack
reliability and have lower efficiency and greater fluctuation. Thus, energy storage devices like fuel
cells, batteries, and super-capacitors need to be integrated with RES for stable operation. It is relevant
to interface the multi-input multi-output (MIMO) converter with RES along with energy storage
devices [2–4]. Thus, MIMO DC-DC converters are utilized for multiple supply voltage applications.
The MIMO dc-dc converter produces a favorable result [5] with regard to cost, size, and power
efficiency. Furthermore, development of MIMO DC-DC converters finds wide applications in smart
devices, electric vehicles, fuel cell power generation, etc., [6]. Despite its merits, the MIMO system has
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a cross-regulation problem. As multiple loads share a single inductor, the load change in one output
will affect other outputs. Thus, cross-regulation arises, which in turn affects the stability and versatility
of the system.

Numerous studies are conducted in DC-to-DC converters to deal with cross-regulation issues.
Time-multiplexing control method in discontinuous conduction mode (DCM) is presented in [7,8].
However, the proposed converter requires a large peak current to meet the heavy load demand.
To reduce such a large peak current in DCM, the freewheeling switching method is proposed in pseudo-
continuous conduction mode (PCCM) [9]. However, the converter produces a large peak current under
heavy load conditions, by adding a supplementary switch, leading to lower efficiency, and control
complexity. A voltage comparator circuit [10] is used to meet the voltage demand by adjusting the
duty cycle of switches for higher load side, but at the same time, the stability of lower load side
voltage is reduced. The dual-mode and pulse width modulation (PWM) base methods are proposed
for the particular circuit model in [11,12], which are not compatible with the goal of increasing the
number of inputs and the outputs. The digital control method is proposed in [13], in which output
voltage utilizes separate regulation for two modes such as common mode and differential mode.
However, cross-regulation is suppressed only by adding adaptive gain compensation, moreover,
the voltage of m branch depends linearly on (m-1) branch. This method fails to regulate the supply
voltage of m branch. In [14], the author proposes a control technique that uses reference current to
regulate the duty cycle to drive each output. Due to the difference in bandwidth of the control loop,
cross-regulation affects the final output. Cross derivative state feedback method is proposed in [15],
where the small-signal model is designed based on inductor current and capacitor voltage. However,
the converters are sensitive to change in input and in circuit parameters. In [16], the author investigates
multivariable controller to reduce the cross-regulation. The decoupling method is designed to break
DIDO (dual-input dual-output) system to SISO (single-input single-output) systems to satisfy the load
demand. However, due to its structure, the output load voltage in one branch is always lower than
the other branch. Output current feed-forward control is proposed in [17]. This method decouples
the transfer function of the system, thus eliminating cross-regulation. However, this method has
disadvantages in satisfying the design requirement and involves tedious calculations. The hysteresis
method is used in [18], which requires additional circuits; nevertheless, the efficiency is reduced due to
current flow in the freewheeling diode.

In [19], a linear small-signal AC analysis is done for dual series connected outputs, which makes
the system complex in designing the controllers. In paper [20], SIDO (single-input dual-output) boost
converter with digital PWM (pulse width modulation) produces high efficiency but the system operates
only for low power applications. In paper [21], the author proposes a deadbeat control method for a
single-inductor MIMO system. The above paper utilizes output voltage regulation (OVR) and input
current regulation (ICR) method instantaneously to reduce cross-regulation. However, the circuit used
to develop ICR and OVR increases the system complexity. In paper [22], the pulse delay control (PDC)
method is employed to examine the capability of cross-regulation in a MIMO system, which exhibits
a large range of control, but the ripple current in the inductor is not same for all cases and the state
averaging method is not applied to all different cases. The linear quadratic controller (LQR) method
for SIDO and DIDO system is developed to achieve good steady-state response, transient response,
stable line, load regulation, and reduced cross-regulation [23]. Genetic algorithm (GA) is designed
effectively to determine the gain values for the conventional controller and weighting matrix for LQR
but it makes the system inaccurate if the values of the parameters are high. Based on the previous
discussion, it is observed that the cross-regulation problem is an added constraint in MIMO systems.
Thus, to reduce the cross-regulation, different methods and their features are discussed.

Model predictive control (MPC) is one of the main approaches in present system control. It has
had a major impact on power electronics applications. MPC efficiently controls different types of
converters such as rectifier [24], inverter [25], and chopper [26,27]. MPC can handle multiple states
and switches with a single controller, whereas in a conventional proportional integrative derivative
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(PID) controller, it is difficult to design the multi-structure with a single controller. The experiment
proves that MPC has a faster dynamic response even in a nonlinear system [28,29]. These features
exploit the advantage of using MPC in a MIMO system to reduce cross-regulation.

Considering these aspects, a digital model predictive controller (DMPC) is suggested in this
paper to suppress the cross-regulation problem. The positive Super-lift Luo converter (PSLLC) [30–32]
is a power electronic interface between inputs and outputs of a hybrid RES-based MIMO system,
and cross-regulation is observed in an open-loop case and minimized with the help of DMPC. The key
contribution of the proposal is as follows:

• The paper proposes the photovoltaic (PV) and battery connected MIMO positive Super-Lift Luo
converter with high-voltage transfer gain, high power density, high efficiency, reduced ripple
voltage, and current.

• Development of a PID controller for a DIDO hybrid energy system.
• Development of a PID controller DMPC for a DIDO hybrid energy system.
• The controller performance is analyzed and compared with a conventional PID controller to check

the extent of reducing the cross-regulation and the time delay. The remaining structure of the
paper comprises the following: Section 2 describes the working, and provides a state-space model
of proposed converter. Section 3 discusses the comparisons of conventional PID controller with
DMPC. Section 4 elaborates the design procedure of component selection. Section 5 discusses
the simulation results and hardware results of the designed converter. Section 6 provides the
conclusion of the analysis carried out in this paper.

2. Proposed Converter Topology

This section presents the general structure of the MIMO positive Super-Lift Luo converter (PSLLC)
that is utilized in hybrid energy systems (HES) under consideration.

2.1. Converter Description

The architecture of a MIMO-PSLLC converter is shown in Figure 1a. With respect to the input
side, there are “n” input supply units which are represented by voltage sources of Vin,1, Vin,2, Vin,3,
. . . ., Vin,n and current sources of Iin,1,Iin,2, Iin,3, . . . .,Iin,n. These supply units can be of any type of RES
like PV, rectifying wind energy or energy storage unit like battery, super capacitor or fuel cell etc.
The switches corresponding to input side are Sin,1, Sin,2, Sin,3, . . . .., Sin,n and the output side are Sout,1,
Sout,2, Sout,3, . . . , Sout,n. For nth load Rn, the respective voltage, current, and filter capacitor are Vout,n,
Iout,n and Cn. From Figure 1a, it can be seen that the switches are connected with the diode to form the
forward conducting bidirectional blocking (FCBB) mode. FCBB ensures unidirectional current flow
and avoids the interface between the sources and loads. When the switch SControl (Figure 1a) is set to
ON, inductor and capacitor are magnetized and charge simultaneously. When the switch is set to OFF
period, inductor and the capacitor become demagnetized and discharge to the load. Based on the time
multiplexing method, the input source and the load are connected through the PSLLC which can be
significantly used for multiple loads.

However, to utilize renewable energy and battery as input sources, and to examine the
cross-regulation effect, the MIMO system is restructured as a dual-input dual-output (DIDO) system,
as shown in Figure 1b. A photovoltaic (PV) module and battery are the two inputs of the converter.
To charge the battery by PV source through the converter, switch S2 is used, and to discharge the
battery, switch S1 is employed and switch S3 acts as a control switch for the converter. Inputs are in turn
connected to the converter, which generates two output voltages V01 and V02 respectively. Capacitors
C01 and C02 are in parallel to output voltage V01 and V02 for load resistances R01 and R02, respectively.
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Figure 1. (a) Architecture of multi-input multi-output positive Super-Lift Luo converter (MIMO-PSLLC).
(b) Dual-input dual-output (DIDO) structure of PSLLC converter.

A Timing diagram of various modes are shown in Figure 2, where Ts is represented as the
switching period. Referring to the diagram of PSLLC converter circuit, S3 behaves as complementary
switch for S1, S2 and S4, S5 act as load switches.

 

 

 

˂ ˂ ˂ ˂

˂ ˂
−

Figure 2. Timing diagram for various modes of DIDO-PSLLC converter.

26



Energies 2020, 13, 6534

Three modes of operation are considered for the proposed converter. In the first mode, S3 is
ON and inductor L magnetizes for the period of 0 < t < D1TS. The time period D1TS < t < D2TS is
considered as the second mode, where switch S1 and S4 are ON and and inductor L demagnetizes
during this period. In the third mode, switch S2 and S5 are ON for the period of D2TS < t < D3TS,
where D3 can be expressed as 1 − (D1 + D2). Inductor L demagnetizes in this period and works in
continuous conduction mode.

2.2. State Space Analysis of PSLLC Converter

To obtain a mathematical model of the proposed DIDO system, a state-space representation is
utilized. Using Kirchoffs’ voltage law and state-space averaging approach, performance equations that
describe the converter are obtained.

Mode 1: During this mode switch, S3 is ON and S1, S2, S4 and S5 are OFF. From Figure 3 it
is understood that the inductor L and capacitor C become parallel connected and are energized
respectively for the period of D1Ts. Capacitor C01 and C02 are discharged through the load, assuming
capacitor C01 and C02 are charged initially. The state-space equation for inductor current and capacitor
voltage are represented in Equation (1).

L diL
dt = Vin

C dVc
dt = Vin

R − iL − Vc
R

C01
dVc01

dt = −Vc01
R01

C02
dVc02

dt = −Vc02
R02



(1)

 

 
L di୐dt = V୧୬C dVୡdt =  V୧୬R − i୐ − VୡRC଴ଵ dVୡ଴ଵdt = − Vୡ଴ଵR଴ଵC଴ଶ dVୡ଴ଶdt = − Vୡ଴ଶR଴ଶ ⎭⎪⎪⎪

⎬⎪
⎪⎪⎫ 

 

 
L di୐dt = V୧୬ + Vେ − Vେ଴ଵC dVେdt = −i୐C଴ଵ dVେ଴ଵdt = i୐ − Vେ଴ଵR଴ଵ − IଵC଴ଶ dVେ଴ଶdt = − Vେ଴ଶR଴ଶ ⎭⎪⎪⎪

⎬⎪
⎪⎪⎫

Figure 3. Equivalent circuit diagram of PSLLC converter during D1 period.

Mode 2: During this mode, the switches S2, S3, S5 are OFF and S1, S4 are ON. Referring to Figure 4,
inductor and capacitor de-energize to cater for the load power. Capacitor CO1 charges for the period
of D2Ts and CO2 discharges through the load. The state-space equation for the inductor current and
capacitor voltage are represented in Equation (2).

L diL
dt = Vin + VC −VC01

C dVC
dt = −iL

C01
dVC01

dt = iL − VC01
R01
− I1

C02
dVC02

dt = −VC02
R02



(2)
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Figure 4. Equivalent circuit diagram of PSLLC converter during D2 period.

Mode 3: While switching OFF the switch S3, inductor L and capacitor C will be connected in
series and therefore de-energized. Referring to Figure 5, as S2 is ON, the battery is charged through
inductor. As S5 is ON, capacitor CO2 charges for the period of (1 − (D1 + D2)) Ts. The state-space
equation for inductor current and capacitor voltage are represented in Equation (3).

L diL1
dt = Vin −VB

C dVC
dt = −iL − VB

R
C01

dVC01
dt = −VC01

R01

C02
dVC02

dt = −iL + VB
R −

VC02
R02
− i2



(3)

 

−

 
L di୐ଵdt = V୧୬ − V୆C dVେdt = −i୐ − V୆RC଴ଵ dVେ଴ଵdt = − Vେ଴ଵR଴ଵC଴ଶ dVେ଴ଶdt =  −i୐ + V୆R  − Vେ଴ଶR଴ଶ − iଶ⎭⎪⎪⎪

⎬⎪
⎪⎪⎫

 

−

→
→ →

→→ → → → →

Figure 5. Equivalent circuit diagram of proposed converter during (1 − (D1 + D2)) period.

Thus, the three modes of operations can be summarized as mentioned in Table 1.

Table 1. Summary of switching states and its modes of operation.

Modes

Charging and
Discharging
for Battery

Control
Switch

Load
Switches

Converter Parameters
Remarks

S1 S2 S3 S4 S5 L C

Mode 1 OFF OFF ON OFF OFF Charging Charging

L, C→ forms a parallel
connection and gets charged.
C01 and C02 → discharges to

the load.

Mode 2 ON OFF OFF ON OFF Discharging Discharging

L, C→ forms a series
connection and discharges to

the load.
C01 → charge.

C02 → discharge to the load.

Mode 3 OFF ON OFF OFF ON

Discharge to
the load and
charges the

battery

Discharging

L, C→ discharges.
C01 → discharges to the load.

C02 → charges.
Battery→ gets charged

through inductor.
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Representation of State-Space Analysis

Thus, from the modes of Equations (1)–(3), state-space equations are derived by determining the
state and output of the system. The system is modeled using capacitor voltage and inductor currents
over a switching period Ts. The state model is represented generally by the Equation (4).

.
X = AX + BU
Y = CX + DU

 (4)

Thus, the representation of state variable (X), input variable (U) and output matrix are given in
Equation (5).

A =




0 D2
L1

−D2
L1

0
1−2(D1+D2)

C
−D1
RC 0 0

D2
C01

0 −1
R01C01

0
−(1−(D1+D2))

C02
0 0 −1

R02C02




B =




1
L1

−1
L1

0 0
D1
RC

−1
RC 0 0

0 0 −1
C01

0
0 0 0 −1

C02




C =

[
0 0 1 0
0 0 0 1

]
D =

[
0 0
0 0

]
(5)

The obtained output voltage equations with respect to duty cycle and input voltages are stated in
Equations (6) and (7).

V01 =

[
(1 + D2)

D2

]
Vin −

[
1

D2
+

1
D1

]
VB (6)

V02 =

[
(D1 + D2 − 1)

D1

(
1

D2
+

1
D1

)]
Vin −




D1 + D2 − 1

D2
1

+
D1 + D2 − 1

D1D2
+ 1


VB (7)

2.3. Small Signal Modeling of PSLLC Converters

As the practical system is nonlinear, it is necessary to consider the nonlinearities present in the
system. Therefore, combining the perturbations which have small variations over a switching period
along with the steady state parameters, the state space variables can be rewritten as: d1 = D1 + d̂1,
d2 = D2 + d̂2, vin = Vin + v̂in, vB = VB + v̂B, i1 = I1 + î1, i2 = I2 + î2, vC = VC + v̂C, v01 = V01 + ˆv01,
v02 = V02 + ˆv02, iL = IL + îL. Neglecting the higher order components, the steady state equation can

be transformed as

.
︷︸︸︷

x = Ax̂ + Bû and equating steady state element equal to zero, the matrices thus
obtained are represented in Equation (8).

d
dt




îL
v̂C

ˆv01

ˆv02




=




0 D2
L

−D2
L 0

−(D1+D2)
C

−D1
RC 0 1−(D1+D2)

R02C
D2
C01

0 −1
R01C01

0
1−(D1+D2)

C02
0 0 −1

R02C02







îL
v̂C

ˆv01

ˆv02




+




1
L

−1
L 0 0 0 VC−V01

L
D1
RC

−1
RC 0 0 −

[
2IL
C + Vc

RC

] −2IL
C

0 0 −1
C01

0 0 IL
C01

0 1
RC02

0 −1
C02

−IL
C02

−IL
C02







v̂in

v̂B

î1
î2
d̂1

d̂2




(8)
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With the designed values of inductor L, Capacitors C, C01, C02, the transfer functions of the output
voltage with respect to control variables can be derived as shown in the Equations (9)–(12).

G11(s) =
V01

d̂1
=

−1.128× 1010s− 2.096× 1013

s4 + 2090s3 + 3.627s2 − 2.614× 108s− 1.012× 1010
(9)

G12(s) =
V01

d̂2
=
−8.5× 104s3 − 1.59308s2 − 1.394× 1010s− 5.208× 1013

s4 + 2090s3 + 3.62× 105s2 − 2.614× 108s− 1.012× 1010
(10)

G21(s) =
V02

d̂1
=
−8.5× 104s3 − 1.734× 108s2 − 3.902× 1010s− 7.953× 1012

s4 + 2090s3 + 3.62× 105s2 − 2.614× 108s− 1.012× 1010
(11)

G22(s) =
V02

d̂2
=
−8.5× 104s3 − 1.959× 108s2 − 7.848× 1010s− 1.94× 1013

s4 + 2090s3 + 3.62× 105s2 − 2.614× 108s− 1.012× 1010
(12)

Using an adjunct polynomial scheme, the higher order transfer functions G11(s), G12(s), G21(s),
and G22(s) can be reduced to second order transfer functions as shown in Equations (13)–(16).

G11(s) =
V01

d̂1
=

1.128× 1010s− 3.848× 106

s2 − 722.09s− 27955.8
(13)

G12(s) =
V01

d̂2
=

s + 3736
s2 − 722.09s− 27955.8

(14)

G21(s) =
V02

d̂1
=

8.5× 104s− 0.16× 106

s2 − 722.09s− 27955.8
(15)

G22(s) =
V02

d̂2
=

8.5× 104s− 0.478× 108

s2 − 722.09s− 27955.8
(16)

The Bode plot is drawn for the transfer functions [13–16], which shows the existence of
cross-regulation in the proposed converter.

2.4. Effect of Cross-Regulation in an Open Loop MIMO Structure of PSLLC Converter

To obtain a stable system, it is necessary to examine the Bode plot for the transfer functions
depicted by Equations (13)–(16). The bode plots of transfer functions relating output voltage to
duty cycle are obtained and represented in Figure 6 for second order system of G11(s), G12(s), G21(s),
and G22(s), where blue graph is the direct transfer function for output voltages and the red graph
indicates the cross-coupling transfer function. The Bode plots of coupled transfer function show the
phase margin Pm as −90 and indicates that the system is unstable. The existence of coupling between
the output voltages makes the closed-loop system destabilized, and tuning becomes difficult. Thus,
elimination of interaction using decoupling methodology for voltage control is discussed in Section 3.
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(a) 

(b) 
Figure 6. Bode plots of (a) controlled transfer function G11, G22 of proposed converter (b) cross-coupled
transfer function G21, G12.

3. Close Loop Controller

To suppress the cross-regulation and to regulate the line and load voltages within the operating limit,
it is necessary to design a controller. Therefore, in this paper, two different controllers, a conventional
PID controller and a DMPC controller, are discussed.

3.1. Conventional Controller

3.1.1. Decoupling Method

As the proposed converter has a strong coupling effect between input and output, there is
nonlinearity, which makes tuning difficult for the individual loop. In the decoupling technique,
cross-coupled loops are segregated and considered as individual loops (a MIMO system is converted
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into SISO system) to reduce the complexity in the coupled network. By separating the loops, the PID
controller can be independently controlled for better performance. Figure 7 shows the DIDO structure,
representing d1 and d2 as input variables and V01 and V02 as the output variables. The input and
output variables are related to the transfer function, as shown in Equations (17) and (18). The change in
d1 affects V01 and V02. Similarly, the change in d2 affects V02 and V01. This coupling effect makes the
system unstable. Therefore, the decoupling method is preferred, to overcome the interaction between
the control variables.

V01 = G11(S)d̂1 + G12(s)d̂2 (17)

V02 = G21(S)d̂1 + G22(s)d̂2 (18)

G(S) =
[

G11(s) G12(s)
G21(s) G22(s)

]
(19)

 

 

V଴ଵ = Gଵଵ(S)d෠ଵ + Gଵଶ(s)d෠ଶV଴ଶ = Gଶଵ(S)d෠ଵ + Gଶଶ(s)d෠ଶG(S) = ൤Gଵଵ(s) Gଵଶ(s)Gଶଵ(s) Gଶଶ(s)൨
˂ 

Ʌ = ൤λଵଵ λଵଶλଶଵ λଶଶ൨
λ୧୨ = open loop gainclosed loop gain

NI =  |K|Π୧K୧୧
−Gଶଵ Gଶଶ⁄ Gଶଵ−Gଵଶ Gଵଵ⁄ Gଵଶ

 Gᇱ = XUିଵGିଵ; U = ሾdଵ dଶሿ୘

Figure 7. DIDO structure with input and output variable.

To determine the best pairing for the MIMO system from Equation (19) and to measure process
interactions, relative gain array (RGA) and Niederlinski index (NI) tools are employed. RGA requires
that negative pairing not be selected, and that the pair which is approximately equal to one be chosen.
If the NI < 0 system is integral unstable and if NI = 0, a favorable interaction is possible. The formulae
to calculate RGA are mentioned in Equations (20)–(22).

Λ =

[
λ11 λ12

λ21 λ22

]
(20)

λij =
open loop gain

closed loop gain
(21)

NI =
|K|

ΠiKii
(22)

Figure 8 shows the decoupled network of the DIDO system. It indicates that by adding −G21/G22

in the network, G21 term is eliminated, which in turn affects the second output. Similarly, by adding
−G12/G11 in the network, G12 term is eliminated, which affects the first output. Thus, multi-loop
interactions are nullified and two individual loops are obtained which are independent of each other
by transforming the transfer function matrix into a diagonal one as shown in Equation (23).

G′ = XU−1G−1; U =
[

d1 d2

]T
(23)
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′

Gᇱ(s) =  ⎣⎢⎢⎢
⎡ 1 − Gଵଶ(s)Gଵଵ(s)− Gଶଵ(s)Gଶଶ(s) 1 ⎦⎥⎥⎥

⎤
Gଵ(s) =  V଴ଵd෠ଵ = Gଵଵ(s) − Gଶଵ(s)Gଶଶ(s) Gଵଶ(s)
Gଶ(s) =  V଴ଶd෠ଶ = Gଶଶ(s) − Gଵଶ(s)Gଵଵ(s) Gଶଵ(s)

Gଵ(s) = V଴ଵd෠ଵ =  5.179 × 10଺s + 1.0297 × 10ିଷsଶ + 10.558s − 22.695
Gଶ(s) = V଴ଶd෠ଶ =  6.466 × 10ଷ s − 0.4258sଶ + 11.714s + 6.4287e − 5

C(s)E(s) = K୮(1 + K୧s + Kୢs)Gଵ(s) Gଶ(s)
Cଵ(s)Eଵ(s) = 2.801(1 + 1.748e15s + 0s)
Cଶ(s)Eଶ(s) = 3.052(1 + 2.099e15s + 0s)

Figure 8. Decoupled network.

From Figure 8, G′(s) can be calculated using a diagonal matrix, and are expressed as
Equations (24)–(26).

G′(s) =




1 −G12(s)
G11(s)

−G21(s)
G22(s)

1


 (24)

G1(s) =
V01

d̂1
= G11(s) −

G21(s)
G22(s)

G12(s) (25)

G2(s) =
V02

d̂2
= G22(s) −

G12(s)
G11(s)

G21(s) (26)

By using adjunct polynomial scheme for reduction of higher order system to second order system,
the second order transfer function is expressed as shown in Equations (27) and (28).

G1(s) =
V01

d̂1
=

5.179× 106s + 1.0297× 10−3

s2 + 10.558s− 22.695
(27)

G2(s) =
V02

d̂2
=

6.466× 103s− 0.4258
s2 + 11.714s + 6.4287e− 5

(28)

Thus, the DIDO controller is converted to two individual PID controllers with SISO model.

3.1.2. Design of PID Controller

To obtain the desired regulated voltage, and to enhance the performance, the PID controller
is tuned using the Ziegler and Nichols method. By tuning, the gain of proportional and integral
value of the conventional controller is designed to vindicate the cross-regulation effect based on the
requirements of load disturbance. Controller output C(s), with respect to the error E(s), is expressed in
transfer function in the Equation (29).

C(s)
E(s)

= Kp

(
1 +

Ki

s
+ Kds

)
(29)

For the individual loop of G1(s) and G2(s), the controller transfer function is obtained as stated in
Equations (30) and (31).

C1(s)
E1(s)

= 2.801
(
1 +

1.748e15
s

+ 0s
)

(30)

C2(s)
E2(s)

= 3.052
(
1 +

2.099e15
s

+ 0s
)

(31)

The PID controller reduces the cross-regulation. However, it has a variety of drawbacks. For the
DIDO system, the system has to be divided into two SISO systems and thus two PID Loop are applied,
which increase the complexity of the system. The future trajectory of outputs cannot be determined,
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as PID emphasizes its effect on error signal rather than on the controlling variables. Moreover, PID takes
time to reach a stable operation and suffers from overshoot conditions without proper damping, which
affects the steady state error. The PID controller needs to be tuned for every different case or change
in system dynamics. This is not ideal to regulate cross-regulation. To overcome all these drawbacks,
DMPC is designed.

3.2. Digital Model Predictive Controller (DMPC)

Digital model predictive controller (DMPC) depends on dynamic models that can be developed
by system identification. The cost function defines the system behavior of the variables, such as
inductor current and the capacitor voltage, that can be used to anticipate the function of desired output
voltage. The instantaneous values IL, VC are represented by I(k)L and V(k)C. These values are fed
from the system and are used to find out the predicted values of IL, VC, which are represented as
I(k + 1)L and V(k + 1)C. As mentioned in the literature, the predictive values can be obtained by a
variety of state estimation methods like Kalmann filter, Lagrangian extrapolation, Newton-Raphson
method, and Euler’s method. While constructing the predictive model, the controlled variables, that is,
VC and IL must be measured with the aim of attaining the discrete-time models. The discrete-time
model is used to predict the future value of controlled variables at the kth sampling instant. Several
discretization methods are used in order to obtain a discrete-time model appropriate for the predictive
calculation. Considering that the load can be modelled as a lower order system, the discrete-time
model can be obtained by forward Euler’s method, which has a simple approximation of the derivative.
However, for more complex systems, this approximation may introduce errors into the model and
a more accurate discretization method is required. The other methods are used for higher order
derivatives. By constructing the sequence of successive approximations, estimated values are obtained
accurately. According to the forward Euler approach, the future values of controlled variables are
estimated by considering the current values of the system inputs as shown in Equation (32):

(k + 1) = x(k) + Ts(f(x(k), u(k)) (32)

where Ts is sampling time and f(x(k), u(k)) is change in state variables obtained from state-space
analysis. Applying this formula, the values of I(k + 1)L and V(k + 1)C are obtained. Using the predicted
values of control variables, cost function is represented as shown in Equation (33):

J =
∣∣∣|(k + 1) − x (k + 1)

∣∣∣
∣∣∣2 (33)

where (k + 1) is the reference value and x (k + 1) is the anticipated value of the controlled variable
considered from the discretized system model. If the system has more than one main control variable,
then the cost function can include control parameters X1 and X2 with the help of weighting factor λ as
shown in Equation (34):

J =
∣∣∣∣
∣∣∣∣X1(k + 1)ref −X1(k + 1)p + λ(X2(k + 1)ref −X2(k + 1)p)

∣∣∣∣
∣∣∣∣
2

(34)

Thus, for the proposed converter, the controlling parameters are IL and VC, therefore, the cost
function is replaced as mentioned in Equation (35).

J =
∣∣∣∣
∣∣∣∣IL(k + 1)ref − IL(k + 1)p + λ (VC(k + 1)ref −Vc(k + 1)p)

∣∣∣∣
∣∣∣∣
2

(35)

The cost function J is reduced for the entire control horizon i.e., the duration at which the plant is
to be controlled. This produces the optimal condition at which the output of the system is required.
For switching combinations, the proposed converter has two switches (MOSFETs) which control the
load voltage; as a result the following set S is derived with respect to various possible switching
combinations: S =

{
(0, 0) (0, 1) (1, 0) (1, 1)

}
.
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The value of S (1) to S(n) is allocated on the basis of our optimization of cost function, so when
the value of J is min, use S (1) combination and then gradually increase to S(n) for the max value of J.
This entire process is repeated for the complete duration of prediction horizon and control horizon.
This thus allows proper switching of the converter, which helps in regulating the output voltages.
Therefore, for any variation in load, the DMPC ensures a steady switching operation such that the load
variations are handled with ease, thus minimizing cross-regulation. This algorithm is implemented in
MATLAB Simulink. The DMPC controller is employed by replacing the PID controller. The inputs of
DMPC controller are IL (inductor current), V01 (output voltage across load1), V02 (output voltage across
load2), Vin1 (PV Input voltage), Vin2 (battery Input voltage), VC (capacitor voltage), and t (simulation
time). The outputs of the DMPC controller are the switching pulses for two switches across the load
output. Figure 9 shows the flowchart of the DMPC algorithm.
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Vc(k+1)= (((-2)*IL/C)- ((1/r*C)*VC)+ ((1-*V01)/
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J=// IL1(k+1)ref - IL1(k+1) + λ*( Vc(k+1) refVc(k+1)//2
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IL(k+1) = ((1/L)*Vc)- (1/L)*V01)+ (V1/L)-(V2/L))

 

 

 

 

 

 

Figure 9. Flow Chart of digital model predictive controller (DMPC) Algorithm.

A control scheme for DMPC applied to the power electronic interface circuit (PSLLC) converter
is shown in Figure 10. In this scheme, the output voltage and the current are used as measured
variable which is used in the model to estimate the predicted output for n possible actuations. These
predicted values and the reference values are evaluated and the error is minimized by the cost function
J. The optimal switching state S is selected, which is applied to load switch in the PSLLC converter.
Thus, for any variation in one load, the proposed controller allows the proper switching state to the
converter, thereby reducing the cross-regulation. Thus, the following points are summarized for the
DMPC controller:

• The instantaneous value of inductor current and capacitor voltage are considered as the reference
values which are represented as I*(k)L and V*(k)C.

• From the load side, the instantaneous values of inductor current and the capacitor voltage are
measured and signified as I(k)L and V(k)C.

• These values are fed to the predictive model to find the predicted values of I(k + 1)L and V(k + 1)C.
• The error obtained by the reference value and the predicted values are measured and minimized

by the cost function J for the entire control horizon.
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• The optimal actuation is attained by minimizing the cost function J, and the corresponding
switching state is produced, which controls the load switch effectively, thus minimizing
the cross-regulation.
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Figure 10. Control scheme of DMPC.

4. Design Procedure

The components used in the proposed converter are designed for the maximum power range of
250 W. The input sources are considered as fixed DC input and battery input. The following points are
considered for the converter design as shown in Figure 11.
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Estimating the converter parameter and the transfer function 

 Inductor L and capacitor C, Filter capacitor C01 and C02, duty ratio, output voltage V01 and 
V02, transfer function G11(s),  G12(s), G21(s), G22(s) are estimated.

Estimating cross-regulation 

Cross-regulation is estimated in the open loop condition by changing one of the load 
resistors and finding the variation in the other load voltage.

Designing the controller 

To minimize the cross-regulation effect, PID controller followed by DMPC controller are 
designed  
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 L ≥ ୚౟౤ୈభ୊౩ ୼୧_୐

Figure 11. Flow Chart of design procedure.

To determine the parameters of the components used in proposed converter, the following
specifications are considered.

(a) The input voltage V1 and V2—40 V, 20V
(b) The input current Iin —4 A
(c) Ripple voltage—±0.1%
(d) Ripple current—±5%
(e) Switching frequency—100 KHz
(f) Conduction mode—continuous
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(g) Duty cycle are taken in the range of (0.2–0.7)
(h) The output voltage of the converter is in the range of (60–65) V
(i) The output current is in the range of (2–3) A

(j) The minimum value of the inductor is calculated using the formula: L ≥ VinD1
Fs∆i _L = 1 mH

(k) The minimum value of the capacitance is calculated using the formula: C ≥
V01

R D1
Fs∆V01

where C = C01

= C02 = 680 µF
(l) The presence of cross-regulation in the system in MATLAB Simulink in open loop condition

is verified and estimated. By means of a circuit breaker, a step change across the load R01

is introduced during the simulation runtime, using parallel resistance connection. This load
variation causes a subsequent variation in the voltage and current across R02 which is calculated
as follows:

Cross-regulation (%) = (V02peak − Vo2drop) × 100/V02peak = (93.5 − 90) × 100/93.5% = 3.74%
Based on this design of the converter, the proposed controller is simulated and tested for different

load conditions.

5. Performance Analysis Based on Simulation and Experimental Results

The proposed converter shown in Figure 1b is simulated in MATLAB-Simulink platform. The DIDO
PSLLC converter is designed to a set of specifications mentioned in Table 2. Based on the availability
of industrial products, the input source and the load specifications are considered. The inductor and
capacitor values are selected based on the voltage ripple calculations. Different case studies for line
regulation and load regulation are carried out.

Table 2. Specification of Converter for simulation and prototype.

Vin

(V)
VB

(V)
L

(mH)
C

(µF)
C01

(µF)
C02

(µF)
Freq.

(KHz)
R1

(Ω)
R2

(Ω)
D1 D2

40 20 1 680 680 680 100 25 20 0.5 0.2

5.1. Simulation of PID Controller

For steady state operation, the proposed converter has V01 = 103V, V02 = 94 V, and current
I01 = 4.08 A, I02 = 4.63 A at R1 = 25 Ω, and R2 = 20 Ω. Different cases are discussed for the evaluation
of cross-regulation in the proposed converter using the PID controller. To analyze the cross-regulation
effect, a breaker is introduced for the load change in one output and the corresponding changes are
observed in the other output.

Case 1: Higher step change at load output 1: Under steady state operation, load current Io1, Io2

are found to be 4.087 A, 4.63 A respectively. At t = 5 s, the load resistance R1 is stepped up from 25 Ω

to 50 Ω and the results are displayed in Figure 12. It can be seen that the output current I01 decreases
from 4.08 A to 2.117 A as the load increases. Due to decremented change in I01 current, the other load
current I02 increases from 4.63 A to 4.728 A, and the output voltage V01 and V02 are modulated with
respect to change in load. The load decrement in I01 does not affect the second load current I02, and it
is regulated with the difference of 0.098 A, while the cross-regulation is calculated as 0.02 (or 2%). Thus
the controller effectively suppresses the cross-regulation for the higher load change but the step change
in the first load modulates the output voltage and produces a ripple in V02.

Case 2: Moderate step increase at load output 1: At t = 5 s, the load resistance R1 is stepped
up from 25 Ω to 30 Ω and the results are displayed in Figure 13. It is clearly seen that the output
current I01 decreases from 4.08 A to 3.445 A as the load increases. Due to decremented change in I01

current, the other load current I02 increases from 4.63 A to 4.66 A, and the output voltage V01 and
V02 are modulated with respect to change in load. The full load decrement in I01 does not affect the
second load current I02, and it is regulated with the difference of 0.03 A, while the cross-regulation is
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calculated as 0.008 (or 0.8%). Thus, the proposed controller is able to suppress the cross-regulation for
the moderate load change but it produces ripples in the output voltage V02.

 

 C ≥ ౒బభ౎ ୈభ୊౩ ୼୚బభ
 

− −

Ω Ω

Ω Ω

Ω
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(a) 

 

(b) 

Ω Ω

Figure 12. Simulated results of higher step change at load output 1 using proportional integrative
derivative (PID) controller (a) Output current I01 and I02 (b) Output voltage V01 and V02.
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(a) 

 

(b) 

Figure 13. Simulated results of moderate step increase in load change using PID controller (a). Output
current I01 and I02 (b) Output voltage V01 and V02.
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Case 3: Moderate step decrease at load output 1: At t = 5 s, the load resistance R1 is stepped
down from 25 Ω to 20 Ω and the results are displayed in Figure 14. It can be seen that the output
current I01 increases from 4.08 A to 5.021 A as the load decreases. Due to the incremental change in
I01 current, the other load current I02 decreases from 4.63 A to 4.595 A, and the output voltage V01

and V02 are modulated with respect to change in load. The slight increment in I01 does not affect the
second load current I02, and it is regulated with the difference of 0.041 A, while the cross-regulation is
calculated as 0.006 (or 0.6%). Thus, the controller reduces the cross-regulation for the moderate load
change but sudden change produces ripples in the output voltage V02.

 

Ω Ω

 
(a) 

 
(b) 

Ω Ω

Figure 14. Simulated results of moderate step decrease in load using PID controller. (a) Output current
I01 and I02 (b) Output voltage V01 and V02.

From these results, it is understood that the cross-regulation was reduced to an acceptable level of
0.6 to 2% for various cases of step change in the load. The drawback is the requirement of two PID
controllers, to control the switches across the two loads, which produces rippled output. This may
increase the complexity of the converter. To overcome this difficulty and to obtain a faster response,
a DMPC controller is utilized.

5.2. Simulation of DMPC Controller

The PSLLC was simulated in MATLAB for closed-loop condition with a digital model predictive
controller (DMPC). To analyze the DMPC controller and to compare its performance with the PID
controller, the same cases are discussed for the evaluation of cross-regulation.

Case 1: Higher step change at load output 1: At t = 0.3 s, the load resistance R1 is stepped up
from 25 Ω to 50 Ω and the results are displayed in Figure 15. It can be seen that the output current
I01 decreases from 4.401 A to 2.233 A as the load increases. Due to decremental change in I01 current,
the other load current I02 increases from 2.189 A to 2.203 A, and the output voltage V01 and V02 are
controlled to track the reference voltage just before and after the higher load change at any of the output.
The load change in I01 does not affect the second load current I02 and it is regulated with the difference
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of 0.014 A and the cross-regulation is estimated as 0.006 (or 0.6%). Therefore, the proposed controller
effectively suppresses the cross-regulation for the higher load change at any one of the outputs.

 

 
(a) 

 
(b) 

 

(c) 

 
(d) 

Figure 15. Simulated results of higher step change at load output 1 using DMPC controller (a) Output
current I01 (b) Output current I02 (c) Output voltage V01 (d) Output voltage V02.
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Case 2: Moderate step increase at load output 1: At t = 0.3 s, the load resistance R1 is stepped
up from 25 Ω to 30 Ω and the results are displayed in Figure 16. It can be seen that the output current
I01 decreases from 4.475 A to 3.671 A as the load increases. Due to decremented change in I01 current,
the other load current I02 increases from 2.195 A to 2.202 A and the output voltage V01 and V02 are
controlled to track the reference voltage nearly before and after the moderate load change at any of the
output. The full load change in I01 does not affect the second load current I02, and it is regulated with
the difference of 0.007 A, while the cross-regulation is calculated as 0.004 (or 0.4%). Thus, the controller
effectively minimizes the cross-regulation for the moderate load change at any one of the outputs.

 

Ω Ω

(a) 

(b) 

(c) 

Figure 16. Cont.
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(d) 

Ω Ω

Figure 16. Simulated results of moderate step increase in load change using DMPC controller (a) Output
current I01 (b) Output current I02 (c) Output voltage V01 (d) Output voltage V02.

Case 3: Moderate step decrease at load output 1: At t = 0.3 s, the load resistance R1 is stepped
down from 25 Ω to 20 Ω and the results are displayed in Figure 17. It can be seen that the output
current I01 increases from 3.89 A to 4.889 A as the load decreases. Due to incremental change in I01

current, the other load current I02 changes from 3.227 A to 3.243 A, and the output voltage V01 and V02

are controlled with respect to change in load. The slight increment in I01 does not affect the second load
current I02, and it is regulated with the difference of 0.016 A, while the cross-regulation is calculated
as 0.003 (or 0.3%). Thus, the controller effectively overcomes the cross-regulation effect for the step
decrease in load change either at R01 or R02.
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Figure 17. Cont.
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(c) 

(d) 

Ω

Figure 17. Simulated results of moderate step decrease in load using DMPC controller. (a) Output
current I01 (b) Output current I02 (c) Output voltage V01 (d) Output voltage V02.

Use of the DMPC shows that the cross-regulation is reduced from 0.3% to 0.6%. The designed
DMPC, when compared to a conventional PID controller shows greater performance.

5.3. Comparisons of Various Cases with PID Controller and DMPC Controller

The comparison table shows the various scenarios for analyzing the cross-regulation effect with
PID and DMPC controllers. From Table 3, it is observed that the cross-regulation is more reduced in
the DIDO system with a DMPC controller than with a PID controller, and the output voltages V01 and
V02 are able to track the desired voltage for any change during load regulation. Additionally, it is
proved that for any change in load current I01 ranging from 0.1 A to 2 A, the other load current I02 is
maintained almost constant with the boundary range between 0.007 A to 0.016 A, thus reducing the
cross-regulation to an acceptable value. Without any control loop to the converter and by controlling
only the load switches, DMPC minimizes cross-regulation in a much more efficient and effective way
than a PID controller. Similar conditions were also tested and validated with a second load. However,
those results are not included in this paper.

Table 3. Comparisons of various scenarios with PID controller and DMPC controller.

Controller
Change in Load
Resistor R01 (Ω)

Change in
Output Current

I01 (amp)

Change in
Output Current

I02 (amp)

Change in
Output Voltage

V01 (V)

Change in
Output Voltage

V02 (V)

Cross
-Regulation

PID
25–50 4.08–2.117 4.63–4.728 102.2–105.8 92.69–94.41 0.02
25–30 4.08–3.445 4.631–4.66 102.1–103.3 92.7–93.22 0.008
25–20 4.08–5.021 4.636–4.595 102.1–100.3 92.74–91.76 0.006

DMPC
25–50 4.401–2.233 2.189–2.203 108.6–109.8 109.4–110 0.006
25–30 4.475–3.671 2.195–2.202 109.1–109.8 109.4–110 0.004
25–20 3.89–4.889 3.227–3.243 95.63–96.59 96.65–97.31 0.003
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5.4. Comparison with Existing Works

To illustrate the performance of the developed prototype and its controller, comparisons are made
with the existing work in the literature [13–15,22,28]. The designed values with the cross-regulation
are listed in Table 4. It may be clearly seen that the performance of the designed controller is excellent,
by comparing with the key factors such as cross-regulation and the sensitivity index. Cross-regulation
is quantified in terms of performance index in [14,15]. The lower the value of cross- regulation,
the greater the stability achieved in the converter. Thus, the obtained cross-regulation, in terms of
performance index, indicates that the proposed system maintains desirable transient response with
the load regulation. Furthermore, in order to highlight the performance of the designed controller,
sensitivity indices are estimated. It is proved that the designed controller has a good response
by incorporating the step change in load current in one output to other output current variation.
The sensitivity (S) index is defined as in Equation (36):

S
Ioutj

Iouti
=

(
∆Ioutj

∆Iouti

)
×

Iouti

Ioutj

(36)

where ∆Ioutj is change in the output current with cross-channel and ∆Iouti is the change in the output
current with self-channel. The proposed method has minimum sensitivity indices of 0.012, whereas
in [28], it is found to be 0.016, which is calculated based on the step change in voltage variations.
It is observed that while calculating the sensitivity index, the value obtained is less than the value
mentioned in [13–15,22]. In summary, the DMPC controller used in PSLLC converter is superior to the
existing methods.

Table 4. Comparisons of existing papers with the proposed converter.

S.N0 Parameters
[This

Paper]
[29] [23] [14] [15] [15]

1
Input

Voltage
40 V, 20 V 24, 20 V 12 V 5 V 5 V 4.8 V

2
Output
Voltage

103 V,
96 V

12, 8 V 1.2 V, 1.5 V 2.5V, 3.3V 1 V, 1.5 V
3.3 V,
1.2 V

3
Output
Power

250 W 35 W ~0.76 W ~1.5 W 1.25 W 0.78 W

4
Control
method

Digital
Model

Predictive
controller

Model
Predictive

control

Multivariable
PID and

LQR
controller

Average
current

mode and
charge
control

Decoupling
method

Cross
-derivative

state
feedback

5
Switching
frequency

100KHz
20–100
KHz

10 KHz 500 KHz 500 KHz 100KHz

6 Inductor 1 mH 100 µH 1 mH 4 µH 5 µH 10 µH
7 Capacitor 680 µF 220 µF 220 µF 10 µF 10 µF 10 µF

8
Step

change in
Output
Current

4.401-2.233
A @I01

8–10 V@V2
0.5–1.05 A

@I02
1 A @I01

500–250
mA @I01

100–200
mA @I01

4.475-
3.671 A

@I01

0.61–0.8 A
@I1

2–2.5 A
@I02

1 A @I02
250–500
mA @I01

100–200
mA @I02

9
Cross-

Regulation

0.006A
@I02

0.025
1.2 V

@0.01s
0.5 A @I02 0.02 0.03

0.004A
@I02

-
3.3V

@0.007s
0.66 A @I01 0.01 0.008

10. Sensitivity 0.012
0.017,
0.016

0.83 0.05 0.01 0.01
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5.5. Experimental Results and Discussion

To validate the designed DMPC in an environment where hybrid energy resources are integrated
to the loads using PSLLC converter experimentally, a scaled down prototype of 100W capacity is
developed, while maintaining the concept of analyzing the cross-regulation effect across the two loads.
The dynamic condition is tested and the proposed control strategy is estimated based on Figure 1b
with the parameters mentioned in Table 2. Figure 18 shows the hardware model. The prototype model
is executed with the aid of FPGA Spartan 6-XC6SLX9 controller board. The components used in the
prototype consist of IGBT switch-MG1215H-XBN2MM, PWM driver circuit-ICTLP250, Inductor -IHA
205, Hall Effect sensor-ACS712 for sensing the current, diode rating-ISL9R3060P2, and a 4-inch cooling
fan for heat dissipation. Initially, the proposed converter works in the steady state operation. The input
voltage for the prototype model is taken as 30V and the obtained output load voltages V01 and V02

are 50 V with IL as 1.93 A. The output voltages are maintained at their reference values without any
external disturbance by the designed controller.

 

 

Figure 18. Hardware setup of proposed converter.

Step change is introduced as an external disturbance in the load side and various cases are
analyzed which are discussed as follows:

Case 1. Step change at load voltage V01:

To verify the concept of cross-regulation, a step change is introduced at load 1. Initially,
the converter works in steady state mode of operation with I01 = 0.1 mA. At t1 = 1 s, I01 is stepped up
from 0.1 mA to 0.4 mA and at t2 = 4 s, I01 is stepped down from 0.4 mA to 0.1 mA. The respective
voltage changes in load 1 (V01), drops from 50 V to 49 V at t1 and reverts back at t2. From Figure 19,
it is noted that the voltage of second load output V02 is constant, maintaining at 50 V for ensuing
step changes in the load current I01. The obtained results of Figures 19 and 20 show that the DMPC
controller is capable of reducing the cross-regulation effect with the change in dynamic response.
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Figure 19. Case 1—Experimental results of step change at load 1.
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Figure 20. Case 1—Experimental results of step change at load 1.

Case 2. Step change at load voltage V02:

To establish the effect of cross-regulation, a step change is introduced at load 2. Initially,
the proposed converter works in steady state mode of operation with I02 = 0.1 mA. At t1 = 1 s, I02

is stepped up from 0.1 mA to 0.4 mA and at t2 = 0.4 s, I02 is stepped down from 0.4 mA to 0.1 mA.
The voltage changes in load 2 (V02), drops from 50 V to 49 V at t1, and returns at t2. From Figure 21,
it is noted that the voltage of first load output V01 is constant, maintaining a value of 49.8 V for an
ensuing step change in the load current I02. The obtained results of Figures 21 and 22 shows that the
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proposed converter ensures that the output voltages are maintained at their reference values with
negligible cross-regulation.
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Figure 21. Case 2—Experimental results of step change at load 2.
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Figure 22. Case 2—Experimental results of step change at load 2.

Case 3. Step change in input voltage variations:

To authenticate the process of line regulation, a step change is introduced in the input voltage
while the converter is maintained under steady state operation with I01, I02 = 0.1 mA and Vdc = 30 V.
Figure 23 shows the experimental response to the change in the input voltage. During the time period
at t1 = 1 s, Input voltage Vin is stepped down from 30 V to 25 V and at t2 = 5.8 s, Vin is stepped up from
25 V to 30 V. Despite the change in the input voltage, load voltage across V01 and V02 remains stable at
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the desired voltage of 50 V. This case proves the proposed DIDO converter remains stable with respect
to change in input voltage. Thus, the results indicate that the designed controller is resistant to any
change in input voltage.
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Figure 23. Case 3—Experimental results of step change input voltage.

The comparison Table 5 shows the various cases obtained by the experimental results. It is
proved that for a step change in one load does not affect the other loads, which in turn reduces the
cross-regulation effectively.

Table 5. Comparisons of different cases of the experimental results.

Step Change in
load 1

t (sec) I01 (mA) V01 (V) I02 (mA) V02 (V) Cross-regulation

t1 = 1 0.1–0.4 50–49 ~0.1 ~50
0.001

t2 = 4 0.4–0.1 49–50 ~0.1 ~50

Step Change in
load 2

t (sec) I02 (mA) V02 (V) I01 (mA) V01 (V)

t1 = 1 0.1–0.4 50–49 ~0.1 ~49.8
0.002

t2 = 4 0.4–0.1 49–50 ~0.1 ~49.8

Input
Voltage

Variation

t (sec) Vin (V) Iin (mA) V01 (V) V02 (V)

t1 = 1 30–25 1–2 ~50 ~50
0.001

t2 = 5.8 25–30 2–1 ~50 ~50

To summarize the results obtained from Figures 18–22, it is clearly shown that the proposed
controller has accomplished the job of suppressing the cross-regulation and maintaining the line
regulation for various cases of incremental and decremented step change in the resistive loads.
The sensitivity index and cross-regulation are estimated in the hardware result and observed to be
satisfied with the theoretical values.
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6. Conclusions

This paper proposed a digital model predictive controller (DMPC) for DIDO-PSLLC converter to
subdue the effect of cross-regulation. At first, the conventional PID controller was designed for the
proposed converter and compared with the proposed digital model predictive controller.

This paper proposed a MIMO controller for DIDO hybrid energy system to subdue the effect of
cross-regulation. The conclusions are summarized as follows:

• This paper proposes the PV and battery-connected MIMO positive Super-Lift Luo Converter with
high-voltage transfer gain, high power density, high efficiency, reduced ripple voltage and current.

• The proposed DMPC controller has the advantage of fast dynamic response and suppression
of cross-regulation by controlling the load switches. The decoupling method is preferred to
overcome the interaction of the proposed hybrid DIDO system with renewable energy resources.

• The DMPC controller shows greater performance in cross-regulation and sensitivity index when
compared with existing literature.

• Thus, MIMO controller is implemented in a DIDO hybrid energy system, which can be interfaced
for electric vehicle application.

Theoretical analysis followed by comparison results proves the outstanding performance of
DMPC method in minimizing the cross-regulation in proposed DIDO system. By considering the
architecture of the proposed structure, this work can be flexibly extended to an arbitrary number of
inputs and outputs. In addition, the proposed converter with the cross-regulation examination can
find a place in electric vehicle lighting applications.
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Abstract: Three-level neutral-point clamped cascaded converters (3LNPC-CC) are widely used in
high power nigh-voltage applications. This paper mainly discusses the open-circuit fault in DC-side
of the 3LNPC-CC. Optimized by the sequence pulse modulation, a sequence smooth modulation
(SSM) is proposed to keep the DC-side voltage balance while the 3LNPC-CC suffers open-circuit fault
from DC-side. The SSM found efficient switch-state path through a 3-D cube model and simplified the
path from thousands of switch state. The SSM avoids the complex calculation in the voltage-balancing
modulation, while the dynamic character of it was less influenced. At the same time, the modulation
changes the voltage level smoothly and balances the fault DC-side voltage effectively. The characters
of the proposed modulation are verified by the simulation and the experiment.

Keywords: 3LNPC-CC; voltage-balancing; sequence smooth modulation open-circuit fault

1. Introduction

The traction power supply system is one of the four core systems of a railway and the only source
of train power [1]. In addition, the traction power supply system is also an important load of the
three-phase power system [2,3]. Because the transformer production technology is mature and simple
relatively, the railway mainly power supply is three-phase to single-phase. In the traction power supply
system, the power realized the conversion of three-phase 110 kV to single-phase 27.5 kV. However,
with the development of industrialization and the full use of renewable energy, many disadvantages of
this power supply mode have gradually emerged. Therefore, the traction power supply method based
on the application of multilevel converters was widely researched and applied [4,5].

An inverter is the core piece of equipment in the multilevel converter [2]. In this topology,
photovoltaic and wind-generator energy is connected to the system through the inverter to provide
energy for traction power supply and railway load. The cascaded multilevel inverter is a typical
inverter, which was proposed in 1981 [6]. The advantages of the multilevel inverter include:

(1) High-voltage and high-power output can be realized by low-voltage power-switching devices;
(2) The switching frequency of a single power-switching device is low;
(3) Low loss of power-switching devices;
(4) The filter device is physically small in size.

H-bridge topology, the neutral-point clamped (NPC) topology and modular multilevel converters
(MMC) topology are the most widely used structures in multilevel converters. The H-bridge topology
is simple in structure, but weak in voltage-bearing capacity, while the MMC topology is strong in
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voltage-bearing capacity, but complex in structure. In this way, the H-bridge topology and the MMC
topologies are not applicable to the railway power supply system due to their limitations. The NPC
cascaded converter has been widely used due to its simple structure relatively and high voltage-bearing
capacity [7]. The NPC topology consists of several IGBT and clamp diodes. However, with the
increase of the number of output levels, the topology of the converter is relatively complex, and a
large number of sensors is needed to control the converter. Once charging and discharging time of
the supporting capacitor is inconsistent, the voltage of the series capacitor will be unbalanced [8].
In addition, when the DC-side capacitance or internal switching devices of the cascaded multilevel
inverter develop an open-circuit fault, the control performance of the system will be lost and even
seriously affect the operation of the system. Therefore, the study in DC-side open-circuit fault of the
cascaded inverter has become an urgent problem in academic and industry [9].

For the direct current-side (DC-side) open-circuit fault of the system, the direct measurement
method of voltage sensor is adopted. However, the measurement method of the voltage sensor is
limited by the DC-side support capacitance, which reduces the open-circuit-fault diagnosis accuracy
and greatly increases the open-circuit-fault diagnosis time. In [10], the control strategy used the
proportional-integral controller (PI) controller is adjusted. In this paper, the equivalent duty cycle is
adjusted by PI controller and the power flow of each module is changed to realize the DC-side voltage
balanced. However, the DC-side voltage balanced stability with the PI controller has a contradiction
between the mean voltage velocity and stability. In addition, the regulation speed of the DC-side
voltage is slow.

In contrast, a modulation voltage-balancing strategy could change the turn-on and turn-off
sequence of the switches directly, so the fault tolerance effect is stronger—and the speed is faster.
In [11], the redundant vector-selection modulation strategy is used to realize the stability control after
DC-side voltage unbalanced of each module in cascaded H-bridge converter (CHBC). The DC-side
voltage control is integrated into the modulation strategy in this strategy, which can achieve a more
rapid, wide range of fault tolerance effects. The strategy proposed in [12] indicates that the opposite
vectors could be a fantastic way to ensure the stability of the DC-side voltage, which has been
demonstrated by a large number of simulations and experiments in this paper. This method can
greatly widen the stable range of the fault tolerance strategy. However, there is no intermediate
transition vector when the opposite vector is inserted, it will lead to the sudden change of port voltage
level, which will lead to the increase of switching frequency, switching loss. In order to solve the
above problems, a smooth voltage-balancing strategy is proposed in [13]. By sacrificing parts of the
dynamic response capabilities, this strategy selects the redundancy and smooth voltage vector to
control the DC-side voltage after open-circuit fault, which eliminates the mutation of port voltage level.
In [14], a sequence pulse modulation (SPM) is proposed, which has strong fault tolerance capability
and smooth change of voltage level. However, it is complicated to calculate the switching state.
Generally speaking, the [12–14] could balance the DC-link voltage under modulation index among
0.8. However, [12] balances the voltage with the price of switch state jump, [14] works with drastic
fluctuation, the calculation of [13] was too complex to become engineered. A fault reconfiguration
strategy with strong control ability and good performance need to be studied [15–17]. Additionally,
the voltage-balancing capability is difficult to realize the quantification [18,19]. In [20,21], the range of
voltage-balancing capability is described by energy flow between DC-side and AC-side. Among these
strategies, the DC-link voltage could remain balance while the modulation index is at least below 0.8.
However, a qualitative description is not suitable for different voltage level systems and has some
inevitable errors [22–25]. Thus, a precise voltage-balancing capability mathematical model is of great
importance to establish for different 3LNPC-CC systems.

In this paper, an SSM strategy is proposed for the 3LNPC-CC system. The rest of this paper is
organized as follows: Section 2 presents the 3LNPC-CC and its control system. Then, the proposed
strategy is discussed in detail in Section 3. Section 4 verifies the theoretical analysis by simulation and
experimental results, respectively.
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2. The Configuration and Control Strategy of 3LNPC-CC

2.1. The Configuration of the Multimodule 3LNPC-CC

The basic structure of 3LNPC-CC applied in the hybrid AC–DC–AC smart grid is shown in
Figure 1. The nigh-voltage input is connected with the distributed network. The module voltage input
is a bidirectional port connecting with the battery group, super capacitor or flywheel energy-storage
system. The low-voltage output provides three-phase 380-V AC-voltage for industry applications,
urban lighting and residential electrical equipment. Additionally, the 3LNPC-CC plays an important
role in the realization of high and low-voltage power conversion. The transformer is mainly used for
electrical isolation while the filter is applied to improve power quality. The output of this system is
used for the daily life.

Figure 1. Basic structure of the hybrid AC–DC–AC smart grid.

As is shown in Figure 2, the topology of 3LNPC-CC is composed of a DC side, several NPC
modules and an AC side. In each NPC module, there are one isolated switch, two series capacitors,
eight IGBTs and four diodes. Each module is cascaded to establish one phase’s voltage; the other two
phases have similar topologies. Thus, the input of 3LNPC-CC is composed of 3n DC ports, while the
output of 3LNPC-CC is three-phase AC port and one neutral point.

Figure 2. Topology of 3LNPC-CC.
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2.2. The Control Strategy of the Multimodule 3LNPC-CC

In multimodule 3LNPC-CC, a voltage–current closed loop control is applied to regulate the output
voltage and current, respectively. The control strategy aims to provide the AC voltage according to
the reference value and improve the power quality. The control strategy is mainly composed of a
voltage loop and a current loop based on the PI controller. The voltage and current are decoupled with
the active component d and passive component q. Once the output AC voltage develops fluctuation,
the control variable vd and vq will be regulated under the d–q axis to maintain the output voltage.
Moreover, once the output AC current contains a reactive component, the control variable id and iq will
be regulated to maintain the unit power factor. Thus, the mathematical model of the double closed
loop control strategy can be defined as Formulas (1) and (2).


u∗

d
= kip(i

∗
d
− id) + kii

∫
(i∗

d
− id)dt +ωLiq

u∗q = kip(i
∗
q − iq) + kii

∫
(i∗q − iq)dt +ωLid

(1)


i∗
d
= iLd + kvp(v∗d − vd) + kvi

∫
(v∗

d
− vd)dt +ωCvLq

i∗q = iLq + kvp(v∗q − vq) + kvi

∫
(v∗q − vq)dt +ωCvLd

(2)

where ud, uq, id, iq are control variables under the d–q axis while the u*
d, u*

q, i*d, i*q are reference values
under the d–q axis. The PI controller has two pairs parameters which are kvp, kvi, kip and kii. Moreover,
the L is the filter value of the inductor, the C is the filter value of capacitor and ω is the frequency of
3LNPC-CC. According to the mathematical model, the control scheme of 3LNPC-CC can be illustrated
in Figure 3. van, vbn and vcn are the three phase voltage. 1 is the normalized reference value of vd. 0 is the
normalized zero value of vq. iLa, iLb and iLc are the three phase current. ω is the angle of the three phase
current, which is locked by PLL (phase-locked loop). The voltage signal sampled from voltage sensor
is the input of the voltage loop, which can produce the reference of d–q current. Similarly, the current
signal from current sensor is transformed to current loop to produce the reference of d–q voltage.
Thus, the d–q voltage can be decoupled with the three-phase voltage signal as the output signal of the
control strategy. In Figure 3, the modulation strategy and the proposed voltage-balancing strategy are
illustrated, which are thoroughly introduced in Sections 3 and 4. The final control results in Figure 3
will be transferred as IGBT signal (G1,G2,G3 . . . Gn), for controlling the gate of IGBT in Figure 2.

Figure 3. Control scheme of 3LNPC-CC.
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3. The Proposed Strategy of 3LNPC-CC

3.1. The Proposed Strategy

A three-module 3LNPC-CC is used to illustrate the theory of voltage balancing. In the DC voltage
Vdc1, Vdc2 and Vdc3 of Module 1, Module 2 and Module 3 are sampled, respectively. While one module
suffers from the open-circuit fault of DC-side, the DC-side voltage of the module will drop drastically.
In fact, the function of voltage-balancing strategy is to stop the DC-side voltage dropping and bring
DC-side voltage to normal. When the output current is positive, the open-circuit fault module should
try it best to synthesize −2, −1 and 0 voltage level, so that the voltage level could balance the DC-side
voltage by charging the DC-side capacitor. Similarly, When the output current is negative, the fault
module should try its best to synthesize 2, 1 and 0 voltage levels.

To achieve the voltage-balancing strategy, [13] proposed an SPM as shown in Table 1—in which
all modules synthesize the voltage level based on table according to the voltage level. The relationship
DC-side voltage of Module S1, Module S2 and Module S3 are Vdc1> Vdc2> Vdc3. However, as it is
shown in Table 1, when the total voltage-level changes from 2 to 1, at the same time, the rank number
of the DC-side voltage changes as Vdc1> Vdc3> Vdc2, the voltage level of cell 2 will change from 2 to −2,
namely the voltage-level jump appears. The voltage-level jump will lead an equivalent increase in
switching frequency. If the voltage-level jump needs to be avoided, the rank of the DC-side voltage
could change while the modulation level M equals 6, 0, −6. However, the limitation will cause dynamic
performance loss. In addition—to keep the voltage-level change smooth—the −2 voltage level is
banned while M = 1, as does M = 2 while M = −1. Therefore, the voltage-balancing capability of SPM
could still be increasing.

Table 1. Voltage level allocation.

M S1st S2nd S3th

6 2 2 2
5 2 2 1
4 2 2 0
3 2 2 −1
2 2 2 −2
1 1 1 −1
0 0 0 0
−1 −1 −1 1
−2 −2 −2 2
−3 −2 −2 1
−4 −2 −2 0
−5 −2 −2 −1
−6 −2 −2 −2

An ideal 3-D cube model voltage-balancing strategy is shown in Figure 4, three-module consist of
53 = 125 switch states, which makes up the number of total voltage levels is 13. Each module is shown
on an axis in Figure 4, a cube appears. Each color represents one kind of the total voltage level. The full
line shows the path when the total voltage-level changes. For example, when the total voltage level is
13, which is on the point of (2,2,2), the red line shows the path of the total voltage between 13 and 12,
the point changes from (2,2,2) to (2,2,1), (2,1,2) or (1,2,2). Thus, the voltage-level changes smoothly.
To realize this strategy, the modulation needs to calculate voltage level of each module which is related
to its DC-side voltage and the initial switch state. However, this also means that once a bug occurs in
the calculation, all following calculations will error in succession.
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Figure 4. 3-D cube model voltage-balancing strategy.

Considering the advantage and disadvantages of the SPM and the calculation modulation above,
the proposed SSM combines the advantage of them. The basic frame of the SSM is to calculate all the
possibility of the switch-state changes, then list the changes in Table 1. Thus, a 3 Module 3LNPC-CC
has 125 kinds of switch state and 6 kinds of the DC-side voltage rank. Each switch state has 2 kinds of
voltage-level change tail, which is the voltage level plus and voltage level minus. Thus, the number
of the total switch-state changes is about 1500. The 1500 kinds of switch states could be classified
as follows:

(a) DC-side voltage rank: Vdc1> Vdc2> Vdc3, voltage level: positive plus, the number of module which
the switch state is 2:0, initial example: (1,1,1), result example (2,1,1);

In this situation, the switch state of the module (Module 1) which DC-side voltage rank is the
highest of all has rising space, thus the switch state of Module 1 increases from 1 to 2.

(b) DC-side voltage rank: Vdc3> Vdc2> Vdc1, voltage level: positive plus, the switch state of Module 3
is 2, initial example:(1,1,2), result example (1,2,2);

In this situation, the switch state of the module (Module 3) which DC-side voltage rank is the
highest of all, but it has no rising space, thus the switch state of Module 2 increases from 1 to 2,
which has the second-highest of the DC-side voltage rank.

(c) DC- side voltage rank: Vdc2> Vdc3> Vdc1, voltage level: positive plus, the switch state of Module 3
is 2 and the switch state of Module 2 is 2, initial example:(−1,2,2), result example (0,2,2);

In this situation, the switch state of the module (Module 2) which DC- side voltage rank is the
highest of all, but it has no rising space, neither does Module 3, thus the switch state of Module 1
increases from −1 to 0, which has the second-highest of the DC-side voltage rank.
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(d) DC- side voltage rank: Vdc1> Vdc2> Vdc3, voltage level: positive minus, the number of module
which the switch state is −2:0, initial example:(1,1,1), result example (1,1,0);

In this situation, the switch state of the module (Module 3) which DC- side voltage rank is the
lowest of all has falling space, thus the switch state of Module 3 decreases from 1 to 0.

(e) DC- side voltage rank: Vdc3> Vdc2> Vdc1, voltage level: positive minus, the switch state of Module
1 is −2, initial example:(1,2, −2), result example (1,1, −2);

In this situation, the switch state of the module (Module 3) which DC- side voltage rank is the
lowest of all, but it has no falling space, thus the switch state of Module 2 increases from 2 to 1,
which has the second-highest of the DC-side voltage rank.

(f) DC- side voltage rank: Vdc1> Vdc2> Vdc3, voltage level: negative plus, the number of module
which the switch state is 2:0, initial example:( −1, −1, −1), result example (−1, −1,0);

In this situation, the switch state of the module (Module 3) which DC- side voltage rank is the
lowest of all has rising space, thus the switch state of Module 3 increases from −1 to 0.

(g) DC- side voltage rank: Vdc3> Vdc2> Vdc1, voltage level: negative plus, the switch state of Module
1 is 2, initial example:( −1, −1, −2), result example (−1,0, −2);

In this situation, the switch state of the module (Module 1) which DC- side voltage rank is the
lowest of all, but it has no rising space, thus the switch state of Module 2 increases from −1 to 0,
which has the second-highest of the DC-side voltage rank.

(h) DC- side voltage rank: Vdc1> Vdc2> Vdc3, voltage level: negative minus, the number of module
which the switch state is -2:0, initial example:( −1, −1, −1), result example (−1, −1, −2);

In this situation, the switch state of the module (Module 3) which DC- side voltage rank is the
highest of all has rising space, thus the switch state of Module 3 decreases from 1 to 0.

(i) DC- side voltage rank: Vdc3>Vdc2>Vdc1, voltage level: negative minus, the switch state of Module
1 is −2, initial example: −2, −1, −1), result example (−2, −2, −1);

In this situation, the switch state of the module (Module 3) which DC- side voltage rank is the
highest of all, but it has no falling space, thus the switch state of Module 2 increases from −1 to −2,
which has the second-highest of the DC-side voltage rank.

(j) DC- side voltage rank: Vdc2>Vdc3>Vdc1, voltage level: negative minus, the switch state of Module
3 and Module 3 are −2, initial example:(−2, −2,1), result example (−2, −2,0);

In this situation, the switch state of the module (Module 2) which DC- side voltage rank is the
highest of all, but it has no falling space, neither does Module 3, thus the switch state of Module 1
decreases from 1 to 0, which has the second-highest of the DC-side voltage rank.

(k) The special situation; (2,2,2) cannot be added anymore, and the (−2, −2, −2) cannot be reduced
any more.

The changes of switch states are calculated and ranked, to make a list and saved in the controller.
Then the modulation will work as the list arranging. In addition, the result of the modulation will
operate like Figure 4 shows. First, the SSM chooses the proper switch state to balance the voltage
smoothly. Second, the SSM could choose the off-line switch state—the final result of the switch
state could be generated as a table, avoiding the complex calculations while 3LNPC-CC is working.
Finally, the SSM is easy to extend as the off-line calculating. Compared to traditional strategies,
the proposed SSM is optimized, simplified and extendable. Although the expression of the SSM is
complex, the calculation while the SSM working is much easier than that of [13] and [20].
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3.2. The Balance Range of the Proposed Strategy

Although the proposed voltage-balancing strategy provides a strong balance capability for
3LNPC-CC, the balance range has its limits. In order to find the boundary of the balance capability,
the mathematical model of balance capability is established in this section, based on the conservation
of energy theorem.

First, the balance index ζ must be defined in Equation (3), which can quantitatively measure the
degree of voltage imbalance. In the traditional voltage-balancing algorithm, the definition of balance
index is always dependent on power. However, it is difficult for traditional definitions to maintain
uniformity at different power levels. Thus, based on the normalization technique, the balance index
ζ is defined by DC-side voltage reference and DC-side voltage difference. If all DC-side inputs are
equal to the rated voltage, the balance index ζ is equal to zero. Similarly, if one module develops
an open-circuit fault of DC side, the balance index ζ is equal to 0. Thus, full range of load can be
represented regardless of the power level of system:

ζ =
n · (vdc.max − vdc.min)∑

vdc
(3)

Second, the relationship between the balance index ζ and energy flow can be established in
Equation (4). Due to the structure of 3LNPC-CC, all modules are cascaded with a similar current flow
even if one module is faulty. Thus, the balanced index is proportional to DC-voltage, DC-power and
energy flow of each module. In Equation (4), the ∆vdc, ∆W and ∆E are different from DC-voltage,
power and energy flow between faulty modules and other normal modules. Moreover, k1 and k2 are
the proportional factor in the process, which have no dimensions:

ζ =
∆vdc∑

vdc
= k1

∆W∑
W

= k2
∆E∑

E
(4)

Next, the mathematical model of the proposed voltage-balancing strategy is established in
Equation (5). According to Equation (5), it indicates that the range of voltage-balancing is determined
by the difference in energy flow, including input energy and output energy. The input energy can be
changed by the value of DC-side voltage while the output energy can be controlled by the proposed
voltage-balancing strategy. Thus, in Equation (5), the energy flow difference can be described where
PWMfault(m,ωt) is the voltage level of the faulty module at the moment of t andω is the angular frequency
of 3LNPC-CC. vdc and is is the DC-side voltage and AC-side current of 3LNPC-CC, respectively:

ζ = ∆vdc/
∑

vdc = ∆W/
∑

W =

∫ 2π
0 vdcisPWM f ault(m,ωt)dt

∫ 2π
0 vdcis sinωtdt

(5)

Finally, the relationship between balance index ζ, modulation index m, and module number n can
be illustrated in Figure 5. In respect to the fixed module number, the boundary of voltage-balancing
is composed of two parts. Taken the 3 modules system as an example, when modulation index is
lower than 0.82, the voltage-balancing can be acquired no matter how serious the input situation is.
However, when modulation index is higher than 0.82, the voltage-balancing capability is deceased.
Voltage-balancing can only be achieved under specific load conditions. When modulation index is
close to 1, the voltage-balancing capability hardly exists. Additionally, with the increasing of module
numbers, the voltage-balancing capability is stronger. However, in consideration of the engineering
requirements, the module number needs to be as little as possible. Thus, one compromise must be
made between voltage-balancing capability and module number. The calculation result is shown
in Figure 5.
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Figure 5. Balance boundary of 3LNPC-CC.

4. Simulation and Experiment

4.1. Simulation

The simulation of the proposed SSM is built in Matlab/Simulink, a three-Module 3LNPC-CC to
verified it. The detailed parameters of the simulation are shown in Table 2, where the DC-side voltage
is about 48 V in each module.

In order to verify the unit power factor of the AC-side achieved by the control strategy of
3LNPC-CC, the output voltage and current of the 3LNPC-CC is simulated and shown in Figure 6.
In the initial stage, the 3LNPC-CC operates under the modulation index of 0.6, the AC-side voltage and
current keep the same phase and the frequency. When the sudden change of modulation index comes
at 0.445 s, the amplitude of the AC-side voltage and current changes to 120 V and 2.5 A, respectively
and the system enters a new steady-state rapidly. After the sudden change, the 3LNPC-CC operates
under the modulation index of 0.8 and still keeps the unit power factor operation.

As shown in Figure 7, the DC-side source of Module 3 develops an open-circuit fault. After the
open-circuit fault of the DC side, the whole output port voltage uab still remain stable and the number
of voltage level is eleven under the modulation index of 0.8. The whole output port voltage uab is
shaped like a regular staircase wave, which indicates the good performance of the control strategy.
However, the output port voltages of each module are no longer the staircase waves. As is obviously
seen in Figure 7, Module 1 and Module 2 transfer their switching frequency to Module 3. Module 1 and
Module 2 remain in switching states 2 and −2 most of the time while Module 3 changes its switching
states rapidly for the purpose of balancing the DC-side voltage. More important, the voltage level of
three modules is changed only 1 or −1 at one time, the short circuit and overvoltage which may happen
in bridge arm are prevented. Thus, the voltage level of Module 3 is operated as the strategy needs.

In order to verify the effectiveness of the proposed strategy, the DC-side source of Module 3 is set
to have an open-circuit fault before the 3LNPC-CC starts. The DC-side voltages of three modules are
shown in Figure 8. In the beginning, Vdc1 and Vdc2 remain stable at 48 V and Vdc3 is 0 because of the
open-circuit fault. After the response time of 0.055 s, Vdc3 increases rapidly to 48 V due to the proposed
strategy. When the 3LNPC-CC enters the stable period, DC-side voltages of each module keep the
same track at 48 V with a low amplitude ripple. In this way, the validity of the proposed strategy
is proved.

With reference to Figure 9a–c, each DC-side voltage with different modulation index is illustrated
based on the proposed strategy. The DC-side source of Module 3 is cut off at 0.15 s due to the
open-circuit fault in all these three figures. In Figure 9a, the modulation index is 0.78 which is lower
than its critical value 0.82, the DC-side voltage-balancing will be maintained after the open-circuit
fault. In Figure 9b, the modulation index is the critical value 0.82, Vdc3 is parallel to Vdc1 and Vdc2 and
the system is in a critical stable state. However, in Figure 9c, the modulation index is 0.88, and the
system works out of the balanced area. Therefore, Vdc3 cannot be balanced at 48 V, which verifies the
correctness of the proposed reconfiguration capability calculation in Section 4.
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Table 2. Simulation Parameter.

Parameter Name Value

Number of the modules 3
DC-side voltage of each module 48 V

Modulation index 0.8
Carrier wave frequency 2 kHz

Switches IGBT
Filter inductance 1 mH
Filter capacitor 10 µF

DC-side capacitor 470 µF
Load 50 Ω

Figure 6. AC-side voltage and current for a step in the modulation index.

Figure 7. Output port voltage of the proposed strategy.
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Figure 8. DC-side voltages of each module.

Figure 9. Cont.
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Figure 9. DC-side voltages of each module. (a) Each DC-side voltage of the proposed strategy (m = 0.78);
(b) each DC-side voltage of the proposed strategy (m = 0.82); (c) each DC-side voltage of the proposed
strategy (m = 0.88).

4.2. Experiment

The low power experiment of a three-Module 3LNPC-CC prototype was designed to illustrate
the dynamic performance of the proposed strategy. The parameter and the prototype are shown in
Table 3 and Figure 10, respectively. A prototype was designed and two experiments are conducted
to illustrate the dynamic performance of the proposed strategy. The FPGA EP4CE10F17C8N is used
as a core controller, the process of FPGA is mainly made up of PLL, d–q decoupling (dq–abc), d—-q
coupling (abc–dq), PI controller, PSC modulation and SSM proposed, as it is shown in Figure 11.

In order to verify the topology and the modulation of the prototype, the experiment of using
phase-shift carrier (PSC) modulation and the proposed strategy is completed, the static waveform of
the 3LNPC-CC is shown in Figure 12. In Figure 12a, an eleven-level output voltage is synthesized by
the PSC-SPWM, while the voltage levels of each module are evenly distributed. Figure 12b shows
the static wave of output voltage when the proposed strategy works, while Module 1 is regarded
as the one who suffers from open-circuit fault. Based on the proposed strategy, the voltage level of
Module 1 changes rapidly, while the voltage level of the other two modules remains at switching state
± 2 for most of the time. Moreover, the total output voltage Uab of the 3LNPC-CC remains normally,
although the output voltage of each module is rearranged by the proposed strategy.

Figure 13 shows the start period of the 3LNPC-CC when Module 1 suffering from open-circuit fault.
Because of the DC-side voltage loss, the input and output voltage of Module 1 is 0 at the beginning.
Figure 13a is the output voltage of the 3 modules. Because of the open-circuit fault of Module 1,
the total output voltage Uab deformed during the start period. Gradually, with the DC-side voltage of
Module 1 recovering, the Uab become normal. However, due to the proposed strategy, the switching
times of the open-circuit fault module increases to keep its DC-side voltage steady. Although the switch
states of all modules are rearranged, the total voltage of 3LNPC-CC remains unchanged. Figure 13b
illustrates the DC-side voltage of each module and the AC-side current. Similarly, the DC-side voltage
of Module 1 is zero at the beginning. After the proposed strategy is activated, the DC-side voltage of
Module 1 increases and traces the DC-side voltage of the other two modules within 0.4 s. This means
that the SSM could ensure the 3LNPC-CC working while the DC-port of one module of a module is
fault while it. Figure 13b also shows the proposed SSM could balance the DC-link voltage under the
modulation index among 0.8 while one module of 3LNPC-CC under 0.8, this keeps the average level
such as [12–14] and [20].
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Table 3. Experiment parameters.

Parameter Name Value

Number of the cascade module 3
DC-side voltage 48 V
Output voltage 85 V
Controller (FPGA) EP4CE10F17C8 N
Switch (IGBT) FGA25N120ANTD
DC-side capacitance 470 µF
Filter inductance 1 mH
Filter capacitance 10 µF
Load 50 Ω

Carrier wave frequency 2 kHz

Figure 10. Prototype of the three-module 3LNPC-CC.

Figure 11. Controller.
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Figure 12. The static waveforms of three-module 3LNPC-CC. (a) The PSC modulation of 3LNPC-CC;
(b) proposed strategy of 3LNPC-CC.

Figure 13. Experiment start with Module 1 suffering from an open-circuit fault. (a) Output voltages of
3LNPC-CC; (b) DC-side voltages and AC-side current.

Figure 14 shows the DC-side voltages and AC-side current using the proposed strategy of
three-module 3LNPC-CC. When the system enters the steady-state operation, the open-circuit fault of
DC-side source occurs in Module 1 and the DC-side source is completely cut off. Therefore, the DC-side
voltage of Module 1 dropped greatly about 28 V. However, under the influence of the proposed
strategy, the DC-side voltage of Module 1 does not drop continuously and increases to 50 V at the
end. The process of recovering is less than 0.04 s, which is faster than the start experiment. In this way,
the validity of the proposed strategy is proved. Furthermore, the fluctuation is much smaller than [13],
similar with others article.

Since the modulation index could have an effect on the voltage-balancing capability, Figure 15
shows the DC-side voltages and AC-side current with different modulation index and the DC-side
source of Module 1 is cut off in Figure 15a–c. In Figure 15a, the system works at a limit condition
with the modulation index of 0.82 and the DC-side voltage of Module 1 fluctuates in a large range.
As shown in Figure 15b,c, the proposed strategy is verified with a modulation index of 0.8 and 0.78.
The fluctuation of DC-side voltages of Module 1 decreases and the DC-side voltage of three modules
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follow the trails of each other because the applying of the proposed strategy. These experimental
results are in accordance with the theoretical and simulation analysis.

Figure 14. DC-side voltages and AC-side current during DC-side source open-circuit fault.

Figure 15. DC-side voltages and AC-side current under different modulation index. (a) m = 0.82;
(b) m = 0.8; (c) m = 0.78.
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5. Conclusions

In this paper, a novel voltage-balancing strategy applied in a three-level neutral-point clamped
cascaded converter is proposed to improve the balance of DC-side voltage. The basic configuration of
3LNPC-CC was designed, and the normal control strategy is illustrated, which achieved the regulation
of AC-side voltage and current. A SSM of voltage-balancing strategy and the optimal path of voltage
level transformation is also proposed. The input DC-side voltage can be regulated—even if one module
develops an open-circuit fault of DC-side. The voltage level can be changed smoothly in this strategy.
The recovery time of the input DC-side source from full power to no power is approximately 0.28 s.
The main contributions of this paper are as follows:

(a) An SSM structure of 3LNPC-CC is proposed, which represents the change of different working
states. When the input of 3LNPC-CC is unbalanced, the normal path of working states is changed
and an improved path of working states is assigned that can recover the balance of DC-side
balance. The advantage of the improved path is a smooth switch of voltage level during the
whole working cycle;

(b) A coordinated control strategy is designed, which is composed of double-closed loop and
sequence smooth modulation, based on AC-side voltage, AC-side current and DC-side voltage.
The performance of AC-side and DC-side can be assured at the same time;

(c) An experiment platform is established in this paper. The dynamic performance is illustrated
when DC-side input develops an open-circuit fault and must be cut off. The DC-side voltage
can be recovered even if the extreme imbalance occurs. The ripple of the DC-side voltage is
improved with the decreasing of modulation index. Additionally, the 3LNPC-CC has an excellent
dynamic performance.

In conclusion, the advantages of proposed SSM are as follows:

(a) The proposed SSM could balance the DC-link voltage of the DC-port fault module, while the
modulation index is under 0.8. The voltage-balancing ability is fairly high-level among
voltage-balancing strategies;

(b) The proposed SSM is able to find a proper switch-state path for voltage balancing that is suitable
for the voltage balancing strategy. In addition, the proper switch-state path ensures the minimum
switch-state changes and minimum frequency;

(c) The proposed SSM takes the advantages from the smooth modulation and SPM by using a
calculated table—not only for finding the proper switch state, but also for avoiding complex
calculations while the 3LNPC-CC is working.
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Abstract: The real implementation of the maximum power point tracking (MPPT) controllers for the
photovoltaic (PV) systems is still a big challenge for researchers working in this field. Often, they use
simulation tools to assess the performance of their MPPT algorithms before actual implementation.
In this context, this paper aims to propose a trusted simulation of a PV system designed under
Proteus software. The proposed PV simulator can be used to verify and evaluate the performance
of MPPT algorithms with a closer approximation to the real implementation. The main advantage
of this model that it contains a real microcontroller, as can be found in reality, so that same code
for the MPPT algorithm used in the simulation will be used in real implementation. In contrast,
when using (Powersim Software) PSIM or Matlab/Simulink, the code of the algorithm must be
rewritten once the real experiment begins, because these tools don’t provide a microcontroller or
an electronic board in which our algorithm can be implemented and tested in the same way as the real
experiment. After this section, a modified Hill-Climbing (HC) algorithm is introduced. The proposed
algorithm can avoid the drift problem posed by conventional HC under a fast variation in insolation.
The simulation results show that this method presents good performance in terms of efficiency
(99.21%) and response time (10 ms), which improved by 1.2% and 70 ms respectively compared to the
conventional HC algorithm.

Keywords: Proteus; MPPT algorithm; PV Simulator; Drift problem

1. Introduction

Today, solar energy currently has taken a large part of the market compared with other sources
of renewable energy [1–3]. This development has pushed many researchers to search for important
solutions to increase the PV energy extracted from the PV panels. Among these solutions, we find
MPPT techniques [4–7]. These techniques are used to control a DC-DC converter to extract the
maximum power from the PV system. The role of the DC-DC converter is to provide impedance
matching between the PV array and load. In addition, many works have investigated the effect of
partial shading conditions (PSC) on the extracted PV energy, always with the aim of improving the PV
system efficiency. As a result, several GMPPT techniques have been proposed in the literature to make
PV systems working at the actual best efficiency under PSC [8–13]. On the other hand, to validate the
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performance of these techniques, it is necessary to test them before implementation. For this reason,
researchers often use simulation tools such as Matlab-Simulink or PSIM to model PV systems and
then test the performance of their MPPT algorithms [14–16]. However, the main disadvantage of these
tools is that they do not contain microcontrollers or embedded boards (such as Digital Signal Processor
(DSP), Field-Programmable Gate Array FPGA, Arduino, Programmable Interface Controllers (PIC) . . .
) in which the MPPT algorithm can be implemented and tested as it is done in an actual prototype.
Therefore, once we start the actual implementation of the MPPT algorithm for a real PV system,
several problems may occur due to the disparities that can appear between the software development
and the requirements during the development process. Moreover, as all the components used (DC/DC
converter, sensors, actuators and microcontroller) are real, unlike those designed in the simulation tool,
it is difficult to know the component responsible in the event of a bug. That can increase the time spent
in debugging runtime errors. Against, these problems can be avoided by using the Proteus tool as
an alternative for modelization and simulation.

Proteus is an electronic circuit design software that includes diagrammatic capture, PROSPICE
simulation, and printed circuit board (PCB) layout modules. It provides in its libraries embedded
boards such as PIC and Arduino, where we can implement our controller by uploading the hex code to
the microcontroller as it actually happens in reality. In addition, this tool has been developed to contain
components or models that are close to reality, which can give results that are more accurate. Figure 1
shows a comparison between the steps of developing a circuit board in Proteus and in traditional
design tools. From this figure, it can be noticed that when using traditional design tools (such as
Matlab/Simulink or PSIM), the software development and testing system cannot begin until a PCB or
physical prototype is available. Thereafter, if something is wrong with the hardware design, the entire
process must be repeated. However, using Proteus, software development can begin as soon as the
schematic is drawn, and the combination of hardware and software can be thoroughly tested before
physical prototyping. In addition, the same algorithm’s code implemented in the microcontroller on
Proteus will be used in the real experiment. Whereas, using PSIM or Matlab/Simulink, we have to
rewrite the code of the algorithm once we begin the real experiment. For these reasons, researchers
and engineers can really benefit from Proteus to test and evaluate the performances of their MPPT
algorithm before the real implementation.

 

 
Figure 1. Steps to develop a circuit board in Proteus tool: (a) compared to those for developing it in
traditional design tools, (b) such as Matlab/Simulink or PSIM.

However, to the authors’ best knowledge, there is no simulation found in the literature of an entire
PV system under Proteus software. While recently, some works have addressed the simulation of
PV panel in Proteus as the first attempts in this subject. A single-diode Proteus model of PV module
has been proposed and validated in our previous work [17–20]. Authors in [21] have been proposed
a two-diode model of PV panel in Proteus. Against this background, this paper aims to present an entire
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design of a PV system based on Proteus, which can be used as a simulator to test the performances of
MPPT algorithms. This simulator is composed of a PV panel model, DC-DC converter, voltage and
current sensors, graph analysis, a Liquid-Crystal Display (LCD) screen, and the Arduino UNO board
in which the MPPT algorithm is implemented. The design aspects of the PV system under Proteus
are extensively described in this paper. Moreover, a modified Hill-Climbing (HC) MPPT algorithm
is proposed in this paper to avoid the drift problem posed by the conventional HC algorithm when
under a fast variation in insolation.

The remainder of this paper is organized as follows. Section 2 presents the PV system design in
Proteus and describes the analysis of the effect of the drift problem under a fast variation in insolation
with the conventional and improved HC MPPT method. Section 3 discusses the simulation results
obtained. Finally, Section 4 concludes with a summary and discussion of future works.

2. Materials and Methods

2.1. Description of a PV System

2.1.1. Description of the Entire PV System

Figure 2 shows the schematic diagram of the entire PV system on Proteus. The latter is composed
of a PV panel, a DC-DC converter, an MPPT controller, and a load. The PV panel is connected to the
load via the boost converter. The MPPT controller implemented in the Arduino board uses the voltage
and PV current data to control the boost converter to reach the MPP. The code of this controller is
developed firstly in the Arduino software (IDE), and then its hexadecimal code is uploaded to the
board on Proteus.

 

 

Figure 2. Schematic diagram of the entire photovoltaic (PV) system.

2.1.2. Proteus PV Panel Model

The equivalent circuit for the most used solar cell model consists of a diode and a current source
connected in parallel, as well as a shunt resistor Rsh and a series resistor Rs, as shown in Figure 3.
Based on this circuit diagram, the output current is given by the following expression [22]:

I = Iph − Is,0

(
exp

(
V + IRs

aVt

)
− 1

)
− V + IRs

Rsh
(1)
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where: Iph: Represents the photocurrent of the solar cell (A); Is,0: Represents the reverse saturation
current of the solar cell (A); V: Represents the output cell voltage of the solar cell (V); a: Represents the
diode ideality factor of the solar cell; Vt: Represents the thermal voltage of the solar cell.
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Figure 3. Equivalent circuit for single diode model of solar cell.

In this study, the TDC-M20-36 panel is used, and Table 1 presents its specifications. Figure 4
presents the Proteus PV panel model with the Spice code. In this latter, the parameters of the used diode
(saturation current, number of cells, ideality factor, and bandgap energy) according to the TDC-M20-36
panel’s specification, must be introduced. Note that presented the PV panel model is already validated
through simulation/ experimental results in our previous paper [17].

Table 1. Characteristics of the used PV model at Standard Test Conditions (STC).

TDC-M20-36

Pmax of PV panel 20 W
Vmpp at Pmax of PV panel 18.76 V

Impp at Pmax of the PV panel 1.07 A
Current Isc at Short-circuit (SC) 1.17 A

Voltage Voc at Open-circuit (OC) 22.70 V
Temperature coefficient Kv at OC −0.35%/◦C
Temperature coefficient Ki at SC −0.043%/◦C

Number of cells 36
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Figure 4. The equivalent circuit of panel model under Proteus.

2.1.3. DC-DC Boost Converter

The DC-DC converter is a principle element of the PV systems with an MPPT controller,
which provides impedance matching between the PV array and load. Figure 5 presents the circuit
diagram of the used DC-DC converter. Table 2 presents its principal parameters, which are the inductor
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(L), input capacitor (Cin), output capacitor (Cout), and the switching frequency (fs). In addition,
Equations (2) and (3) define the relationship between its inputs and outputs.

V0 =
V

1−α (2)

I0 = I(1− α) (3)

Req = η(1− α)2Rload (4)

where: I0: Represent the output current of the Boost converter (A); I: Represent the output current
of the PV model (A); V0: Represent the output voltage of the boost converter (V); V: Represent the
output voltage of the PV model (V); Req: The equivalent resistance as seen by the PV module (Ω); Rload:
The load resistance of the PV system (Ω); η: The efficiency of the boost converter (%); α: The duty cycle.

 

଴ܸ ൌ 	 ܸ1 െ αܫ଴ ൌ ሺ1ܫ	 െ ሻߙ
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Figure 5. Circuit diagram of the DC-DC boost converter.

Table 2. The values used of the parameters of the DC-DC boost converter in our work.

Parameters Value

L 20 mH
Cin 220 µF

Cout 470 µF
fs 1 kHz

2.1.4. MPPT algorithm

The MPPT technique is a controller that varies the duty cycle of the DC-DC converter in order
to extract the maximum power from PV panels. In this paper, a classical algorithm named the HC
algorithm is used to make the MPPT control of the PV system. But, as reported in the literature,
this algorithm suffers from drift problem when the fast variation in insolation [23,24]. Therefore,
a modified HC algorithm is proposed to solve this problem.
Conventional HC MPPT algorithm

The conventional HC algorithm is based on the variation of PV power (dP) and PV voltage (dV) by
considering the P-V characteristics curve. However, this MPPT algorithm suffers from drift problems
that occur with the fast variation in insolation (rapid increase in insolation). Figure 6 presents the PV
curves under a rapid increase in insolation. From this figure, it can be noted that when an increase in
insolation at point 3, the operating point is set to a new point 4 (dP = P4 (kTa) – P3 (kTa) > 0 and dV =
V4 (kTa) – V3 (kTa) > 0). Moreover, as shown in the flowchart of the conventional HC MPPT algorithm
presented in Figure 7, the duty cycle decreases with increasing insolation, which involves moving
point 4 to point 5 of the maximum power point (MPP ) in the new curve, called the drift problem.
Similarly, thing occurs for an increase of insolation on other points. So, A drift problem occurs when
there is a rapid change in insolation due to cloudy days. This problem is due to the incorrect decision
of the conventional HC MPPT algorithm when dP/dP > 0.
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Figure 6. The P-V curves of the PV module under a rapid increase in insolation.
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Figure 7. The flowchart of the conventional HC MPPT algorithm.

Improved HC MPPT algorithm
After detecting the loop in which the conventional HC algorithm makes a bad decision, a simple

solution is proposed to overcome the obvious problem posed by HC algorithm.
The relationship between the PV current and voltage can be written as follows:

I =
V

Req
(5)

With the value of the equivalent resistance is defined by Equation (4).
This relationship can also be expressed based on the single-diode model of the PV module

as follows:

I = Iph − I0(exp(
q(V + IRs)

∂KTNs
) − 1) −

(V + IRs)

Rsh
(6)

By substituting Equation (5) into Equation (6), and by considering Taylor’s series expansion up to
first order, Equation (7) can be expressed as follows:

V

η(1− α)2Rload

= Iph −
I0

∂KTNs
(qV +

Rs

η(1− α)2
V) − V

Rsh
− Rs

Rsh

V

η(1− α)2Rload

(7)
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By simplifying Equation (7), the V can be expressed in terms of Iph for an insolation G and the
slope of the load line as follows:

V/G =
Iph/G

1
ηRload(1−α)2

(
1 + Rs

Rsh

)
+ I0

aKTNs

(
q + Rs

ηR(1−α)2

)
+ 1

Rsh

(8)

By substituting (8) into (5) yields

I/G =
1

ηRload(1− α)2

Iph/G

1
ηRload(1−α)2

(
1 + Rs

Rsh

)
+ I0

aKTNs

(
q + Rs

ηR(1−α)2

)
+ 1

Rsh

(9)

At an insolation of G, Iph can be expressed in terms of Isc,n as follows:

Iph/G = (Isc,n + K1∆T)
G

Gn
(10)

With Isc,n is the short-circuit current at nominal conditions, K1 is the short circuit
current/temperature coefficient, and ∆T = T − Tn (T and Tn are the present and nominal temperatures
respectively). From Equations (8) and (9), we get the Equation (10). In addition, Equations (11) and
(12) can be obtained to derive the expressions V and I according to insolation.

dV

dG
=

(Isc,n + K1∆T) 1
Gn

+ K1
G

Gn

dT
dG

1
ηRload(1−α)2

(
1 + Rs

Rsh

)
+ I0

aKTNs

(
q + Rs

ηRload(1−α)2

)
+ 1

Rsh

> 0 (11)

dI

dG
=

1

ηRload(1− α)2

(Isc,n + K1∆T) 1
Gn

+ K1
G

Gn

dT
dG

1
ηRload(1−α)2

(
1 + Rs

Rsh

)
+ I0

aKTNs

(
q + Rs

ηRload(1−α)2

)
+ 1

Rsh

> 0 (12)

The conditions dV
dG > 0 and dI

dG > 0 are validated in the case of a fast increase in insolation.
Because in equations (11) and (12) the numerator and the denominator are positive values. Hence,
from the I-V characteristics curve of the PV module, which are shown in Figure 8, it can be noticed
that dV > 0 and dI > 0 in the case of a fast increase in insolation. Therefore, to avoid the drift problem,
we rely on the information of dV and dI to make a good decision.

 

0
2 2

 
1 1

1 1η α η α
   
   

  

G
G 2

0 s
2 2

/1/
(1 )  1 11  

(1 ) (1 )
   
   

  ܫ௣௛ ௦௖,௡ܫ
1,G/

௦௖,௡ܫ ܶ∆ଵܭ ൌ ܶ െ ௡ܶ ܶ ௡ܶ
1 1

0
2 2

1

0
1 11

1 1

Δ

η α η α
   
   
   

1 1

2

2 2

1
1 0
(1 ) 1 11

1 1

Δ

η α η α
   
   
   ௗ௏ௗீ ൐ 0 ௗூௗீ ൐ 0

ܸ݀ ൐ 0 ܫ݀ ൐ 0 ܸ݀ ܫ݀ ܸ݀ ܫ݀

 

Figure 8. The I-V curves for analysis of the drift problem in case of a rapid increase in insolation with
the observation of change in current (dI).

As shown in Figure 8, for two irradiation difference values, the dV and dI indicators are always
positive when we have a fast increase in insolation. Therefore, to resolve the drift problem, the modified
HC MPPT algorithm take a decision present in the Flowchart, as shown in Figure 9.
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Figure 9. The flowchart of the modified HC MPPT algorithm.

2.2. PV System Design in Proteus Software

Figure 10 presents the PV system design, made in Proteus. As shown, this PV system can be
divided into eight blocks as follows:

• Block (1): presents the subcircuit of the PV panel model.
• Block (2): presents the boost converter.
• Block (3): presents the embedded board (Arduino Uno).
• Block (4): presents the LCD screen, which is used to display the values of PV voltage, current

and power.
• Block (5): presents the driver (TC4420), which is used to control the metal–oxide–semiconductor

field-effect transistor (MOSFET) transistor of the Boost converter.
• Block (6): presents the current sensor (INA169) used for measuring the PV current.

The modelization of this sensor is based on the INA168, which is available in the Proteus
Tool. In order to model this sensor, you will need to follow the next steps:

X Launch the Proteus tool application.
X Open the Pick Devices.
X Select the INA168 component.
X Add two resistances R5 (0.1 Ω) and R6 (50 KΩ). Where Rs is a shunt resistor placed in

series between the output of the PV module and the Boost converter, and RL is a load
resistor connected between the Pin 1 of the INA168 and the ground.

X Set the power-supply voltage to 6 V in order to adapt it with that of INA169.

Then, the PV panel output current can be defined by the Equation (13) [25].

(IS =
Vout11KΩ

R5R6
) (13)

• Block (7): presents the module of the voltage sensor (B25 Voltage Sensor Module) used for
measuring the PV voltage [26]. It is basically a voltage divider using two series resistances. The PV
panel output voltage is defined by Equation (14):

(Vout2 =
R3

R3 + R4
Vin) (14)
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where (R3 = 25KΩ) and (R4 = 100KΩ)

• Block (8): presents the graph analysis, it is used to display the simulation results.

 

 

 
 
 
 

 

Figure 10. Schematic of PV system design in Proteus software.

3. Results and Discussion

In order to examine the effectiveness of the conventional and modified HC MPPT algorithms
to solve the drift problem, a test case of a fast variation in insolation from 500 W/m2 to 750 W/m2

and from 750 W/m2 to 1000 W/m was performed. The corresponding results are shown in Figure 11.
From this figure, it can be seen that the conventional HC algorithm cannot avoid the drift problem
when the insolation is increased, while the modified HC algorithm tracks the MPP without the drift
problem. In addition, Table 3 presents a comparison between conventional and modified HC MPPT
under different uniform irradiance. The test case of a fast variation in insolation from 500 W/m2 to
750 W/m2 presents regarding efficiency (99.15%) and response time (10 ms). Further, the test case from
750 W/m2 to 1000 W/m2 in insolation presents regarding efficiency (99.21%) and response time (10 ms).
In these two test cases, the efficiency and response time are improved by 1.2% and 70 ms respectively
as compared to conventional HC. Therefore, the modified HC algorithm can improve the efficiency
of the PV system by gaining additional power when drift occur, compared to the conventional HC
algorithm. Hence, the present method allows obtaining a significant energy gain throughout the life
cycle of the PV panel.
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Figure 11. Output power with conventional and modified HC MPPT algorithm under a fast variation
in insolation.

Table 3. Comparison between conventional and modified HC MPPT under different uniform irradiance.

MPPT Algorithms
G = 500 W/m2 G = 750 W/m2 G = 1000 W/m2

Efficiency
Response

Time
Efficiency

Response
Time

Efficiency
Response

Time

Conventional HC 98.39% 10 ms 98.55% 80 ms 98.85% 80 ms

Modified HC 99.11% 5 ms 99.15% 10 ms 99.21% 10 ms

4. Conclusions

In this paper, a simple PV system developed under Proteus software is proposed. This system
can be used as a simulator to test the performances of MPPT algorithms before real implementation.
The present simulator is composed of a PV panel model, DC-DC converter, voltage and current sensors,
graph analysis, LCD screen, and an Arduino UNO board. It is demonstrated in this work that the
choice of the Proteus software to test MPPT algorithms improves the PV system realization time.
Because the same C MPPT code used in the simulation will be used for the real physical prototype.
Further, the simulation results of the conventional and Modified HC MPPT algorithms under a fast
variation in insolation shown that the modified method can avoid the drift problem. As well as
addition, the efficiency and response time are improved by 1.2% and 70 ms respectively as compared
to conventional HC.

As a perspective, future studies will be focused on the following two aspects: (i) Design of a simple
method to find the GMPP under PSC with simple instructions; And (ii) the implementation of this
method using the proposed PV Simulator.
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Abbreviations

PV photovoltaic
CAs conventional algorithms
MPPT maximum power point tracking
HC Hill-Climbing
GMPP global maximum power point
PCB printed circuit board

Nomenclatures

a The diode ideality factor of the solar cell
Iph The photocurrent of the solar cell [A]
I0 The output current of the Boost converter [A]
Impp The current at MPP [A]
G The solar irradiance level [W/m2]
Gn The solar irradiance nominal [W/m2]
K The constant of Boltzmann [J. K-1]
Ns The number of cells connected in series
Rload The load resistance [Ω]
Req The equivalent input resistance of the converter Boost [Ω]
Rs The series resistance of the solar cell [Ω]
Rsh The shunt resistance of the solar cell [Ω]
T The junction temperature [K]
Tn The nominal temperatures [K]
V The PV panel output voltage [V]
Vmpp The voltage at MPP [V]
V0 The Boost output voltage [V]
η The efficiency of the DC-DC converter Boost [%]
α The duty cycle.
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Abstract: Microcontrollers have been largely used in applications that include reducing power
consumption. Microcontroller development tools are now readily available. Many countries are
faced with energy challenges such as lack of enough power capacity and growth in energy demand.
It is therefore important to introduce innovative methods to reduce reliance on national grid energy
and to supplement this source of energy with alternative methods. In this study, the microcontroller
is used to monitor the energy consumed by household equipment and then decide, based on the
power demand and available solar energy, the type of energy source to be used. In this research,
a special circuit was also designed to control geyser power and align it to the capacity of the renewable
energy source. This geyser control circuit includes a Dallas temperature sensor and a triode for
alternating current (TRIAC) circuit that is included to control output current drawn from a low power,
renewable energy source. Alternatively, two heating elements may be used instead of the TRIAC
circuit. The first heating element is powered by solar to maintain the water temperature and to save
energy. The second heating element is powered by national grid power and is used for the initial
heating, and therefore saves water heating time. The strategy used was by adding a programmed
microcontroller-based control circuit and a low power element or one current controlled element to a
geyser whereby Photovoltaic (PV) energy was used to save the energy geysers consume from the
domestic electricity source when they are not in use. A microcontroller, current sensor, battery level
sensor, and relay board was used to incorporate solar-based renewable energy to the commercial
energy supply.

Keywords: incorporation of solar; microcontrollers for solar; solar to domestic electricity;
photovoltaics

1. Introduction

Challenges can arise when photovoltaic (PV) energy is used as a primary source of electricity, such
as instability, which results from this energy source and it is very difficult to predict when the sun [1,2]
will give out enough energy. Atmospheric conditions such as dust, fog, cloud cover, etc. can change
spontaneously and therefore affect the availability of solar energy [3]. Consumers can only increase
the capacity of PV energy by purchasing high power solar panels in large numbers and batteries to
be prepared for longer periods with less sun irradiance, thus increasing the system cost. It is for
these reasons many people are still not using solar power as a source of electricity [4]. Solar energy is
described as one of the cheapest, cleanest and easily obtainable energy sources [5]. However, the initial
cost of PV energy systems is much higher when compared to that of non-renewable sources [6]. PV
systems can be categorized as grid-connected and standalone systems. Grid-connected PV systems
are characterized by a connection to the local grid, and their loss of power in the absence of the sun
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unless they are used with a backup source [7]. The continued monitoring of several parameters in
photovoltaic devices will lead to effective usage of solar energy [8]. The microcontroller has been used
to acquire various signals for monitoring purposes or to control activities such a battery charging and
solar tracking [9]. PV energy was used to optimize the performance of auxiliary power source by
employing an automatic transfer switch [10]. A study to employ PV energy for landing crafts and
therefore reduce their gas emission and fuel consumption was conducted in [11]. Microcontrollers
were also used to interface PV-derived energy with the grid supply as a way of providing a reference
point for synchronization [12]. A multi-control single-input switch was used to select between diesel,
wind and photovoltaic sources in [13]. PV energy was integrated to the smart grid system by using
energy management systems that shifted load connections from one energy system to the other during
certain time slots [14]. Fuzzy logic was also used to manage energy consumed by loads as means of
reducing electrical bills [15]. The application of solar-derived electrical energy directly to DC water
heating element has been studied in [16]. There are ongoing studies for the continued improvement of
photovoltaic/thermal (PV/T) in water heating applications as in [17–19]. Although energy management
techniques are available and several strategies are used to reduce energy consumption in water heating,
a research gap is available to study methods of incorporating off-grid PV systems into the domestic
supply irrespective of the PV system size or the load capacity. The developments in sensors and
microcontrollers formed a good support base and their broader application was demonstrated [20].

In our research, we have used sensors to detect the available solar resources, water temperature
and load current. The microcontroller selects utility supply for cold-water temperature and/or higher
load currents. Energy produced by a standalone photovoltaic system is selected when its capacity
matches the load condition. As a result, any PV system size can be incorporated to a domestic
supply where high power applications (where energy is consumed at a faster rate) are reserved for a
non-renewable source. A renewable energy source will be then used to supply low power devices
or operate when energy consumption is at a slow rate. The microcontroller also chooses the geyser
current profile to be used based on the selected energy source. High current is used for initial heating
and low current to increase the water temperature at a slower rate to ultimately keep the water warm.
Irrespective of the PV system size and load capacity, the research still offers benefits that includes
reduction of carbon emissions, prevention of complete blackouts during the absence of utility supply
and partial powering of electric water heaters by using photovoltaic energy.

2. Similar Studies

Previous researchers studied electrical energy consumption from commercial sources to support
the regulations of consumptions. A survey to study the consumption of electricity by small and
medium enterprises was conducted [21]. The aim in this study was to enforce a mindful electricity
usage by using campains, elevated energy prices and rebates for lower consumptions. In [22], other
authors presented on how law can be used to impose the regulation of energy consumed from the
national grid. ISO 50001 is the standard that governs the use of supplied energy. Ineffectiveness of
electricity usage was studied for a municipality in [23]. In this study, various legislation used for the
regulation of energy consumptions are listed.

This research is aimed to encourage a reduction in energy consumption from the national grid;
however, a technical solution is used whereby the solar energy is incorporated to supplement grid
supply as opposed to legislation.

The study has attempted to unify several aspects that can bring along one solution to enable
simultaneous use of both (renewable energy source) RES and domestic electricity supply source.
The microcontroller continuously monitors the battery level, water temperature and load current.
The monitored parameters influence a choice of electrical energy supply source. For these reasons,
individual studies discussed in this section can only cover fewer aspects; however, collectively, they
will cover most of them.
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2.1. Microcontrollers and Energy Management in PV Systems

Other researchers designed an embedded low-cost microcontroller-based logger for the PV system
in [24]. In their research, an Arduino microcontroller is used to control activities of the modules such
as current sensors, temperature sensors and analog-to-digital convertors that were interfaced by using
a variety of protocols. This prototype has 18-bit resolution and provides eight analog inputs that can
be used for measurement of up to eight photovoltaic modules within an array or string. Measured
current can be either DC or AC, and shunt resistors were used for the detection.

Other researchers have accomplished remote monitoring of PV currents by using a hall current
sensor that is interfaced to the Arduino board [25]. Zigbee-based communication is a protocol used
for the transmission of data to the receiving system that has a LabVIEW-based application. In this
application, data is received via the USB port connected to the wireless signal circuit. A DC current of
1.5 amps has been detected and transmitted for monitoring.

A system that uses a microcontroller to disconnect a load that consumes power that exceeds the
set limit of 500 W was prototyped in [26]. Here, the system is also able to protect generators against
excessive load currents. In [26], the relays that are driven by NPN transistors are employed to do the
switching and a current transformer is used to perform the current detection.

A unit that can alter the load connections between the generator, PV energy source and domestic
utility was designed in [27] and ATMEGA16L uses the relay board to select the appropriate supply
based on the availability. The prototype also includes a LCD screen to display the status.

A home energy management system was used to switch DC and AC load connections between
the installed PV system and utility supply [28], and a mathematical approach was used to formulate
the prediction algorithm.

A home automation based on DC load-matching technique was studied [29]. A strategy to remove
DC–AC converters and AC–DC converters was investigated in order to reduce losses.

A battery management system based on the Internet of Things (IOT), where a Raspberry Pi model
2 acquires battery information as well as PV information and sends it to a cloud for distribution is
discussed in [30]. The Raspberry Pi uses various sensors to acquire temperature, voltage and currents.
Computers and mobile devices can be used to access the acquired data by connecting to the cloud
database. The PV system consisted of battery bank (8 × 100 Ah), PV array (20 modules × 50 Wp),
grid tied inverter and the load.

A switching system between the grid and PV system was implemented by using the PIC16F877
microcontroller [31]. Automatic switching is done in order to avoid over discharging of the battery.
The switching circuit was made of a Darlington pair transistor configuration and a relay. The prototype
has been tested by using a 3-W photovoltaic panel, which produced an output voltage up to 10.5 V.

2.2. Strategies of Supplementing Grid Power with PV Energy and to Control Electric Water Heater (Geyser)
Power Consumptions

A microcontroller was used to implement a water heater that uses both solar and the domestic
energy supply [32]. An electric heater is used when the solar radiations become insignificant and the
installed thermostat sets the highest water temperature. The microcontroller automates the process
and controls the activities of the circulation pump.

AC–DC hybrid and PV generation with a battery backup using a smart grid system was designed
by other experts to ensure continuous supply of electricity in a cost-effective manner [33]. The system’s
algorithm checks the availability of solar energy and then connects to it whenever it can provide a
required capacity, if not, it utilizes the local supply. The system also predicts weather conditions
and reschedules high power consumption tasks to the period with high-energy production. Backup
batteries are kept at charge level, which is above 50 percent.

The demand response strategy used in [34] clarifies that the thermal loads account to huge energy
consumptions from the grid. If the thermal loads are not properly controlled, they create overloading
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when operating in great numbers at the same time. In this study, information and communication
technologies are used to support the potential of renewable energy source.

2.3. Novelty and Contribution

Although microcontrollers were used for entirely different purposes, for instance, for switching
between grid and PV as in [31], battery management system as in [30] and for developing solar trackers
as in [9] by other experts, this research is novel. In addition to switching between a domestic energy
supply and PV energy, a special circuit was designed to control geyser power and align it to the capacity
of the renewable energy source in this research. Two options were used to control the geyser current;
the first option uses the microcontroller select between one of the two types of heating elements as
influenced by the available energy source. In the second option, the geyser control circuit uses a Triode
for Alternating Current (TRIAC) circuit, which is included to control output current drawn from a
low power, a renewable energy source when is in use. Therefore, our contribution further enabled the
development of a programmed microcontroller-based control circuit for a geyser high current and low
current heating profiles. In this research, PV energy was used to save energy when entire domestic
power requirements match the available solar resources.

3. Objectives

The objectives of this research are:

• To prototype and test the microcontroller-based electric water heater (geyser) that utilizes both
PV and domestic energy supplies. We propose two ways to do this; the first option is to use
two elements where the calculation for the size of each element is based on capacity of the
corresponding input and the second option is to include a current-limiting circuit, which will
regulate current accordingly.

• To prototype and test the microcontroller-based circuit that changes the connection between
PV-derived energy and domestic supplied energy based on energy supply availability and
load consumptions.

4. Methods

4.1. Hardware Components

In Figure 1, a solar array that produces 200 W output is located at the rooftop. The solar panels
output current charges the 12 V, 100 Ah battery via a 40 A solar charge controller designated here
as MPPT (maximum power point tracker). The charge controller manages the charging process.
Three sensors are connected at the input of the microcontroller, namely: current sensor (used for load
management), battery level sensor (used to check when to connect and disconnect from RES) and a
Dallas temperature sensor (for geyser water temperature monitoring). Several microcontroller outputs
are connected to the relay circuit as illustrated on Figure A1. As explained in Section 1, the software in
Appendix B is used to control the relay circuit outputs.
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Figure 1. Hardware layout.

The system has three major sensors: battery level sensor, inverter-output current sensor and the
Dallas temperature sensor [35] for the monitoring of water temperatures. A maximum charge current
of 16 A has been measured. If the software never allows the battery level to drop below 50% of its
maximum capacity, i.e., 50 Ah, it will therefore take a minimum of about 3 h to fully restore the battery
charge to its maximum level. To create about 50 Ah from 16 A, you need only about 3 h of sunshine
from a day with a potential to give six peak-sun hours. At the same time, when ignoring losses, where
a maximum load power of 600 W is permissible for a PV source—a fully charged 12 V battery can
supply the load for a duration of about 1 h (50 Ah). For a maximum connected load, this system will
therefore charge battery for 3 h to supply continuous energy for 1 h and have a potential to provide
domestic electricity savings of about 1 kWh per day, as influenced by the available sunshine duration.
To produce more savings, one will have to increase the size of solar panels, battery and a charge
controller. If the load requires about 120 W to operate and the system in Figure 1 is used to give backup
power, it will work for about 10 h and still save 1 kWh of energy per day.

Figure A1 is a schematic diagram that represents the overall circuit that has been discussed. In this
schematic, sensors discussed on the previous sections were excluded. The LCD used to monitor the
load controller status and activities is shown in Figure 2.

 

 

 

Figure 2. LCD display.

From the LCD, it can be seen that the battery level capacity is at 55.9%, the equipment consumes
only 110 W of solar power and that the status is “SOLAR”, meaning solar energy is available. On the
LCD, three statuses can be displayed: charging, idle, and solar (PV usage).
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4.1.1. Battery Level Sensing

Upon powering on, the microcontroller will check the battery level by reading the voltage across
the current limiting resistor (R1) illustrated in Figure 3, where a 1 W, 9.1 V Zener diode has been used.
The Arduino ATmega2550 microcontroller analog to digital converter supports a maximum of 5 V
at a 10-bit resolution. Even though a fully charged battery gives about 12.7 V, by using this sensor
the microcontroller will withstand up to a maximum 14.1 V (9.1 V + 5 V) across the battery. A Cotek
SK1000-212 inverter with specifications outlined in [36] was used. Therefore, based on its specifications,
this inverter will operate properly over the voltage range between 10.5 V and 15 V. To avoid excessive
battery discharging, the battery minimum level is kept at 12.1 V, which is a represents 50% of its
maximum charge. The microcontroller never allows battery usage by the load when the level at its
analog to digital converter input becomes lower than 3 V (12.1 V − 9.1 V) or less. When this occurs,
the load is diverted to the domestic electricity supply.

 

−

Ω

Ω

Figure 3. A simple voltage sensor circuit.

4.1.2. Output Current Sensing

A circuit shown in Figure 4 was used to detect a high load current by using the current transformer
(CT) illustrated. The current transformer used can deliver up to a maximum of 141 mA peak to peak
output current through the 33 Ω resistor.

By using ohm’s law; this will translate to a maximum peak to peak voltage of 4.65 V applied to the
input of‘ the microcontroller. From the 1000 W invertor used and excluding any form of calibrations;
the maximum output power was restricted to 600 W at 230 V output, which then produced the
peak-to-peak current of 7.379 A. The CT current ratio is 100 A: 50 mA.

Therefore a 7.379 A peak-to-peak current will produce 3.689 mA through the load. By using
Ohm’s law, a peak-to-peak voltage of 3.689 mA × 33 Ω = 121.764 mV results. The Microcontroller
will suspend any connections to PV energy source and connect all loads to the commercial electricity
supply after reading 121.764 mV or higher.
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Figure 4. Current sensor circuit [37].

4.1.3. Geyser Water Temperature Sensing

A temperature probe and connection diagram as in [38] was used as a guide for this research for
the detection of water temperature. Before using it, one must download software library from an open
source. The library software is then included as a header file in the source code (see Appendix B).
In source code, the sensor is initialized to prepare it for temperature reading. The existing geyser
thermostat can also be used for extra protection, but it will have to be set to the value, which is slightly
higher than maximum preset cut-off temperature of the sensor in [38].

4.1.4. Controlling Geyser Element Current

Special attention was given to geysers since they consume huge amounts of energy. In this
research, it is proved that geysers can be configured to draw high current only to heat up water
when the temperature is less than the pre-defined value and thereafter uses less current to bring
water temperatures to even higher values. It was already proved that a significant amount of energy
savings would result in reducing geyser connection time to the domestic electricity supply source.
Instead of fully disconnecting geysers to the power source, in this research, we bring down their power
consumption and thereafter connect it to low power PV energy source. By doing this, the domestic
energy savings is further improved as the water temperature will be increased slowly to even higher
temperatures. Two methods of doing this were evaluated. It may be done by using two elements or a
TRIAC-based circuit that operates like a high-power light dimmer. Various low power light dimmers
are discussed in [39].

4.1.4.1. Using Two Water-Heating Elements

In Figure 5, two elements are used. The low power element can be connected directly to the
batteries or DC to AC inverter output but not directly to the solar panels: The high-power element will
raise water from its lowest temperature to 50 ◦C, thereafter, the low power element ensures that the
water stays warm by raising its temperature further to 72 ◦C. To do this: The microcontroller reads the
temperature sensor. If the water temperature is below 50 ◦C, it then connects the high-power element
to the domestic electricity supply to raise the water temperature to 50 ◦C. Once the temperature of
50 ◦C has been reached, the microcontroller checks the level of the battery shown in Figure 1. If the
battery level is more than 50%, it then keeps the water warm by connecting the low power element
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to renewable source until the battery level is just below 50% or the water temperature reaches about
72 ◦C. When the battery level becomes less than 50%; the low power element is kept off until the
battery recovers to a level of 75%. The battery charging and water heating process will be repeated
until the water temperature of 72 ◦C is reached. At the water temperature of 72 ◦C, all geyser elements
are disconnected from their corresponding energy source to avoid geyser overflow. If it happened
during the battery charging phase whereby water temperature drops to a temperature below 50 ◦C,
the high-power element takes over.

 

 

 
 
 
 

Figure 5. Two-element water heating system.

4.1.4.2. Using TRIAC Circuit to Control Geyser Current

In Figure 6, a special switched TRIAC circuit is used to control geyser current. A TRIAC is a
device that can be used to regulate output current by controlling its on/off periods.

 

 

Figure 6. One current controlled element.

This setup is well suited for conventional geysers since it requires less modification to them.
The difference between the operations explained in Section 4.1.4.1 and the one for the setup in Figure 6
is as follows:

• One element is used instead of two.
• Current control circuit regulates current from source.
• Relay1 is used to switch off all elements.
• Relay2 normally closed (NC) contact connects to the national grid whilst the normally open

contact (NO) connects to renewable energy source.
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4.2. Software Component

The Geyser and a load controller (a circuit that switches between solar energy and the national
grid supply) were tested independently using separate software as represented by the flowcharts that
will be discussed later. Appendix B gives a complete source code that was used to control geyser
operations. Since there is greater similarity between the software used to control the load and that
of the geyser, it is unnecessary to attach both sets of source codes. Overall, the source code can be
organized to have a main program that can either call the geyser control or the load controller’s
software algorithm. As a result, the source code in Appendix B can be rewritten to become a function.

4.2.1. Geyser Controlling Software

The flowchart in Figure 7 uses national grid energy to raise the initial water temperature up to
50 ◦C and thereafter uses solar energy to keep water temperature between 50 ◦C and 72 ◦C.

 

Figure 7. Geyser control software algorithm.

Upon powering on, the software reads outputs from both the battery and temperature sensors.
These acquired values are then translated into meaningful data that is later used for decision-making.
If the water temperature is below 50 ◦C, domestic electricity is applied to heat the water until the
temperature of 50 ◦C is reached, thereafter the renewable energy is applied to heat the water further if
the battery level is still above 50% and water temperature is below 72 ◦C. If the battery level drops to a
value below 50% whilst the water temperature is still above 50 ◦C, renewable energy is disconnected
to allow battery recovery by charging it up to 75% capacity. If the water temperature drops to a
temperature below 50 ◦C whilst the battery is recovering, the mains will connect to the element and
raise the water temperature back to 50 ◦C. A geyser thermostat was also incorporated to protect against
overflow. Connecting the mains to the element during the charging phase will never affect the battery
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recovery process because the batteries are always connected to the PVs via the maximum power point
trackers (MPPT).

4.2.2. Load Controlling Software

Figure 8 shows the software algorithm that was used to switch load connection between the
renewable energy source and the national grid power. Here, the underlying fact is that the battery
must be above 50% and the connected load should not exceed 600 W for the renewable energy source
to be used. The national grid power is given the lowest priority. In other words, renewable energy
here is a primary source of energy that uses the national grid power as a backup source.

 

Figure 8. Load control software algorithm.

5. Results

5.1. Performance of the Geyser Prototype

The tests were conducted using a geyser that was prototyped as illustrated in Figure 9 and
followed the connections shown in Figure 6. If the low-power element is not available, one high-power
element can be used. The circuit that employs a TRIAC moderates the current whilst the microcontroller
controlled the geyser operation. The software algorithm illustrated in Figure 7 can also be used for a
two-element system as per the connections shown in Figure 6.
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Figure 9. Hybrid geyser that was prototyped using 10-L water bucket, light dimmer, thermostat and
the temperature sensor.

5.1.1. Results Obtained When Both PV Energy and Grid Energy are Used

The values of energy consumption presented in this section were logged in by a custom-built
energy logger that employs NI myRIO data acquisition card that was programmed by using LabVIEW
development platform. The details about logging and tracking of renewable energy using this tool are
outlined in [40]. As illustrated by Table 1, 140 Wh of energy from the domestic electricity supply source
was used to raise the initial geyser water temperature of 27 ◦C to 50 ◦C in a duration of 7 min. The solar
energy maintained the water temperature above 50 ◦C in a time period between 08h07 until 18h48.
In some instances, the low power heating overlapped with the a battery levels that are below 50%,
that occurred spontaneously due to high DC currents of up to 30 A, which were drawn from this battery,
but never last longer than the software delays. Another challenge is to get accurate battery voltage
readings (used to derive battery charge level) whilst the load is actively connected. However, in any
case, a battery level of lower than 50% is not permitted. The geyser water temperature is maintained
by using PV power to gradually raise the water temperature to 72 ◦C. At a water temperature of 72 ◦C,
all power sources were disconnected. Table 1 also indicates that PV energy was only able to preserve
the water temperature of about 72 ◦C during the period that ranged from 11h00 until 16h33. After
16h33, in the absence of enough sunlight, the water temperature has decayed from the temperature
of 72 ◦C to a value below 50 ◦C. This is what has retriggered connections to the national grid power
at 18h48. Five-hour power saving can be calculated by looking at a time span from 09h05 to 14h06
in Table 1. The saving will therefore equal to about 10 Wh (160 Wh − 150 Wh). A battery level of a
percentage lower than 50% occurred around 16h33; note that even though the geyser stopped drawing
current from the battery, a DC to AC inverter is still on to power the instruments that continued to
reduce the battery charge further.
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Table 1. Sample values that highlight the geyser performance during the presence of both national grid
energy and solar energy.

Time Temperature Battery (%) Energy (Wh) Status

07:59:41 27 71.69 0 High Power Heating
08:07:17 50 87.39 140 Low Power Heating
08:07:19 50 85.94 140 Idle
08:07:21 50 83.44 140 Low Power Heating
09:05:02 65 29.99 150 Low Power Heating
11:04:40 73 39.5 150 Battery Charging
11:12:08 70 65.11 150 Idle
11:12:09 70 69.51 150 Low Power Heating
11:40:06 73 46.57 150 Battery Charging
11:41:09 72 65.28 150 Idle
1143:52 73 42.88 150 Low Power Heating
11:45:43 72 65.11 150 Battery Charging
11:45:46 72 65.45 150 Idle
11:50:59 73 51.2 150 Low Power Heating
11:55:02 71 65.62 150 Battery Charging
12:09:26 72 52.45 150 Low Power Heating
12:11:33 72 65.45 150 Battery Charging
12:12:57 73 44.34 150 Low Power Heating
12:16:31 71 66.97 150 Battery Charging
12:26:57 72 46.21 150 Low Power Heating
12:28:14 72 65.28 150 Battery Charging
14:06:01 72 51.2 160 Low Power Heating
16:33:00 72 41.69 160 Battery Charging
18:48:00 50 39.5 160 Battery Charging
18:48:45 49 39.66 160 High Power Heating
18:48:55 49 39.5 170 High Power Heating
18:49:09 50 39.33 170 Battery Charging

5.1.2. Results Obtained When PV Energy Is Not Available

As illustrated in Table 2, the national grid power was connected to raise water temperature from
28 ◦C to 50 ◦C and maintain the water temperature of 50 ◦C for the period ranging from 09h13 until
14h06. Water temperature has been observed to drop by about 1 ◦C in every 20 min. This has caused
the geyser to be switched on every time when the temperature drops to 49 ◦C. As a result, the energy
consumption was raised regularly. As illustrated in Table 2, a total energy of 130 Wh (230 Wh −
100 Wh) was drawn from the national grid source in order to preserve water temperature at 50 ◦C
for a period that is between 09h13 and 14h06. The test process has been terminated earlier to avoid
excessive energy consumption.

Table 2. Sample values that highlight the geyser performance during the absence of solar energy.

Time Water Temperature (◦C) Energy (Wh)

09:05:25 28 10
09:13:15 50 100
09:30:01 50 110
09:30:03 50 110
10:00:03 50 120
10:30:00 49 140
11:00:03 50 150
11:30:05 50 160
12:00:00 50 170
12:30:01 50 190
13:00:03 50 200
13:30:03 49 210
14:06:01 50 230
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5.2. Load Controller Performance

Figure 10 shows a PV system consisting of a DC to AC inverter, real time solar power consumption
monitoring unit, solar charge controller, energy logging device, Arduino-based load controller, relay
board, two 3-W indicating lamps and a solar current/voltage sensor. Three sets of wiring cables were
used, i.e., wires carrying large DC current from the battery and solar panels, CAT 5 network cable for
the signals from sensors and AC output current cables.

 

−

ο

 

Figure 10. A hybrid renewable energy system.

5.2.1. Results Obtained When PV Energy Is Incorporated to Domestic Electricity Supply

As already described, the solar renewable energy system consists of: 2 × 100 W PVs mounted on
the roof top, 100 Ah battery, 1 kW Inverter, 30 A power point tracker (MPPT), custom-built solar monitor,
which shows real time power produced by solar panels, as well as the roof ambient temperature and
custom-built energy logger. During a sunny day, the system illustrated on Figure 10 is seen to be active
between 11h30 until 14h30. The input solar power was recorded up to the maximum of 200 W and the
output AC power ranged between 150 W and 500 W. It should be remembered that the system never
allows any power levels above 600 W, as previously discussed. If that happens, it connects the load to
the national grid power. In Figure 11, we illustrate that most points of consumed electrical energy do
not overlap with a virtual line called “reference line”. A reference line represents the power that can be
accumulated continuously without any form of disconnection. The actual energy curve goes below it.
The space between the two lines therefore signifies the amount of energy savings.

 

 

Figure 11. Accumulative energy that is consumed from the national grid source, when solar produced
energy is used as supplement.
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5.2.2. Results Obtained When Solar Is Not Included

Figure 12 illustrates that most points of energy consumed from domestic source overlap with a
virtual line called the “reference line”. This is because the grid power is always active.

 

 

 

Figure 12. Accumulative energy consumed from commercial source that is not supplemented by
solar energy.

6. Discussion

6.1. Geyser Control Circuitry

Please refer to Tables 1 and 2. The geyser control circuitry has managed to reduce the daylight
geyser domestic energy consumption from 130 Wh to 10 Wh as calculated in Section 5.1.1. This is a
good performance; however, it should be noted that the prototype geyser system used is not thermally
protected has less water capacity (10 L). Also note here that the geyser energy consumption here, refers
to the energy it consumes when the water is not being used. Using this control circuit with normal
geysers will never affect the output that much, since both energy sources will be affected a similar
manner, but the geyser control circuit will have to be upgraded to support high current levels and the
renewable energy system capacity will have to be increased slightly. On a test that was conducted for
two days, from 07h59 until 14h06, a geyser control system has showed to save power given by (1 −
10/130) × 100% = 92%—a percentage that can be improved by changing the capacity of the renewable
system. Besides saving energy, the system also takes away the notion of switching off geysers when
hot water from it is not scheduled for usage.

6.2. Load Control Circuitry

Please refer to Figures 11 and 12. Unlike values explained in Tables 1 and 2, where energy was
presented in Wh over a time domain given as hh:mm:ss, this section presents energy in kWh over a
time domain that is given in days. As a result, the performance of solar-based renewable energy system
is expected to depreciate since it is not capable of giving high power for longer periods as some periods
will produce insignificant sun light. Refer to the components that were listed under Figure 10. On a
test conducted for 20 days from each power source, Figure 11 shows that when the renewable system is
incorporated to the commercial energy supply, a total energy of 50.9 kWh has been consumed. On the
contrary, Figure 12 shows that when renewable energy is not incorporated, the energy consumption
has risen to 57.4 kWh. The total energy savings here can be calculated as follows: (57.4 − 50.9) × 100%
÷ 57.4 = 11.3%. The calculated percentage depends on the capacity of a PV-based renewable system.
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7. Conclusions

In this paper, we focus on the strategies that can be used to incorporate solar-based renewable
energy to the domestic supply in order to reduce energy consumption.

• We developed a prototype and tested the microcontroller-based electric water heater (geyser) that
utilizes both PV and domestic energy supplies. A programmed microcontroller-based control
circuit with a high-power and a low-power element or one current controlled element was
connected to the geyser. That enabled a direct application of PV-derived AC voltage to geysers as
a supplement of domestic energy supply, as a result, domestic energy consumption is reduced.
A circuit to divert the low power load to a PV source was also included.

• Collectively, a microcontroller, current sensor, battery level sensor and relay board were used to
construct a circuit to reduce electricity usage. The significance of the findings is that consumers can
therefore only use the domestic electricity to supply high-power devices. This might only occur
during peak consumption hours, when they do cooking, laundry, ironing, etc. However, things
like low-power lighting and entertainment will automatically be diverted to PV energy sources.
Geyser power is also aligned to the PV supply for connections during low-power consumption
times. Consumers might not have to worry about switching off geysers when not using water
from it.

As opposed to a conventional thermostat, a Dallas temperature supplies continuous temperature
readings that enable the choice of geyser heating profile. In this way, both the upper and lower
temperature limits are considered.
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Appendix A

 

 

Figure A1. Schematic diagram of the complete controlling circuit.
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Appendix B

/*
GeyserCTRL V1.00
The software can be used as a function or independently
Geyser control software code that works */

// Include the libraries we need
#include <OneWire.h>
#include <DallasTemperature.h>
#include <EmonLib.h> // Include Emon Library
EnergyMonitor emon1;
boolean flag = FALSE;
float batt =100;
double energy = 0;
int Tempe, Temp;
int count = 100;
double Irms;
int power;

// Data wire is plugged into port 2 on the Arduino
#define ONE_WIRE_BUS 2

// Setup a oneWire instance to communicate with any
//OneWire devices(not just Maxim/Dallas temperature ICs)
OneWire oneWire(ONE_WIRE_BUS);

Pass our oneWire reference to Dallas Temperature.
DallasTemperature sensors(&oneWire);

/*The setup function. We only start the sensors here*/

void setup(void)
{

pinMode(6,OUTPUT);
pinMode(7,OUTPUT);
// start serial port
Serial.begin(9600);
emon1.current(1, 111.1); // Current: input pin, calibration.
// Start up the library

}

/*Main function, get and show the temperature */

void loop(void)
{

sensors.requestTemperatures();//issue a global //temperature
// request to all devices on the bus
//Serial.print(“Requesting temperatures...”);
// sensors.requestTemperatures(); //Send the command to
//get temperatures
// Serial.println(“DONE”);
// After we got the temperatures, we can print them here.
//We use the function ByIndex, and as an example
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batt = analogRead(A0) * 5.00 / 1023.00; //read battery
batt ==(batt-2.90) * 0.016;

//get the temperature from the first sensor only.
Tempe =sensors.getTempCByIndex(0);
Temp = Tempe;

while (Tempe < 50)
{
batt = analogRead(A0) *5.00 /1023.00;//converts 5V Max
batt =(batt-2.90) * 0.016

sensors.requestTemperatures();
Tempe =sensors.getTempCByIndex(0);
Irms = emon1.calcIrms(1480); // Calculate Irms only
while(Irms*230 >600) //Test for pwer > 600 W

{
Irms = emon1.calcIrms(1480); // Calculate Irms only
Irms = abs((Irms - 0.0)*0.7491);
Serial.print(energy);
LCD();
lcd.setCursor(12, 1);
lcd.print(“*HI*”);
Serial.println(“,HIGH”);
digitalWrite(7, LOW);//switch on fast element

}
Irms = abs((Irms -0.25)*0.7491);

energy = energy + (Irms*230)/3600000;
digitalWrite(7, HIGH);//switch on fast element
digitalWrite(6, LOW);// switch off slow element
if (batt < 50) //stop and go to charging
flag= false;
delay (1000);
}

while ((Temp >=50) && (flag==1)) //keep water warm
{

batt = analogRead(A0) * 5.00 / 1023.00;
batt=(batt-2.90) * 0.016;
sensors.requestTemperatures();

Tempe =sensors.getTempCByIndex(0);
Temp = Tempe;
Irms = emon1.calcIrms(1480); // Calculate Irms only
Irms = abs((Irms -0.25)*0.7491);
energy = energy + (Irms*230)/3600000;
delay (1000);
digitalWrite(6, HIGH);//switch off fast element
digitalWrite(7, LOW);// switch on slow element
if ((Tempe > 72) || (batt <=50))
flag= false; //cutoff at 72
}
while ( (Temp >= 50) && (batt < 100)&&(!flag) )

// charge battery
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{
batt = analogRead(A0) * 5.00 / 1023.00;
batt=(batt-2.90) * 0.016;
sensors.requestTemperatures();
Tempe =sensors.getTempCByIndex(0);
Temp = Tempe;
Irms = emon1.calcIrms(1480); // Calculate Irms only
Irms = abs((Irms -0.25)*0.7491);
energy = energy + (Irms*230)/3600000;
delay (1000);
digitalWrite(6, LOW); //switch off fast element
digitalWrite(7, LOW);// switch off slow elements
if (batt > 75) //stop charging
flag= true;

}
}// end program
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Abstract: This work presents an innovative control architecture, which takes its ideas from the theory
of adaptive control techniques and the theory of statistical learning at the same time. Taking inspiration
from the architecture of a classical neural network with several hidden levels, the principle is to
divide the architecture of the adaptive controller into three different levels. Each level implements an
algorithm based on learning from data and therefore we can talk about learning concepts. Each level
has a different task: the first to learn the required reference to the control loop; the second to learn
the coefficients of the state representation of a model of the system to be controlled; and finally,
the third to learn the coefficients of the state representation of the actual controller. The design
of the control system is reported from both a rigorous and an operational point of view. As an
application example, the proposed control technique is applied on a second-order non-linear system.
We consider a servo-drive based on a brushless DC (BLDC) motor, whose dynamic model considers
all the non-linear effects related to the electromechanical nature of the electric machine itself, and also
an accurate model of the switching power converter. The reported example shows the capability
of the control algorithm to ensure trajectory tracking while allowing for disturbance rejection with
different disturbance signal amplitude. The implementation complexity analysis of the new controller
is also proposed, showing its low overhead vs. basic control solutions.

Keywords: adaptive control techniques; statistical learning; electric-drive control; brushless DC
(BLDC) motor

1. Introduction

In the field of industrial automation and vehicle electrification, which obviously includes both
robotics and automotive applications, it is required that modern control systems are able to predict
anomalous behavior and compensate for it as much as possible, to maintain a certain desired behavior
by the process itself. Anomalous behaviors include all those behaviors due to the introduction in
the control loop of variations of the plant itself, such as sensors and actuators failures (which from
a mathematical point of view are equivalent to a change in the model of the dynamic system itself)
or degradation of the components, which then translates into parametric variations when thinking
about the dynamic model of the process to be controlled. Additionally, it can include all those
uncontrolled exogenous actions that are in fact classified as external disturbances, which can affect
both actuators and sensors. Think, for example, of the trajectory control of the end-effector of a robotic
manipulator subject to involuntary interactions with the external environment. In fact, this translates
into a non-deterministic change in the mechanical load on the actuators, which leads to an anomalous
behavior of the electric motor supply currents. These effects can be modelled, with some effort on the
part of the designer, in order to take them into account when planning the robot’s trajectory. If the
trajectory of the end-effector is subject to external actions falling within a predetermined range of
external disturbances, then it could be partly compensated for. This is the robust control approach [1,2],
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where the system under control can be modeled in a linearized way, and limited noise inputs at certain
points of the control loop are expected. If the disturbances applied to the system are within the range
of permitted variance, then a certain trade-off in terms of required performance and stability can be
guaranteed. The same can be done for any parametric variations, which, if confined within a certain
confidence zone, can be partly absorbed by the control algorithm. The greater limitation of the robust
control approach is the dependence on the process model for the description at nominal level, which in
fact disappears once the parametric variations leave the confidence bands. There are many robust
optimization techniques, such as the optimal control H-2, H-infinite and mu-synthesis [3–6], which,
however, have the great limit of strong dependence on the deterministic model and the limited range
of uncertainties that can be compensated, even if, in spite of this, these are adopted in many fields,
such as aeronautics or mobile robotics in a non-anthropic environment.

The evolution of robust control in this sense is the adaptive control [7–14], which basically involves
linearized process modeling at many operational points of application interest. On each sub-model
of the process, a controller is designed with simple control techniques that therefore apply locally.
If, then, the system to be controlled is simple enough and does not have to work in too different
operating conditions, it is preferred to do the so called gain scheduling [15], in which a unique structure
of the controller is provided, but in which appropriate parameters can be chosen according to the
operating condition itself. When the operating condition of the process changes, then the control
system switches from one controller model to another, to ensure performance and stability. The change
from an operating condition can occur either because a different performance is required, which in fact
provides for a change of references, or because there has been an external action that is interpreted as a
different working point of the system to be controlled. The limit of the procedure is precisely that of
being able to incorporate the effect of external disturbances and/or parametric variations within the
sub-models. Therefore, although we can theoretically cover a wider range of uncertainties, including
unforeseen external disturbances and parametric variations, there is clearly a dependence on the
system models that describe it under various operating conditions.

Summing up, for the comparison with the technique we propose, we only consider adaptive
feedback control techniques, which are robust to parametric variations and to any kind of model
uncertainty. These techniques can be schematized in two macro categories [16,17], which will be better
explained in the state of art section: Gain Scheduling and “Architecture” Scheduling.

The first category fixes a control system structure, in which some parameters are modified, based
on the measurements of reference signals, control signal and process outputs.

The second category considers a set of possible control architectures, each of which is activated
based on a decision taken after the measurements of the reference, control and output signals.
The big disadvantage of the second category is highlighted if you think about an embedded platform
implementation based on microcontroller, where you have undoubted limits of memory resources.
This is because, in order to have available all the architectures necessary to control the process, when
operating conditions change, all the necessary structures must be stored in memory.

Moreover, still talking about computational disadvantages, to carry out the change of controller
(be it only its coefficients or its entire architecture), it is necessary for the presence of a “Decision Maker”
system, which to all intents and purposes, must perform an inferential statistical analysis based on
the reference measurements, control action and process output, and identify the adaptation action of
the controller.

This means that it must implement a real operating conditions classifier: after a certain number of
measurements collected, it must verify the hypotheses of belonging to confidence intervals and choose
a class that will coincide with one of the expected operating conditions. Moreover, this approach
requires a preliminary analysis to set decision thresholds, i.e., a priori knowledge. Therefore, an
important objective is also to reduce the computational complexity due to the presence of a functional
block in the control structure that must process the measures to make a decision.
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To overcome the above limits, this work presents a methodology that takes advantage of an
innovative control structure based on simple iterative tuning rules of the parameters of the control
structure itself. The proposed control methodology is inspired by the classic neural network structure
(in particular of a Multi-Layer Perceptron), in which there is a hierarchy among the subsystems/layers
that constitute it. By exploiting simple concepts linked to the application of learning algorithms,
the aim of this work is to contribute in terms of adaptive control techniques to reduce the limits linked
to the dependence of a priori knowledge on the system to be controlled.

To be noted is that the proposed technique does not consider artificial intelligence techniques
since, as anticipated, the objective is to limit the computational complexity, both in terms of methods
for the acquisition of knowledge a priori (offline) and learning techniques in service (online).

In fact, artificial intelligence techniques based on neural networks are not very suitable for control
applications, since once the network training is done in the preliminary phase (off-line training) on the
basis of “enough” data previously accumulated, they are in fact open loop algebraic systems, not very
robust to parametric variations. Much more advanced techniques of reinforced learning [18] instead
lend themselves to control applications. However, they have the big disadvantage of requiring a high
dimension in terms of the number of recursive equations necessary to learn the behaviour of the system
every time it is solicited in a new way.

The article is divided as follows: in Section 2 is reported the state of the art on robust and adaptive
control techniques applied in the field of industrial and vehicle automation in general; in Section 3 is
described the proposed methodology through the explanation of some essential mathematical steps
and the explanation of the complete new control architecture; in Section 4 is explained how to apply
the proposed technique, to a system of reduced order and SISO (single input single output), in order
to report results of simple interpretation by the reader. As an application case study, the control of a
servo-drive based on a brushless DC (BLDC) motor is presented, whose dynamic model considers
all the non-linear effects related to the electromechanical nature of the electric machine itself. Finally,
conclusions are drawn in Section 5.

2. State of the Art on Robust and Adaptive Control

A summary of the state of the art in adaptive control techniques is reported to create the context
for the method proposed in the following sections. The basic concepts and methods currently in use for
the adaptive control law project are described below. The need to design adaptive control algorithms
stems from the fact that the designer is not always able to completely model the dynamics of the
system to be controlled, and in any case, a very high effort may be required, both in terms of costs
of the characterization procedures of a process, and in terms of time spent [1]. Furthermore, also in
the case of relatively simple models, it is difficult to prevent a certain type of disturbances and where
those signals are inserted in the system architecture (affecting control signal or measured quantities, or
whatever). It is convenient, therefore, to consider the possibility to modify with certain update criteria
some parts or some parameters of the control architecture, in order to create a real adaptation to those
not modelled or unexpected events of the physical process to be controlled. Basically, it is possible to
exploit two different approaches, the robust one and the adaptive one.

With the application of the robust control theory [2], the goal is to design an optimal control law
vector, that, by satisfying a certain optimal criterion, is also able to guarantee the nominal performance
request within bounded parametric variation and uncertainly (including external disturbances).
A typical approach is to exploit a nominal model of the plant [3], related to a specific operating
condition, and apply both optimal and robust criteria, which include models of uncertain conditions.
If the plant will work in different operating conditions, it is also possible to directly exploit a non-linear
dynamic model [4]. It is important to note that the solution derived by the application of robust control
techniques, for example as in [5,6], have often a greater dimension with respect to the controlled plant.
This is a disadvantage from an engineering point of view, because it means that to control a certain
dynamic system, a more complex control system is needed. Anyway, the robust control approach in
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general is a power methodology in the case of parametric variation of the dynamic system. Under
this point of view, if the goal is designing a control system that provides robustness stability and
performance, including tolerance to some type of fault/disturbance, maintaining a limited size of the
control system itself, then it is suggested to use the advanced control technique.

There are many adaptive control architectures, so in the following, we briefly report the various
choices and its application, in order to make the reader, in condition, to understand that our proposal
in Sections 3 and 4 introduces new concepts vs. the state of art.

A type of adaptive control architecture is the MRAS (model reference adaptive system), which
can be differentiate between direct and indirect [7]. Based on a reference model of the control loop,
it is computed the output assumed as reference output signal for the closed loop. Based on the
correction on the error between reference output and actual output, the nominal controller gains are
adjusted. The difference between direct and indirect is described in the following. In the direct MRAS
technique, the controller is based on the reference model, meanwhile in indirect MRAS technique, the
controller is based on the identification process which is done on-line. Furthermore, the direct MRAS
technique exploits the error between the references model output and the actual one, while in indirect
MRAS technique, the error between actual and estimated output signal is used for the updating of the
controller gains. As explained in Fereka et al. [8], the MRAS method is suggested in case of relatively
slow behavior of the system itself, and furthermore, it does not guarantee from a formal point of view
the asymptotic stability of the closed loop. The modern application of the MRAS control paradigm
is associated with the power drive control systems, such as three-phase motor control in sensor-less
conditions. Examples of this kind of applications can be found in [8–10].

It is therefore well known that, although MRAS type techniques give satisfactory results and can
be applied in areas of industrial interest, such as electric power drives, these techniques are more
suitable when low dynamic performance is required and therefore suitable, for example, for electric
drives based on asynchronous or reluctance motors (applications with medium-high loads, but at near
constant speeds).

Our proposal is more suitable when higher dynamic performance is required, because the
adaptation of the controller parameters is done instant by instant, in fact, unlike MRAS adaptive
algorithms, we use differential equations and not recursive equations to make the algorithm as reactive
as possible.

Other types of adaptive architectures are called deterministic and stochastic adaptive control.
The first one is based on neglecting the contribution of external disturbance and measuring errors on
the system response. Instead, stochastic adaptive control is based on the statistical interpretation of
external disturbance and errors on the system response included in the closed loop system model. As
an example of the application of this paradigm, Tian et al. [11] present an interesting case study in
which they consider an analysis on the quantization procedure effects.

The disadvantage of statistical control, however, is the limited speed in the adaptation time of the
closed-loop system, because, based on statistics, accumulating a certain amount of information before
updating the parameters of distribution models describing external disturbances is required, through
statistical inference and regression techniques. In fact, it is not possible to obtain good adaptation
results when signals change abruptly and the number of accumulated data used to update the controller
model again is not large enough. As mentioned, and as will be explained in detail in the method
description section, the proposed control technique is able to adapt quickly to sudden changes in the
reference signal without having to make an inferential analysis, taking advantage of statistical learning
theory and the instantaneous gradient algorithm.

Another type of adaptive paradigm is the MMAC (multi-model adaptive control) [12]. Basically,
in MMAC some operating conditions of interest concerning plant operation are foreseen. In MMAC, a
linearized model of the dynamic system is computed with respect to each operating condition and, based
on its a controller, is designed, for example, exploiting linear control theory technique. A supervisor
system takes in input the control signal and the measured output signal in order to decide which
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operating condition occurs, with the goal to select the opportune controller. Some examples of modern
application of this control concept can be founded in Zengin et al. [13], where the authors propose an
application to the control of the vehicle lateral dynamic model, and in Outeiro et al. [14], where the
authors present the application of the control strategy on a quad-rotor flying trajectory tracking.

Here, the disadvantage is the one briefly mentioned in the introduction, so this type of technique
pays a computational weight, both for the actual complexity of the block operations that decides
which control architecture to activate depending on the operating condition, but also from a waste of
resources point of view when we start talking about implementation on low-cost embedded platforms,
which have limited memory resources.

With respect to this problem, the advantage of the proposed method is that complex structures
are not allocated in memory, but simply the number of variables needed to define the representation in
the state space for the reference model, process and controller.

Gain scheduling is an empirical solution to make an adaptive controller, used in aeronautical
and then automotive applications [15]. Thanks to theoretical arguments, it is possible to synthesize
adaptive control algorithms that provide greater robustness and better performance. The idea behind
gain scheduling is to design the controller for different points of operation of the system to be
controlled; the different configurations, being the result of an approximation, can ensure compliance
with specifications only locally at the point of work. Therefore, the parameters obtained in the different
configurations are interpolated, making them variable with the operating point.

Gain scheduling techniques can be a solution in case the system you want to control has to work
in a pre-established operating condition, and it is expected that it may be subject to limited parametric
variations or variations in the input signal waveforms due, for example, to non-ideal effects such
as saturation.

The proposed technique, instead, does not present a limit in the choice of the operating condition,
that is, it can change during the operation of the process itself and, at least theoretically, there are no
limitations to parametric variations, if not those that would lead to the breakage of the components of
the process itself.

It is possible to demonstrate stability only for LTV (linear time variant) systems and under
particularly stringent conditions; for this reason, the controller is subjected to numerous experimental
validation tests. Examples of application of this paradigm can be founded in Hakim et al. [19], where
the authors present an interesting application of a fuzzy PID (proportional-integral derivative) gain
scheduling to an inverted pendulum model. In Poksawa et al. [20], the authors propose a gain
scheduled PID control system for fixed-wing UAVs where a family of PID cascade control systems
is designed for several operating conditions of airspeed. Other adaptive control techniques are the
auto-tuning [21,22] or self-tuning, model-free [23,24], neuro-control [25] and fuzzy logic [26,27] and
the iterative learning control (ILC) [28,29].

The proposed control technique could be classified as model-free, in which a multi-target
optimization problem is iteratively solved.

3. Adaptive Controller Exploiting Learning Concepts

In this Section, we present the architecture of the proposed control algorithm, which exploits
both adaptive learning concept and architecture. The learning concepts, such as the gradient descent
algorithm [30] in the instantaneous version of it, are used to set adaptive rules for the coefficients
updating. Furthermore, we inspired the proposed control architecture to the classical NN (neural
network) constitutive architecture [31], dividing into different layers each one that has a task in terms
of learning, by the data elaborated from the previous layer.

The state space representation is useful to write an approximated (but in closed form) solution
for what concerns the output function. Through the expression of the output signal, meaning as the
output of the controlled plant, it is possible to build the operating procedure based on simple learning
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concepts, to derive an adaptive control algorithm. As we explain in the rest of this paper, the procedure
is clearly easier to set in the case of linear model of the plant, but is not limited to this case.

Basically, the control system it is able to compute every time a new linear model to approximate
the plant, finding new parameters both for plant, control and reference signal models. In this way,
the controller is robust (clearly within certain limits), both to the application of external disturbance
signals and to parametric uncertainties. We present an innovative architecture, based on the usage
of the simple learning concept, such as the online gradient descent algorithm to adapt the various
parameters of the entire control system, repeated on different levels.

Our control system architecture is composed of three different subsystems, each one with a
different functionality. As we explain better through mathematical formulation, a level for the reference
signals approximation is required for our solution, as well as a level for the assessment of the plant
model, and a final level for the control parameters adaptation. Schematically, the starting point is
represented in Figure 1, where a simple control loop is reported, valid also for MIMO and the general
non-linear system.

 

 

𝑦௠(𝑡)𝑟(𝑡)ሾ𝜃௜(𝑡)ሿ௥ ሾ𝜃௜(𝑡)ሿ௣ ሾ𝜃௜(𝑡)ሿ௖ 𝑑௬(𝑡) 𝑛௬(𝑡)

Figure 1. Schematic representation of the high-level Architecture of the proposed method.

In Figure 1, the high level architecture is reported, where we take into account the adaptive
control, which takes, as input signals, the measured output vector from the physical process ym(t), the
reference output vector r(t) and the actual value of the internal parameters vector [θi(t)]r, [θi(t)]p and
[θi(t)]c. By real plant, we mean the union of the dynamic part, which is the part of the system usually
modelled through a differential equations system, the dynamic of the sensors system including the
effect of external disturbance dy(t) vector and measured noise ny(t).

We want to highlight below the difference with the adaptive control techniques that are used until
now, through an explicit schematization of the criterion shown in the figures below. As anticipated,
we can enclose the adaptive control techniques in two macro categories: the first where only some
parameters are modified, and the second where a change from one control structure to another is
expected; in both cases, the change occurs downstream of a decision algorithm, which will perform
inferential operations based on a certain amount of collected data.

For simplicity, in Figure 2, the case of an adaptive PID controller according to the gain scheduling
paradigm is represented. As can be seen, the parameters are modified according to the signal coming
from the “Adaptation Algorithm” block, which has both the process output signal and the control action
itself as inputs. Apart from the computational problems mentioned above, linked to the operations
required for the inference part, it is noted that, for the calculation of the operating condition, it is
necessary to measure the control action.
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𝑃 ∶  ൜𝑥ሶ௣(𝑡) = 𝐴௣𝑥௣(𝑡) + 𝐵௣𝑢(𝑡)𝑦(𝑡) = 𝐶௣𝑥௣(𝑡)𝐶 ∶  ൜𝑥ሶ௖(𝑡) = 𝐴௖𝑥௖(𝑡) + 𝐵௖𝑒(𝑡)𝑢(𝑡) = 𝐶௖𝑥௖(𝑡)
𝑥௣(𝑡) 𝑥௖(𝑡)𝐴௣ 𝐴௖ 𝐵௣ 𝐵௖ 𝐶௣ 𝐶௖

Figure 2. A single input single output (SISO) proportional-integral derivative (PID) controller with
Gain Scheduling Architecture.

In the case of electrical drives in general, the presence of voltage sensors as well known is
something we try to avoid in the design phase, because, in order to appreciate the effect of modulation
and the presence of the inverter, the sensors must have a high bandwidth, which makes them expensive.

The same considerations are even more valid in the case of using adaptive control strategy based
on architecture scheduling, as shown in Figure 3, where the computational cost is further increased, as
it will be necessary to memorize all controllers’ rules on which it is expected to switch according to the
estimated operating condition.

 

𝑃 ∶  ൜𝑥ሶ௣(𝑡) = 𝐴௣𝑥௣(𝑡) + 𝐵௣𝑢(𝑡)𝑦(𝑡) = 𝐶௣𝑥௣(𝑡)𝐶 ∶  ൜𝑥ሶ௖(𝑡) = 𝐴௖𝑥௖(𝑡) + 𝐵௖𝑒(𝑡)𝑢(𝑡) = 𝐶௖𝑥௖(𝑡)
𝑥௣(𝑡) 𝑥௖(𝑡)𝐴௣ 𝐴௖ 𝐵௣ 𝐵௖ 𝐶௣ 𝐶௖

Figure 3. A SISO Architecture Scheduling controller schematization.

Another advantage of the proposed control architecture, as shown in Figure 1, is that it does not
require the measurement of the input signals to the system to be controlled.

The design of the control system (adaptive or not) is based on the modelling of the dynamic
part of the plant, without a care about the sensors dynamic. Clearly, this is a valid assumption if the
dynamic of the sensors is higher than the plant one. This assumption is usually valid, since in the
preliminary sizing phase of the global system, the designers select electronic components (sensors,
controllers, actuators) that have a higher dynamic than the plant under control.
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As anticipated, in this work we consider the state form representation both for what concerns the
plant system and the controller system. We assume a continuous time domain representation for the
design procedure, also with respect of the algorithms that regard learning concepts.:

P :
{ .

xp(t) = Apxp(t) + Bpu(t)

y(t) = Cpxp(t)

C :
{ .

xc(t) = Acxc(t) + Bce(t)

u(t) = Ccxc(t)

(1)

In Equation (1), the state form representation of the plant is reported, in the system of equations P,
as well as the controller, in the system of equations C. In Equation (1), xp(t) and xc(t) are the relative
state vectors; Ap and Ac are the transition state matrix; Bp and Bc are the state-input matrix, which map
the contribute of input vector signals in the state vector dynamic; and Cp and Cc are the output-state
vectors, which map the contribute of the state vector on the output of the system itself.

The term in input to the controller is the trajectory error, that can be defined as e(t) = y(t) − r(t),
where r(t) represents the reference for the output of the plant.

As explained in the following, we refer to linear dynamic state form representation, but the
method can be applied also to a non-linear dynamic system. This is true because creating adaptive
rules for the model parameters, basically the elements of all the matrix of the state form, the control
algorithm will be able to compute a linear local approximation valid in a certain moment.

We assume that the size of the state space related to the plant must be greater than, or at least
equal to, the dimension of the state space of the control model, size

(
xp

)
≥ size(xc). This assumption is

also reasonable from an engineering point of view, related to the fact that it is not acceptable to control
a dynamic system with another dynamic system that is more complicated in terms of realization.

Imposing that the output of the plant is the input of the control system together with the reference
signal, and that the input of the plant is the output of the controller, it is possible to write the augmented
system, as in the following equations.

S :



.
x̃(t) = Ãx̃(t) + B̃r(t) =

(
Ap BpCc

−BcCp Ac

)(
xp(t)

xc(t)

)
+

(
0
Bc

)
r(t)

y(t) = C̃x̃(t) =
(

Cp 0
)( xp(t)

xc(t)

) (2)

In Equation (2) is reported the augmented state form derived by the connection of the plant model
and the control model. The cardinality of the new state space is clearly the sum of the two disjointed state
spaces: size(x̃) = size

(
xp

)
+ size(xc). Calling Nxp = size

(
xp

)
, Nxc = size(xc), Nu = size(u), Ny = size(y),

in the above equations we have Ap ∈ RNxp ∗Nxp ; Bp ∈ RNxp ∗Nu ; Cp ∈ RNy∗Nxp ; Ac ∈ RNxc ∗Nxc ; Bc ∈ RNxc ∗Ny ;
and Cc ∈ RNy∗Nxc .

Another reasonable assumption is the presence of enough control variables to control all the
output vector components, or in other words that Nu ≥ Ny; and this is an assumption for all the
following formal considerations.

For our control technique, we need a method to make it possible to write the explicit solution of the
augmented state form independently to the reference signal r. In this work, we refer to a polynomial
approximation both for the reference signal and the exponential matrix needed to write the explicit
solution of the state form representation. In particular, we consider a second order approximation.

r(t) � r0 + r1t + r2t2

eAt
� I + At + A2 t2

2
(3)

In Equation (3), the two truncated series of the reference signal and exponential matrix are
reported, where t represents the time variable. The proposed control technique provides a continuous
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time domain implementation, represented by a linear dynamic system depending on the update of the
parameters with respect to the time. From an engineering point of view, this is not a big limitation,
because, also in the low-cost embedded platform, there is the availability of adequate clock speed
to run the algorithm. In the equation above, with r0, r1 and r2, the coefficients of the polynomial
approximated form, which in general can be functions of time, are indicated.

x̃ = eÃtx̃0 +
t∫

0
eÃ(t−α)B̃r(α)dα =�

(
I + Ãt + Ã2 t2

2

)
x̃0 +

t∫

0

(
I + Ã(t− α) + Ã2 (t−α)2

2

)
B̃
(
r0 + r1α+ r2α

2
)
dα =

=
t∫

0
B̃
(
r0 + r1α+ r2α

2
)
dα+

t∫

0
ÃB̃(t− α)

(
r0 + r1α+ r2α

2
)
dα+

t∫

0
Ã

(t−α)2

2 B̃
(
r0 + r1α+ r2α

2
)
dα =

= B̃
(
r0t + r1

t2

2 + r2
t3

6

)
+ ÃB̃

(
r0

t2

2 + r1
t3

6 + r2
t4

24

)
− Ã2B̃

(
r0

t3

12 + r1
t4

12 + r2
t5

30

)
=

= B̃r0t +
(
B̃r1 + ÃB̃r0

)
t2

2 +
(
2B̃r2 + 2ÃB̃r1 − Ã2B̃r0

)
t3

12 +
(
2ÃB̃r2 − Ã2B̃r1

)
t4

12 − Ã2B̃r2
t5

20

(4)

The above chain of equality in Equation (4) allows one to write a model for the output vector
signals with respect to the plant, inserted in a control loop architecture. The output of the global
feedback system can be founded with the algebraic relationship, with the state space vector of the
augmented dynamic model in Equation (5).

y = C̃x̃ =
(

Cp 0
)( xp(t)

xc(t)

)
= Cpxp(t). (5)

Clearly, the goal of the proposed method is to find the value of the components of the dynamic
matrix of the control model in state form. Furthermore, it is possible to use the y(t) expression to
compute online the value of the state space state representation of the plant itself if we consider
the parameters of the control model and the reference signal polynomial approximation coefficients
to be known. In this mode, we can rewrite the output model y(t) = C̃x̃(t) as a function of all the
needed parameters.

For convenience, in the next sections we also use the following notation:

• [θi(t)]r: the ith parameters of the reference vector approximation;
• [θi(t)]c: is the ith parameters of the state space representation related with the controller model;
• [θi(t)]p: is the ith parameters of the state space representation of the plant dynamic model;

In the following, we show the architecture of the control system, describing in detail the
fundamental operation inside every single functional block.

As schematically represented in Figure 4, the control system is divided in three subsystems:
first the subsystem dedicated to the approximation of the reference signals vector (we choose the
polynomial form, but it is not mandatory); second, the subsystem that provides an estimation of the
state space representation of the plant (it takes, as input, the parameters of the reference approximation
and the parameters from the last subsystem); the third subsystem takes as input the result of the
previous estimated parameters and provides an estimation of the control dynamic system with which
build the control vector u(t), with respect of the Equation (1).

In the following, we describe more in detail every single subsystem and the relative formalism
needed to define the adaptive rules, exploiting simple machine learning concepts.

3.1. Learning Desired Signal

In the functional block that provides an estimation of the second order polynomial approximation,
we exploit the instantaneous version of gradient descent algorithm in the following way. Fixing an
objective function to minimize (at every time instant) the differential equation that makes possible
the update of the coefficients is reported in Equation (6). In Equation (6) with Jr(t), we indicate the
objective function to be minimized at every time instant. In Equation (6), αr is the learning rate, which
for simplicity, is equal for all the parameters (ro(t), r1(t) and r2(t) in Equation (6)), and clearly must be
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a negative real part value for stability condition. Equation (6) can be summarized in the “compressed”
form of Equation (7). A schematic representation of the implementation reported in Equation (6) is
showed in Figure 5.

Layer1 :



Jr = (r(t) − r̂(t))2 =
(
r(t) −

(
r0(t) + r1(t)t + r2(t)t

2
))2

dr0(t)
dt = −αr

∂Jr

∂r0
(t) = −2αr

(
r0(t) + r1(t)t + r2(t)t

2
)

dr1(t)
dt = −αr

∂Jr

∂r1
(t) = −2αr

(
r0(t) + r1(t)t + r2(t)t

2
)
t

dr2(t)
dt = −αr

∂Jr

∂r2
(t) = −2αr

(
r0(t) + r1(t)t + r2(t)t

2
)
t2

(6)

d[θi(t)]r
dt

= −αc
∂(r(t) − r̂([θi(t)]r))

2

∂[θi(t)]r
,∀i (7)

 

𝑦 = 𝐶ሚ𝑥෤ = (𝐶௣ 0) ൬𝑥௣(𝑡)𝑥௖(𝑡)൰ = 𝐶௣𝑥௣(𝑡)
𝑦(𝑡)

𝑦(𝑡) =  𝐶ሚ𝑥෤(𝑡)
 ሾ𝜃௜(𝑡)ሿ௥ 𝑖௧௛
 ሾ𝜃௜(𝑡)ሿ௖ 𝑖௧௛
 ሾ𝜃௜(𝑡)ሿ௣ 𝑖௧௛

𝑢(𝑡)

Figure 4. Schematic representation of the internal architecture of proposed control system.

 

𝐽௥(𝑡)𝛼௥𝑟௢(𝑡), 𝑟ଵ(𝑡) 𝑟ଶ(𝑡)

𝐿𝑎𝑦𝑒𝑟ଵ ∶
⎩⎪⎪
⎨⎪
⎪⎧𝐽௥ =  (𝑟(𝑡)  − 𝑟̂(𝑡))ଶ =  ൫𝑟(𝑡) − (𝑟଴(𝑡) + 𝑟ଵ(𝑡)𝑡 + 𝑟ଶ(𝑡)𝑡ଶ)൯ଶ𝑑𝑟଴(𝑡)𝑑𝑡 =  −𝛼௥ 𝜕𝐽௥𝜕𝑟଴ (𝑡) =  −2𝛼௥(𝑟଴(𝑡) + 𝑟ଵ(𝑡)𝑡 + 𝑟ଶ(𝑡)𝑡ଶ)𝑑𝑟ଵ(𝑡)𝑑𝑡 = −𝛼௥ 𝜕𝐽௥𝜕𝑟ଵ (𝑡) = −2𝛼௥(𝑟଴(𝑡) + 𝑟ଵ(𝑡)𝑡 + 𝑟ଶ(𝑡)𝑡ଶ)𝑡𝑑𝑟ଶ(𝑡)𝑑𝑡 = −𝛼௥ 𝜕𝐽௥𝜕𝑟ଶ (𝑡) = −2𝛼௥(𝑟଴(𝑡) + 𝑟ଵ(𝑡)𝑡 + 𝑟ଶ(𝑡)𝑡ଶ)𝑡ଶ

𝑑ሾ𝜃௜(𝑡)ሿ௥𝑑𝑡 =  −𝛼௖ 𝜕൫𝑟(𝑡) − 𝑟̂(ሾ𝜃௜(𝑡)ሿ௥)൯ଶ𝜕ሾ𝜃௜(𝑡)ሿ௥  , ∀𝑖

𝐴௖ 𝐵௖ 𝐶௖ሾ𝜃௜(𝑡)ሿ௥ 𝐴௣, 𝐵௣ 𝐶௣ 𝑦ො =  𝑦ො൫𝐴௣, 𝐵௣, 𝐶௣, 𝑡൯ = 𝑦ො൫ሾ𝜃௜(𝑡)ሿ௣ ∀𝑖൯ 𝑦ො(𝑡)

Figure 5. Schematic representation of the implementation reported in Equation (6).
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3.2. Learning Plant Model

In this section, we describe the subsystem in which the instantaneous state form representation
of the plant is estimated, which can also be interpreted as the local linear approximation valid in a
certain instant of time for a non-linear dynamic plant system. As shown in Figure 6, the subsystem
takes, as input, the result provided by the other subsystem and the measured plant output. In this
part of the control system, it is assumed that the parameters learned by the other subsystem are like
constant values, which are basically all the coefficients of the matrix Ac, Bc and Cc and the polynomial
coefficients of the desired signal (or more in general, a vector of desired signals) estimation [θi(t)]r;
meanwhile, the coefficients of the matrix Ap, Bp and Cp are the variable of the current block on-line

learning phase. Basically, in this part of the algorithm, ŷ = ŷ (Ap, Bp, Cp, t
)
= ŷ([θi(t)]p ∀i), where ŷ(t)

is the model of the output, which, in this block, is implemented with the following algorithm:



Jp =
(
y(t) − C̃

(
B̃r0t +

(
B̃r1 + ÃB̃r0

)
t2

2 +
(
2B̃r2 + 2ÃB̃r1 − Ã2B̃r0

)
t3

12 +
(
2ÃB̃r2 − Ã2B̃r1

)
t4

12 − Ã2B̃r2
t5

20

))2

d[Ap]i j
(t)

dt = −αp
∂Jp

∂[Ap]i j

(t)

d[Bp]i j
(t)

dt = −αp
∂Jp

∂[Bp]i j

(t)

d[Cp]i j
(t)

dt = −αp
∂Jp

∂[Cp]i j

(t)

(8)

 

 

⎩⎪⎪
⎪⎪⎪
⎨⎪
⎪⎪⎪⎪
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𝑑ൣ𝐴௣൧௜௝(𝑡)𝑑𝑡 =  −𝛼௣ 𝜕𝐽௣𝜕ൣ𝐴௣൧௜௝ (𝑡)𝑑ൣ𝐵௣൧௜௝(𝑡)𝑑𝑡 =  −𝛼௣ 𝜕𝐽௣𝜕ൣ𝐵௣൧௜௝ (𝑡)𝑑ൣ𝐶௣൧௜௝(𝑡)𝑑𝑡 =  −𝛼௣ 𝜕𝐽௣𝜕ൣ𝐶௣൧௜௝ (𝑡) ௗሾఏ೔(௧)ሿ೛ௗ௧ = −𝛼௣ డ(௬(௧)ି ௬ො(௧))మడሾఏ೔ሿ೛ ൣ𝐴௣൧௜௝ , ൣ𝐵௣൧௜௝ ൣ𝐶௣൧௜௝ሾ𝜃௜(𝑡)ሿ௣ 𝑖 = 1, … , 𝑁௫ଶ + 𝑁௫𝑁௨ + 𝑁௬𝑁௫ 

𝐴௣, 𝐵௣ 𝐶௣𝐴௖ , 𝐵௖ 𝐶௖𝑦ො = 𝑦ො(𝐴௖ , 𝐵௖ , 𝐶௖ , 𝑡) = 𝑦ො(ሾ𝜃௜(𝑡)ሿ௖ , ∀𝑖)
൞𝐽௖ =  ൫𝑟(𝑡) − 𝑦ො(ሾ𝜃௜(𝑡)ሿ௖ , ∀𝑖)൯ଶ𝑑ሾ𝜃௜(𝑡)ሿ௖𝑑𝑡 =  −𝛼௣ 𝜕𝐽௖𝜕ሾ𝜃௜ሿ௖ (𝑡), ∀𝑖

Figure 6. Schematic representation of the implementation reported in Equation (8).

As in the previous block description, we can compact the formulation as
d[θi(t)]p

dt = −αp
∂(y(t)−ŷ(t))2

∂[θi]p
;

clearly, we represent all the coefficients
[
Ap

]
i j

,
[
Bp

]
i j

and
[
Cp

]
i j

with a more compact one [θi(t)]p,

i = 1, . . . , N2
x + NxNu + NyNx.

In Equation (8) are reported the update dynamic rules based on the instantaneous gradient descent
algorithm. The goal for this subsystem is to fit best as possible, based on the optimal chosen criterion,
the real output of the plant through the approximated model explained before. In this case, the learning
rate is equal for all the updated components (but this is not mandatory; the only mandatory condition
of the learning rate is on the sign of its real part, that must be negative for stability reasons).
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3.3. Learning Controller Model

In this functional block the learning of the control state space representation parameters is
done, in which the learnt coefficients in other subsystems are considered as constant values. In this
part of the control algorithm the coefficients of the matrix Ap, Bp and Cp are considered as known;
meanwhile, the coefficients of the matrix Ac, Bc and Cc are updated with the following rules. In this
way, ŷ = ŷ(Ac, Bc, Cc, t) = ŷ([θi(t)]c,∀i). This approach is different from the previous functional block
in Section 3.2, where, instead, the reference was to variables with subscript label “p” plant, instead of
“c” controller. 

Jc = (r(t) − ŷ([θi(t)]c,∀i))2

d[θi(t)]c
dt = −αp

∂Jc

∂[θi]c
(t),∀i

(9)

In Figure 7 are reported in schematic way the update rule equations of this subsystem, where the
objective function Jc is set with the aim to provide a control vector able to manipulate the behavior
of the plant closest as possible to the reference signal, changing the coefficients of the state space
representation of the controller itself instantaneously.

 

𝐽௖

⎩⎪⎪⎨
⎪⎪⎧ 𝑣௔(𝑡) = 𝑅௔𝑖௔(𝑡) + 𝐿௔ 𝑑𝑖௔(𝑡)𝑑𝑡 + 𝐾௘𝜔(𝑡)

𝐾௧𝑖௔ (𝑡) + ෍ 𝐶௞𝑠𝑖 𝑛 ቆ𝑘 𝜗(𝑡)𝜗௖௢௚ + 𝜑௞ቇ − 𝐶௅ = 𝐼 𝑑𝜔(𝑡)𝑑𝑡 + ቈ𝐶௖ + (𝐶௦ − 𝐶௖)𝑒ି൬ఠ(௧)ఠೞ ൰మ + 𝑏𝜔(𝑡)቉ 𝑠𝑔𝑛(𝜔(𝑡))ே
௞ୀଵ 𝑑𝜗(𝑡)𝑑𝑡 = 𝜔(𝑡)

𝑣௔(𝑡) 𝑖௔(𝑡) 𝜔(𝑡) 𝜗(𝑡)𝑅 𝐿𝐾௘ 𝐾௧𝐼 𝑏𝐶௦ 𝐶௖ 𝜔௦𝜔௦ ≅ 𝜔௠௔௫ 𝐶௅

Figure 7. Schematic representation of the control learning subsystem.

4. Case Study: Nonlinear Model of a BLDC Motor Power Drive System

As an application case study of the innovative control technology described above, we present in
this Section an electric drive based on a BLDC motor. To make the case study as realistic as possible,
we consider the main intrinsic non-linearity effects in the dynamic BLDC motor model. In particular,
we consider both the presence of the cogging torque [32–34] phenomenon and the torque due to the
streabeck effect, which makes the dynamic model of the electric motor non-linear [35–38]. We also
consider a model of the inverter (needed to generate the BLDC synchronous command signals from
the DC power source), with an H-bridge driven with the bipolar PWM technique.

The complete dynamic model is reported in the set of equations in Equation (10): the first equation
refers to the electric equilibrium model; the second and third equations refer to the mechanical
equilibrium model for the rotation of the rotor axis.
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

va(t) = Raia(t) + La
dia(t)

dt + Keω(t)

Ktia (t) +
N∑

k=1
Cksin

(
k
ϑ(t)
ϑcog

+ ϕk

)
−CL = I

dω(t)
dt +

[
Cc + (Cs −Cc)e

−( ω(t)ωs
)

2

+ bω(t)

]
sgn(ω(t))

dϑ(t)
dt = ω(t)

(10)

In particular, the third equation is a congruence equation between the angular position and the
angular velocity. The supply voltage of the armature circuit (which is the control variable of the system)
has been indicated with va(t); ia(t) is the armature circuit current; ω(t) and ϑ(t) are the speed and
angular position of the rotor axis respectively; R and L represent the resistance and the inductance of
the impedance of the armature circuit; Ke and Kt represent the counter-electromotive force and torque
constants, respectively; I is the inertia of the rotor; b is the viscous friction coefficient; Cs is the static
friction torque; Cc is the coulomb friction torque; ωs is the streabeck speed (ωs � ωmax); CL represents
the load torque.

With the term
∑

k Cksin
(
k
ϑ(t)
ϑcog

+ ϕk

)
the cogging torque contribute on the mechanical equilibrium

is represented. The cogging torque model consists in a limited Fourier series, where Ck represent the
amplitude of the kth harmonic and ϕk is the phase of it. ϑcog is the cogging period which is a function
of the internal structure, in particular of the number of stator teeth and magnets arranged on the
rotor iron.

We are referring to the features of a real DC motor reported in Table 1 [39]. The results obtained
in simulation are shown hereafter, for a current control in which it is requested at the same time to
maintain the current at a desired value and to reject different types of current disturbance.

Table 1. Characteristic of the considered brushless DC (BLDC).

Operating Feature Value

Continuous Stall Torque 0.94 (Nm)
Peak Stall Torque 1.44 (Nm)

Continuous Stall Current 4.7 (A)
Maximum Pulse Current 16.7 (A)

Maximum Terminal Voltage 60 (V)
Maximum Speed 6000 (rpm)

Rotor Moment of Inertia 5.3 10−5 (Kgm2)
Mechanical Time Constant 8 (ms)

Motor Mass 1.6 (Kg)
Thermal Resistance (armature to ambient) 4 (◦C/W)

Maximum armature Temperature 155 (◦C)
Torque Constant 0.086 (Nm/A)
Voltage Constant 9 (V/Krpm)

Armature Resistance 1.1 (Ω)
Thermal Resistance 1.5 (Ω)

Armature Inductance 2.4 (mH)
Electrical Time Constant 1.6 (ms)

In this work, a second order model was considered for both the controller state space representation
and the plant model. Below are the reduced equations for the presented case which has the peculiarity
of being a SISO (single-input-single-output) system.
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P̂ :



.
xp(t) =

[
a11 a12

a21 a22

]
xp(t) +

[
b1

b2

]
u(t)

ŷ(t) =
[

c1 c2

]
xp(t)

C :



.
xc(t) =

[
m11 m12

m21 m22

]
xc(t) +

[
n1

n2

]
(r(t) − ŷ(t))

u(t) =
[

p1 p2

]
xc(t)

(11)

In Equation (11) the status representations are reported for the model necessary for the learning of
the system to be controlled and of the actual controller.

S :


.̃
x(t) = Ãx̃(t) + B̃r(t)

ŷ(t) = C̃x̃(t)

Ã =

[
Ap BpCc

−BcCp Ac

]
=




[
a11 a12

a21 a22

] [
b1

b2

][
p1 p2

]

−
[

n1

n2

][
c1 c2

] [
m11 m12

m21 m22

]



, B̃ =




0
0
n1

n2



, C̃

=
[

c1 c2 0 0
]

(12)

In Equation (12), the state representation of the closed loop system model is reported, where the
internal structures of the dynamic matrices are explained. The internal parameters of the matrices
are in turn updated according to the criteria explained in general in the previous section. To avoid
overloading the computational complexity, the learning parameters αr,αp and αc, have been left fixed
for each sub-system of the control architecture. This requires studying which combination of the
learning parameters triad is the best among those tested in simulation. Clearly, it is also possible to
add a differential learning parameter update equation for each of the control architecture sub-blocks.

Figure 8 shows the response to the current step of the closed loop system, which is simultaneously
required to reject a 10% amplitude disturbance with respect to the reference signal. Figure 9 shows
a particular view of the transitory phase and of the rejection phase of Figure 8. The step responses
in Figure 8 are superimposed as the learning parameter combinations change; in particular, it can be
noted that a valid combination is that given by

[
αr,αpαc

]
= [1, 100, 100].

 

ൣ𝛼௥ , 𝛼௣𝛼௖൧ = ሾ1,100,100ሿ

 

Figure 8. Step response and Disturbance rejection with respect to different learning rates combination.
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ൣ𝛼௥ , 𝛼௣𝛼௖൧ = ሾ1,100,100ሿ

 
Figure 9. A particular view of the Transitory Phase (a) and Rejection Phase (b) of Figure 6.

Clearly it is possible to avoid a preliminary analysis on the combinations of the learning parameters,
by inserting for each level of the proposed control architecture an additional update law.

Although true that it would increase the computational complexity of the whole algorithm,
undoubtedly the procedure of estimating the reference signal and the representations in the form of
state, both the process and of the controller, would become even more autonomous.

Taking inspiration from the theory of the statistical learning, there are some simple methods from
an implementation point of view, which, however, have the limitation to be strongly dependent on the
choice of the conditions of the learning parameters themselves. A robustness analysis to the variation
of the initial conditions would be required anyway, so in this work it has been chosen to leave just
these ones as free parameters.

In any case, this does not change the systematic design procedure of the controller through the
structure that we propose.

It is important to point out that the result obtained does not require knowledge of any parameter
of the electric motor or of the external disturbance model, which is instead necessary to apply the
principle of the internal model to try to reject a disturbance through a linear controller.

Once a valid combination has been found for the learning parameters, the second test necessary
to validate the control algorithm is the robustness to disturbance variation.

Figure 10 shows the result obtained by varying the amplitude of the disturbance, with a
progressively higher percentage. In the legend, the percentages of the disturbance amplitude are
relative to the amplitude of the current reference. Clearly, as the amplitude of the disturbance increases,
the performance of the closed loop system also deteriorates. However, the rejection of the disturbance
is still satisfactory, with a relative amplitude of 20%.

This is difficult to achieve through the classic cascade control structure, but also through non-linear
control techniques that are based on deterministic models of both the system to be controlled and on
assumptions about the disturbance, both the shape and the entry point within the control architecture.
It is necessary to highlight again that the proposed control technique does not use any working
hypothesis about the system to be controlled and no a priori knowledge about external disturbances.

For completeness in the validity analysis of the proposed control algorithm, the result of current
stepped trajectory tracking in which it is required to reject a sinusoidal shaped disturbance is also
reported. This further explains that the result obtained is not a function of the chosen waveforms,
considering that the step function is the worst in terms of discontinuity of the derivative among all the
reference signal choices. Figure 11 shows the rejection result of a sinusoidal current disturbance, with a
relative amplitude of 10%, relative to the step reference.
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Figure 10. Disturbance Rejection with different disturbance signal amplitude.

 

𝑟(𝑟) 𝑦(𝑡)𝑑(𝑡)Figure 11. Comparison between current reference r(r), current supplied by the motor y(t) and current
disturbance d(t).

Below is also the verification made on the tracking of the trajectory in terms of the desired armature
current, under conditions of uncertainty about the value of the cogging torque. We report the trajectory
tracking graph in which the rejection of a piecewise current disturbance is required, with a 15% increase
in the maximum intensity of the cogging torque model used in the BLDC dynamic model.
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In Figure 12, it can be seen, both in the transient phase in terms of following the desired current
trajectory and in the phases of rejection of the disturbance, that a slightly degraded result is obtained.
In fact, as far as the trajectory tracking is concerned, with the same combination of the learning
parameters, an over-elongation and a slightly longer settling time are obtained. As far as the rejection
of the disturbance is concerned, there is the addition of an additional oscillatory behaviour, due to the
cogging torque. In fact, both on the uphill and downhill front, there is a second order behaviour.

 

~0.0001184 ~0.0000947 

 

Figure 12. Trajectory Tracking and disturbance rejection with a higher intensity of Cogging Torque effect.

In any case, the disturbance continues to be partially rejected, despite the total lack of a priori
knowledge about it.

The addition of an automatic update of the learning parameters could be a strong point also to
solve eventual degradations of the performances, due to strong uncertainties of model in simulation
phase, because the algorithm would be able to find independently the appropriate learning parameters
triads, while in this case, the combinations are the same of the previous tests.

Last analysis that is reported is relative to the computation analysis of the used control architecture,
using a SW tool like the Simulink profiler, that gives us some indications on the resources required by
the algorithm, also in view of a future implementation on an embedded platform.

In the Table 2, Time field means the total time spent executing all invocations of the specific function
as an absolute value and as a percentage of the total simulation time; Time/Calls field represents the
average time required for each invocation of the specific function, including the time spent in functions
invoked by the function itself; Calls field means the number of time the specific function was invoked;
and Self-Time field represents the average time required to execute the specific function, excluding
time spent in functions called by this function.

This preliminary complexity analysis of the controller code confirms that the proposed technique,
for the BLDC example case, can be implemented in real-time on the low cost and low power NXP
S32K14x family of automotive-qualified microcontrollers, which are based on the Arm-Cortex 4MF
32bit core.

Table 2. Complexity summary.

Functional Block Time Calls Time/Call Self-Time

PID-Cascade Control 43.8672 1.60% 400,036 ∼0.0001184 30.1587 1.60%
Leaning-Based 265,047 9.70% 2,800,221 ∼0.0000947 137.578 5.00%
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5. Conclusions

In this work, an innovative adaptive control structure was presented, partly inspired by the
layered structure of neural networks. From a technical and formal point of view, the control structure
consists of three levels of learning. Each level uses statistical learning concepts to update the parameters
of the controller and of the process model state representations, and the coefficients of the polynomial
representation of the reference. Each subsystem of the control architecture solves a different task,
using the instantaneous gradient algorithm, learning any type of reference and adapting to any type
of disturbance.

In conclusion, ours is an adaptive control technique classified as “Model Free”, as justified in the
article, in which, however, compared to classical techniques, the contribution of the theory of learning
has been introduced, in order to keep the computational complexity limited, compared to modern
methods that use architectures based on neural networks.

In fact, three optimization problems are solved at every step of the algorithm, so not only is it
an adaptive control technique that exploits learning concepts with low computational impact, but it
could also be considered an optimal adaptive control technique with high robustness characteristics,
especially to parametric variations.

For this reason, a certainly interesting extension of this work should consider direct comparison
with robust optimal control techniques in application contexts where the last one is applied, such as
the control of vehicle dynamics.

Another interesting extension could be an integration of the control architecture proposed in
a context of non-linear control techniques, replacing non-systematic methods such as Lyapunov’s,
to make adaptive all or part of the control laws that are designed through advanced criteria, such
as Feedback linearization that is based on concepts of differential geometry, but still limited by the
knowledge of a model of the system to be controlled.

As anticipated, in this work, no reference has been made to artificial intelligence methods, because
those based on neural networks are onerous at computational level in the learning phase, and very little
robust in the exercise phase. Clearly, artificial intelligence theory has developed modern techniques
such as those of learning for reinforcement, with which it would certainly be interesting to compare
the proposed technique, even in a proof of concept like the one proposed in this article.

Simulation results are presented in terms of current/torque control of a BLDC motor, in which the
mathematical modelling of nonlinearity effects, such as the cogging torque and streback effect, are
considered and considering the electric drive components, such as the effect of modulation and power
supply through the single-phase inverter. The results achieved verify the robustness and quality of the
response of the closed-loop system, both in terms of learning parameters and the amplitude of the
applied disturbances. The implementation complexity analysis of the new controller is also addressed,
showing its low overhead vs. basic control solutions. As a development of the work presented, it is
under verification the implementation of the proposed control algorithm on a low-cost embedded
platform using automotive qualified processors such those of the NXP S32K14x family, equipped with
an Arm-Cortex 4MF microprocessor, and exploiting the NXP model design toolbox.
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Abstract: This work addresses the problem of mitigating the effects of the cogging torque in permanent
magnet synchronous motors, particularly brushless motors, which is a main issue in precision electric
drive applications. In this work, a method for mitigating the effects of the cogging torque is proposed,
based on the use of a nonlinear automatic control technique known as feedback linearization that is
ideal for underactuated dynamic systems. The aim of this work is to present an alternative to classic
solutions based on the physical modification of the electrical machine to try to suppress the natural
interaction between the permanent magnets and the teeth of the stator slots. Such modifications of
electric machines are often expensive because they require customized procedures, while the proposed
method does not require any modification of the electric drive. With respect to other algorithmic-based
solutions for cogging torque reduction, the proposed control technique is scalable to different motor
parameters, deterministic, and robust, and hence easy to use and verify for safety-critical applications.
As an application case example, the work reports the reduction of the oscillations for the angular
position control of a permanent magnet synchronous motor vs. classic PI (proportional-integrative)
cascaded control. Moreover, the proposed algorithm is suitable to be implemented in low-cost
embedded control units.

Keywords: cogging torque reduction; precision robotics; nonlinear control techniques; embedded
control systems; permanent magnet synchronous motors

1. Introduction

The phenomenon of cogging torque is an intrinsic characteristic of permanent magnet synchronous
motors (PMSMs), in both interior (IPM) and surface-mounted (SPM) electric machine types.
This phenomenon is due to the magnetic interaction between the teeth of the stator slots and
the permanent magnets arranged on the rotor surface in the SPM case, or internally embedded in the
rotor iron in the IPM case [1].

This is because the nonuniformity of the air gap is characterized by an equivalent magnetic circuit,
which describes the magnetic interaction between rotor and stator. The equivalent magnetic circuit
depends on the mutual position between the teeth of the stator cavities and the permanent magnets.
This implies that the reluctance of the magnetic circuit is a function of the rotor angle. Figure 1 shows
the physical origins of the cogging couple generating the cogging torque.
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Figure 1. (a) By changing the angular position, the caves see different configurations. (b) Equivalent
magnetic circuit. PM: permanent magnet.

In Figure 1, the physical quantity ϕpm represents the magnetic flux generated by the permanent
magnets, whileϕrs andϕrg are the portions closed in the iron of the stator and in the air gap, respectively,
and Rm, Rr, Rs, and Rag represent the reluctances of the permanent magnets, rotor, stator, and air
gap, respectively.

Figure 1a shows that during the rotation of the rotor, the stator slot will alternately see a polar
compartment (the space between two magnets) and a section of a magnet. This confirms that the
magnetic circuit changes according to the angular position. Figure 1b represents the path of the
magnetic flux in the ideal case of a uniform stator surface.

This phenomenon is due exclusively to the dependence of the magnetic circuit on the angular
position and on the magnetic and geometric characteristics of the motor itself. Indeed, it is possible to
appreciate the cogging torque even by simply rotating the motor axis manually without electrically
feeding it. Starting from an angular position of the rotor, after a rotation of ϑcog = 2π/mcm(p, Nc),
where p is the number of pole pairs and Nc is the number of caves, the same situation is encountered.
Indeed, along the air gap, the same configuration in terms of interaction between teeth and magnets can
be encountered several times. Consequently, the cogging couple is interpretable as a noise disturbance,
with an angular frequency dependent on the number of slots and number of magnets and therefore
polar pairs. The intensity of the cogging noise disturbance is a function of the geometry of the magnets
and the teeth of the slots and of the magnetic characteristics of the materials involved. This disturbance
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is measurable by means of a test bench where, usually, a brushless motor is mechanically connected to a
DC motor (not affected by the cogging effect) and passively rotated. In the mechanical connection of the
two rotation axes, a torque meter is incorporated; then, from it, is possible to obtain the torque exerted
in the absence of power supply. This torque is therefore equivalent to the torque for cogging effect.

In this work, a method for reducing the cogging torque is proposed, based on the use of a
nonlinear automatic control technique. This technique, known as feedback linearization, is ideal for
underactuated dynamic systems. State-of-the-art solutions are often based on the physical modification
of the electrical machine to try to suppress the natural interaction between the permanent magnets
and the teeth of the stator slots. However, such modifications are expensive because they require
customized procedures, whereas the proposed method does not require any modification of the
electric drive.

This paper is organized as follows. Section 2 reviews the state of the art of cogging reduction
techniques that have been recently proposed in the literature and introduces the core idea of the solution
proposed. In Section 3, an analytical description of the phenomenon to derive a model useful for the
design of an automatic controller is carried out, as well as a model of a brushless motor including the
cogging term. Section 4 presents a feedback linearization control to reduce cogging torque in brushless
motors. Section 5 presents implementation results and a robustness analysis of the proposed control
vs. motor parameter changes. Section 6 presents an analysis of the algorithmic complexity and the
suitability for integration in a low-cost embedded system. Conclusions are drawn in Section 7.

2. Review of State of the Art for Cogging Torque Reduction

In the literature, torque ripple due to the cogging couple in PMSMs is reduced, but not eliminated,
by an appropriate magnetic and layout winding design, as proposed in [2,3]. The other typical approach
is the reduction of the intensity of the magnetic interaction between the stator and the rotor by properly
designing the machine according to different criteria and verified with finite element method (FEM)
analysis tools, as discussed in [4,5]. The problem with the above approaches is that the modifications
to the electrical motor are expensive because are customized, and furthermore, they do not guarantee
a complete suppression of the torque ripple caused by the cogging phenomenon. Hence, reduction
techniques aiming at modeling and/or estimating the cogging phenomenon and then compensating or
reducing it by proper control algorithms are more suited to achieve low-cost and scalable solutions.

The control of the machine stator currents could be used to compensate the torque harmonics
that cannot be easily eliminated during the design stage. For instance, a conventional field-oriented
control (FOC) scheme is proposed in [6] for torque ripple mitigation. However, because of the relatively
high-frequency components present in the torque ripple, high bandwidth currents could be required.
In [6,7], this is achieved using dead-beat controllers. Nevertheless, in these studies, the torque ripple is
compensated by adding harmonic components in the q-axis stator current reference, and by regulating
the d-axis current to zero. Consequently, with id = 0, maximum torque per ampere (MTPA) cannot be
achieved [8,9] and the machine is no longer operating at the optimal torque.

In [8], a valid cogging reduction solution has been proposed through the application of the model
predictive control (MPC) technique, which is based on solving optimal problems in an iterative manner,
which in addition to being computationally heavy, is linked to the knowledge of the model. In recent
papers, the use of resonant controllers has been also proposed for the control of PMSMs, such as
in [10–12].

Resonant controllers are based on the internal model principle and they can be used to regulate
with zero steady-state error signals of sinusoidal nature. For this purpose, one resonant notch is
required to regulate a single-frequency component of the harmonic torque. Therefore, to eliminate
most of the harmonic distortion, multiresonant controllers are required, and the design and digital
implementation of such a controller is complex [13]. Moreover, if the control system is implemented in
the stationary frame, a tuning mechanism is required to modify the resonant frequencies in real time
when variations in the PMSM rotational speed are produced [12].
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Recently, the use of finite-control set model predictive control (FCS-MPC) has been proposed
for applications involving electrical drives and power converters [14]. With this methodology, a
discrete model of the plant and power converter is required to predict the behaviour of the system
for a particular switching state of the converter. To track references, a cost function that considers
the tracking error at each sampling instant is used. The optimal switching action, which minimizes
the cost function, is applied to the converter. As discussed in the literature, FCS-MPC has several
advantages. For instance, it is relatively simple to include nonlinearities, constraints, and variables
of different nature (electrical or mechanical) in the cost function. The application of FCS-MPC to
the control of PMSMs has been discussed in the literature by using predictive current control [15,16].
Additionally, in [17,18], FCS-MPC is suggested as an alternative to a direct regulation of the machine
torque. The method is called model predictive direct torque control (MP-DTC), which uses an external
speed loop based on a PI controller. However, in previous papers, control methods to reduce the torque
ripple produced by flux linkage harmonic distortion are not addressed; neither is mitigation of the
cogging torque discussed.

In [19], a torque predictive control to mitigate the high-frequency torque due to switching effects
is presented. However, this paper does not address mitigation of the low-frequency torque pulsations
produced by the machine.

Control of the PMSM rotational speed based on FCS-MPC is presented in [20,21]. With this
approach, the nested control loops typically used in drives are replaced by a predictive control
system. The results discussed in [20,21] show that a high dynamic response can be achieved with
this methodology. However, to compensate the load torque, an observer has to be implemented,
and this may limit the performance of the control system to compensate relatively high-frequency
torque components, particularly when the machine is operating at high rotational speed. Moreover,
high-bandwidth observers are sensitive to measurement noise, parameter uncertainty, quantization
error of the feedback signal, etc. A Lyapunov observer-based control technique is implemented in [22].
With respect to the other approaches based on a control algorithm, the nonlinear control proposed by
us allows for an offline and deterministic projection of the control laws. This approach facilitates the
integration of a cogging torque model without the need for designing a complex observer to estimate
cogging-related signals.

In this work, in the following Sections, a nonlinear control approach is presented as an alternative
to all the previous methods. First of all, with respect to [2–5], the proposed approach has the
advantage of keeping the same mechanical structure of the electric motor without adding the payload
of customized structures.

The feedback linearization allows to replace the nonlinear dynamic with a linearized one through
a systematic change of variables. Furthermore, the proposed control technique is formally more robust
than the above-discussed algorithmic techniques for cogging torque mitigation, due to the largest
region of asymptotic stability. The proposed algorithm is suitable to be implemented on low-cost
embedded controllers; for example, the Arduino-Uno platform using an ATMEGA328 microcontroller.

3. Cogging Torque and Motor Modelling

3.1. Cogging Torque Formulation

In this work, the objective is not to present a method for describing the cogging torque. The starting
point is the formulation in closed form, reported in [1], that exploits the Fourier harmonic analysis
against results obtained with FEM analysis. In particular, reference was made to the following
expression:

Tcog �

m∑

k=1

Tk sin(kZϑm + αk) (1)

where Tk and the αk are the coefficients of the Fourier harmonic development, Z is the number of stator
teeth, ϑm is the angular (mechanical) position of the rotor, and m is the number of harmonics that are
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used to approximate the actual shape of the cogging torque, Tcog. As reported in Figure 2, we have
carried out a simulation analysis and a comparison in terms of variance of the number of harmonics
to represent the cogging torque as a function of angular position. The results in Figure 2 show that
four harmonics (m = 4) in Equation (1) are sufficient to represent the cogging torque (i.e., a Fourier
development with four terms is a good approximation to describe the cogging phenomenon).

Figure 2. Comparison of the mathematical model of cogging torque with variation of the number of
harmonics. The symbol * refers to the purple curve (m = 4) selected as the best trade-off between model
accuracy and complexity.

The actual values of the coefficients are reported in Table 1. The values of the coefficients depend on
the morphological and magnetic characteristics of the synchronous machine as well as on the magnetic
exchange induced to the air gap and the magnetic permeability of the rotor and stator materials.

Table 1. Cogging torque model parameters.

Coefficient in Equation (1) Value

T1 4.85 Nm
T2 2.04 Nm
T3 0.3 Nm
T4 0.06 Nm
α1 0.009 rad
α2 0.01 rad
α3 0.017 rad
α4 α3

Table 2 shows the parameters of the considered electrical machine. In Table 2, Rs represents the
electrical resistance of the stator’s windings, Leq is the equivalent inductance of the three-phase circuit
that represents the dynamics of the electrical part of the machine, kϕ is the intensity of the magnetic
flux generated by the permanent magnets, p represents the number of polar pairs, Jm is the motor
inertia, and β is the friction coefficient.
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Table 2. Motor model parameters.

Motor Model Parameter Value

Rs 3.3 Ohm
Leq 50 mH
kφ 0.5 Wb
Jm 0.02 Kgm2

p 3
β 0.01 Ns/m

The parameters shown in Tables 1 and 2 are relative to an SPM powered by 400 VAC with the
features shown in Table 3. In particular, we refer to the brushless motor model Q2CA2215KVXS00M [23],
using an inverter model RS1C10AL [24].

Table 3. Features of the considered electric motor.

Motor Performance Parameter Value

Nominal Power 15 kW
Nominal Speed 1500 rpm

Maximum Speed 2000 rpm
Nominal Torque 95.5 Nm

Stall Torque 230 Nm

In particular, a motor with the characteristics in Table 3 has a torque–speed curve similar to that
shown in Figure 3. In this article, we assume working in the continuous zone of the characteristic
reported in Figure 3.

Figure 3. Torque–speed curve of the motor considered as an application example in this work.
The symbol 3Φ means that it is a three-phase powered system.

It is worth noting that this work models the presence and effects of the cogging torque in an
AC brushless motor with SPM architecture and uses this model in a correction algorithm, but it is
not essential to know the internal geometry of the machine in terms of geometrical properties of the
permanent magnets and stator caves. This because the most relevant thing is to have a mathematical
model of the cogging phenomenon that highlights the dependence of the cogging torque by the rotor
position. This model is then inserted into the global model of the drive system.

Instead, the dependence of the cogging torque coefficients shown in Table 1 by the internal
geometry of the permanent magnets and stator caves would be needed in a work aiming at a
modification of the machine structure, but this is not the case for the present study.
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To make more realistic the analysis of the cogging torque reduction by the nonlinear control
method proposed, a perturbated version of the cogging mathematical model of Equation (1) is inserted
into the model of the mechanical equilibrium. Into the perturbation made by the noise simulation in
Figure 4 is inserted the effect of the unavoidable torque ripple caused also by the nonideal commutation
of the inverter switching logic. We used the model with four harmonics to project the control laws.
In particular, the perturbation on the cogging model is simulated by a white Gaussian noise w(t), the
effects of which can be seen in Figure 4. In particular, in our case, w(t) ∼ N(µ, σ) with µ = 0 , σ = 1 Nm

is inserted.

Figure 4. Comparison between the shape insert in the motor model (Tcog Measure), used to design the
controller, and the mathematical model (Tcog model).

According to other works in the literature, such as [25], a reasonable value of torque ripple is
around 10% of the nominal torque, i.e., ∓10 Nm for a motor with nominal torque of about 100 Nm,
as shown in Figure 3. In general, torque ripple clearly also includes cogging torque behavior, so in
our work, we included the two terms by also adding to the model of Equation (1) the noise term
w(t). To respect the typical percentage of ripple entities, we set an intensity of about 7 Nm for the
cogging torque, adding a Gaussian noise with 3σ = 3 Nm, so the intensity of the torque ripple is
in the range ∓ 10 Nm (Tcog by model ∓ 3σ). To better highlight the comparison of the cogging torque vs.
the added torque ripple, modeled as a Gaussian noise contribution, Figure 5 shows the two separated
signals—cogging torque in blue and Gaussian-like added torque ripple in red, in the time domain (top)
and frequency Fourier transform domain (bottom).
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Figure 5. Cogging torque in blue vs. added torque ripple in red in the time domain (top) and absolute
(ABS) value of the frequency Fourier transform (FFT) domain (bottom).

3.2. Brushless Motor Modeling with the Cogging Term

A classical model of a synchronous machine is considered. According to the unified theory of
electric machines [26], and after the coordinate transformations necessary to delete the dependence
on angular rotor position in electromagnetic torque, we can write the equations of electromechanical
equilibrium in the following way:

[
ud

uq

]
=




Rs −Lqp dϑm
dt

Ldp dϑm
dt Rs



[

id
iq

]
+

[
Ld 0
0 Lq

]
did
dt
diq
dt


 +

[
0

p dϑm
dt kφ

]
(2)

Jm
d2ϑm

dt2
+ β

dϑm

dt
= Tem +

m∑

k=1

Tk sin(kZϑm + αk) + w(t) (3)
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In the above equations, the term of cogging torque is inserted into the mechanical equilibrium as
an overlapping effect in the global torque. In Equation (2) ud and uq are the voltage components in the
d–q frame, id and iq are the current components in the d–q frame, Ld and Lq are the inductance of the
equivalent circuit transformed in the d–q frame, ϑm is the mechanical angular position, and Tem is the
electromagnetic torque that in the general case, is given by Tem = 3

2 p
[[

Lq − Ld

]
idiq + kϕiq

]
. In this work,

reference is made on a SPM machine which has the characteristic of having Ld = Lq = Leq, i.e., Ld
Lq

= 1,

so that the expression of the electromagnetic torque is given by Tem = 3
2 pkφiq.

Working with Ld
Lq

= 1 means that the electric machine is considered as an isotropic brushless
machine, so there are not configurations of maximum or minimum reluctance and clearly, the inductance
values of the equivalent circuits along the direct and quadrature axis (the frame that is obtained after
the Park transformation) are equal. Such an assumption has been made for the sake of clarity, as
it makes it easier to understand the expression of the electromagnetic torque. However, nothing
changes if we consider an anisotropic machine with different Ld and Lq values (typically, Ld << Lq).
Moreover, in the paper, we emulate a FOC control where the id current is constrained to a zero value,
and this implies that the anisotropic behavior does not contribute to the final trajectory tracking
result. To include the anisotropic behavior due to arrangement of the magnets in an IPM structure,
then the term 3/2·p·(Lq-Ld)·id·iq, which is zero in the case where Ld = Lq, should be included in the
ideal electromagnetic torque, i.e., the above-reported Tem term in the mechanical equilibrium in the
equations of the dynamic of the electrical machine.

4. Feedback Linearization Control for a Brushless Motor

For convenience in the controller design, the equations in the state form are usually assumed, as
shown in Equation (4).

.
x =




.
x1
.
x2
.
x3
.
x4



=




px4x2 − Rs
Leq

x1

− 1
Leq

[
Rsx2 + px4

(
Leqx1 + kφ

)]

1
Jm

[
3
2 pkφx2 − βx4 +

4∑
k=1

Tk sin(kZx3 + αk)

]



+




1
Leq

0
0
0



u1 +




0
1

Leq

0
0



u2 = f (x) +

m∑
k=1

gk(x)uk (4)

It should be further noted that the state form is nonlinear, but it is “affine in the control” with
the classic choice of state variables x1 = id , x2 = iq , x3 = ϑm , x4 =

.
ϑm and control variables

u1 = ud, u2 = uq. The vector field f (x) is called drift vector while the gk(x), with k from 1 to m, are the
control vector fields.

Referring to the nonlinear theory of control systems [27], the goal is to design the control law in
order to formally obtain a change of state variables that have a linear dynamic in the new base. The
operating procedure consists of deriving all the expressions of the outputs for a total number of times
necessary to obtain an expression where at least one of the components of the control vector appears.

Calling yi = hi(x) the i-th control output and µi the i-th derivation order in which at least one
element of the control vector appears, the equations useful for the systematic design of the controller
and therefore the change of variables take the following form:

dµi

dtµi
yi =

∂µi−1hi(x)

∂xµi−1


 f (x) +

m∑

k=1

gk(x)uk


 = L

µi

f
hi(x) +

m∑

k=1

Lgk
L
µi−1
f

hiuk; i = 1, 2 . . . , l (5)

133



Energies 2019, 12, 2224

Inserting the linearization condition by imposing that the i-th derivative is equal to a component

of the control vector v =
[

v1 . . . vl

]T
for the new base (y

µi

i
= vi ∀i), thus deciding that the linear

dynamics emulate a chain of multiple integrators, the following matrix form is obtained:

Yµ =




y
µ1
1
...

y
µl

l



=




L
µ1
f

h1

...
L
µl

f
hl



+




Lg1L
µ1−1
f

h1 · · · Lgm L
µ1−1
f

h1

...
. . .

...

Lgm L
µl−1
f

hl · · · Lgm L
µl−1
f

hl







u1
...

um



= T(x) + E(x)u =




v1
...

vl



= v (6)

Inverting the equality, the expression for the controller in Equation (7) is obtained:

u = E+(v− T) +
(
I − E+E

)
τ (7)

A typical choice of the state vector in the new base is the following:

z =




z1

z2
...

zµ



=




h1
...

L
µ1−1
f

h1

...
hl
...

L
µl−1
f

hl




(8)

In Equation (8), µ =
∑
k
µk is the relative degree of the system, or rather the total number of derivates

that is needed to have at least one component of the control laws vector in the yk
µk expressions.

In Equations (5) and (6), with L
µi

f
hi(x) =

∂µi hi(x)
∂xµi

f (x), it is indicated the µi-th Lie derivate of hi(x)

along the vector field f (x), and Lgk
L
µi−1
f

hi =
∂
∂x

(
∂µi−1hi(x)

∂xµi−1 f (x)
)
gk(x) is the Lie derivate along the k-th

control vector gk(x).
In Equation (7), the vector τ is an arbitrary vector that is projected in the null space of the matrix

E(x) and is often a function to minimize. It is projected in the null space through the operator I − E+E,
where I indicates the identity matrix and E+ indicates the singular value decomposition of the matrix
E(x). To avoid problems with the projection of the control components in the null space, we assume
the case in which the E(x) matrix is square and invertible. This means that starting from now, we omit
the contribution of the vector τ in Equation (7).

The new controller v(t) can be chosen with a linear technique that in this context, will be a static
feedback of the input status made in the following way:

vi = vre fi +
l∑

j=1

Ki j

(
z j − zre f j

)
(9)

In Equation (9), z j is the j-th variable of the state vector in the new base, Ki j is a component of the
control gain matrix, and vre fi is often used to define a reference on the derivate of the components of
the state vector in the new base.

To highlight the potential of this control technique, the angular position control was taken into
consideration by comparing it with a classic cascade structure FOC scheme.

For position control, therefore, control outputs y1 = x1 = id , y2 = x3 = ϑm are taken into account;
in this way, we obtain the following expressions in terms of the control vector:

u1 = Leqv1 + Rsx1 − pLeqx1x2 (10)
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u2 =
2JmLeq

3pkφ

{
− 1

Jm

{
3pkφ
2Leq

[
−Rsx2 − px4

[
Leqx1 + kφ

]]
+ Zx4

{
4∑

k=1
Tk cos{Zkx3 + αk}

}
− β

Jm

{
3pkφx2

2 +

{
4∑

k=1
Tk sin{Zkx3 + αk}

}
− βx4

}}}
+

2JmLeq

3pkφ
v2 (11)

This is also the case of exact linearization feedback, because the state vector of the new base has
the same dimension of the state of the model in axes d–q. This guarantees the stabilization of the
starting system, because three derivations are necessary for y2 and one for y1, which gives us a relative
degree of four. This also represents the cardinality of the initial state space.

Figure 6 schematically shows the different structure of the nonlinear control system with respect
to the classic cascade architecture in Figure 7. In classic cascade architecture is considered the case of
PI (proportional-integrative) control for all three concentric loops: two parallel loops for the d–q axis
currents, then cascaded to angular speed loop, and angular position loop.

Figure 6. Schematic representation of the feedback linearization control (FLC) structure.

Figure 7. Classical cascade control structure. PI: proportional-integrative.
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Applying u1 and u2, the dynamic in Equation (12) is obtained, and this representation of the new
state dynamic has the property of complete controllability, which guarantees that we can change all
the eigenvalue with a state feedback control.

.
z = Az + Bv =




0
0
0

0 0 0
0 1 0
0 0 1

0 0 0 0



z +




1 0
0
0
0

0
0
1



v, z =




h1

h2

L f h2

L2
f
h2



, y = Cz = [1 1 0 0]z (12)

Another advantage of the linearization feedback technique with respect to all the other control
techniques is that of being able to also choose non-feedback signals as control outputs; for example,
the power for joule effect. The linearization feedback technique also permits choosing a zero-power
reference together with a position reference, thus guaranteeing that the change of variables is formally
fair for the reasons mentioned above. This allows to constrain the behavior of physical quantities
that are the result of the combination of those classically used for feedback (currents and position or
angular velocities).

For example, for the “joule power – position” control, we can take into account the output functions
y1 = Rs

(
x2

1 + x2
2

)
, y2 = x3, and applying the procedure described above, the following expressions are

obtained for E(x) and T(x), from which we can obtain the control vector by applying Equation (7).

E(x) =




2Rs
Leq

x1
2Rs
Leq

x2

0
2pkφ

2JmLeq


 (13)

T(x) =




2Rs
Leq

[Rsx2 + px2(Leqx1 + kφ)]x2 − 2Rs

(
px2x4 − Rs

Leq
x1

)
x1

β
Jm

(
3
2 pkφx1 +

∑
k

Tksin(kZx3 + αk) − βx4

)
− 3pkφ

2JmLeq
(Rsx2 − px4(Leqx4 + kφ)) −Zx4

∑
k

Tkcos(kZx4 + αk)




(14)

We can observe that this is another case of exact feedback linearization, because the relative degree
for the first output function is one and for the second is still three, as in the previous case.

In the case of current control or angular velocity, this is no longer guaranteed. Therefore, it will
be necessary to verify that in the completion of the state vector to satisfy formal issues related to the
theorem of the implicit functions, the zero-dynamics criterion is also satisfied.

5. Reducing Cogging Control and Implementation Results

The dynamic model considered for the motor is the one previously presented in Section 4.
The model is parametric. For convenience, a mask has been created that encloses all the electric drive
parameters. To apply the proposed technique to different electric machines is quite simple, since it
is sufficient to change the parameters of the model of the engine in the mask. The parameters that
have been used for the motor and for the cogging model to obtain the quantitative results presented in
this work are shown in Tables 1–3. These parameters are typical of a motor for robotic manipulators
for industrial applications. Reference is made to a classical AC motor with SPM structure [23,24].
As reference signals, a zero reference as justified in [26] is chosen for the direct axis curves. Meanwhile,
for the position reference, a constant signal with sudden positioning changes at intervals has been
selected to simulate a typical situation for a machine used in precision applications, such as, for example,
a processing by a computer numerical control (CNC) machine. To make the simulation more realistic,
an inverter with a pulse width modulation (PWM) modulator model has been incorporated, where the
carrier is a triangular signal with amplitude of 700 V and the frequency is 10 kHz. In the following, we
report the results obtained for the problem of tracking the current references in the direct axis and
in the rotor angular (mechanical) position. Figure 8 shows the scheme of the implementation for the
mechanical equilibrium to understand better the inclusion of the cogging term in the SPM model.
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Figure 8. Model of the cogging torque (in the red box) inserted into the mechanical differential equations
of the motor.

It is worth noting that the cogging torque behavior is an intrinsic nonlinearity that is already
considered in this work. Other nonlinearities, such as the saturation effects on the current and on the
voltage, are also taken into account with the model of the inverter and with a saturation block in the
electrical dynamic equilibrium. Instead, concerning the intrinsic behavior of the magnets in terms of
hysteresis curve, we assume working in the linear part of the magnetic characteristic.

In the following, we show the results in terms of trajectory tracking control for the angular
mechanical position and the current for direct axis frame. The effective advantage of the proposal
technique is shown by a comparison with the cascade structure for position control in a FOC structure,
as explained in [26].

The goal of our work is to propose a method to mitigate the cogging torque effects on the final
application (in terms of rotor axis positioning) by the projection of a control laws vector. This means
that, differently from other works that propose an alternative design of internal geometry of the
machine, we do not aim at deleting the presence of the cogging torque. The effect of our proposed
solution can be appreciated in terms of the final result in the path-following problem, where the
position, speed, or current in the quadrature axis of the machine is constrained at a precise value by
the control system. This is the main difference between the proposed algorithm and classical control
techniques, because we directly insert the cogging torque model inside the equations needed for the
projection of the control law vector; see Figures 8 and 9.

Figure 9. Comparison of the result of the control with reduction of the cogging by feedback linearization
vs. a classical cascade control structure [26].
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As previously said, the case of tracking trajectories of constant type has been chosen to simulate
the request for rapid change of the angular position, something that often happens in industrial
applications such as in automated chains or in robotized cells.

Figure 9 shows the result of the angular position reference tracking. It is shown that nonlinear
control is more efficient than the classic cascade architecture in absorbing the oscillation effect due to
the cogging torque. Furthermore, the proposed nonlinear control is better than the classic cascade
architecture in tracking the reference, due to the fact of exploiting the intrinsic nonlinearities of the
model within the control architecture. Indeed, in Figure 10, when tracking the reference from 8 s to 10
s, the classic cascade control is affected by an overshoot and by oscillations, that instead are avoided
when using the proposed FLC technique. Similar results are obtained in terms of current control; see
Figure 11.

Figure 10. A detail of Figure 9 to highlight the ability of the nonlinear control to reduce the oscillation
effect due to the cogging torque.

Figure 11. A detail of the current trajectory tracking to highlight the ability of the nonlinear control to
reduce the oscillation effect due to the cogging torque.
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Surely, the control with linearization feedback guarantees a region of asymptotic stability greater
than any control based on a linear technique and is therefore more robust to parametric variations.
To verify that the proposed control can be applied to a real test bench, we include a graphic analysis of
robustness to the variation of the main machine parameters up to ± 30% vs. nominal values considered
to design the controller; see Figures 12–14.

Figure 12. Robustness analysis in terms of variation of the parameters Rs and Leq.

Figure 13. Robustness analysis in terms of variation of the parameters kϕ and Jm.
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Figure 14. Robustness analysis in terms of variation of the parameters β (friction coefficient) and Tk.

It must be noted that, apart from the specific case example we have shown, the global model that we
use to produce the control laws vector is a scalable model. This means that if the parameters described
in Tables 1–3 are known, then the proposed algorithm can be applied to all types of synchronous motor,
as well as step motors, IPMs, and BLDC (BrushLess DC) motors of all sizes and voltages.

6. Algorithm Profiling and Porting in a Low-Cost Embedded Platform

We have verified the performance of the proposed method using a Simulink profiler (on MATLAB
2018a version release) during the simulation. The profiler collects performance data while simulating
the model and generates a report, called a simulation profile, based on the data. The simulation profile
generated by the profiler shows how much time Simulink spends executing each function required to
simulate the model. The profile helps to determine the parts of the model that require the most time to
simulate and hence where to focus the model optimization efforts.

The summary file displays the following performance total; see Table 4.

Table 4. Description of the fields in the report.

Item Description

Total Recorded Time Total time required to simulate the model.

Number of Block Methods
Total number of invocations of block-level functions

(e.g., Output()).

Number of Internal Methods
Total number of invocations of system-level functions

(e.g., Model Execute).
Number of Nonvirtual Subsystem Methods Total number of invocations of nonvirtual subsystem functions.

Clock Precision Precision of the profiler’s time measurement.

The summary section then shows summary profiles for each function invoked to simulate the
model. For each function listed, the summary profile specifies the information in Table 5.
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Table 5. Description of the fields for the single block.

Item Description

Name
Name of the Function. This item is a hyperlink. Clicking it displays a

detailed profile of this function.

Time
Total time spent executing all invocations of this function on as an

absolute value and as a percentage of the total simulation time.
Calls Number of times this function was invoked.

Time/call
Average time required for each invocation of this function, including the

time spent in functions invoked by this function.

Self-Time
Average time required to execute this function, excluding time spent in

functions called by this function.

Location

Specifies the block or model executed for which this function is invoked.
This item is a hyperlink. Clicking it highlights the corresponding icon in
the model diagram. Note that the link works only if you are viewing the

profile in the MATLAB help browser.

We have compared the performance for both the control structures, with reference to cascade
control and proposed FLC, to verify if there is an increase of the complexity that does not justify the
adoption of the proposal algorithm. Table 6 shows the summary results of the Simulink profiler on
the total scheme needed to implement the control (motor model, inverter model, control architecture,
input signals generator).

Table 6. Summary of the Simulink profiler applied to the global Simulink scheme.

Profiler Parameter Value

Total recorded time 952.69 s
Number of block methods 637

Number of internal methods 8
Number of model methods 11

Number of nonvirtual subsystem methods 32
Clock precision 30 ns

Clock speed 3800 MHz

Furthermore, to verify that the profiler is platform-independent, we tried it on two different
processors, and we achieved the same results. The testing platforms were an Intel®Core™ i3-6300
CPU @ 3.80 GHz with two cores and an Intel®Core™ i7-8550U CPU @ 1.80 GHz with four cores.

Table 7 shows a comparison in terms of complexity of the FLC and of the Cascade PI controllers,
measured as % (1.3% for FLC and 1.2% for PI Cascade) vs. the overall time spent of the whole model
according to the Simulink profiler. The results in Table 5 prove that the algorithmic complexity of the FLC
technique is similar to that of a classic cascade control. The increasing of complexity is very low compared
to the obtained gain in terms of performance in the cogging torque rejection, as proved in Section 5.

Table 7. Comparison by summary of the profiler.

Algorithm Time Calls Time/Call Self-Time

FLC 11.953125 1.3% 930736 0.00001284272 7.3593750 0.8%

PI Cascade 11.203125 1.2% 930736 0.00001203685 11.203125 1.2%

In Table 7, the self-time value is lower in the case of nonlinear control, just because is implemented
by a MATLAB function that requires a certain amount of time spent to invoke it by the other functions.
Meanwhile, this time frame does not exist for the PI control because it is implemented by a native block
in Simulink.

Is important to remark that the usage of the Simulink profiler is only helpful to verify the
computational cost of our proposed control algorithm with respect to the classical PI controller.
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This just to decide if it is reasonable or not to implement the nonlinear control technique on a
low-cost platform.

To implement the proposed FLC controller on a low-cost embedded system, we exploited the
automatic code generation capabilities of Simulink tools. The building procedure from Simulink allows
the generation of the code to be embedded in real-time in a low-cost Arduino-Uno platform equipped
with the 8-bit microcontroller ATMEGA328 by Atmel, with a clock speed of 16 MHz, a flash memory
of 32 KB, a SRAM volatile memory of 2 KB, and an EEPROM non-volatile memory of 1 KB.

Loading the equivalent program of the proposed control algorithm, we have verified that the
sketch used 6042 bytes (18%) of the space available for the programs, where the maximum space is
32,256 bytes. The global variables used 226 bytes (11%) of dynamic memory, so 1822 bytes are available
for the local variables, where the maximum space is 2048 bytes. Hence, the program and data memory
capabilities of a low-cost embedded platform are enough to sustain the proposed control techniques.
From a processing point of view, the computational cost of the proposed FLC algorithm when running
on the low-cost Arduino-Uno platform is comparable to the computational cost of the classic PI cascade
control, as already predicted by the results obtained with the profiler in Table 7.

Using a processor-in-the-loop verification approach (i.e., the motor and inverter are modeled and
simulated and are interacting with the control algorithm implemented on the target real platform,
Arduino-Uno using the ATMEGA328 MCU), Figure 15 presents a comparation between the PWM signal
from the full simulated system and the measured signal from the Arduino in the processor-in-the-loop
verification testbed. More specifically, Figure 15 shows the voltage measured with an oscilloscope on
the three pins of the Arduino for the 3 PWM control phases. This can help in understanding that the
low-cost platform is capable to run the control algorithm and to generate the PWM control signals to
drive the inverters in the same mode that the simulation has shown. In Figure 15, it is important to
notice that the signal in blue is logical (zero or one), since it is the result of the PWM operation by a
state machine in the Simulink scheme. Instead, the red signal is the measurement of the physical level,
so is an analog signal in the range 0–5 V.

Figure 15. Comparison between the logical signal in output from the pulse width modulation (PWM)
block in the simulated scheme and the physical measures of the driven Arduino digital pins (sample
time of 0.0001 s) in a processor-in-the-loop validation test bed.
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7. Conclusions and Future Work

In this work, a method for mitigating the effects of the cogging torque in permanent magnet
synchronous motors has been presented by means of a control technique based on a feedback
linearization strategy. The idea is presenting a valid alternative to the techniques of reduction of this
phenomenon through physical modifications of the machine, which are expensive. The proposed
nonlinear control algorithm is deterministic and easy to derive. This technique allows us to choose
which are the control outputs from which to obtain the change of variables. This makes possible to
emulate a FOC or DTC control technique; for example, choosing the current and speed or position as
outputs. Moreover, the proposed approach allows references to be made in terms of their composition,
such as choosing the power for joule effect, control output, and designing u1 and u2 incorporating
a power feedback due to the change of base. Instead, this is not possible with a classical cascade
control structure that moreover has less ability to reject the cogging effect as it does not exploit its
formulation. A comparison between the proposed technique and a cascade control was proposed to
show the advantages in mitigating the effect of cogging torque, with reference to a commercial motor.
In addition, a parametric robustness analysis was presented to confirm the choice of the proposed
control technique for the resolution of the cogging torque problem. Given the good results obtained,
a future development could be the development of a sensorless-type architecture. Another future
investigation in sensorless application could be to choose the best type of estimator of the state through
comparative analysis, including, for example, machine learning techniques, given the increasingly
frequent application of the latter.

The analysis through the Simulink profiler confirms that the complexity of the proposed control
algorithm is very low. This means that it is reasonable to port the algorithm on different platforms,
such as an Arduino unit with an 8-bit ATMEGA328 microcontroller.
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Abstract: Electric vehicles (EVs) can be regarded as a kind of demand response (DR) resource.
Nevertheless, the EVs travel behavior is flexible and random, in addition, their willingness to
participate in the DR event is uncertain, they are expected to be managed and utilized by the
EV aggregator (EVA). In this perspective, this paper presents a composite methodology that take
into account the dynamic road network (DRN) information and fuzzy user participation (FUP) for
obtaining spatio-temporal projections of demand response potential from electric vehicles and the
electric vehicle aggregator. A dynamic traffic network model taking over the traffic time-varying
information is developed by graph theory. The trip chain based on housing travel survey is set up,
where Dijkstra algorithm is employed to plan the optimal route of EVs, in order to find the travel
distance and travel time of each trip of EVs. To demonstrate the uncertainties of the EVs travel
pattern, simulation analysis is conducted using Monte Carlo method. Subsequently, we suggest a
fuzzy logic-based approach to uncertainty analysis that starts with investigating EV users’ subjective
ability to participate in DR event, and we develop the FUP response mechanism which is constructed
by three factors including the remaining dwell time, remaining SOC, and incentive electricity pricing.
The FUP is used to calculate the real-time participation level of a single EV. Finally, we take advantage
of a simulation example with a coupled 25-node road network and 54-node power distribution system
to demonstrate the effectiveness of the proposed method.

Keywords: electric vehicle (EV); trip chains; demand response; user participation; dynamic road
network; fuzzy algorithm

1. Introduction

1.1. Motivation and Background

Persistent growth of the global economy is causing issues relating to energy supply, environmental
pollution, and dependence on fossil fuels, all of which need to be addressed with a sense of urgency [1].
To better tackle these problems, many countries have been committing to support the development of
electric vehicle technologies as well as provide incentives to encourage the use of EVs (e.g., battery
electric vehicles (BEV) and plug-in hybrid vehicles (PHEV)) [2]. It means that more and more EVs
will be connected to the grid and interact with the utility in the future. On the one hand, EVs are a
flexible power load [3], they will require charging from the grid at different times and at different
locations [4,5]. As a consequence, the coordination of EVs’ charging has been widely studied in the
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recent period [6,7]. On the other hand, it is also a kind of distributed energy storage resource. Since EVs
have a lot of time to dwell in the parking lots during the day, they have great potential to participate
in the power system DR service [8,9]. However, due to the flexibility and randomness of electric
vehicle behavior and the uncertainty of participation in demand response [10], it is difficult to assess
the potential of participation in demand response events, especially under the power-traffic hybrid
network, which is important for the planning and operation of the power grid and transportation,
therefore, an assessment of spatio-temporal uncertainties and user participation uncertainties in EV-DR
is inevitable. It is worth noting that because different types of EVs have a different charging time,
charging power, and battery capacity, we focus on BEVs in this paper.

1.2. Literature Overview

Motivated by the above reasoning, at present, many researchers have carried out EV and grid
interaction related research, in particular, user-side management, EVs’ demand response. Reference [11]
analyzes the users’ power transfer, reduction behavior, and the response to the demand of dispatching
in the context of time-of-use electricity price and pricing strategy. In [12], an algorithm for distributed
EVs’ DR to shape the daily demand profile in a day-ahead market is presented. The authors in [13]
provided a collaborative evaluation of dynamic-pricing and peak power limiting-based DR strategies
for home energy management (HEM). The authors in [14] make full use of the EVs’ DR capability
and propose a corresponding frequency control strategy. Also, in [15], the author investigated a
charging and discharging strategy for EVs that can utilize the DR capability of V2G in residential
distribution networks. However, EVs’ DR capability is assumed to be activated only after the vehicles
arrive home. The authors in [16] presented an intelligent energy management framework with DR
capability for industrial facilities, yet the user’s willingness to participate DR program was ignored. In
a recent work [17], an EV parking lot energy management system is present in consideration of the
uncertainties of the arrival and departure time, and the remaining state-of-energy of EVs just before
charging operation.

Valuable insights of EVs demand response works were provided in previous studies. However,
it is worth mentioning that in the previously cited approaches, only the EVs’ time-varying
charging/discharging characteristics were taken into account, they consider EVs as a type of fixed load
or response resource, while the location of EVs is commonly disregarded. In addition, the previous
studies’ take on EVs is that they can participate in DR events when EVs have objective controlled
ability, ignoring the uncertainty of user participation willingness, the subjective participation degree of
users is not considered in detail.

1.3. Contributions

Thus, our focus in this paper is the EV demand response potential evaluation from the perspective
of spatio-temporal distribution and vehicle owner participation capability. The main contributions of
this work are summarized as follows.

(1) Aspects beyond the characteristics of spatial distribution of EVs and travel pattern analysis have
been neglected in the existing literature, we model a dynamic traffic network considering the
traffic time-varying information with randomness in travel behavior based on trip chains.

(2) A method to analyze EVs’ objective and subjective participation in a DR event is developed.
(3) Differently from the fixed demand response mode in the related research, we proposed a fuzzy

logic-based mechanism, we modeled uncertainties that affect the estimation of demand response
potential of a single EV and EVA. Three key factors—the remaining parking time, the remaining
SOC, and incentive electricity pricing—are considered.

(4) The real-time participation level of a single EV and EVA from a spatio-temporal scope in the
power-traffic network are evaluated.
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The remainder of this paper is organized as follows: In Section 2, we formulate the spatio-temporal
model of electric vehicle travel patterns based on trip chains under dynamic road network. In
Section 3, the objective participation ability as well as the subjective participation ability of EV users
are considered, and the EVs DR mechanism is obtained by fuzzy algorithm. In Section 4, the case study
and the results are presented, analyzed, and discussed. Conclusions are drawn in Section 5.

2. EVs Travel Model in Dynamic Traffic Network

The proposed electric vehicles aggregator demand response evaluation (EVA-DRE) method is
illustrated in Figure 1. The first part of the method is EVs’ travel modeling to get the spatial and
temporal distribution, which will be introduced in this section. Another part is the EV user participation
modeling and response mechanism to obtain the EV-DR power and capacity.

’
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Figure 1. Scheme of proposed EVA-DRE method.

In this section, we will provide a general method for simulating the daily travel pattern with
dynamic traffic network and trip chains. First, the time-dependent dynamic road network model is
established by using graph theory. Travel characteristics of EVs are then analyzed. Furthermore, the
process of the travel pattern simulation is presented.

2.1. Time-Dependent Dynamic Road Network Model

During the day’s travel of a private electric vehicle, it will depart from the starting point which
we assume the house, and it will pass through one or more trip destinations, including multiple trip,
and the choice of each travel route will be affected by the road network and traffic conditions. Yet,
the traffic conditions of the road network change over time as shown in Table 1. In addition, graph
theory is usually adopted to describe the complicated actual road network [18]. In this work, the traffic
time-varying information is considered in the road network, as in Equation (1).
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

G = (V, E, W, D, T)

V = {1, 2, . . . , n}
E =

{
ei j

∣∣∣i, j ∈ V
}

W =
{
tr(k)

∣∣∣r ∈ E, k ∈ T
}

D =
{
td(k)

∣∣∣d ∈ V, k ∈ T
}

T = {k|k = 1, 2, . . . , K}

(1)

where, the vertex V of the graph G represents the intersection of the road, and the edge E of the graph
represents the section between the two adjacent intersections, and the set of road weights W is used for
describing various road lengths, travel times, and other attributes, D is the set of the delayed time of
all intersections. tr(k) is the travel time function at time slot k of link r, td(k) is the delayed time in the
intersection d at time slot k; T represents the time set, and K is the total number of time intervals in
a day.

Table 1. Dynamic travel time of each road section.

Road Sections/links

Time Intervals
1 2 . . . k . . .

1 t1(1) t1(2) . . . t1(k) . . .
2 t2(1) t2(2) . . . t2(k) . . .
. . . . . . . . . . . . . . . . . .
r tr(1) tr(2) . . . tr(k) . . .
. . . . . . . . . . . . . . . . . .

2.2. Spatio-Temporal Travel Characteristics of EVs

Suppose that EV users will go to one or more destinations during a day’s travel, and the EV
charging and discharging may occur in these trip destinations.

2.2.1. Trip Chains and Travel Route Planning

We use daily trip chains [19–21] which are created to show the whole travel routes in one day
with spatial and temporal information, shown in Figure 2 and Equation (2).

Q =
{
q0(x0, y0), q1(x1, y1), · · · , qs(xs, ys), · · ·

}
(2)

where, Q is the set for the duration trip destinations of the trip chain, s is the number of the duration trip
destinations, q0, q1 . . . qs indicate all of the trip destinations, (xs, ys) is the corresponding coordinates, q0

is the first place of the trip chain which is considered to be the house in this paper.
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Figure 2. The daily trip chains.

A path among consecutive trip destinations in the trip chain is represented by ψ(qs, qs+1). The
path set that characterizes the EV’s spatial travel process is expressed as Π in Equation (3).

Π =
{
ψ(q0, q1),ψ(q1, q2), · · · ,ψ(qs, qs+1), · · ·

}
(3)
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Let ti
l
, ti

p(i = 0, 1, 2, . . . , s, . . .) be the departure time and the parking duration time in the ith trip
destination, respectively, and t0

p is the dwelling time in the house. In Figure 2, Li,i+1(i = 0, 1, 2, . . . , s−
1, . . .) and ∆Ti,i+1 are the travel distance and travel time between two trip destinations, respectively.

2.2.2. Departure Time of the First Trip

Here, we consider the departure time t0
l

of the EVs’ first trip in a daily horizon to be randomly
distributed according to probability distribution function (pdf) as

t0
l
∼ f (t0

l
) (4)

2.2.3. Traveling and Traveled Time

In a completed trip, EVs will path several links and several intersections. Hence, it is necessary
to draw the required time to pass each link at a certain time when calculating the travel time
between two destinations. Some existing link travel time functions are discussed in [22], and the
traffic time-consuming coefficient is used to calculate the travel time of the road segment under the
corresponding traffic index, which is more than the time-consuming multiple in the unblocked state.
The logit-based volume delay function [23] as in Equation (5) is used for depicting travel time.

t(s, s + 1) =
nr∑

r=1

tr(k) +

md∑

d=1

td(k) (5)

where, 

tr(k) = t0·c1·
[
1− c2

1+exp(c3−c4·θr(k))

]−1

td(k) = t0·p1·
[
1 + p2

1+exp(p3−p4·λr(k))

]

θr(k) =
qr(k)

Cr
,λr(k) =

qr(k)
Xr

t0 = lr
v0

, r ∈ E

(6)

where, t(s, s + 1) represents the traveling time from s to s + 1; nr, md are the total links and the total
intersections between s and s + 1, respectively; t0, v0 are the free-flow traveling time and free-flow
driving speed which are related to the road grades, respectively; lr is the length of link r, in km; qr(k) is
the real-time traffic of link r at time slot k; Cr and Xr represent road capacity and intersection capacity of
link r, respectively; saturation of traffic volume θr(k) and λr(k) are used to characterize the congestion
factor (traffic index), the greater the values, the more congested roads and junctions; ci(i = 1, 2, 3, 4) are
the adaptive coefficients that related to road grades, pi(i = 1, 2, 3, 4) are the adaptive coefficients of the
intersection related to whether there is a traffic light.

2.2.4. Arrival and Departure Time at the Destination

The arrival and departure time of every trip’s destination can be obtained by Equation (7).


ts
a = t0

l
+

s−1∑
i=0

t(i, i + 1) +
s−1∑
i=1

ti
p

ts
l
= ts

a + ts
p

(7)

where, ts
a and ts

l
are the arrival and departure time at the trip destination, ts

p is the parking time.
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2.2.5. Parking Times

In this paper, it is also assumed that parking duration ts
p of the EVs in non-residential areas—i.e.,

office, shopping mall—follows a probability distribution ts
p ∼ f (ts

p). In addition, the parking duration
in the residential area can be obtained by Equation (8).

th
p =

{
th
l
− th

a , 0 < th
a < 0.5K

th
l
− th

a + K, 0.5K ≤ th
a ≤ K

(8)

where, ts
p and th

p represent the parking time at trip destination s and in the house, respectively; th
a , th

l
are

the arrival and departure times at the house, respectively.

2.2.6. Route Planning

When the vehicle travels from the current location (source point) to a destination (destination
point), the vehicle users tend to select the route in advance, and the users will choose different road
resistances according to their different preferences, such as driving distance, travel time, road quality,
congestion situation, travel expenses, etc. We assume that the user considers ‘travel time’ as the
important basis for route selection. Therefore, the minimum travel time, which includes road travel
time and traffic light delay time, is set as the target for the shortest path planning, i.e., Dijkstra’s
algorithm [24].

2.3. EV Battery SOC Estimate

When EVs arrive at a destination, when there is no demand response event, the user will decide
whether to replenish the energy for their EV according to the current battery SOC and the next trip, is
defined as, 

S(ts
a)·Em −

ns,s+1∑
r=1

ωr·lr ≤ ζ0·Em

S(ts
a) = S(ts−1

a ) − (
ns−1,s∑
r=1

ωr·lr)/Em

(9)

where, S(ts
a) is the SOC at arrival time of destination s; Em is the battery capacity of EV m, in kWh;

ωr is the energy consumption per kilometer, in kWh/km; ζ0 is preset by EV user; ns−1,s and ns,s+1

represent the number of links between two trip destinations. Likewise, the battery state of leaving the
trip destination is obtained.



S(ts
l
) =



S(ts
a),γ = 0

min
{
S(ts

a) + ∆S(ts
p), Sset, Sup

}
,γ = 1

max
{
S(ts

a) + ∆S(ts
p), Sset, Slow

}
,γ = −1

∆S(ts
p) = γ·δ·P

s
c·ts

p

Em

(10)

where, S(ts
l
) is the SOC at the departure time; Ps

c is the rated charging power; γ is a flag sign, 0, 1, and
−1 are no charging, charging and discharging, respectively; δ is the charging/discharging efficiency;
Sset is the SOC of the departure time set by EV user; Sup and Slow represent the upper limit considering
the battery life and the minimum limit to support the next trip, respectively.

2.4. Travel Pattern Simulation

The temporal and geographical information of EVs in a travel day can be obtained by performing
the following six key steps:

Step 1. Obtain the survey results of residents from the transportation department and analyze the
structure type of the vehicles’ trip chains.
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Step 2. The space movement state of the vehicle is determined according to the trip chain structure that
the travel destinations of the vehicle are clear.

Step 3. The first departure time of the vehicle is extracted by Equation (4) according to the type of travel
chain Equation (2).

Step 4. The travel path space and time between two consecutive trip destinations are determined by
the path planning algorithm and Equations (3), (5), and (6).

Step 5. Extract the dwell time of the different destinations according to Equation (8). The arrival and
departure time are calculated by Equation (7).

Step 6. The state of charge of the battery in each destination is judged and calculated by Equations (9)
and (10).

Through Step 1 to Step 6, we can obtain the spatio-temporal characteristics of each EV in a travel
day, including the remaining SOC, the travel destination, and its dwell time. The simulation flowchart
is shown in Figure 3. Monte Carlo simulation will be carried out with EVA-DRE process which will be
presented in Section 3.4.

 

 

( )

Figure 3. Flowchart of EV travel model.

3. Methodology for EVA-DRE

Having obtained the modeling of EVs travel pattern in the dynamic road network, including
spatial and temporal information and SOC distribution, analyzing the user participation ability is of
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importance to evaluate the demand response potential upon each destination. A fuzzy rule response
mechanism with three key factors are then considered in this section. The temporal and geographical
distribution of single EV and EVA demand response capacity is obtained by Monte Carlo simulation.

3.1. User Participation of EVs DR

EV users usually exhibit complete rationality, limited rationality and satisfactory decision-making
in the process of charging and discharging power consumption. When EVs arrive at a destination, it
is only possible to participate in the actual DR event when they objectively have the DR capability.
Otherwise, even if the EV user has a strong willingness to participate, it is unable to participate in the
DR event. Here, the DR participation is divided into three categories: (1) participate in adjusting the
charging time (delayed charging), (2) participate in the discharge case, (3) have no DR capability.

3.1.1. Objective Participation Ability

We introduce the objective participation ability Ks
m(t) here to show the actual participation of EVs

DR, which is presented as Equation (11) and illustrated in detail as Table 2.



Ks
m(t) =

{
1, A or B
0, C

A : ∆S ≥ Slim

B : ∆S < Slim & ts
ch
< ∆Ts

sur

C : ∆S < Slim & ts
ch
≥ ∆Ts

sur

∆S = S(ts
a) − S(t(s, s + 1))

ts
ch
= ∆S×Em

δ×Ps
c

(11)

where, ∆S is the current available SOC; S(t(s, s + 1)) is the SOC consumed by the vehicle from s to s +

1; Slim is the minimum residual capacity level to prolong battery life; ∆Ts
sur indicates the remaining

time of the vehicle to the next trip; ts
ch

is the required charging time. EVs in cases of A and B have the
capability of objective participation, but for C, regardless of parking time or SOC, it mismatches for its
next trip driving requirement, thus, EVs in case C should charge the battery immediately. The charging
power can be calculated by Equation (12).



Ps
C
(t) = Ps

c

NC(t)∑
m=1

ζ(t)

ζ(t) =

{
1, ts

a < t < ts
a + ts

ch
0, else

(12)

where, Ps
C
(t) is the total charging power of EVs in case C of time t at the destination of s; NC(t) is the

number of EVs in case C at time t.

Table 2. Objective participation ability of EVs under different situation.

Cases

Situation Remaining
SOC

Whether to Meet the
Next Trip Demand

Dwelling
Time

Enough Time to
Replenish

Objective
Participation Ability

A Sufficient Yes - - 1
B Insufficient No Long Yes 1
C Insufficient No Short No 0

3.1.2. Subjective Participation Willingness

For different EV owners, they will make different decisions whether to participation in a DR event
always based on the current state of charge, electricity price, and remaining travel time. Even the same
electric vehicle owner may have different decision-making results due to random factors such as mood
at the time.
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We define ρm(t) as subjective participation, to characterize the subjective willingness of EV users
to participate in a DR event. Then, the subjective participation degree of A, B, and C in Section 3.1.1
can be described as Equation (13).



A : 0 ≤ ρdel
m (t) ≤ 1, 0 ≤ ρv2g

m (t) ≤ 1

B : 0 ≤ ρdel
m (t) ≤ 1, 0 ≤ ρv2g

m (t) ≤ 1

C : ρdel
m (t) = 0,ρv2g

m (t) = 0

(13)

where ρdel
m (t) and ρv2g

m (t) are the delayed and V2G participation degree of EV users, respectively.
Meanwhile, the subjective participation is limited by objective responsiveness, and it is to be

satisfied as
ρm(t) = f (αm(t), βm(t),γm(t)||Ks

m(t)) (14)

where, three essential factors αm(t), βm(t), and γm(t) are considered, which represent the remaining
parking time, the remaining SOC, and the incentive price at the current time, respectively. It should be
mentioned that, Equation (14) is an uncertainty function, thus, to focus on the uncertainty of EVs DR
participation, fuzzy algorithm is used to calculate EV user demand responsiveness.

3.2. Responsive Mechanism Based on Fuzzy Rules

Firstly, based on the known remaining parking time and the remaining SOC from Section 2, and
the incentive price are extracted to build the inputs for the fuzzy evaluator at each sampling period,
these three factors should be normalized by Equation (15). Secondly, the fuzzification of the inputs is
implemented based on the input membership functions and the output membership functions, which
are shown in Figure 4a–c, respectively. Thirdly, the Mamdani fuzzy reasoning is carried out. The rule
base is shown in Table 3, the fuzzy rules can be tuned with real tested results under different scenarios.

x∗ =
x− xmin

xmax − xmin
(15)

   

  

–






(a) (b) (c) (d) 

Figure 4. The membership functions. (a) State-of-charge (SOC); (b) Rest parking duration (RPD);
(c) Incentive price (IP); (d) Output membership functions (EV-DR participation).
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Table 3. Rule base and defuzzification.

If SOC Is
AND

RPD Is
AND IP Is

Then the
Participation
of EVs DR Is

If SOC Is
AND

RPD Is
AND IP Is

Then the
Participation
of EVs DR Is

L L L EL H M L M
L L M L H M M H
L L H M H M H EH
M L L L L H L L
M L M M L H M H
M L H M L H H H
H L L L M H L M
H L M M M H M H
H L H H M H H EH
L M L L H H L M
L M M M H H M H
L M H H H H H EH
M M L L
M M M M
M M H H

3.3. EVA-DR Energy and Capacity

After obtaining the demand response potential of a single EV, then we construct an aggregation
model of EVs’ DR. From a spatial perspective, if multiple functional blocks are powered by a certain
grid node, all vehicles supplied electricity by the node are referred to herein as electric vehicle clusters
which are managed by EVA. The response capability of delayed charging power and the participating
discharge power at the sampling period is given by Equation (16).



EVAdel(i, t) =
EVnum,i∑

m=1
ρdel

m (t)·Ps
c

EVAv2g(i, t) =
EVnum,i∑

m=1
ρ

v2g
m (t)·Ps

dis

(16)

where, EVnum,i is the number of EVs in the ith EVA cluster, Ps
c and Ps

dis
are the rated charge and discharge

power, respectively.
The DR capacity of an EVA and total EVAs are estimated by using Equations (17) and (18).

C(i, t) =

EVnum,i∑

m=1

(S(m, t) − ξm)·ρm(t)·Em (17)

Ctot(t) =

Na∑

i=1

C(i, t) (18)

where, C(i, t) shows the DR capacity of the ith EVA at time t, S(m, t) is the SOC of EV m at time t, ρm(t)

is the EVs participation in (13) and (14), ξm is the limited SOC set by the EVs user and Na is the number
of EVAs.

3.4. EVA-DRE Simulation Process

The steps for the proposed EVA-DRE method are provided as follows, and the simulation flowchart
is described in Figure 5.
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Figure 5. Flowchart of EVA-DRE method.

Step 1. The temporal and spatial distribution of the mth EV and related parameters are obtained from
Section 2.

Step 2. For the participating EVs, calling the fuzzy algorithm to calculate the responsiveness of the
mth EV.

Step 3. Calculate the delayed charging power and V2G power and capacity of EVA according to the
location of the current time of the vehicle to the corresponding EVA.

Step 4. Accumulate the total power and capacity of EVA in the entire area.

4. Simulation Results and Analysis

In this section, we present some simulation results and the performance of the proposed method.
The simulation is implemented and tested in the MATLAB software. All the results are obtained by
MATLAB R2018b on a PC with Intel Core i5–4278U CPU @ 2.60 GHz, 8GB RAM memory, and 64-bit
Windows 7 OS. The simulation in the case study would take 9.305 s for evaluation DR potential in
each minute. In a similar fashion, to deal with large-scale dimensionality of a large scale fleet of EVs
problem in [25–27], decentralized/distributed framework for evaluation can process.

4.1. Data Gathering and Parameter Settings

The parameters include road network information, traffic information, grid parameters, EV
parameters, survey data of resident users, etc. A coupled network with 25-node road network [28] and
54-node distribution system [29] as shown in Figure 6 is used in the simulation. The road network in
the region has 25 road nodes and 46 roads, 22 functional blocks, including 8 residential areas (H), 8
working places (W), 5 other functional areas (E), and 2 non-functional area (marked by Z1, Z2). Each
functional area is powered by the distribution network node which is indicated by an arrow. For
example, the gridlines in Figure 6 is the H7 block, which is powered by node 11.
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Figure 6. Topology coupled road network and distribution network.

4.1.1. Detailed Road Network Information

Detailed information including links and their corresponding area, traffic light, road grade, and
the length of each link are shown in Table 4. In the column of traffic light, ‘1’ denotes that there are
traffic lights in the link, otherwise, there are no traffic lights in the link which is the first road grade
with high free flow speed. In the column of area, ‘1’ and ‘0’ indicate the central area and other area of
the city, respectively.

4.1.2. Traffic Information

In this paper, all the road sections are divided into four grades. In Figure 6, the thick black solid
line is the fast track (FT), the blue sub-solid line is the main road (MR), and the rest are the secondary
roads (SR). The branch roads (BR) are not reflected in the topological map which located in each
functional area. Traffic lights are provided at the intersections of MR and SR. Different road grades
have different free flow speeds, as shown in Table 5.

156



Energies 2019, 12, 1981

Table 4. Detailed information for the road network.

No. of Link
Original

Node
Destination

Node
Traffic Light Road Grade

Length of
Link

Area

1 1 5 1 3 5 0
2 1 2 1 3 4 0
3 2 3 1 3 3 0
4 2 4 1 2 4 1
5 3 4 1 3 4 0
6 3 9 1 3 4 0
7 4 5 1 3 3 0
8 4 7 1 3 5 1
9 4 8 1 2 5 1

10 4 9 1 3 7 1
11 5 6 1 3 5 0
12 5 7 1 2 5 0
13 6 7 1 3 3 0
14 7 8 1 2 3 1
15 7 11 1 3 8 1
16 7 12 1 3 9 0
17 8 9 0 1 6 1
18 8 10 1 2 6 1
19 8 11 0 1 7 1
20 8 13 1 2 7 1
21 9 10 1 3 6 0
22 10 13 1 3 6 0
23 10 14 1 2 3 0
24 11 12 1 3 2 0
25 11 13 1 3 3 1
26 11 16 0 1 7 1
27 12 15 1 3 4 0
28 12 16 1 3 4 0
29 13 14 1 3 7 0
30 13 16 1 3 7 0
31 13 19 1 2 4 0
32 14 19 1 3 7 0
33 14 21 1 3 2 0
34 14 22 1 3 4 0
35 15 16 1 3 4 0
36 16 17 1 3 4 0
37 17 18 1 3 3 0
38 17 19 1 2 3 0
39 18 20 1 3 3 0
40 19 20 1 3 3 0
41 20 21 1 3 2 0
42 20 25 1 3 4 0
43 21 24 1 3 5 0
44 22 23 1 3 3 0
45 23 24 1 3 3 0
46 24 25 1 3 8 0

Table 5. Free-Flow Speed in Different Urban Road Hierarchies.

Road Grade FT MR SR BR

Free-flow speed (km/h) 80 60 40 30

The road traffic status is divided into five levels including smooth, basically smooth, slow, medium
congested, and congested. The traffic index is shown in Table 6.
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Table 6. Urban Traffic Index in Different Traffic Conditions.

Status Congested
Medium

Congested
Slow

Basically
Smooth

Smooth

Index 0.8–1.0 0.6–0.8 0.4–0.6 0.2–0.4 0.0–0.2

Dynamic road network parameters are updated in real time, and the weekday and weekend traffic
index of Shenzhen City in southern China are used as shown in Figure 7.

– – – – –

 
(a) (b) 

Figure 7. Traffic index of (a) weekend; (b) weekday.

4.1.3. EVs Parameters

In our simulations, the initial and final locations of the EVs are considered to be parked in
residential areas in a day. The number of EVs in each residential area (H) is shown as H1~H8 in
Figure 6. The BEV Nissan Leaf, with lithium-ion battery capacity of 24 kWh, is chosen as the typical
private BEV used in the simulation. The initial and limited SOC is set to 0.9 and 0.3, respectively.

4.1.4. Resident Travel Parameters

The dataset for analyzing vehicle travel behavior is mainly derived from the National Household
Travel Survey (NHTS) [30]. Wednesday and Sunday data are used for weekdays and weekends,
respectively. A Gaussian distribution is considered for the first trip departure time with the mean and
variance presented in Table 7, four types of trip chains are used for simulation as shown in Table 7.

Table 7. Parameters of start time and dwell time of each trip purpose for different trip chains.

Type of Trip Chains

Parameters
Trip Chains
Penetration

First Departure
Time

Parking (Dwelling) Time

Workday Weekend Workday Weekend Workday Weekend

H-W-H 40% 10% (457, 1422) (550, 1842) (544, 1222) (504, 1522)
H-E-H 20% 70% (635, 2202) (744, 2252) (222, 2082) (144, 1582)

H-W-E-H 20% 10% (432, 742) (544, 1322) (450, 1792) (57, 842) (393, 2272) (82, 1142)
H-E-W-H 20% 10% (601, 1982) (712, 2102) (550, 1842) (179, 2162) (94, 1042) (102, 1282)

4.1.5. Incentive Price Information

The incentive price parameter is assumed as Table 8.

Table 8. Peak-Valley Time-of-Use Incentive Price (yuan/kWh).

Type Time Slot Incentive Price

Flat period 7:00–10:00 & 15:00–18:00 & 21:00–23:00 0.6832
Peak period 10:00–15:00 & 18:00–21:00 1.0558

Valley period 23:00-Next day 7:00 0.3105
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4.2. Simulation Result of a Single EV DR Potential

With the time of use incentive price in Table 8, we report the simulation result of a single vehicle
in a workday as shown in Figure 8a. Considering the fuzzy participation response mechanism, its
response curve is shown in Figure 8b.

– – –
– –
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Figure 8. Probability of EV DR. (a) ‘H-W-H’ trip chain. (b) the demand response of a single EV.

It can be seen from Figure 8a that the EV arrived at the working place after leaving the house
for 89 min and returned home after 557 min of parking. The return journey took 95 min. The path
planned by the minimum travel time algorithm for the two trips is as shown in (19).

path

{
(H1 →W6) : (1, 2, 4, 8, 11, 13, 19, 20, 25)
(W6 → H1) : (25, 20, 19, 13, 8, 4, 2, 1)

(19)

where, the numbers in the brackets represent the road nodes. We can see that the round-trip routes
between the two trip destinations are different. The lengths of the road segments are 34 km and 31
km, respectively, but the travel distance for calculating the power consumption is 37.01 km and 31.47
km. This is due to the large area of the functional block used in this simulation, a random length
5× abs(2× rand(1, 1) − 1)km is added in the calculation to reflect the mileage in each functional area.
Additionally, although the ‘W-H’ trip’s driving distance was short, the traveling time was longer, which
was caused by the time-consuming increase in travel time.

Figure 8b shows that the EV did not have response ability during the two-way travel period, and
the lower response in the I-zone due to the low compensation of the incentive price and the closer to
the departure time of the next trip. However, notwithstanding its departure time is much closer, the
responsiveness in the second zone increases. This is because the increase in the incentive price has
stimulated user participation.

The responsiveness of the two initial parking periods in the workplace and the residential area is
relatively high, as shown in the zone III and zone V. Zone III is in a state where the incentive price is
much higher, and the battery charge rate is also high. Its responsiveness is the highest throughout
the day, but it gradually decreases with the declining of the remaining travel time. In zone IV, the
responsiveness is further reduced due to the drop of the compensation price.
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4.3. Validations

To validate the proposed method, four cases are simulated for sensitivity analysis.

4.3.1. Workdays VS Weekends

Firstly, the simulated result for the delay coefficients of the central urban and non-central areas on
weekdays and weekends are shown in Figure 9. Compared with Figure 7, the trend of the two curves
is basically the same which indicates that the traffic congestion caused delays, especially during peak
hours, the travel time of the central urban area is nearly 1.7 times that of the free-flow speed.

  
‘ ’ ’

Figure 9. Delay coefficients under different traffic index.

Secondly, Table 7 shows that there is a big difference in user travel pattern between weekdays and
weekends. The traffic status is also significantly different as shown in Figure 7. With the incentive
price of Table 8, the corresponding V2G powers of each region are shown in Figure 10.
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00 
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Figure 10. V2G Power demand response distribution of EVA-DR in weekday and weekend (a) weekday;
(b) weekend.

4.3.2. DRN VS Static Road Network (SRN)

Table 9 displays the participation results in the dynamic road network and static road network. It
is to see that the travel route, arrival time, arrival SOC, and the DR participation are different.



Path_S = (25, 20, 21, 14, 10, 9, 3, 2, 1)
Path_19 = (25, 20, 21, 14, 10, 8, 4, 2, 1)
Path_23 = (25, 20, 19, 13, 8, 4, 2, 1)
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Table 9. Participation Simulation Results in Different Road Networks.

Road Network Travel Route Arrival Time Arrival SOC Participation

SRN
19:00 Path_S 20:28 0.3667 0.8806
23:00 Path_S 23:48 0.3667 0.4143

DRN
19:00 Path_19 21:23 0.35 0.8437
23:00 Path_23 00:31 0.3167 0.3661

4.3.3. Different Response Mechanism

Figure 11 shows the EVA-DR capacity under the proposed EVA-DRE method and the fixed
response mode that EVs will participation in DR when SOC is greater than 0.3 during the parking
period. From Figure 11, the capacity of fixed response mode is much larger than the proposed method.


 
 

Figure 11. EVA-DR capacity expectation with different mechanism.

4.3.4. Different Incentive Price

We conducted the sensitivity analysis on the different incentive signals for the EVA-DR potential
in our case study, the result is shown in Figure 12.

 
(a) (b) 

’
–

‘ ’ 

charge. Investigating EV users’ willingness to participate in the DR 

will enhance the EV user’s decision

Figure 12. EVA-DR under different incentives. (a) V2G power expectation under high incentive
compensation of peak hours (with 33% penetration); (b) EV charge randomly and different peak price
incentives (H4: 240 EVs).
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Taking EVs’ demand response participation in the peak load hours as an example, the V2G
incentive compensation for the peak load period (19:00–21:00) is set as 50%Pr, and V2G response power
result is shown in Figure 12a. It is apparent that in the case of non-peak time uncompensated electricity
price incentives, the regional V2G response capacity is significantly reduced, while during the peak
hours, especially in residential areas, user participation is high due to compensation incentives, and EVs
usually have returned home during this period, thus, the V2G response capacity increases dramatically.

Figure 12b provides the original load curve of the residential area H4 (powered by node 22, peak
load 825 kW), the load curve with EVs charging randomly, and then we simulate the response curve
of EVA-DR in the H4 functional area under different incentive signals. Figure 12b shows that the
‘peak-to-peak’ effect is formed with the disordered charging during the peak load period. After the
demand response project is implemented, EVA-DR effectively reduces the peak load.

5. Conclusions

We have proposed a novel quantitative evaluation method for obtaining spatio-temporal
projections of demand response potential from electric vehicles. The dynamic traffic network model
taking over the traffic time-varying information, trip chains, the shortest path planning algorithm,
and Monte Carlo simulation are employed to derive the spatio-temporal distribution of EVs dumb
charging load and battery state of charge. Investigating EV users’ willingness to participate in the
DR event, a fuzzy logic-based user participation response mechanism is developed that takes into
account various realistic factors such as the remaining dwell time, the remaining SOC and the incentive
electricity pricing. Compared to the related literature, numerical results obtained in different cases
of analysis demonstrate that the approach can achieve a reasonable spatio-temporal distribution of
EVs dumb charging load, delayed charging, V2G power, and capacity. It can provide a reference for
both the utilities and EVAs through the prediction of charging load and potential of electric vehicles
participating in a DR event. At the same time, the proposed evaluation method can be used in regions
with different sizes.

Our future work will enhance the EV user’s decision-making process considering different battery
degradation functions, investigate the pricing strategy of incentive pricing, extend the simulation
analysis by presenting more realistic scenarios and comparisons with other similar approaches, and
finally, large-scale dimensionality of a large scale fleet of EVs will be investigated.
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Abstract: Power rectifiers from electrical traction systems, but not only, can be irreversibly damaged if
the temperature of the semiconductor junction reaches high values to determine thermal runaway and
melting. The paper proposes a mathematical model to calculate the junction and the case temperature
in power diodes used in bridge rectifiers, which supplies an inductive-resistive load. The new thermal
model may be used to investigate the thermal behavior of the power diodes in steady-state regime
for various values of the tightening torque, direct current through the diode, airflow speed and
load parameters (resistance and inductance). The obtained computed values were compared with
3D thermal simulation results and experimental tests. The calculated values are aligned with the
simulation results and experimental data.

Keywords: power rectifier; temperature distribution; mathematical model; thermal modeling
and simulation

1. Introduction

A great challenge for power electronic systems is to remove the heat from the power devices in an
efficient and cost-effective manner. Due to the needs of high power density and to the miniaturization
of power converters, the components have to operate next to their thermal limits [1]. One of the main
concerns in many power converters design procedure is to controlling the heat as the producer’s moves
toward all-surface-mount implementations. Thus, in the early design phase of the power converters it
is very important to understand the thermal aspects of the components in order to improve the devices
thermal performances [2]. The available thermal models have their boundaries to correctly estimate the
thermal behavior in the IGBTs: The usually used thermal models based on one-dimensional RC node
have limits to estimate the temperature variation inside devices. A new lumped 3D thermal model is
suggested in [3], which can be simply described from FEM simulations and may achieve the critical
thermal distribution in long-term evaluations. The boundary constraints for the thermal investigations
are considered, which may be adjusted to various real-field applications of power electronic converters.
In the existing losses and thermal models, just the electrical loadings for design variables are considered.
In [4], a full losses and thermal model taking into consideration the device rating as input variables is
also presented. A mathematical relation between the power loss, thermal impedance and the silicon
area for the IGBT is estimated. Thus, all the elements with impact over the loss and thermal aspects are
considered with results in an optimal design of the power converter.

For the IGBT modules three usual thermal modeling methods regarding their influence on lifetime
estimation are compared in [5]. It is shown that these models have important differences in estimating
the cross-coupling terms between the chips in the module.
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In [6], for a 1200 A, 3.3 kV IGBT module the thermal analysis is considered by the three-dimensional
transmission line matrix method. The results show a three-dimensional visualization of self-heating
in the module. The temperature evolution is determined during the PWM load cycles, with a good
result regarding the thermal analysis and design. A mathematical modeling for time-variant cooling
systems is considered in [7], switching between such networks matched to different edge conditions.
The accuracy, in terms of temperature and predicted IGBT lifetime, for Foster and Cauer networks
is analyzed and compared to errors in the thermal-interface-material resistance. A power electronic
converter structure based on power losses and thermal models are considered in [8] for a three level
active neutral point clamped voltage source converter using press-pack IGBT-diode pairs. The thermal
model is based on water-cooled press-pack switches and is simulated for a 6 MW wind turbine
grid interface.

The thermal management is an important aspect for the power converters used for vehicles.
For the IGBT package modules employed in hybrid electric vehicle applications it is presented
in [9] a method to obtain precise models for rapid electrothermal simulations with advantages in
reducing the design cycle. For the traction motors, the volume of the motors can be decreased
significantly by improving the thermal flows across the inductor. The silicone resin potted high power
inductor for DC/DC switch-mode boost converters can be used [10] in comparison with classical
air-cooled inductors, simulations and test being presented for a 40 kW DC–DC converter. In [11] is
presented an experimental analysis of multichip IGBT package modules, combining rapid transient
short-circuit electrical measurements with infrared thermal mapping considering realistic operating
conditions. An electrothermal concise model of the multichip system is described, considering all the
important operating and particular electrothermal effects, with application in the railway industry.
An electrothermal mathematical model for a real-time thermal simulation of an IGBT in an inverter
power module used on hybrid vehicle is considered with estimation of the temperature and power
losses [12]. Thermal simulations were realized with high precision for a long real-time, which means
more than 10 min, which is important for the vehicles. The peak torque for a traction motor is limited
by switching device temperatures. For an 11 kW PMSM motor, it is presented in [13] a drive control
strategy that merge the active thermal management model with dynamic DC-link voltage adaptation.
Thus, the switching losses can be decreased at low speed by decreasing the bus voltage resulting a
considerable inverter losses decrease at low speed.

Power converters for wind turbines are highly used due to the green energy evolution. Wind
turbines are using power electronic converters with multichip paralleled IGBT modules. In [14],
junction temperatures of chips for various positions with a better thermal coupling impedance model
are estimated, and the outcomes are compared with the results of other thermal models.

A two-level power electronic converter for wind turbine is analyzed considering the losses and
the junction temperature for the power devices in the case of a large wind speed variation, resulting in
the high effect of the junction temperature over the operating point of the induction generator of the
turbine [15,16].

Thermal characteristics of various power switching devices are considered in [17] for their impact on
the thermal cycling of a 10 MW wind power converter in different working conditions considering IGBT
modules and press-pack, the thermal characteristics of the power electronic converter being significantly
changed according to the power semiconductor devices technology and their configurations.

In [18] is presented also an electrothermal model of an inverter but implemented in PLECS being
used to estimate the IGBT junction temperature with a mission profile for a wind power application.
The thermal network is determined from the heating curves of IGBT junction and case temperature that
are measured on a power-cycling rig. Junction temperature is estimated with the power dissipation
and thermal network. For rapid and precise thermal simulations of power semiconductor modules it
is developed a Fourier-based solution, which can estimate the temperature versus time to resolve the
heat equation in two dimensions [19], resulting a fast simulation compared to the finite-element (FEM).
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Microchannel coolers for thermomechanical performance of power electronic modules with
IGBT are analyzed in [20] by using finite element analysis with results in increasing the lifetime
modules. Power loss model is used [21] to design a 3 kVA DC/AC high output power density converter
considering a connection between the circuit stray parameters and the power losses into the converter.
A thermal model of a heatsink as a RC thermal equivalent network that can be embedded in any
circuit simulator, it is presented in [22]. The model considers thermal time constants of the heat sink,
the convection cooling, thermal hotspots on the heatsink base plate, and thermal coupling between
power semiconductor modules mounted onto the heatsink.

Design procedure considerations based on various temperature distribution study cases are
realized on a prototype, a 2 kW integrated power electronic semiconductor modules using Cool
MOS and SiC diode [23]. The thermal model is elaborated and the power dissipation of every
power semiconductors in the active IPEM is calculated through the measurement-based power loss
characteristics in datasheet. With the requirements of equal temperature distribution and light thermal
interaction between power dice, the modification of temperature gradient distribution with the heat
transfer coefficient of heatsink and die position is analyzed. In the [24] literature review for the design
and study of thermal via in PCBs for thermal control of power electronic semiconductors lead to
a selection for four different models for single power devices. The experimental results match the
theoretical anticipation to identify the most effective thermal model via pattern.

For the estimation of the power module temperature field contours at various temperatures,
a simplified 3D model of the power module was taken into consideration [25], and steady-state thermal
analysis was done. The layout of the power electronic converter is optimized to decrease the heat
distribution corresponding to the analysis outcome. The simulations show that an optimal distribution
of the power supply module can increase the reliability of the switching mode DC/DC converters.
The three-level active-neutral-point-clamped voltage source converter is used to defeat the uneven
loss distribution [26]. The junction temperature and the load current of a power electronic converter
system are obtained to calculate the power losses. The thermal resistance and the thermal capacitance
of different components are used to express the thermal network, which is used to estimate the power
device junction temperature, and to analyze transient thermal distribution.

In [27], it proposes the certainty design to the power electronic converter’s conventional
compensation controller design with a new concept of a universal dual-loop controller, which uses
temperature control loop as well as electric power control loop. The idea is based on a digital
implementation of a variable load of power inverter system with real-time measurement approach
of the chip’s surface temperature. The novelty is to get a better thermal control method of carrier
frequency adjustment through experimental implementation during the full life cycle of the power
electronic converter. A back-to-back 2-level/3-level inverter has been designed and developed such
that the power will flow in both directions while the converter will perform better under arbitrary load
conditions analyzing the thermal dissipation of the semiconductors [28]. The thermal investigation
has been performed in the case of an IGBT module with a specifically integrated real time current
controller. In [29] it is proposed to use the active thermal management to reduce the switching losses
during transient regime in order to assure a high current without overcoming the temperature limits,
reducing the overdesign of power converters.

An electrothermal design methodology is proposing and a reliability study is realized [30] for
converters used for photovoltaic application, which is the distributed maximum power point tracking
converter. In [31] is presented an electrothermal analysis based on the reduced order modeling
technique in which the zero-dimensional thermal network is obtained from the three-dimensional
IGBT semiconductor module packaging structure and incorporated with the electrothermal model of
the chips.

Considering the previous works of different research teams, it can be outlined that the existing
thermal models have their limits to predict the thermal behavior of different types of power
semiconductor devices, especially in the case of IGBTs. It has been proposed simplified 3D thermal
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models based on FEM and also the well-known Foster and Cauer networks to analyze inverters’
behavior from thermal point of view. More, the researchers developed different methods to monitor
the junction temperature of the IGBTs with the aim to check their reliability.

The aim of this paper is to investigate the thermal behavior of the power diodes from a rectifier
bridge used in electrical traction during steady-state conditions.

The paper is arranged as follows, in Section 2 the mathematical model to calculate the junction
and case temperature will be developed. Then, in Section 3, the calculated values will be compared
with the simulated results of a 3D thermal model of a power assembly, which includes two power
diodes mounted on the heatsink. Finally, the proposed mathematical model will be validated through a
series of experimental tests, in Section 4 followed by the conclusion section, where the most important
outcomes of the paper are highlighted.

2. Mathematical Model

The goal of the thermal analysis is to establish a mathematical model that will be used to compute
the junction and the case temperature for a power diode, which is the main component from a power
traction rectifier. The power loss of the diode during steady-state conditions is a sum of the following
terms:

P = PF + PR + Pc (1)

where:

PF means the power loss during direct conduction;
PR is the power loss in the case of locked conditions;
Pc is the power loss during commutations.

In the situation of direct conduction, the power losses can be calculated using the
following expression,

PF = VTITAV + rTI2
RMS (2)

and it is the observed that depends both on diode intrinsic characteristics through the parameters
VT and rT, and current waveform which flows through the power diode. In the case of a resistive
inductive load, the electric current can be described by the next formula,

i(t) = Im sin(ωt−ϕ) + Im sinϕe−
ωt

ωL/R (3)

Thus, it results in the RMS current:
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Additionally, the average current has the expression,

IFAV =
1

2π

π∫

0
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1

π cosϕ
(5)

Therefore, considering the expressions of the RMS Equation (4) and average Equation (5),
the relation to calculate the power losses during direct conduction, becomes,

PF = VTIm
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The power losses in the case of locked conditions PR can be calculated by the product between the
maximum reverse current IRM and the maximum repetitive reverse voltage VRRM,

PR = IRMVRRM (7)

Both parameters IRM and VRRM depend on the type of the power diode and their values are
depicted in the datasheet of the diode. The commutation power loss Pc can be calculated using the
following relation,

Pc = VRmax f Qs =
√

6U2 f Qs (8)

where the maximum reverse voltage VRmax depends on the type of the power rectifier topology. It has
been considered a B6 bridge rectifier. In this case, the maximum reverse voltage is equal with the
secondary voltage of the supply transformer, multiplied by the coefficient

√
6.

In the case of traction power rectifiers, the diodes are mounted on aluminum heatsinks with the
aim to ensure an efficient cooling of the semiconductor junction. Thus, the main components of the
current path within the power assembly of the bridge rectifier, includes power diode, heatsink and
busbar. Therefore, in addition to the power loss of the diode P, there are also the power losses of the
contact resistance between the case diode and the heatsink as main component of the current path.
The power loss because of the contact resistance can be computed with the known formula,

Pcontact = RcI
2
RMS (9)

Further, it has been examined the case in which the rectifier bridge is composed from power diodes
type SKN 300 threaded stud M16 × 1.5 mm. There is an inverse proportional relationship between the
contact resistance Rc and the contact force F, which will be calculated knowing the tightening torque M,
the screw diameter d, the thread pitch p and the friction coefficient µ, with the following formula [32],

F =
2
d

M
cos

(
arctg

p
πd

)
− µ sin

(
arctg

p
πd

)

sin
(
arctg

p
πd

)
+ µ cos

(
arctg

p
πd

) (10)

The nonlinear variation between contact resistance Rc and contact force F can be represented by a
mathematical function. Starting from an experimental dataset, the curve of the contact resistance has
been fitted to the following expression,

Rc =
1

a1 + b1F + c1F2
(11)

The coefficients of the fitting curve have the next values: a1 = 397.53, b1 = 0.98625 and c1 = 0.00011.
The comparison between experimental and fitting curve of the contact resistance variation vs. contact
force is presented in the Figure 1.

Thus, using the expressions (4), (10) and (11), the contact power losses can be computed as follows,

Pcontact =

I2
m

2π
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(12)

Finally, the total power loss considering both diode power loss and contact power loss has
the expression:

Ptot = P + Pcontact = PF + PR + Pc + Pcontact (13)
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Figure 1. Contact resistance Rc vs. contact force F. Comparison between experimental (Rc_exp) and
fitting curve (Rc_fit).

After the previous expressions (6), (7), (8) and (12) have been replaced in the above relation,
we obtained the diode total power dissipated as:
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The above expression regarding the calculation of the total power dissipated at the power diode
will be used to determine the junction and case temperature of the analyzed power diode. The following
calculation formulas can be used to get the values for the junction temperature,

θ j = θa +
(
Rthjc + Rthck + Rthka

)
Ptot (15)

and for the case temperature of the power diode,

θc = θa + (Rthck + Rthka)Ptot (16)

The values of the junction-case and case-heatsink thermal resistance can be obtained from the
power diode datasheets. Thus, in the case of SKN 300 power diode, the following values were identified:
Rthjc = 0.15 ◦C/W and Rthck = 0.02 ◦C/W. Generally, the heatsink-environment thermal junction was not
a constant value and it depended on the cooling method (forced or natural) and the heatsink type.
The heatsink datasheets present variation curves of the heatsink-environment thermal junction vs. air
speed. The cooling of the SKN 300 power diode can be provided by aluminum heatsink type R150-E50
manufactured by IPRS Baneasa. From the datasheet, it can be obtained the nonlinear variation of
heatsink-environment thermal resistance vs. air speed. This curve can be approximated with the
following mathematical expression:

Rthka = a2 + b2v2
air + c2v2

air ln vair + d2
ln vair

v2
air

(17)

where the parameters of the fitting curve, are: a2 = 0.25035; b2 = −0.015359, c2 = 0.006483 and d2 =

−0.189932. The normal variation of decreased heatsink-environment thermal resistance for increasing
air speed can be observed in Figure 2.
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fitting curve.

So, the junction and case temperature of the power diode will be calculated using the
next expressions:

θ j = θa +


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and,
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By replacing in the above formulas, the expression of the total power loss, the calculation relations
for the junction and case temperature are finally obtained:
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and,
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The above expressions outline that both case and junction temperature depends on conduction
current, tightening torque, load resistance, load inductance and air speed.

3. Three-Dimensional Thermal Model

The thermal analysis has been focused on a power assembly made from two stud rectifier
diodes type SKT 340 mounted on the same aluminum heatsink. Actually, the power assembly can be
considered as one of the three legs from the three-phase full- bridge rectifier, which provides a DC
current on a resistive-inductive load. The datasheet of the rectifier diode outlines the following values
for the main parameters of the diode: VT = 0.8 V, rT = 0.6 mΩ, IRM = 60 mA, VRRM = 1200 V and Qs =

200 µC. Considering the direct current through the power diode with the RMS value of 250 A, it can
be calculated the power loss within the diode, which had the value of 119.29 W. In the case of the
recommended tightening torque of 30 Nm, the contact resistance had the value of 0.45 mΩ. Thus, for
the same value of the direct current flowing through the diode, the power loss because of the contact
resistance between heatsink and the diode was about 28.125 W.

The structure of the power diode was highlighted by a solid copper hexagon with a threaded
stud, which is used to bolt the component onto a heatsink and discharge the heat produced by
the chip. A glass or ceramic cap with a bushing for the cathode terminal provides hermetical case
sealing. Case parts are attached by welding or brazing. The chip is straightly soldered onto the
disk made of molybdenum to prevent high mechanical pressure in the semiconductor as a result of
important differences in the expansion coefficients for silicon and copper. In order to achieve the
three-dimensional geometry of the analyzed power assembly, the Pro/Engineering software package
has been used. The thermal model included only the components that actively participate in the
heat transfer from the power diode to the environment through the heatsink. These components are
(Figure 3) the copper braid, molybdenum discs, Silicom chip, solid copper hexagon with threated stud
and aluminum heatsink. Due to the fact that the ceramic housing participates in a very low weight to
the heat transfer from the silicon chip to the environment, it was not included in the thermal model.

 

 

γ

λ

1 

2 

5 

6 

3 4 

Figure 3. 3D geometry of the power diode thermal model: 1—copper braid; 2—molybdenum disc;
3—silicon chip; 4—molybdenum disc; 5—solid copper hexagon with threaded stud and 6—heatsink.

The material characteristics of each component part of the power diode and the heatsink are
synthesized in the Table 1 and the complete thermal model of the power assembly is shown in Figure 4.
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Table 1. Material data of power diode and heatsink.

Parameter
Material

Copper Silicon Molybdenum Aluminum

γ (kg/m3) 8900 2330 10220 2700
c (J/kg◦C) 387 702 255 900
λ (W/m◦C) 385 124 138 200

 

 

Ω

Figure 4. 3D geometry thermal model of the power assembly power diodes heatsink.

On the basis of Pro-MECHANICA software package, some thermal simulations were performed
during steady-state conditions. The temperature profile of the power diode, in the case of tightening
torque of 30 Nm, air speed value of 1 m/s, direct current of 200 A and the load with a resistance of
20 Ω and inductance about 60 mH, is presented in the next pictures, Figures 5 and 6. It can be seen a
maximum temperature of the power assembly about 84.94 ◦C on the silicon chip of the diode and a
minimum temperature of 48.34 ◦C on the heatsink outer surfaces.

 

Ω

Figure 5. Temperature distribution of the power assembly. Cross-section through both power diodes.
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Figure 6. Temperature distribution of the power assembly. Cross-section through only one power diode.

The heat load because of the diode power loss has been applied within the volume of the silicon
chip considering a uniform spatial distribution. In addition, it was considered the power loss of
the contact resistance between stud copper base of the diode and the heatsink. This additional heat
load was applied on the outer surface of the copper screw. It was assumed an ambient temperature
about 23 ◦C. The value of the convection coefficient, 12.35 W/m2◦C, was obtained from experimental
tests. The outer surfaces of the heatsink were considered as boundary conditions, so that heat transfer
by convection could be applied. It was considered a uniform spatial distribution of the convection
coefficient on all outer surfaces of the heatsink and a bulk temperature of 23 ◦C was applied.

4. Discussion of the Results

Further on, considering the obtained solutions for the calculation of junction and case temperature
of the power diode from the Equation (20), respectively (21), the influence of the direct current,
airflow speed and load parameters on thermal behavior of the power diode would be investigated.

The first thermal analysis refers to the variation of junction and case temperature of the power
diode against tightening torque at different current values of 200, 250 and 300 A, in the case of airflow
speed of 1 m/s, load resistance about 20 Ω and load inductance of 60 mH. It can be seen a decrease in
both junction and case temperatures, Figures 7 and 8, when the tightening torques increases. This can
be explained because as torque increases, then the contact force between case diode and heatsink
increases, which leads to lower values of the contact resistance and contact power loss, and finally,
the junction and case temperature values will decrease. For instance, when tightening torque had
the value of 15 Nm, the junction temperature was 109.4 ◦C, Figure 7, and for a torque value of 50
Nm, the junction temperature reached the value of 104.24 ◦C, so, a difference about 5 ◦C. For the
same variation of the tightening torque, from 15 to 50 Nm, the case temperature decreases from
76.28 to 73.03 ◦C, Figure 8. At both junction and case temperature variation, the simulated values
are placed on the same graph. It can be noticed that thermal simulation values were lower than
the calculated ones. This can be explained because the mathematical model of junction and case
temperature took into account a concentrated power loss both for power diode and contact resistance.
Actually, during thermal simulations, the power loss was evenly distributed on silicon chip and contact
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surface between stud diode and heatsink. This led to an improved heat transfer from the power
assembly to the environment, and finally, lower junction and case temperatures compared to those
calculated. For instance, in the case of tightening torque of 30 Nm and 300 A, Figure 7, the simulated
junction temperature was 105.1 ◦C, a lower value than 105.95 ◦C for the calculated temperature and
the simulated case temperature was 73.2 ◦C lower than 74.11 ◦C, the calculated one, Figure 8.

 

 

Ω

Ω

Figure 7. Junction temperature variation for different current values: 200, 250 and 300 A (v = 1 m/s,
R = 20 Ω and L = 60 mH).

 

Ω

 

Ω
Figure 8. Case temperature variation for different current values: 200, 250 and 300 A (v = 1 m/s,
R = 20 Ω and L = 60 mH).

A series of experimental tests were performed in order to validate the proposed mathematical
model to calculate the junction and case temperature of power diode. A three-phase bridge rectifier
with forced cooling supplied through the power transformer Tr it was considered, as can be seen
in Figure 9. The main goal was to acquire the case temperatures of the power diode mounted on
the aluminum heatsink. The temperature values were acquired with suitable thermocouple Th type
K. It used an electronic board AS type AT2 F-16 in order to adapt the small signals provided by
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thermocouples to the data acquisition board type PC-LPM-16. This can be programmed by LabVIEW
software. The current value can be recorded using the ammeter A.

 

 

Ω

Ω

Figure 9. Experimental setup.

From the graph of case temperature variation, Figure 8, it can be noticed that experimental
values were higher than the calculated ones. This is explained because the mathematical model
considers a uniform cooling of the power diode case. Actually, the airflow did not uniformly cool the
surface of the diode case due to the mounting technology of the cooling system for the bridge rectifier.
Hence, there was not a good heat transfer from the case to the environment. As an example, in the case
of tightening torque of 30 Nm and direct current of 300 A, the experimental case temperature of 75 ◦C
was higher than 74.11 ◦C, the calculated value.

The second thermal analysis takes into account the junction and case temperature variation against
tightening torque for different load resistance values (10, 20 and 100 Ω) when the direct current was
300 A, airflow speed of 1 m/s and load inductance of 10 mH. It can be noticed the decreasing of both
junction and case temperature when the torque increased, Figures 10 and 11. The explanation was the
same as in previous analyzed case.

 

Ω

 

ΩFigure 10. Junction temperature variation for different load resistance values: 10, 20 and 100 Ω

(v = 1 m/s, I = 300 A and L = 10 mH).
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Figure 11. Case temperature variation for different load resistance values: 10, 20 and 100 Ω (v = 1 m/s,
I = 300 A and L = 10 mH).

In addition, it can be noticed that for higher values of the load resistance, the temperature values
decreased. This can be explained because as load resistance increases than the impedance increases and
the current decreases, which finally leads to lower power loss and lower junction and case temperatures.
For instance, at 30 Nm tightening torque, and 10 Ω load resistance, the junction temperature was
94.67 ◦C in comparison with the case of 100 Ω load resistance when the junction temperature got the
value of 93.11 ◦C, Figure 10. At the same tightening torque of 30 Nm, the case temperature was 67.01 ◦C
when load resistance was 10 Ω and became 66.03 ◦C for a load resistance of about 100 Ω, Figure 11.
The same as in the previous analyzed case, the simulation values were lower than the calculated
junction and case temperatures. As an example, at 15 Nm tightening torque and 10 Ω load resistance,
the simulated value was 96.9 ◦C with respect to 97.72 ◦C of the calculated junction temperature,
Figure 10, and the simulated case temperature was 68.4 ◦C lower than 68.93 ◦C, the calculated one.
Moreover, on the same graph of case temperature variation, there were placed the experimental data,
which were higher than the computed ones, Figure 11. The explanation was the same as in previous
case. As an example, at 30 Nm tightening torque and 10 Ω load resistance, the experimental value was
67.4 ◦C with respect to 67 ◦C of the calculated case temperature.

The next thermal analysis considered the same variation of junction and case temperature against
tightening torque but at different load inductance values from 10 to 160 mH, in the case of a direct
current of 300 A, airflow speed of 1 m/s and load resistance of 100 Ω. As in the previous analyzed cases,
the temperatures decreased when the tightening torque increased, Figures 12 and 13. For instance, in
the case of a load inductance of 10 mH, the junction temperature decreased from 96.14 (torque of 15 Nm)
to 91.81 ◦C (torque of 50 Nm), Figure 12, and the case temperature decreased from 67.93 (torque of 15
Nm) to 65.09 ◦C (torque of 50 Nm), Figure 13. Regarding the simulated temperature values, the same
trend was confirmed: lower values than those calculated. For instance, in the case of tightening torque
of 30 Nm and load inductance of 160 mH, the simulated junction temperature had a lower value of
96.6 ◦C than 97.08 ◦C the calculated one, Figure 12 and the simulated case temperature was 67.9 ◦C
lower than 68.53 ◦C obtained from computations, Figure 13. On the same graph, it can be noticed also
the obtained experimental values, which were higher than the calculated ones. For instance, at 30
Nm tightening torque and load inductance of 160 mH, the experimental case value was 68.9 ◦C with
respect to 68.53 ◦C, the calculated one.
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Figure 12. Junction temperature variation for different load inductance values: 10, 100 and 160 mH (v
= 1 m/s, I = 300 A and R = 100 Ω).

 

Ω
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Ω

Figure 13. Case temperature variation for different load inductance values: 10, 100 and 160 mH (v = 1
m/s, I = 300 A and R = 100 Ω).

The last thermal analysis investigated the variation of junction and case temperature at different
airflow speed values from 2 to 6 m/s when the direct current had the value of 300 A, the load resistance
was about 10 Ω and the load inductance was 60 mH. The same decreasing evolution of the temperatures
when the tightening torque increased could be observed, both for junction and case temperature,
Figures 14 and 15.
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Figure 14. Junction temperature variation for different air speed values: 2, 4 and 6 m/s (I = 300 A, R =
10 Ω and L = 60 mH).
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Figure 15. Case temperature variation for different air speed values: 2, 4 and 6 m/s (I = 300 A, R = 10 Ω

and L = 60 mH).

As an example, in the case of the air speed value of 2 m/s, at a torque value of 15 Nm there was a
junction temperature of 119.07 ◦C and case temperature of 75.87 ◦C, and to a torque value of 50 Nm,
the junction temperature reached the value of 113.49 ◦C and the case temperature got a value of 72.72
◦C. As in previous analyzed cases, the simulated values of the junction and case temperature were
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lower than the computed ones: a junction temperature of 114.7 ◦C in comparison with the calculated
value of 115.34 ◦C in the case of 30 Nm tightening torque, Figure 14, and a case temperature of 72.9 ◦C
lower than 73.36 ◦C, the calculated value for the same tightening torque, Figure 15. Additionally, on
the last graph, it can be noticed the experimental values for the case temperature, which were higher
than the calculated ones. For instance, in the case of air speed value of 2 m/s and a torque value of 30
Nm, the experimental obtained value of the case temperature was 74.4 ◦C with respect to the calculated
one of 73.36 ◦C.

The difference between calculated and experimental values was also due to measurement errors,
simplifications in the mathematical model and experimental setup. It could be noticed that the
maximum difference between calculated and measured values was less than 2 ◦C.

5. Conclusions

A new mathematical model to investigate the power diodes’ behavior from a thermal point of
view was proposed in this paper. The power diodes belonged to a three-phase bridge rectifier used in
electric traction applications. The mathematical model can be used to calculate the junction and case
temperature of the power diode for different values of the tightening torque, direct current through
the diode, airflow speed and load parameters (resistance and inductance). It outlined the decreasing
of both the junction and case temperature when the tightening torque increased. The decrease in
temperature was at a maximum of 5 ◦C while the tightening torque increased more than 3 times from
15 to 50 Nm.

The computed values were compared with the simulation results. Hence, a 3D modeling and
thermal simulations of a power assembly including two diodes mounted on the heatsink were
performed. The thermal simulation values were lower that the calculated ones because the because
the mathematical model of junction temperature took into account a concentrated power loss and
during thermal simulations, the power loss was evenly distributed on the silicon chip and contact
surface, which led to a better heat transfer to the environment. Additionally, the calculated values were
compared with some experimental data. It recorded higher experimental values than the calculated
ones because the mathematical model considered a uniform cooling of the power diode case and
actually, the airflow did not uniformly cool the surface of the diode case, which did not lead to a good
heat transfer to the environment.

The proposed thermal model can be used to design different power bridge rectifiers from electric
traction but not only this, with an optimized thermal distribution it can also consider the influence of
some key parameters both electrical and mechanical. Since the new mathematical model takes into
account also some thermal parameters, as thermal resistances related to power diode and heatsink,
it can be customized for a wide range of power semiconductor devices mounted on different type of
heatsinks from power converters.
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Nomenclature

θj means the junction temperature ◦C
θc case temperature ◦C
θa ambient temperature ◦C
P average power loss W
rT internal resistance Ω

VT voltage drop V
Rthjc thermal resistance between junction and case ◦C/W
Rthck thermal resistance between case and heatsink ◦C/W
Rthka thermal resistance between heatsink and environment ◦C/W
IFAV average current A
IRMS root mean square value of the current A
Im maximum current A
IRM maximum reverse current A
VR reverse voltage V
VRRM maximum repetitive reverse voltage V
U2 secondary voltage V
φ phase shift between the current and voltage ◦el
f commutation frequency Hz
Qs recovery charge C
ω pulse current rad/s
L inductance H
R resistance Ω

vair air speed m/s
Rc contact resistance Ω

F contact force N
M tightening torque Nm
d screw diameter m
p thread pitch m
µ friction coefficient
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Abstract: Microgrids are distribution networks consisting of distributed energy sources such as
photovoltaic and wind turbines, that have traditionally been one of the most popular sources of energy.
Furthermore, microgrids consist of energy storage systems and loads (e.g., industrial and residential)
that may operate in grid-connected mode or islanded mode. While microgrids are an efficient source
in terms of inexpensive, clean and renewable energy for distributed renewable energy sources that
are connected to the existing grid, these renewable energy sources also cause many difficulties to the
microgrid due to their characteristics. These difficulties mainly include voltage collapses, voltage and
frequency fluctuations and phase difference faults in both islanded mode and in the grid-connected
mode operations. Stability of the microgrid structure is necessary for providing transient stability
using intelligent optimization methods to eliminate the abovementioned difficulties that affect power
quality. This paper presents optimization and control techniques that can be used to provide transient
stability in the islanded or grid-connected mode operations of a microgrid comprising renewable
energy sources. The results obtained from these techniques were compared, analyzing studies in
the literature and finding the advantages and disadvantages of the various methods presented.
Thus, a comprehensive review of research on microgrid stability is presented to identify and guide
future studies.

Keywords: optimization; control; microgrid; transient stability

1. Introduction

Power systems that generate electricity from renewable energy sources have in recent times
increased their share in the total installed power capacity of electrical energy generation as a result of
various advantages [1]. In addition, this increase in large-scale solar photovoltaic systems and wind
power systems has resulted in problems affecting the quality of the electrical power produced [2].
These problems increase the sensitivity of the grid against harmonic distortions and fluctuations,
and reduce frequency stability [3–5]. Increased use of renewable energy sources in recent years has
enabled the supply of clean, cheap and low-cost energy, but has caused several problems in electricity
transmission and distribution networks.
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Since the 2010s, it has been observed in wind power and solar photovoltaic systems that a limited
amount of total reserve capacity can provide energy to the system. At this point, microgrids are
the most reliable solution for the integration of renewable energy sources within a wider electricity
network. An example of a microgrid is presented in Figure 1 [6].

Figure 1. General structure of the microgrid.

Microgrids provide a promising solution for today’s electrical energy problems based on the
reliable, safe, environment-friendly and sustainable electric energy obtained from renewable energy
sources [7]. By restructuring the microgrids, a contribution is made to the activities of energy planning
and management, voltage stability and energy efficiency [8,9]. The use of renewable energy sources
with an electricity network has negative effects on power quality [10], specifically connection and
stability problems. Insufficiencies of active and reactive power capacity in the distribution transformers
of different countries cause connection problems [11]. Stability problems are due to insufficiencies of
a grid under normal operating conditions [12]. In order to solve these problems, electrical infrastructure
needs to be renewed and expanded.

Another source affecting a power system’s stability is the structure of renewable energy sources
that the grid connection conducts on power electronic topologies. This problem generally has two
effects, the first one being harmonic problems, as inverters generate significant current and voltage
harmonics. Additionally, as stated above, it is desirable that the installed power rate of such types of
renewable energy source increase in the grid while the total system capacity decrease. The second
problem, which is more important, is the stability of grid [13].

Stability of the microgrids is defined as the balanced operation of all elements constituting the
grid under normal operation conditions and achieving a reasonable balance following any disturbing
effect. Transient stability in a microgrid is defined as the feature of an energy system that enables it to
remain in a stable equilibrium state under normal conditions, and that allows it to regain a desired
equilibrium after being subjected to disturbances arising from very general situations such as the
switching on and off of circuit elements, voltage collapse, voltage and frequency fluctuation, phase
difference fault, error in the islanded mode operation and grid-connected operation and so on. In other
words, the stability purpose the synchronous operation of alternative energy sources in the grid. [14].

Stability is analyzed under three headings in a framework of the power system analysis: voltage,
frequency stability and rotor angle stability [15]. Voltage stability depends on the reactive power
balance generated and consumed in the power system, while frequency stability depends on the
balance of active powers generated and consumed in the power system. Rotor angle stability is defined
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as the ability of synchronous generators in the grid to remain synchronized with each other. To achieve
constant sinusoidal system frequency, stator voltages of the synchronous generators should run
together in the same frequency. Frequency is a result of the mechanical speed of the rotor. For example,
if any change occurs in the load, the stator current oscillates at the mechanical speed of the rotor,
and hence at the frequency and angle of the rotor of the synchronous generator [16,17].

Ensuring the stability of the microgrids, providing balanced operation, preventing any disturbing
impact in the system while switching on and off energy sources and restructuring to introduce a dynamic
structure to the present system is realized in [18]. This dynamic structure will reduce the losses by
using load management and voltage profiling for the loads on the microgrid. In the event of a fault, the
affected zone is isolated, and the restructuring process is carried out by supplying energy to the load
by order of importance and increasing usage rates by the specific switching processes [19]. The works
of optimum restructuring and transition stability provide some benefits such as efficient usage of
energy sources, meeting the energy requirements with the lowest possible cost, minimizing active
power losses and switching processes, increasing energy quality accordingly (which ensures voltage
stability), increasing network reliability, providing a solution with minimum loss in the event of a fault,
increasing the entire system’s efficiency, achieving optimum power quality and providing the necessary
capacity [20].

A literature review reveals several studies on microgrids. The design, analysis and control of
microgrids are current issues studied in the literature, and researchers have conducted studies on many
subjects such as alternative current (AC) and direct current (DC) microgrid control and management, central
control architecture, power quality and protection, multiple-agent systems, standards-based information
and communication technologies, online optimization techniques and energy management systems [17].

Because of the variety of sources increases in the microgrids, restructuring becomes complicated
and restricted. Furthermore, it causes to different combinations and objectivities of the multi-purpose
optimization problems [21]. Classical optimization methods are applied to solve this problem; however,
in some cases, these methods are an approach to the local minimum rather than the global minimum.
Moreover, some classical methods cannot solve integer code problems. These deficiencies have been
overcome by the use of evolutionary methods in the literature. The well-known methods used to solve
restructuring problems are classified as follows:

a. Heuristic methods, branch changes, branches and limits, single-cycle optimization and loop
breaking, etc.

b. Metaheuristic methods such as simulated annealing (SA), the genetic algorithm (GA),
evolutionary programming (EP), ant colony optimization (ACO) and the harmony search
algorithm (HSA).

c. Artificial neural networks (ANNs) such as machine-learning algorithms.

Each of these methods has advantages and disadvantages. When the studies carried out in
the literature are analyzed, it is seen that the problems that arise in providing transient stability in
microgrids are solved by these methods. The solution to the problem of providing transient stability
includes the components of objective function and system operation constraints. The common objective
of all problems of providing transient stability in a microgrid is to achieve power quality and minimize
energy cost by connecting to the present network of energy sources at a steady state [22].

This review paper presents the studies in the literature in regards to their contributions to energy
efficiency, prioritizing the use of energy regenerated by renewable energy sources, use of optimization
and control methods and maintaining a continuity of the energy. To compare the capabilities of the
control methods that used in island mode and grid-connected microgrids in terms of transient stability,
optimization and control methods are examined. Besides the comparison, advantages, disadvantages
and limitations of the control methods are discussed in detail. Another aim of this paper is to examine
the research available on microgrid transient stability.
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2. Control in Microgrids

There are two main energy source types in microgrids. One of them is a DC source comprising
fuel cells, solar panels and batteries, whereas the other source is AC, comprising microturbines and
wind turbines in which output voltage is rectified.

Both source types are generally DC sources created by use of an inverter [23]. The inverter
structure for a DC source is shown in Figure 2a, and the inverter structure for an AC source is shown
in Figure 2b.

Figure 2. (a) Inverter for DC source. (b). Inverter for AC source.

Current, voltage and frequency parameters in the output of the inverter are determined by the
control method of the inverter. The output voltage is directly related to the intensity of the capacitor
voltage on the side of DC. Storage quantity in the capacitors is less than the storage quantity in the
rotating field and, therefore, control methods are of great significance [24]. Different application
strategies are used to manage the power flow control by depending on source number. It requires
an energy management system to activate and deactivate of the sources. [25,26]. Moreover, power flow
in the grid connected mode is provided by using sliding mode control (SMC), model predictive control
(MPC), power-reactive (PQ) control and droop control—a robust, fuzzy logic control. [27]. A transient
in an electrical system is defined by a sudden change in circuit conditions, such as when a system is
switched on and off, or a fault occurs. These faults are small signal faults, unbalanced voltage or steady
state faults. Firstly, small signal faults cause droop gains and load fluctuations to influence the voltage
stability of a grid or microgrid. The small signal faults of grids are analyzed using a linearized model
of the network, distributed generations (DGs), control units of DG, and loads. Secondly, voltage and
frequency amplitude generated from energy sources cause unbalanced voltage and frequency. As such,
voltage and frequency stability should be provided in power systems. Thirdly, steady state fault causes
to the tracking error on control operations. [28].

Dynamic and transient analyses are important concepts in power systems. The infrastructure
of the main electric grid evolves with the integration of hybrid energy systems that form renewable
energy systems. The hybrid microgrid is a grid structure comprising both grid and renewable energy
sources, or renewable energy sources only. As shown in Figure 3, hybrid microgrids can comprise more
than one energy source in the same distribution grid [29,30]. In renewable energy sources or hybrid
energy systems, this situation can be prevented using control algorithms that run independently of
system parameters, such as the sliding mode control method, whereas unknown system parameters or
changes in system control algorithm parameters that depend on model parameters, such as the model
predictive control method, adversely affect control efficiency [31,32].

The stability conditions in microgrids used in the literature are presented in Figure 4 [33–37].
Stability methods have been applied in both grid-connected mode and islanded mode. These methods
are used to provide small signal, voltage and frequency stability. The stability is implemented in the
short term, ultra-short term and long term.
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Figure 3. The general structure of a hybrid microgrid.

Figure 4. Methods for stability in microgrids.

3. Transient Stability in Grid-Connected Microgrids

The dynamic response of grid-connected microgrids were examined using different control
strategies based on an analysis of dynamic behavior of the system when exposed to the fault current
and important distortions in the distributed energy systems [38]. Recent studies have focused on
simulation studies of transient stability in grid-connected microgrids, and the studies analyzed
in the literature have generally used MATLAB/SIMULINK platforms [39]. Methods employed in
grid-connected microgrids are presented in Figure 5. These methods are use a single algorithm,
hybrid algorithm or an algorithm created by the use of computer software tools [40]. These methods
have advantages and disadvantages when compared with each other. Optimization algorithms, such as
genetic, particle swarm and artificial bee colony algorithms (as well as others), are used in respect
to frequency, voltage regulation and the reduction of current ripple for transient stability in AC or
DC microgrids comprising wind turbines, photovoltaic energy, fuel cells, battery energy storage
systems and flywheel energy storage while operating in islanded mode. Proportional and integral (PI),
proportional and derivative (PD) or proportional, derivative and integral (PID) control methods are
generally used in a feedback system. However, parameters of these methods are defined as constant
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while the algorithm designing, it negatively affect the system in cases of resource or load change.
The automatic adjustment of parameters is required in order to eliminate negative statements [41].
The optimization algorithms used to automatically adjust parameters are given in Figure 5.

Figure 5. Methods employed in grid-connected microgrids.

The genetic algorithm (GA) is effective and useful in areas where a search space is large and
complex, and where a solution is very difficult to achieve in a limited search space. This algorithm
is commonly used in situations that are not expressed in a particular mathematical model [42].
The particle swarm algorithm starts with a population containing random solutions and tries to provide
an optimum response by updating each iteration. Iteration number, swarm quantity, correction factor
and inertia moment are important for this algorithm [43]. In particle swarm optimization (PSO),
particles change their position until the number of iterations is completed. Thus, each particle benefits
from the experience of not only the best particle in the swarm, but also all other particles in the swarm.

The artificial bee colony (ABC) algorithm determines least amount of energy necessary for
honeybees to travel the shortest path between their home and a food source according to environmental
conditions in the natural environment. This system in bees is applied to power systems, and the
optimum solution is searched. Since the control parameter is low, it has a simple structure that can be
used for both numerical and discrete problems. Furthermore, the algorithm is used both alone and as
a hybrid. When the algorithm is used as a hybrid in a power system, structures emerge that are more
dynamic and possess greater stability [44].

The use of algorithms in microgrids is a very sensitive and important issue for a grid in terms of
control and coordination of the distributed generation systems. It has been seen that the frequency
and voltage values of a system are generally set by the grid according to the co-functioning of the
microgrid with the distribution grid, and a cost analysis of grid-connected microgrids has been realized
in the literature [45–48]. The maximum efficiency of renewable energy sources is achieved using
optimization and control algorithms, as well as by utilizing the most efficient use of storage members
and by supplying the minimum amount of energy from the grid to ensure stable operation of the
system with minimum cost [49].

Microgrids are connected to the system with a power electronic converter and inverter (DC-DC,
DC-AC, etc.). Since energy flows occur between parallel energy sources, the energy flows are
controlled [46]. This control is generally carried out using the droop control method, a method that is
used for sharing power between synchronous generators [50]. The most important characteristic of
this method is that it allows power sharing between sources, and does not require communication
infrastructure [51]. The relationship between active power-frequency and reactive power-voltage used
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for droop control is shown in Figure 6. Inverters are connected to the system in parallel according
to the used method [52]. This control method is also used for sharing power between uninterrupted
power sources (UPS) connected in parallel without a control cable.

Figure 6. (a) Frequency reducing characteristic. (b) Voltage reducing characteristic.

Although a high level of reliability and flexibility is achieved by this technique, it also has some
disadvantages. For instance, when the loads in the system are non-linear, and harmonic current is taken
into consideration, this control method does not share power as a result of power sharing [53]. To solve
this problem, harmonic current sharing methods are combined with virtual impedance adding methods,
adaptive methods, droop control methods for the smoothest power share and frequency–voltage
balance [54]. Another disadvantage of the droop control method is that frequency and voltage values
are determined based on the load [55]. To solve this problem, central, non-central (distributed control)
and hierarchical control structures are implemented. These are the methods used most commonly in
the literature [56].

It has been demonstrated that non-central and hierarchical control methods can provide the
production balance of plants with power electronic-based inverters [57]. The requirement of
communication infrastructure for the central control method, and redesigning if a new grid is
installed, restricts the area of use of this control method [58]. The non-central control method is
more appropriate for microgrids—since communication infrastructure is not necessary, it distributes
the power more adequately for non-linear loads and works based on local measurements [59–61].
In non-central control systems, active–reactive power values and voltage-frequency values are adjusted
according to the voltage and current data sent by the distributed generation system.

Numerous droop control techniques have been employed in microgrid applications. For example,
droop control methods providing the share of harmonic current [62], droop control methods sharing the
power based on the power angle [59], adaptive droop control methods that can adapt to variables [63],
droop control methods that can share power by use of virtual impedance [64] and so on have been used
in microgrid applications. However, the important disadvantage of these systems is that the voltage
and frequency values of microgrids in slanded mode vary by load variation [65]. To eliminate this
disadvantage, the secondary control function is enabled. This function follows load and regeneration
changes, determines frequency and voltage reference lines and sends a warning to all units. In this
way, voltage and frequency fluctuation become a near-zero value [66,67].

The hierarchical control method is a frequently used method for controlling microgrids. It has
a three-layer control structure and a method designed to manage power systems with large-scale
synchronous machines. Use of this method with some variations for microgrids has been proposed.
The first control layer is the primary control, which provides the control of the internal structure of
the distributed generation network. The main purpose of this control layer is to control the active
and reactive power balance, depending on the frequency and voltage, by imitating synchronous
generator behavior. By these means, energy flows between parallel inverters are prevented and power
is shared adequately [68].
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The second control layer is referred to as the secondary control and is designed to minimize
frequency and voltage fluctuations of the system. Due to load and process values of generators in the
system, which may vary continuously, voltage and frequency values vary as well [69]. To prevent this
fluctuation, the secondary control method is used. Frequency and voltage values of the system are
compared to the reference values [70]. The fault statement is sent to all units to prevent disruption of
the system balance, and is generally used to maintain the grid frequency fluctuation limit at ±0.2Hz [71].
Characteristics of primary and secondary control methods are presented in Figure 7.

Figure 7. Characteristics of primary and secondary control methods [65].

The final control layer is the tertiary control. This control method is used to control the power flow
between the microgrid and the main grid. While the microgrid and main grid run together, power flow
is controlled by frequency and voltage values.

The frequency value of the main grid is constant. Therefore, power exchanges between the main
grid and microgrid depend on the droop characteristic of the microgrid [72,73]. Power exchanges are
controlled by changing reference frequency and voltage values of the microgrid [74]. The characteristics
of the tertiary control method are shown in Figure 8. As seen in Figure 8, fmg is the frequency at
maximum generated power, Emg is the voltage at maximum generated power, Pgmax is the maximum
generated power, Qgmax is the maximum reactive power, fg is the frequency generated and Eg
is the voltage generated for the tertiary control method. In addition, the tertiary control method
shows the relation between f (frequency) and Pgmax (maximum generated active power), as well as
between f (frequency) and Qgmax (maximum generated reactive power). These control methods are
frequently used in the literature to control different types of microgrids [75], especially AC microgrids,
although they have recently started to be applied to DC microgrids [76]. A number of grid elements,
such as solar energy systems, storage elements and electric vehicle charging stations, are features of
a DC microgrid [77].

Another control method, known as the robust droop control method, is commonly used in
distributed loads where there are high-voltage multiple microgrids [78]. As seen in Figure 10, P1 and
P2 are active power in the traditional droop control strategy, P1-2 and P2-2 are active power in the
proposed control strategy, Q1 and Q2 are reactive power in the traditional droop control strategy and
Q1-2 and Q2-2 are reactive power in the proposed control strategy. In Figure 9, the system achieves
a stable state condition after a shorter time (around 2 s) compared to the traditional control method,
and subsequently shares its power [79].

Moreover, the robust droop control method shares power at a higher voltage level than the
traditional droop control method. Reactive power share is not achieved by the traditional droop control
method and is equalized to an approximate reference value by the robust droop control method [80,81].
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Figure 8. Characteristics of the tertiary control method.

Figure 9. Comparison between the new robust droop control and the conventional droop control [80].

4. Transient Stability in Islanded Mode Microgrids

The transient stability of the islanded mode microgrid is affected by the type of load connected
to the system and the responsiveness of the control strategy used for distributed generation (DG)
interfaces. Different types of control strategy of the inverter affect all systems, so it is important to
provide transient stability.

Frequency, voltage and transient time intervals according to their standards as well as simulated
activities in islanded mode are presented in Table 1. A small variation signal in islanded mode causes
important distortions in harmonics, active–reactive power balance, frequency and voltage according to
this table, and the standards referred to as the optimal operation band are shown in Table 1.

Table 1. Optimal operation standard for the microgrid in islanded mode [82].

Standards
Quality Factor

(QF)
Nominal Frequency

Range
Nominal Voltage

Range
Islanding

Detection Time

UL 1741 2.5 59.3 < f < 60.5 88% < V < 110% t < 2s
IEEE 929-2000 2.5 59.3 < f < 60.5 88% < V < 110% t < 2s
VDE 0126-1-1 2 47.5 < f < 50.5 88% < V < 110% t < 0.2s

IEC 62116 1 (f-1.5Hz) < f < (f+1.5Hz) 85% < V < 115% t < 2s
IEEE1547 1 59.3 < f < 60.5 88% < V < 110% t < 2s

Korean Standard 1 59.3 < f < 60.5 88% < V < 110% t < 0.5s

International organizations such as the IEC (International Electrotechnical Commission) and IEEE
(Institute of Electrical and Electronics Engineers have defined certain standards for interconnection,
operation and control of microgrids in conjunction with the main grid. The standards offer operation
ranges relevant to performance, testing, safety and maintenance of the integrated power system.
Detection time is the transition time to operation in island mode. Quality factor is an important
parameter used to determine the reliability and robustness of any islanding detection mode. Also,
nominal voltage and frequency range are optimal operation standards of islanding detection time [82].
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4.1. P-Q Control Methods

The purpose of the P-Q control is to ensure equally distributed generation between active power
and reactive power. As seen in Figures 10 and 11, the P-Q control is performed by controlling
frequency and voltage control during load sharing. Frequency stability varies by the size of the load.
Frequency stability for an overloaded system lasts longer than a less-loaded system. For this reason,
the load is shared by the sources for frequency stability [83].

Figure 10. Voltage and frequency control block diagram [83].

Figure 11. P-Q control structure [81].

4.2. PI/PID Algorithms

The PI/PID algorithms consisting of a proportional, derivative and integral composition are
used to maintain system performance in double-fed asynchronous generator wind turbines in the
event of a fault [84]. This algorithm are used to reduce overvoltage and stability errors in a flexible
AC transmission systems (FACTS) unit [85], which uses battery systems in the event of voltage and
frequency fluctuations to increase energy flow. In the statement of fault in the system, the P-Q control
is provided with PI for balanced compensation [86]. Unique PI design is not useful in reducing the
harmonics at high frequencies.

The control structure is simple and provides the required performance. Also, it is commonly used
in industry. Optimization of three parameters changes the operation points. Moreover, it is not stable
enough to adapt itself to the load variations. Since PI/PID controllers are more stable in linear systems,
the structure does not show stable behavior due to the dynamic behavior of non-linear systems [86].

4.3. Model Predictive Control Method

The facts that concepts in the MPC management are simple and the controller is heuristic
are considered a significant advantage. MPC is a control strategy devised for both large,
multiple input–output control problems, and for inequality constraints on the inputs or outputs.
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MPC design parameters should be chosen carefully. MPC is the preferred solution for difficult
control problems [87,88].

The operating principle of an MPC controller is shown in Figure 12. This control method is
an algorithm that is used to predict the future behavior of a system. Free and forced response are the
prediction components of this method. The expected behavior of system output y (t+j) is shown by
free response. In addition, it is accepted that the future values of the actuating variables will be equal
to zero. The additional component of the system response is formed by forced response, which is
based on the pre-calculated set of future-actuating values u (t+j).

Figure 12. General structure of an MPC controller.

The total response of system behavior is determined as the sum of free and forced responses
for the entire future system’s behavior in linear systems. The sum process is calculated using the
superposition principle. This sum is pre-calculated up to a prediction horizon, which is determined by
a set of future reference values output by the system. The difference in future control error between
the future reference and pre-calculated actual values is then obtained. This method takes system
restrictions and the cost function into account, and a set of optimum future values u (t+j) from the
expected error are determined by this method [88,89].

The MPC leads to a high calculation density because of the pre-calculation of the system’s behavior.
The calculation density is significantly reduced at a control horizon. When the horizon is reached in
a steady state, the controller output remains constant. This situation is shown Figure 13.

Figure 13. MPC operation model.

The MPC is used to eliminate the following errors in the grid-connected operation and excessive
values using fuzzy logic to reduce fluctuations and eliminate the adverse effects of time delay and
stability errors. The MPC estimates the critical parameters while evaluating them. It is also used to
minimize harmonics in the network current via advanced estimation algorithm, which is used under
the adaptive current control for three phases in normal operation mode [90].

Advantages of the MPC method can be listed as follows:
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• Concepts are very heuristic and easy to understand;
• It is used in multi-variable systems;
• It prevents idle time;
• Addition of non-linear structures is easy;
• Constraints are eliminated by simple solutions.

Extension to the controller is very easy in many application systems.
Disadvantages of the MPC method compared to the classical controllers can be listed as follows:

• It has numerous mathematical operations;
• Quality of the model created affects the controlling performance directly;
• Addition or removal in the systems requires regulations in the controller.

The MPC controls the interaction and constraints between the variables and selects the optimal
strategy. In this way, it completes the operation quickly and provides economic benefits. It predicts
dynamic behavior in linear or non-linear systems, and is more proper for multi-variable systems.
The model is defined correctly, and while unknown parameters are not dealt with, performance analysis
is quite difficult [90].

4.4. Linear Quadratic Control Applications

The linear quadratic control (LQC) method is used to eliminate oscillation in three-phase inverters,
harmonic distortion and voltage and frequency degradation in grid-connected photovoltaic systems.
DC voltage in the inverter is used to compensate for the voltage in the line and optimize energy flow
to the loads. Stable operation in different models of the algorithm is used to eliminate small-scale noise
and regulate voltage and current. At a low-level DC voltage, a Kalman filter is used to reduce the
oscillation in the output [91]. Linear quadratic control, which is one of the optimal control methods,
has a more stable structure than the PI/PID control algorithm since matrix weights are adjusted simply.
However, the analytical solution of the algorithm is quite difficult and does not work in the event
of constraints [92].

4.5. Sliding Model Control Method

The SMC is a control method used in non-linear systems and discretely timed running systems.
It carries out the control as a function of systems switching at high frequencies. The essential principle of
the control is that a certain sliding manifold (surface) uses a reference path as an orbit, and the controlled
system can be directed to the required balance point [93]. The main advantage of a system having
SMC characteristics is that it guarantees stability and robustness against parameter uncertainties [94].
The SMC is used for providing feedback for variable-rate wind turbines and the continuity of wind
turbines in the event of a fault with the present fixed-switching method. It is also used for the
grid-connected three-phase inverter, to provide reliability and stability in distributed generation.
By means of dynamic behavior against uncertainties and distortion, it is used more in non-linear
systems. It is mathematically responsive due to a low computational process [95].

4.6. Robust Control Method

The robust control method (RCM) is the control approach designed to absorb faults in the
event of uncertain parameters and degradation. It is commonly used in microgrid applications [96],
especially for maintaining stability in the grid-connected mode and current control in three-phase
inverters, as well as to rectify frequency fluctuations in grid-connected inverters [97]. Moreover, it is
used to eliminate uncertainties in control systems generally, as well as cross-linking applications
between communication paths. However, it may not be practical in large-scale applications since there
is no constraint [98].
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4.7. Particle Swarm Algorithm Applications

The PSO is an algorithm developed by observing social behaviors of bird and fish shoal, which is
used to improve PI/PID parameters [99]. The algorithm begins with a population including random
solutions and updates in every iteration, and tries to give the optimum response. The PSO automatically
adjusts the gains of the PI/PID controller in the circuit to maintain the required performance [100].
It designates the most suitable position or value [101] and is used to improve the energy quality in
designating the position and layout of distributed regeneration [102]. It is generally used for the
optimization of non-linear, non-derivative and multi-mode functions. In addition to being simple
and easy to implement, it also has an adjustable parameter structure. The disadvantage of the PSO
algorithm is that while it is close to optimal levels, its calculation time depends on the adjustment time
of the PSO parameters [103–106].

5. Discussion

In distributed generation, load sharing between production and distribution is performed by
a primary control. This is the first and main step of microgrid transient control. The primary control
provides the voltage and frequency stability between consumption and production in an on-gird
microgrid. This paper aimed to introduce the control methods used in transient stability of microgrids
and clearly explain its advantages and disadvantages.

For this purpose, the control methods used for transient stability have been given in Table 2.
The control methods, including MPC, SMC, LQC and PSO, provide a reduced voltage and frequency
ripple, transient stability among energy sources and prevention of voltage collapse. However, they also
require well-known parameters belonging to the mathematical model of the system in order to use the
control methods. Unlike these methods, the droop control method has worked to measure the system
parameters belonging to the distributed operation of microgrids composed of renewable energy sources.
In addition, the usage of this method is simple. The method provides steady and precise results
on frequency stability of an overloaded system, and on power-share at high voltages, regardless of
constraints or limitations. This paper presents droop control as the most highly preferred method for
microgrid stability. The PSO algorithm starts with a population containing random solutions and tries
to provide the optimum response by updating each iteration as the particles change their position until
the number of iterations is completed. Thus, each particle benefits from the experience of not only the
best particle in the swarm, but also all other particles in the swarm.

Since the ABC algorithm has very few control parameters, the system response is simple and
faster when compared to other algorithms. It can be used for both numerical and discrete problems.
GA is effective and useful in areas where the search space is large and complex, although it is very
difficult to discover the solution with a limited search space. This algorithm is commonly used in
situations that are not expressed in a particular mathematical model.
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Table 2. Control methods used for transient stability in microgrids.

Control Method Advantages Disadvantages Type of Connection
Energy
Sources

Voltage Level
Ref.
Number

Linear Quadratic
Control (LQC)

The method is used in three-phase
inverters to eliminate oscillation and
degradation. DC in the inverter is used
to compensate for the voltage in the line
and optimize the energy flow to the
loads.

Analytical solution of the algorithm is
quite difficult and does not work with
constraints.

Grid-connected mode,
islanded mode

Grid and
renewable
energy sources

Moderate–high [93]

Sliding Mode Control
(SMC)

The method provides high precision,
fast dynamic response and high stability
in the event of distortion in large-scale
loads. By means of dynamic behavior
against uncertainties and distortion, it is
used more in non-linear systems. It also
provides a fast reaction due to low
mathematical calculation.

Non-stability in linear systems
Grid-connected mode,
islanded mode

Grid and
renewable
energy sources

Moderate–high [94]

PI/PID Control
PI control is not as stable in adapting
itself to load variations. It is more stable
in linear systems.

Transient response is slow and control
parameters are not controlled by the
fluctuation of power. It does not show
stable behavior with dynamic system
responses in a non-linear system. It is
very slow at reducing harmonics.

Islanded mode
Grid and
renewable
energy sources

Moderate [85]

Droop Control

The method provides frequency stability
for overloaded systems. Permits power
sharing in high-voltage multi-microgrids
and at high-voltage levels.

Fault rate in permanent voltage and
power fluctuations.
Fluctuates the frequency and voltage
values based on load and reactive
power-share fails.

Grid-connected mode,
islanded mode

Grid and
renewable
energy
sources,
synchronous
generator

High [55]

Model Predictive
Control (MPC)

MPC settlement time is shorter. MPC is
used to eliminate errors and excessive
values in the grid-connected operation
and minimize the harmonics in the
network current.

System model and initial parameters are
required to achieve accuracy.

Grid-connected mode,
islanded mode

Grid and
renewable
energy sources

Moderate [89]

Particle Swarm
Optimization (PSO)
Algorithm

The algorithm is used for the
optimization of non-linear,
non-derivative and multi-mode
functions.

Its disadvantages include being close to
the optimal level and calculation time
depends on the adjustment time of PSO
parameters.

Grid-connected mode,
islanded mode

Grid and
renewable
energy sources

Moderate [102]
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6. Conclusions and Evaluation

Modern society faces energy sustainability problems as energy demand increases and electricity
transmission and distribution lines become old. Modernization of conventional grid architecture,
innovative solutions and technologies and global warming are leading to limited investments,
energy product systems and energy dependency. This study aims to raise awareness of the studies
present in the literature in terms of contributing to energy efficiency, and to prioritize the use of energy
regenerated by renewable energy sources through optimization and control methods in maintaining
the continuation of energy.

Optimization and control methods were investigated to control the microgrid and provide
transient stability in an islanded mode for grid-connected microgrids. In addition, this research paper
is a preliminary examination of the frequency and voltage control strategy of islanded mode among
grid-connected microgrids. The effect of optimization and control methods on reducing switching
losses and pressure of the power electronic components of the inverter and converter are great. It is
considered that developing the existing solutions as proposed in the literature and implementing
them in the future will make significant technical contributions that could increase the total installed
power rate of renewable energy plants for electric energy regeneration, and accordingly maintain the
frequency stability of the grid.

The classification methods given in this review paper will help researchers select appropriate
control methods that are used for microgrid transient stability, such as voltage collapse, voltage and
frequency fluctuation, phase difference fault, error in the islanded mode operation and grid-connected
operation. Therefore, the control method contributes to providing accurate microgrid transient stability.
The fast dynamic response, stability, dynamic behavior, harmonic distortion, transient response,
connection type, energy source type, voltage level, voltage–frequency control and behavior in the
non-linear loads of each method are examined regularly. Therefore, it is helpful to conduct research on
control methods used in microgrid transient stability. This study on the advantages and disadvantages
of control and optimization algorithms, which are used for microgrid transient stability, could provide
suggestions for further research and applications.
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