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Preface to ”Mining Innovation”

The basic goals of the introduction of new technological solutions in mining are, among others,

improvements in work safety, a reduction in production costs and the identification of natural

hazards accompanying the exploitation. The Special Issue of “Mining Innovation” includes several

articles concerning laboratory, numerical and industrial research into underground, borehole and

opencast mining. The issues discussed in the articles include: determining the state of stress and

deformation around rooms and longwall workings; monitoring mining machines with the use of

specialized programming languages; selection of protection of access, preparatory and operational

excavations with the use of rock bolt, arch yielding and lining supports; improving the efficiency of

mining with the use of explosives; the use of 3D printing to model the shear mechanism of samples

reflecting rocks; determining the most important factors that affect the sealing capacity of the fault;

estimation of local anisotropy parameters and detection of voids in the rock mass using geophysical

methods; an automatic method of detecting ground subsidence caused by underground mining; a

new method for calculating a multi-asset break-even for multi-assortment production; characteristics

of the dewatering system in open-cast mining and computer-aided design in order to determine the

time of bacfilling for post-mining excavations. The presented solutions are innovative, developmental

and, above all, closely related to the geological and mining conditions. The obtained research results

clearly confirm that the exploitation of mineral deposits is at a very high level of advancement;

however, it still requires further research using modern research techniques.

Krzysztof Skrzypkowski

Editor
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Abstract: This article deals with a static and quasi-static load using the maximum power of a
hydraulic pump. Additionally, quasi-static coefficients for the partially embedded rock bolts were
determined. The laboratory tests included 2.2 m long bolts, which were embedded segmentally
on the lengths of 0.05 m, 0.3 m and 0.9 m and were tested. To fix the ribbed bolt rods in the steel
cylinders, resin cartridges with a length of 0.45 m long were used. The main aim of the research
was to determine the load-displacement characteristics. Knowing the bolt rod tensile mechanism,
the points of failure in the material continuity were identified, on the basis of which stress-strain
characteristics are made. Particular attention was paid to the definition of: tensile stress for the
yield point (σ1), maximum stress (σ2), stress at failure (σ3), strain in the elastic range (ε1), strain for
maximum stress (ε2) and strain corresponding to the failure (ε3).

Keywords: laboratory tensile tests; partially embedded; rock bolt support; load-displacement and
stress-strain characteristics

1. Introduction

Rock bolt support as a technological procedure for strengthening excavations is very
often tested in terms of optimal cooperation with the rock mass. One of the most important
technical parameters for the partially embedded rock bolts is the minimum fixing length
at which the support operates in the full load-displacement characteristic. Currently, the
bolt support is installed in the rock mass where there are natural hazards of a dynamic
nature [1,2]. Masoudi and Sharifzadeh [3] presented the load-displacement characteristics
for various bolt support installation mechanisms for dynamic loads, detailing the amount
of energy absorbed and the division into load capacity categories. Li et al. [4] stated that in
conditions of a rock burst hazard, particular elements of the support are of certain impor-
tance, as they must be adapted to deformation in order to avoid premature destruction of
the support. Rahimi et al. [5] presented the principles of designing the rock bolt support in
conditions of deep mines and the risk of rock bursts, pointing to possible reliability systems.
Li [6] stated that under dynamic hazards, the support should be 1 m longer than the range
of rocks thrown into the excavation. Kim et al. [7] made a list of parameters influencing the
performance of the grouted bolt support, while indicating that the load capacity of the bolt
increases with increasing length of the embedment. Ozturk et al. [8] drew attention to the
aspect of taking into account micro-seismic events in the support design procedure under
dynamic hazard conditions. One of the ways to reflect industrial conditions are laboratory
tests in which the support and load conditions are modeled [9]. Cao et al. [10] made a phys-
ical model of the stratified rock mass, in which they installed and tested super pre-stressed
rock bolts. Feng et al. [11] used two steel cylinders, 0.1 m and 0.3 m long, in which a 22 mm
diameter bolt rod was installed in order to model the manners of the bolt support in the
stratified rock mass. Feng et al. [12] performed tests of the fixing of the bolt rod in a steel
pipe 0.3 m long, which was divided into five different lengths, creating eight variants of

Energies 2021, 14, 1483. https://doi.org/10.3390/en14051483 https://www.mdpi.com/journal/energies
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installation. Skrzypkowski et al. [13] defined a minimum reinforcement length for a ribbed
bolt with a wound bar. Bacić et al. [14] determined experimentally the fixing defects of the
2 m long bolts. The tests used bolt rods made of B500B steel with a diameter of 25 mm,
which were fixed in 94 configurations by means of a cement binder. Zhan et al. [15] created
a rock mass model using C40 class concrete, in which bolt rods were installed at lengths of
0.15 m, 0.2 m, 0.25 m and 0.3 m. Model tests allow for studying the behavior of the already
existing bolt support solution in order to improve it. Moreover, they provide information
on the mechanisms of cooperation between the rock mass and the support. First of all, by
searching for the optimal solution, the support model can be brought into a state that meets
the industrial requirements. Zhao et al. [16] examined the cable anchors on the laboratory
stand with bilateral restraint and opposing extension using a hydraulic pump. Rock bolt
support installed in a rock mass where dynamic phenomena occur is exposed to additional
loads, the intensity of which depends, among others, on the energy and location of the
tremors. In the conditions of dynamic hazards, the bolt support should not only have
a high load-bearing capacity, but above all, it should be adjusted to absorb the greatest
possible kinetic energy. The execution of additional work by the rock bolts can be realized
by adding yielding elements, using special geometries of the rock bolt or by partially fixing.
As a result of incomplete embedment, the rock bolt may deform more, contributing to the
absorption of a greater deformation of the roof rocks. He et al. [17] designed a special rock
bolt adapted to large displacements of the rock mass. One of the characteristics of this
bolt is the partial embedment at the bottom of the hole. Zhao et al. [18] created a novel J
energy-releasing rock bolt support, which can be fixed in the hole with resin cartridges or a
cement binder. In the case of using a grouted bolt, the decisive parameter for the effective
fixing of the rock bolt is the quality of mixing the adhesive components. One of the most
important issues regarding the safe use of construction materials is the measurement of
stresses and strains especially in underground mining after tremors. Withers et al. [19]
characterized three strain mapping methods: magnetic, synchroton and contour, pointing
to the scope and possibilities of its application. Morozov et al. [20] used pulsed eddy
current to study residual stress state. Wilson et al. [21] applied the residual magnetic field
technique to stress measurement in order to study structures with complex geometries. In
the case of bolt support test, Skrzypkowski et al. [22] studied Self-Excited Acoustic System
for measuring stress variations in expansion rock bolts. Crompton et al. [23] proved that
the cause of poor mixing of the components of the adhesive charge is eccentric bolt location.
Feng et al. [24] examined bolts with a diameter of 18 mm, 20 mm and 22 mm, which were
fixed in steel cylinders with 450 mm long resin cartridges. Tests found that the addition
of fine steel particles to the resin cartridge significantly increases the effectiveness of the
embedment. Xu et al. [25] drew attention to the fact that the use of binders for fixing the bolt
rods is associated with the formation of defects, which may result from the displacement
of rock layers and the existing cracks and fissures in the rock mass. Campbell et al. [26]
stated that for a bolt rod installed on a length of 0.5 m with the use of resin cartridge in a
glove, about 40% is a good mixing of the components of the load, and connection with the
bolt rod.

Rock Mass Stratification at Legnica-Głogów Copper District in Poland

Underground mining of copper ore deposits in Poland is carried out in the Legnica-
Głogów Copper District (LGOM) in three mining plants: Rudna, Lubin and Polkowice-
Sieroszowice. The dominant natural hazard occurring in all three mines is the release
of seismic energy in the form of tremors, stress relief and rock bursts [27]. Occurring
stress relief in the excavation, according to Polish regulations [28], is defined as a dynamic
phenomenon caused by a rock tremor as a result of the part of the excavation that was
damaged to the extent of not causing a loss of its serviceability or deterioration of safety
conditions. However, as a result of the occurrence of only a seismic event, the excavation
does not lose its functionality. The operation of the bolt support under dynamic loads is
associated with the work done over time. By comparing the times of arrival of two different
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groups of seismic waves generated by the tremor, longitudinal and transverse and their
impact on the support, it is possible to determine the path that each of these waves travels
from the tremor to the point of their registration [29] (Figure 1a–c).

(a) (b) (c)

Figure 1. An exemplary seismogram with the P and S waves: (a) N-S component; (b) the E-W component; (c) Vertical component.

The seismogram presented in Figure 1 is intended to show the duration of the addi-
tional dynamic load to which the bolt support is exposed as a result of rock mass vibration
and longitudinal and transverse wave propagation. Assuming that the duration of the
low-energy dynamic load is several seconds, it is necessary to model the behavior of the
bolt support that corresponds to the duration of this phenomenon. One of the ways of
reflecting industrial conditions are laboratory tests under static and quasi-static loading,
in which the stress-strain characteristics of the rock bolt support are obtained. Knowing
the values of the maximum stress and strain, it is possible to select a support with greater
flexibility and load-bearing capacity, and to modify the embedded length so as to adapt
the bolt support to the conditions of rapidly changing loads. For copper ore deposits in
the LGOM region, the mineralization zone has an irregular morphology of the roof and
floor, which makes it difficult to adjust the geometry of the mining excavations, and to
select such a height of the mining gate that the deposit losses and ore dilution are as low
as possible. The contractual area determined on the basis of sampling is considered the
border. Mining is carried out in three different lithological types of ore with different
physical and chemical properties: carbonates, shales and sandstones. The lithological
type of copper ores is the carbonate rocks of the Zechstein limestone. It is noteworthy
that carbonate rocks show a stratified structure [30]. In the direct roof there are compact
limestone dolomites with numerous anhydrite-calcite veins. Anhydrites with a thickness
of about 300 m are deposited directly on the carbonate series. A characteristic feature in the
vicinity of the deposit is the presence of layers in the roof with significantly higher strength
parameters than in the deposit and in the floor. For example, the compressive strength of
roof rocks and overburden is more than two and seven times greater than that of deposit
and floor rocks, respectively. The type of stratification (thickness of the layers) depends on
the intensity of the geological structures that separate individual layers. In the zones of
the bolted roof, the intensity of the occurrence of structures emphasizing stratification is
varied. This variability can be observed within one mining field, and even in the vicinity of
two excavations [31]. Due to the diversity of the stratification structure of the direct roof,
seven characteristic types up to a height of about 5 m were distinguished [32]. In particular,
very thin-bed, thin-bed, medium-bed and thick-bed layers with a thickness of 0.05 m were
separated, up to 0.1 m, 0.1–0.3 m and 0.3–1 m, respectively (Figure 2a–i).
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 2. Types of direct roof with stratification structure: (a) Type I; (b) Type II; (c) Type III; (d) Type IV; (e) Type V; (f) Type
VI; (g) Type VII; (h) Mid-bed layers; (i) Thick-bed layers.

Taking into account the risk of seismic events and the stratification of the rock mass,
laboratory tests were carried out. The purpose of this was to compare the stress-strain char-
acteristics for rock bolts embedded at different lengths under static and quasi-static loading.
In the research, a short-term quasi-static load was modeled using the maximum power of a
hydraulic pump. In contrast, the static load was performed with hold times, modeling a
slow load increase. The obtained test results indicate differences in the maximum stress
and strain of the bolt for a short-term load of about 3.2 s compared to static tests.

2. Rock Bolt Testing Procedure under Static and Quasi-Static Loading

The tensile tests for the embedded rock bolts were performed according to two
procedures. The static tensile tests consisted of a periodic pressure increase of 10 bar,
which was performed with the use of the reduction valve knob located on the control
panel (Figure 3a,b). Each increase in pressure was preceded by a holding time, which was
10 s. The test duration until the break was on average 450 s and fell within the scope of
both the requirements of the Polish standard [33] regarding tensile tests and the conditions
corresponding to the increase in static load in the room excavations. The load was measured
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using four strain gauge force sensors, while the displacement was monitored with the
use of an incremental line encoder. The force sensors were connected to the measuring
amplifier in a full-bridge strain gauge configuration, while the encoder was set according
to the frequency measurement scheme with the signal with the direction of rotation. In
quasi-static tests, a sectional anchorage was used, the same as in the static test. In order to
obtain the maximum quasi-static load, the control panel (Figure 3c,d) was set to quasi-static
load mode, and on the control panel (Figure 3a,b) the reducing valve was opened for
the maximum fluid flow range. During the quasi-static load, stop times were not used.
The measuring apparatus and the recording of the results did not change, except for the
sampling frequency, which was set at 100 Hz for the quasi-static load, and 10 Hz for the
static load. The change in sampling frequency resulted from the short loading time. Rock
bolts subjected to a quasi-static load were broken by the application of maximum force
in the shortest possible time due to the available pump power. A variable displacement
multi-piston pump with constant power and constant pressure regulators was used in the
tests. The hydraulic unit was characterized by a 18 kW engine and a maximum supply
pressure of 31 MPa [34].

(a) (b)

(c) (d)

Figure 3. Load settings on the laboratory stand: (a) Static (pressure reducer); (b) A block diagram of a static setup;
(c) Quasi-static; (d) A block diagram of a quasi-static setup.

Due to the conditions of the underground copper ore mines of the Legnica-Głogów
Copper District, the selection of the rock bolt support was made on the basis of determining
the class of the roof. The basic support with lengths of 1.2 m, 1.6 m, 1.8 m, 2.2 m and 2.6 m
were considered and, taking into account the stratification of the rock mass (Figure 2), a
ribbed steel bolt rod 2.2 m long was selected for the tests. The bolt rod cooperated with a
dome washer with a diameter of 150 mm, a height of 25.5 mm and a thickness of 6 mm.
The threaded end of the rod was secured with a 34 mm high M20 hexagonal nut. The rock
bolt was made of B500SP steel [35]. Detailed characteristics of the rods are presented in
Table 1 and in Figure 4a–c.

5
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Table 1. Strength and geometrical parameters of the tested rock bolts.

Description Value Unit

characteristic yield point ≥500 [MPa]
characteristic tensile strength ≥575 [MPa]

rebar’s rib 1 (measurement on the joint along the rod) 22.2 [mm]
rebar’s rib 2 (measurement on the rod after turning by 90◦) 21.2 [mm]

the thickness of the weld along the rod 3.1 [mm]
weld height 1.1 [mm]

the height of the ribs 1.35 [mm]
rib width 3.6 [mm]

distance between ribs parallel oblique 26.3 [mm]
distance between ribs parallel oblique ribs 10.3; 16 [mm]

rod length without ribs 138.3 [mm]
thread length 111 [mm]

thread diameter 19.2 [mm]
thread core diameter 16.45 [mm]

(a)

(b) (c)

Figure 4. Bolt rod: (a) Thread; (b) Rebar’s rib 1; (c) Rebar’s rib 2.

The interaction of the bolt support with the rock mass was modeled with a concrete
mix filled with specially prepared steel cylinders with a diameter of 0.1 m and lengths of
0.05 m, 0.3 m and 0.9 m. The composition of high-performance concrete consists of the
following components: crushed aggregate with a rough surface (49%) and a grain size of up
to 2 mm; sand (18%) with a grain size of 0.25 mm to 2 mm with the content of dust fraction
to a minimum; and water with the superplasticizer Sika VisciCrete-20HE (14%), Portland
cement CEM I 42.5R Górażdże with the addition of SikaFume-HR/-TU microsilica (18%).
The strength of concrete, made on cubic samples with a side of 150 mm, ranged from 70 to
75 MPa. In the steel cylinders filled with concrete, holes with a diameter of 28 mm were
drilled. Manual hammer drills DD130 and TE70-ATC were used for drilling (Figure 5a,b).
The drills were equipped with core drills 0.32 m long and a SDS MAX hammer drill bit
with a drilling head made of three parts of high-quality tungsten carbide with four cutting
blades 0.92 m long. Resin cartridges with a diameter of 24 mm and a length of 0.45 m
were used to fix the rods in the holes. The main purpose of the research was to determine
the strength parameters for the embedded length ensuring the achievement of full load
capacity (Figure 6b–d). According to earlier studies by Skrzypkowski et al. [36], it was
found that the minimum embedded length for the bolt rod with a dome washer was 0.2 m.
Nevertheless, in addition, in the research it was also decided to study bolt on a very short
section of only 0.05 m (Figure 6a,d), which resulted from the very thin-bed structure of the
rock mass (Figure 2).
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(a) (b)

Figure 5. Drilling holes with application: (a) Crown drill; (b) Hammer drill bit with SDS MAX mounting.

(a)

(b)

(c)

(d)

Figure 6. Bolt rod embedding lengths: (a) 0.05 m; (b) 0.3 m; (c) 0.9 m; (d) Block diagram.

7
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3. Results

Static and quasi-static tensile tests of the partially embedded rock bolts were carried
out in the bolting laboratory (Figure 7) at the Department of Mining Engineering and
Occupational Safety at AGH University of Science and Technology in Kraków. The aim of
the research was to determine the load-displacement characteristics, with the identification
of the plastic range, maximum load and displacement (Figure 8), as well as the location of
the material continuity interruption. For static and quasi-static studies, the load rate was
0.5 kN/s and 48 kN/s, respectively. This is the maximum value that was obtained with the
use of the permissible power of the hydraulic system pump. The test results are presented
in Figure 9a–d and in Table 2.

Figure 7. Tensile machine: 1—securing cylinder; 2—extendable discs with an internal blockade for a
rod with a washer; 3—four force sensors spaced at 90◦; 4—line encoder; 5—block of eight actuators;
6—support frame; 7—hydraulic hoses; 8—steel cylinder with a fixed bolt.

Figure 8. General diagram of the load-displacement characteristic: F1—yield point; F2—maximum
load; F3—failure at break; Δl1—displacement in the elastic range; Δl2—displacement for maximum
load; Δl3—displacement corresponding to rupture; Er—elastic range; H—hardening; N—neckling;
Pr—plastic range.

8
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(a)

(b)

(c)

Figure 9. Load-displacement characteristics under static and quasi-static loading for the fixing length: (a) 0.05 m; (b) 0.3 m;
(c) 0.9 m; s—static load; qs—quasi-static load.
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Table 2. Summary of the average tensile values of the rock bolt partially embedded under static and quasi-static load.

Parameter Unit

Embedded Length [m]

0.05 * 0.3 0.9

s qs s qs s qs

load for the yield point, F1 [kN] - - 108.5 113.8 110.6 114.4
maximum load, F2 [kN] 62.4 64.6 143.8 154.3 145.2 155.5
load at failure, F3 [kN] - - 137.5 144 136.4 140

displacement in the elastic range, Δl1 [mm] - - 13.76 9.85 12.34 10.7
displacement for maximum load, Δl2 [mm] 8.2 3.9 44.2 36.7 33.18 28.64

displacement corresponding to the failure, Δl3 [mm] - - 46.4 39.2 37 31.1

* extension from the hole; s—static; qs—quasi-static.

The worst results were obtained for bolts embedded over a distance of 0.05 m. For
10 tests, the bolts slid out of the hole. The loss of adhesion occurred at the contact of the
rod with the resin. For both static and quasi-static tests, the maximum load results were
very close to each other. The main difference can be seen in the displacement, which for a
quasi-static load was more than two times smaller compared to a static load. This is not
a complete support characteristic because, as shown in Figure 9b,c, the yield strength is
several dozen kilonewtons higher. In the case of the bolts installed at lengths of 0.3 m
and 0.9 m, the rock bolt broke in the smallest cross-section of the thread core each time
(Figure 10a,b). Despite the fact that for the embedded length of 0.05 m, the bolt support did
not work in the full range of the load-displacement characteristics, it is still a clue for further
tests. In particular, future research should concern the improvement of the components
of the adhesive cartridge: resin, hardener, setting accelerators or retarders. In addition,
special attention should be paid to improving the efficiency of mixing the components of
the adhesive cartridge in the glove, and their cooperation with both the bolt rod and the
surrounding rock. Equally important in future research may be the modification of the bolt
rib geometry, in particular their height, inclination, width and spacing along the bolt rod.

(a)

(b)

Figure 10. Failure on thread under load: (a) Static; (b) Quasi-static.

For embedded lengths of 0.3 m and 0.9 m, the yield point (F1) under quasi-static load
was higher by 4.88% and 3.43%, respectively, compared to the static load. At maximum
load (F2), the difference is much greater. Under quasi-static load, the bolt support takes
up a greater load by 7.3% and 7.09%, respectively, compared to the static load. In the
failure range (F3), also at quasi-static loads, the load value is higher by 4.72% and 2.63%,
respectively, in relation to static loads. However, for the length of 0.3 m, the displacements
in the elastic range (Δl1), the maximum load (Δl2) the corresponding failure (Δl3), they were
about 39.69%, 20.43% and 18.36% higher compared to the quasi-static load, respectively.
For the length of 0.9 m, the displacement values (Δl1; Δl2; Δl3) were higher for a static load
by 22.54%,15.85% and 18.97%, respectively.
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4. Discussion

Based on the load-displacement curves (Figure 9a–c), the stress-strain characteristics
were determined (Figure 11a–f). The test results are summarized in Table 3. Additionally, in
Figure 12a–f, mean and standard errors for stress and strain are presented. For the lengths
of 0.3 m and 0.9 m, the failure occurred each time on the smallest cross-section of the thread
core. In the calculation of the tensile stress for the yield stress (σ1) of the maximum stress
(σ2) and the failure stress (σ3), the diameter of the thread core was assumed to be 16.45 mm
for the calculation of the surface area (A). The value of the tensile stress (σt) was calculated
according to formula (1).

σt =
F
A

(1)

where:

σt—tensile stress [MPa],
F—applied load [N],
A—cross-sectional area [mm2].

Table 3. Summary of stress and strain results for partially embedded bolt support.

Parameter Unit

Embedded Length [m]

0.05 * 0.3 0.9

s qs s qs s qs

tensile stress for the yield point, σ1 [MPa] - - 510.78 535.92 518.78 536.67
maximum stress, σ2 [MPa] 293.8 304.3 678.84 726.48 679.31 732.04
stress at failure, σ3 [MPa] - - 648.90 677.99 642.12 659.07

strain in the elastic range, ε1 [%] - - 0.62 0.45 0.56 0.48
strain for maximum stress, ε2 [%] 0.4 0.2 1.92 1.67 1.50 1.3

strain corresponding to the failure, ε3 [%] - - 2.11 1.78 1.68 1.41

* extension from the hole; s—static; qs—quasi-static.

The value of specific strain (ε) was calculated according to the formula (2).

ε =
Δl
l0

=
l − l0

l0
·100% (2)

where:

ε—strain [%],
l—length of the bolt rod after strain [mm],
l0—initial length of the bolt rod [mm].

One of the most important factors in the performance of a rock bolt is the good
adhesion of the ribs to the resin. It enables the correct transfer of the tensile stresses
from the resin to the bolt rod, and in the case of higher stresses, it provides a certain
slip. For the embedded length of 0.05 m, the rock bolt support worked only in the elastic
range. Increasing the length to 0.3 m contributed to the achievement of full stress-strain
characteristics. Hoien et al. [37] on the basis of pull-out tests of bolt rods made of steel grade
(B500NC with a diameter of 20 mm) fixed in a concrete block on a cement binder at lengths
of 0.1 m, 0.15 m, 0.2 m, 0.3 m, 0.45 m and 0.6 m, suggested critical embedment length of a
grouted rebar bolt. Authors found two critical embedment related to elastic and plastic
steel deformation. Furthermore, they stated that for minimum embedment length equal to
0.3 m, there is a strong relationship between load and water-cement index. Skrzypkowski
et al. [36], by testing bolts made of the B500SP steel grade, proved that the minimum
embedded length for which the bolt transfers full loads is 0.2 m. Yu et al. [38] modeled the
rock mass with a concrete block, in which they installed 3 m long rock bolts fixed at the
following lengths: 0.3 m, 0.9 m, 1.35 m, 1.5 m, 1.8 m, 2.1 m, 2.4 m and 2.7 m in order to
detect mounting defects. The use of resin cartridges is closely related to the incomplete
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interaction between the bolt rod, resin and rock mass. The adhesive is surrounded by a
glove, which very often causes poor mixing of the components and constitutes a kind
of blockage. As a result of improper mixing, numerous sections along the bolt rod may
appear that do not fulfill their function, and such embedment can then be considered
as multi-point. The described phenomenon requires research in order to determine the
minimum embedment length even with a length of at least 0.3 m. Xu et al. [39] tested 2 m
long rod bolts which were fitted at lengths of 0.5 m, 1.0 m and 1.5 m with the use of resin
cartridges and a setting time ranging from 90 to 180 s. Tests showed that the longer the
anchorage length, the greater the load on the bolt rod.

(a)

(b)

(c)

Figure 11. Cont.
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(d)

(e)

(f)

Figure 11. Stress-strain characteristics for partially embedded rock bolt under load: (a) Static over a distance of 0.05 m;
(b) Quasi-static over a distance of 0.05 m; (c) Static over a distance of 0.3 m; (d) Quasi-static over a distance of 0.3 m;
(e) Static over a distance of 0.9 m; (f) Quasi-static over a distance of 0.9 m.
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(a) (b)

(c) (d)

(e) (f)

Figure 12. Mean and standard error for embedded lengths: (a) Stress for 0.05 m; (b); Strain for 0.05 m; (c); Stress for 0.3 m;
(d) Strain for 0.3 m; (e) Stress for 0.9 m; (f) Strain for 0.9 m; s—static; qs—quasi-static.

Quasi-Static Coefficient for Stress and Strain

Quasi-static stresses (σqs) can be expressed by the product of the static stress (σs) and
the quasi-static coefficient (Cqs), which is a multiplier not less than one, according to the
formula (3):

σqs = Cqs·σs (3)

The values of the quasi-static coefficient for stress (σ1) are: 1.04 and 1.03, respectively,
for the lengths of 0.3 m and 0.9 m. For maximum stress (σ2), the ratio of the coefficient was
much larger compared to the stress for the yield point (σ1). These are values of 1.07 for
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both lengths. In the case of failure stress, the difference in the quasi-static coefficient is only
0.018 in favor of the embedment length of 0.3 m. Much greater differences are found in the
strain. In order to determine the quasi-static strain (εqs), just like for the stress, it can be
expressed by the product of the static strain (εs) and the quasi-static coefficient (Sqs), which
is a multiplier not greater than one according to formula (4):

εqs = Sqs·εs (4)

The values of the quasi-static coefficient for strain (ε1) are 0.72 and 0.85, respectively,
for the fixing lengths of 0.3 m and 0.9 m. The strain (ε2) for the maximum stress is equal to
0.86. Also, in the case of the strain (ε3) associated with the failure, the differences are very
small, amounting to 0.84 and 0.83 for the fixing lengths of 0.3 m and 0.9 m, respectively.
The thread turned out to be the weakest point of the rock bolt. Similar conclusions were
obtained by Kang et al. [40] by testing bolts made of steel grades B335, B500 and B700.
Within the limits of elasticity of the rock bolt material, a specific value of strain was obtained
for a precisely defined tensile stress. These strains appeared immediately after the direct
increase in tensile stresses. The research showed that the amount of strain is influenced
by the duration of the load. In strictly dynamic studies [41,42] the value of the dynamic
coefficient is much higher than the value of 1. Nevertheless, the presented test results
under quasi-static loading indicate a slight increase in stress and a reduction in strain.

5. Conclusions

This laboratory study presents a comparison of load-displacement and stress-stress
characteristics under static and quasi-static loading. Several conclusions can be drawn:

• The load capacity of a rock bolt with a thread is not determined by the breaking
strength of the rod, but by the thread strength;

• For embedded length of 0.3 m, the tensile stress at the points of yield, maximum
and failure for quasi-static stress are higher by 4.92%, 6.94% and 4.48%, respectively,
compared to the static stress;

• For embedded length of 0.9 m, the tensile stress at the points of yield, maximum
and failure for quasi-static stress are higher by 3.44%, 7.76% and 2.63%, respectively,
compared to the static stress;

• For embedded length of 0.3 m, the value of strain in the elastic range, the strain at
maximum stress and the strain corresponding to failure for quasi-static stress are
lower by 27.42%, 13.03% and 15.64%, respectively, compared to the static strain;

• For embedded length of 0.9 m, the value of strain in the elastic range, the strain at
maximum stress and the strain corresponding to failure for quasi-static stress are
lower by 14.29%, 13.34% and 16.08%, respectively, compared to the static strain.

The presented research results refer to both static and quick-changing loads occurring
in underground mining. As a result of the seismic events, the rock bolt support may be
additionally loaded, resulting in a change in the stress and strain state. By modeling the
cooperation of the bolt support with the rock mass by using the maximum power of the
hydraulic pump, it is possible to reflect to some extent the operating conditions of the bolts
at variable loads. Future research should focus on the new construction materials featuring
new steel grades, variable rock bolt rod geometry and new adhesive cartridges. The subject
of interest will be the determination of the contact between the rock bolt, the resin cartridge
and the rock mass model.
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Abstract: Fast-growing methods of automatic data acquisition allow for collecting various types
of data from the production process. This entails developing methods that are able to process vast
amounts of data, providing generalised knowledge about the analysed process. Appropriate use of
this knowledge can be the basis for decision-making, leading to more effective use of the company’s
resources. This article presents the approach for data analysis aimed at determining the operating
states of a wheel loader and the place where it operates based on the recorded data. For this purpose,
we have used several methods, e.g., for clustering and classification, namely: DBSCAN, CART, C5.0.
Our approach has allowed for the creation of decision rules that recognise the operating states of
the machine. In this study, we have taken into account the GPS signal readings, and thanks to this,
we have indicated the differences in machine operation within the designated states in the open
pit and at the mine base area. In this paper, we present the characteristics of the selected clusters
corresponding to the machine operation states and emphasise the differences in the context of the
operation area. The knowledge obtained in this study allows for determining the states based on
only a few selected most essential parameters, even without consideration of the coordinates of the
machine’s workplace. Our approach enables a significant acceleration of subsequent analyses, e.g.,
analysis of the machine states structure, which may be helpful in the optimisation of its use.

Keywords: sensor data; mining machinery; activity recognition; clustering; GPS data

1. Introduction

Nowadays, companies are looking for innovative methods and techniques to maximise
the efficiency of their operations and optimise the usage of their fixed assets. Because
of progressive technological development and increasing hardware capabilities of data
acquisition and storage, approaches based on the analysis of machinery data are gaining
importance. The gathered data enables monitoring and ongoing insight into the operation
of the utilised equipment, as well as its comprehensive and complex evaluation. Currently,
very detailed and precise machine-specific data are available to companies, characterising
the operation of all the main components of the machine, often recorded continuously. This
constitutes a valuable opportunity to understand a machine’s performance from a broader
perspective, trying to discover new patterns and specific work behaviours based on the
analysis of its various parameters. The discovered dependencies can be used to improve
the effectiveness and increase safety by indicating the activities and states generating the
highest load for the machine. As a result of the acquired knowledge, the company may
undertake real changes of unfavourable work parameters and, therefore, obtain notable
benefits such as reduction of fuel consumption, an extension of the machine’s operating
time, or minimisation of extreme and dangerous states of the machine’s operation.

Increasing expectations of the business environment, and also in the mining industry,
stimulate the implementation of innovative solutions in the scope of productivity, work
safety, and rational use of assets. An additional factor determining the searching and
development of innovative methods is the fact that heavy machinery is characterised by
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considerable complexity of operating parameters, often imposed by the highly demanding
conditions under which it operates. These aspects result in the fact that often defining
the cause of an undesirable event or explicitly indicating patterns in the specifics of the
machine operation depends on many variables and conditions and can be a challenging
task. The existing techniques and analytical software currently used in data analysis allow
comprehensive analyses to be conducted, enabling the specificity and complexity of the
analysed machine operation data to be taken into account. In view of these considerations,
it has been concluded that complementing the existing methods with additional assump-
tions reflecting the specificity of machine operation may contribute to more accurate and
promising analysis results.

One of the interesting directions of machinery data analysis is its activity recognition
based on raw sensor data. Various techniques can be used in the activity recognition task,
especially from a common data mining task, namely clustering. This task aims to identify
groups of observations with characteristics that are as similar as possible within a particular
cluster and dissimilar across different clusters. Clustering is often applied in machine
learning, social network analysis, geosciences, decision making, document retrieval, and
image segmentation [1,2]. In scientific literature, several clustering approaches have
been developed: partitional, hierarchical or density-based methods, and other paradigms
such as nearest neighbour-based clustering, fuzzy clustering, and neural network-based
clustering [2,3].

The paper is devoted to enhancing activity recognition of the wheel loader operation
with data from the Global Positioning System (GPS). We have assumed that broadening the
analysis of the loader’s operating states with the location data may improve the quality of
the information on wheel loader operation and its efficiency. In this research, we aimed to
fill the gap in the field of activity recognition of mining machinery based on sensor and GPS
data by using clustering and classification techniques. Results of the analysis provide addi-
tional knowledge about the operating characteristics of the equipment and may contribute
to a better understanding of the specific operation of the equipment and the effectiveness
of the operations carried out. The main contribution of our work is a demonstration that
localisation data should be taken into consideration in activities’ analysis.

In our approach for activity recognition, we used density-based clustering with the
DBSCAN algorithm. The variables included in the analysis are related mainly to engine
performance, driving system, bucket statuses that were selected from a broader set based on
an assessment of data completeness, and principal component analysis (PCA). Discovered
clusters were named based on statistical analysis results and, subsequently, named activities
were analysed regarding identified working areas (mine base and open pit). We also
prepared a description of defined activities as a rule set to enable labelling the raw sensor
data, e.g., for process monitoring needs, using tree-based classifiers.

Obtained results confirmed a statistically significant difference in distributions of
variables characterising defined activities in the identified areas. Thus, during process
monitoring and activities analysis, these findings can bring more in-depth knowledge
about machinery operation that can be helpful in the decision-making process regarding
equipment management.

The paper is organised as follows: Section 2 provides an overview of the most impor-
tant scientific literature in the field of machine condition recognition and data analysis with
the use of GPS data. In Section 3, we introduce the dataset used for the analysis and the
methodology applied to assign data to operation areas and a brief description of data min-
ing methods used in our research. The results of the conducted analyses are presented in
Section 4, along with a discussion. Finally, in Section 5, we formulate concluding remarks.

2. Related Works

The application of analytical techniques based on data obtained from sensors in state,
activities, and operating conditions of machinery identification is commonly discussed in
the literature. Especially in recent years, numerous publications have been published that
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deal with the topic of evaluating and monitoring machines based on their performance data.
The literature analysis indicated examples of practical implementations of analytical meth-
ods in the field of monitoring parameters of various machines [4,5], including machines
working in the mining industry [6]. In addition, some examples of the application of data
mining techniques for monitoring working conditions in mining areas to improve safety
by identifying microseismic events (based on classification techniques) can be found in [7].
Other work proposes monitoring and evaluating mine climate conditions based on sensor
data to predict potential hazards [8]. In the more detailed view, an example of applying an
analytical approach to identify different types of activities during construction equipment
operation is presented in [9]. The authors use a data fusion and machine learning algorithm
approach applied to audio and kinematic data to monitor the operations of single pieces
of equipment. In [10], the authors present the application of activity recognition to the
analysis of the construction equipment operation illustrated by the example of a front-end
loader based on supervised machine learning classifiers in [10]. An interesting application
of an analytical approach to operational data of construction equipment is presented in
the publication [11]. The authors use a recurrent neural network to recognise the activ-
ities of an excavator and a front-end loader based on synthetic data. Another example
illustrating the use of operational data in the field of analysis and activity recognition for
construction machinery is the reference publication [12]. Wu C. et al., carried out analyses
of data extracted from a smartphone in terms of a behaviour model for operations and to
identify patterns of agricultural machinery [13]. In the paper [14], the authors analysed the
operation of an LHD (load, haul, dump) machine from an underground copper ore mine
based on statistical analysis and temperature data in the context of maintenance activities.
Langroodi et al., have proposed in their work a new Fractional Random Forest machine
learning method that can be applied to machine activity recognition based on a limited
dataset [15]. This method has been applied to data for excavators and rollers.

In the literature, there are also current examples of analyses based on sensor data
acquired from the loader and complemented by the specifics of the device operator’s work.
The authors of [16] addressed the issue of analysing the characteristics of the machine
operation in different working conditions for a wheel loader considering the driver’s
influence. The authors analysed the operation of the device based on the data of the boom
head cylinder pressure and proposed a method for evaluation of the difficulty level of
the operating conditions based on the radar chart and clustering analysis. The analysis
of braking strategies by deep learning methods for an automatic wheel loader based on
driving data and operator work specifics was undertaken in [17]. Other examples of
using operational data for a wheel loader machine to optimise its performance are given
in [18]. The problem of finding the optimum for the wheel loader work cycle in terms
of fuel efficiency was discussed in the article [19]. The paper presented an algorithm for
improving fuel efficiency and productivity of a loader, which can be applied in the operator
work support or system optimisation and concept selection for loaders.

The subject of clustering sensor data that characterise the operational states of ma-
chines has been addressed in the literature in various papers. J. Amutha et al. conducted
a comprehensive literature review of data clustering methods and algorithms, including
classical optimisation and machine learning techniques [20]. One can find other references
presenting literature research on clustering methods in the field of sensor data analysis
in [2,3,21]. The area of machine operation data clustering is widely addressed in the lit-
erature, especially in the context of equipment condition diagnostics based on various
techniques such as correlation-based clustering [22], clustering maintenance records of
excavator buckets [23], improved K-means clustering for detecting power transformer
abnormal state [24], mean shift clustering in anomaly detection for machine tools [25], and
k-means clustering algorithms for mining shovel failure prognostics [26]. An approach
based on methods such as time series segmentation, clustering, and classification for
analysing the operating states of wheel loader machines to detect anomalies in the time
series dataset was proposed in [27].
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In this work, we aimed to enrich the standard analysis of the obtained clusters with
location data from the GSP signal, which, combined with the map of the working area,
allowed us to distinguish distinct sub-areas within the territory where the machine oper-
ates. Distinguished areas allowed for a more detailed analysis and an indication of more
specific subclusters concerning the operating site. Numerous examples in the literature
review use location-based data, mainly for road and pedestrian traffic or travel behaviour
detection [1,28,29]. Cheng et al., highlight the benefits of using location data to understand
worksite operations better and to analyse the productivity of machines working in the
field effectively [30]. An example of using GPS data to analyse and infer the working of
construction equipment is in [31]. This paper proposes a method to identify workstations
for a group of heavy vehicles, including wheel loaders, excavators and dump trucks based
on GPS data. The proposed method determines the locations of different types of worksta-
tions with a probability density function. The paper [32] presents case studies using GPS
data to analyse construction equipment performance, the job site layout and to visualise
the GPS data through a developed user interface.

The subject of sensor data analysis for industrial machines is an issue that has been
frequently addressed in scientific publications in recent years concerning a wide range of
applications, from issues related to improving efficiency, determining patterns of machine
operation, or investigating anomalous states in order to extend machine lifetime. The
research examples cited above are mainly concerned with the implementation of data
mining techniques for detecting operating states and monitoring machine performance
from sensor data, visual data, and audio data. Other examples of cited publications focus
on the use of machine data to support the work of operators. In the context of machine
operation analysis, the primary and common application of GPS location data is a route
optimisation and ongoing fleet monitoring in management systems. Known methods
of detecting machine conditions do not take into account information about the device’s
current location during operation in terms of more accurate detection of activities. On the
other hand, data on current operating parameters are used mainly to assess the effectiveness
of work or monitor abnormal operating conditions. The combination in the analysis of
both the data on the defined area in which the device is located and selected parameters of
the machine operation allows for developing specific rules to identify the machine’s state
during the working process.

The challenge in evaluating machine performance remains to define the value-added
activities and separate the nonvalue-added activities. The proposed approach, using the
definition of activities in the context of the current location, provides an advantage in the
analysis of machine performance by allowing easy identification of workspace-specific
activities in addition to the main activities. The ability to easily determine the current
operating status can provide a basis for more detailed analyses of machine operation from
a process analysis point of view.

3. Materials and Methods

In this section, we briefly present methods and materials used in our research, namely:
the analysed data set, marking of location perspective in data, as well as selected data
mining techniques applied in our work.

3.1. Data Set

The original raw data set includes 9,810,934 observations and 432 variables covering
six months of wheel loader operation; however, due to quality issues (observations only
with timestamps), we had to select the best samples for further analysis (Figure 1).

For the best candidate of the sample, we selected observations from one week (156,863
observations). In the sample, we identified main groups of variables related, among others,
to engine characteristics (e.g., speed, fuel pressure, fuel temperature, crankcase pressure),
driving system (e.g., speed of the vehicle, acceleration pedal position, parking brake switch),
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bucket statuses and other variables (e.g., GPS position). From the original variable set,
208 variables were excluded from further analysis (containing 100% missing values).

 

Figure 1. Data quality scan visualisation (grey colour denotes missing data).

The principal component analysis (PCA) method was used to select the appropriate
target set of variables for analysis. PCA is a multivariate statistical technique for extracting
information from a data set and representing it as new orthogonal variables, referred to
as principal components. PCA is used to analyse a table of inter-correlated variables. The
main premise of the PCA method is to reduce the dimension of the data used in the analysis,
assuming that the reduction of multidimensionality is carried out maintaining most of the
variability in the data set. This process is often carried out as a preliminary step before
proceeding to further analyses [33,34].

After verification of 208 variables (some of them had a high rate of NAs), 68 vari-
ables were examined. Based on their dependency analysis and PCA analysis, we chose
19 variables with 47,093 observations as the final set used for activity recognition. Selected
variables (due to IP requirements) are presented in Table 1 and in Figure 2.

Table 1. Fragment of variables list used in machine activity recognition.

Item Variable Name Unit

1 wheel-based vehicle speed [km/h]

2 engine speed [rpm]

3 accelerator pedal position [%]

4 engine fuel rate [l/h]

5 engine fuel temperature [oC]

6 lifting bucket state [-]

7 current weight [kg]

8 parking brake switch [-]

9 engine shutdown [-]

23



Energies 2021, 14, 3422

Figure 2. Visualisation of PCA analysis (selected variables).

Additionally, we created a variable denoting the area of wheel loader operation, based
on GPS data, with the approach described in the next section.

3.2. Markings of Location Perspective in Data

The assignment of data to the working areas based on the records of GPS coordinates
was performed using the PNPOLY (Point Inclusion in Polygon Test) method. The method
is based on leading a ray horizontally from the tested point and then switching the in/out
status at each polygon edge encountered. An odd number of intersections indicates the
location of the test point inside the polygon.

The inpoly function for the R language [35], which implements the PNPOLY method,
was developed based on the program code included in the work [36]. There is a point.in.polygon
function in R (in the sp package), but it is not suitable for use in pipe mode. This was the
main reason for creating the proprietary inpoly function. The function returns the true
value if the point lies inside the polygon, which is set by an additional data frame with
successive coordinates of forming points.

The data analysed includes the geographic coordinates of the current machine position
(gps_position). The format of this record requires an appropriate transformation for the
extraction of the desired coordinates.

The extraction of longitude and latitude comprised of the following operations were
performed in R:

• extracting a string containing GPS coordinates,
• creating a list with three separated coordinates,
• conversion from a list to a vector,
• converting data type to numeric.

After the operations mentioned above, the GPS coordinates and the given area be-
come input parameters to the function inpoly that returns information about belonging to
the area.

Considering the geographical location of a mine and analysing the machine movement,
we distinguished the mine base (1) and two mine exploitation areas (2,3). Other locations
were marked as 0. The mutual position of the areas is shown in Figure 3, as well as the
points describing the areas used in the inpoly function to assign the machine’s current
position to the working areas.
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Figure 3. Wheel loader operation areas (1—base, 2—mine, 3—minor mine).

The distribution of identified working areas in the sample data set is presented in
Table 2.

Table 2. Distribution of working areas in data set from one week.

Working Area Frequency Percentage (%)
Cumulative
Frequency

Cumulative
Percentage (%)

0 1463 0.9 1463 0.9

1 110,933 70.7 112,396 71.7

2 30,592 19.5 142,988 91.2

3 175 0.1 143,163 91.3

NAs 13,700 8.7 156,863 100.0

The main operation area of the analysed machine is the mine base (70% of observa-
tions). One can notice that area no 2 (the exact open pit mine) occurs almost in 20% of
observations. Area no 3 is underrepresented; thus, we decided to join this data with area
no 2. In the case of 1% of observations, the machine worked out of the mine area; for about
9% of observations, we could not identify the working area due to missing data.

Identified areas will be used for the enhancement of machinery activity recognition,
presented in Section 4.

3.3. Selected Data Mining Techniques for Clustering and Results Explanation

Currently, for industrial enterprises, Internet of Things (IoT) systems are a primary
source of vast data gathered during operations, allowing for insight into the process and
its comprehensive analysis. The collected data can be used in the knowledge discovery
process, which can be automated with appropriate data mining methods [37].

In general, data mining approaches can be divided into supervised, unsupervised, or
reinforcement learning [38]. Among different unsupervised learning methods, clustering
is one of the most popular tasks, which has the advantage of uncovering hidden, often
unexpected groups in a data set without any prior knowledge or input about the partition.
Cluster analysis at the stage of exploratory data analysis allows a better understanding or
summary of the data [2].

Clustering is widely implemented in activity recognition tasks [21]. The primary
purpose of a clustering task is to divide instances into different groups, determined by their
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similarity [37]. Researchers have proposed many clustering methods, such as partitioning
clustering (e.g., k-mean, k-medoids, PAM, CLARANS, and CLARA algorithm), hierarchical
clustering (e.g., CURE, BIRCH, and ROCK algorithm), density-based clustering (e.g., DB-
SCAN, OPTICS, and DBCLASD), grid-based clustering (e.g., STRING) or model-based (e.g.,
Self-Organized Map algorithm) [38,39]. Clustering techniques differ in several assump-
tions, such as the procedure for calculating similarity within and between clusters, setting
the threshold for identifying cluster elements, or the methodology for grouping objects
belonging to different degrees into one or more clusters [40]. Depending on the conditions
and type of data, different clustering analysis algorithms result in different clusters. A
comparison of the most popular clustering algorithms with the main assumptions and
limitations of these methods can be found in [41,42].

Considering the characteristics of our data set, we selected the DBSCAN (Density-
Based Spatial Clustering of Applications with Noise) algorithm because of its main advan-
tages, such as applicability to multidimensional data, robustness to noisy data, ability to
discover clusters of different shapes and sizes, and the lack of requirement to determine
the number of clusters in advance [40].

DBSCAN is recommended as a leading algorithm for clustering high dimensional
data and is the most commonly used density-based algorithm [40].

The main assumption of density clustering approaches is determining and sepa-
rating high- and low-density regions [43]. The DBSCAN algorithm was proposed by
Ester, M. et al., in response to observed challenges for clustering algorithms, such as the
ability to define clusters of arbitrary shape, achieving high efficiency with large data sets,
and requiring little domain knowledge to determine input parameters [44]. The authors
defined a cluster as a set of connected density points that is maximal with respect to
density reachability. The algorithm employs two main input parameters: the neighbour-
hood radius—Eps (neighbourhood of a point) and the minimum number of points in the
neighbourhood—MinPts to determine a density threshold; based on that, the data are
aggregated into clusters. The DBSCAN algorithm with correctly specified parameters can
produce clusters of any shape [45]. For a point in a cluster, a neighbourhood of a specified
radius must contain at least a minimum number of points, i.e., the density must exceed the
mentioned threshold, and the chosen distance function indicates the shape of the neigh-
bourhood. There are two types of points within a cluster: core points, which are located
inside the cluster, and border points, which are points on the border of the cluster [44].
The DBSCAN algorithm is also used to efficiently discover noise in the data, which is
defined as a set of points in the database that do not belong to any of the clusters [44,46],
so-called outliers.

In an analysis of discovered clusters, as an explanation of results, we used decision
trees which enabled the formulation of rules for assigning observations to proper clusters
in the analysed area. A method for solving classification problems such as decision trees
is characterised primarily by its intuitiveness, simplicity of interpretation of results, and
reasonable accuracy [47], enabling prediction of categorical outputs with tree or rule
structures. Trees are graphical representations of the decision-making process in which
the structure consists of internal nodes representing attribute tests (decision nodes) and
leaf nodes corresponding to predicted class labels [48,49]. There are many algorithms for
classification using decision trees, the most popular of which are: CART [50], CHAID [51],
QUEST [52], and C5.0 [53,54] as a successor of the C4.5 algorithm [55], which is based on
ID3 [56]. The main improvement of the C5.0 is boosting technology, allowing the addition
of each sample weight to determine its importance [53].

In explanation of clustering results, we tested CART and C5.0 algorithms (with various
settings). The CART algorithm is the most commonly used decision-tree technique [50]
which allows the detection of structures even in complex data and the construction of
accurate and reliable models [57]. Based on labelled data, CART trees enable the discovery
of rules that can be used to classify new data. This method is an example of binary recursive
partitioning using the GINI index. Binary partitioning can be performed repeatedly, and
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instances in a node can only be divided into two groups [58]. The second algorithm used
to describe the obtained clusters is the C5.0 algorithm (with the rule model option). The
C5.0 algorithm employs an information gain rate to build a decision tree. Information gain
is determined for each feature in the data set to identify the best split points [54,59].

In order to increase the accuracy of a classifier like a classification tree, pruning
techniques aim to reduce the size of the tree by eliminating the less frequent sections of the
tree that are considered non-critical and have low classification ability. Pruning reduces
the complexity of the tree and consequently improves the classification performance
by preventing overfitting [60]. In the case of used algorithms, we tested the following
parameters for pruning: cp—complexity parameter (CART) and Min Cases parameter as
the smallest number of samples that must be put in at least two of the splits (C5.0). The
complexity parameter (cp) denotes the minimum improvement in the model needed at
each node. It is based on the cost complexity of the model. The cp parameter helps speed
up the search for splits because it can identify splits that do not meet this criterion and
prune them before the tree becomes too wide [61].

4. Results and Discussion

Our data set with 18 variables (the time variable was omitted in clustering task) was
analysed with R library dbscan [62]. Since the DBSCAN algorithm is sensitive to Eps and
MinPts settings, we ran multiple calculations with various values of parameters. The
Eps parameter setting started from the analysis of the KNN plot for k = 18 (number of
dimensions) (Figure 4). At first, we tested a value that corresponded to the curve’s inflexion
point (that is 0.5). In the beginning, we changed the value of the Eps parameter with step
0.05. When the number of clusters decreased, we adaptively decreased the Eps value. In
the case of MinPts value, firstly, we assumed a number of points equal to a number of
dimensions +1 (19); however, we obtained many outliers. We repeated the calculations by
doubling and tripling this number. Finally, we chose MinPts as 57 points and Eps value as 0.6.

Figure 4. KNN plot for k = 18.

The DBSCAN algorithm, with defined parameters as above, found five clusters in our
data set (Figure 5). Black dots in the figure denote outliers (not clustered observations).

The distribution of observations among discovered clusters is presented in Figure 6.
Cluster 0 contains outliers—only 145 observations were collected in this cluster (0.3% of
observations). The largest, cluster 1, contains almost 52% of observations (24,338), and
cluster 3 contains 32% observations (15,303). Smaller clusters, no 2 and no 4, contain 8%
(3763) and almost 7% of observations (3251), respectively. Finally, cluster 5 contains 0.6%
of observations.
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Figure 5. Clustering results (with outliers marked as black dots).

 

Figure 6. Distribution of observations in clusters.

Selected statistics of the discovered clusters are presented in Table 3.
Based on presented statistics, the following description of activities was prepared:

• Cluster 1—Moving/travelling;
• Cluster 2—Stoppage with engine ON;
• Cluster 3—Normal work with loading;
• Cluster 4—Stoppage with loading;
• Cluster 5—Engine OFF.

Distributions of discovered clusters in the identified working areas are presented
in Figure 7.
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Table 3. Basic statistics of the discovered clusters.

Variable Name
Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5

Min Median Max Min Median Max Min Median Max Min Median Max Min Median Max

wheel-based vehicle speed 0 5 21 0 0 0 0 4 20 0 0 0 0 0 0

engine speed 621 1128 2015 0 791 1495 645 1117 1699 0 793 1606 0 0 52

accelerator pedal position 0 29 72 0 0 57 0 29 72 0 0 53 0 0 0

engine fuel rate 0 15 55 0 3 27 0 15 55 0 3 24 0 0 0

engine fuel temperature 0 21 26 0 21 28 0 19 23 0 6 25 0 16 17

lifting bucket state 0 0 0 0 0 0 1 1 1 1 1 1 0 0 0

current weight 0 0 0 0 0 0 −24,608 1072 29,353 −4210 −2233 6213 0 0 0

parking brake switch 0 0 0 1 1 1 0 0 0 1 1 1 1 1 1

shutdown engine 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1

Figure 7. Distribution of clusters and observations in identified working areas (x axis = area, y axis
= cluster).

As can be observed, the main activity in the mine base area (area no 1) is regarding
Normal work with loading, while the dominant activity in the open pit area is Moving
(Figure 7—right figure). Thus, we can conclude that the main area of efficient work is the
mine base area, and usage of wheel loader in the open pit has a rather auxiliary character,
e.g., raw material moving (distribution of activity no 2 and 4—Stoppage with/or without
loading). Activity Engine OFF is mainly observed in the mine base area.

In further investigations, we analysed whether there was a difference between machine
behaviour in areas of work. In other words, whether a place of work influences the
characteristics of the discovered activity. We performed a statistical analysis of distributions
of variables in each cluster versus working area.

In Table 4, we present the statistical analysis results regarding the comparison of
selected numerical variable distributions in the working areas for each activity. Since none
of the numerical variables in the data set is normally distributed, to test the differences
within groups, we chose the non-parametric Wilcoxon test. Colours in the table indicate
statistically significant test values.

Comparison of variable boxplots in each cluster and area are presented in Figure 8.
Statistical analysis of selected variables in each cluster confirmed that there is a statis-

tically significant difference in their distributions in the defined areas for most variables.
Thus, during the process monitoring and activities analysis, these differences should be
taken into consideration.
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Table 4. Results of the Wilcoxon test for group comparison.

Variable Name
Wheel-Based

Vehicle Speed
Engine
Speed

Accelerator
Pedal Position

Engine
Fuel Rate

Engine Fuel
Temperature

Current
Weight

Cluster 1

median 1 5.0 1120 29.6 16.6 22.0 0

median 2 5.9 1131 28.8 14.6 21.0 0

p value <0.01 <0.01 <0.01 <0.01 <0.01 -

Cluster 2

median 1 0 800.5 0.8 5.4 5.0 0

median 2 0 651.0 0 2.6 21.0 0

p-value - <0.01 <0.01 <0.01 <0.01 -

Cluster 3

median 1 4.7 1122 29.6 15.6 19.0 1127.5

median 2 1.6 915 10.0 5.9 21.0 665

p value <0.01 <0.01 <0.01 <0.01 <0.01 <0.05

Cluster 4

median 1 0 798.2 0 4.6 5 −2236

median 2 0 649.9 0 2.6 22 5996

p-value - <0.01 >0.05 <0.01 <0.01 <0.01

Cluster 5

median 1 0 0 0 0 16.0 0

median 2 0 0 0 0 - -

p-value - - - - - -

For a better description of discovered clusters and considering revealed differences,
we attempted to discover rules enabling raw data labelling. In this task, we examined
selected classifiers with CART and C5.0 algorithms.

Firstly, we divided the data set randomly (without data of cluster 0, denoting outliers)
into train and test subsets with the proportion of 80% (37,558 observations) and 20%
(9390 observations), respectively. Subsequently, we trained classifiers and checked them
on the test data set. In Tables 5 and 6, we present the main parameters and the obtained
results (the most similar results obtained for the two classification algorithms are marked
with bolded font).

Table 5. Parameters of CART classifiers.

No of Classifier Cp
Tree Size
(Nsplits)

Accuracy
on Train Dataset

Accuracy
on Test Dataset

1 0.000250 115 0.9098 0.9085

2 0.000375 87 0.9045 0.9043

3 0.000600 34 0.8890 0.8882

4 0.000750 30 0.8874 0.8858

5 0.001000 27 0.8854 0.8851

6 0.002000 17 0.8758 0.8765

7 0.002500 9 0.8602 0.8608

The simplest classification tree (no 7) obtained using the CART algorithm is presented
in Figure 9.

The performed tests have shown that both algorithms have built the tree models
enabling accurate prediction of the tested class: wheel loader activity in the working
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area. The most valuable rules, due to their confidence, obtained from comparable-in-size
classifiers: CART with 18 rules (no 6) and C5.0 with 17 rules (no 5), are presented in Table 7.

(a) wheel-based vehicle speed 

 

(b) engine speed 

 

(c) accelerator pedal position 

 

(d) engine fuel rate 

 
(e) engine fuel temperature 

 

(f) current weight 

 

Figure 8. Boxplots of selected variables (a–f) in the perspective of clusters and working areas. (Red colour denotes area 1,
blue colour denotes area 2).

According to Table 7, we can observe that obtained rules are characterised by a
high or very high confidence level (0.73–1.0). Rules responsible for classifying machine
characteristics as a particular activity are very similar for both applied classifiers; however,
in some cases are different in the level of variable occurrence in the tree structure.
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Table 6. Parameters of C5.0 classifiers.

No
of Classifier

Min Cases
Numbers of

Rules

Accuracy
on Train Dataset

Accuracy
on Test Dataset

1 50 41 0.9040 0.8954

2 100 22 0.8870 0.8825

3 150 17 0.8830 0.8797

4 200 16 0.8800 0.8778

5 250 17 0.8770 0.8729

6 300 13 0.8760 0.8732

7 600 9 0.8480 0.8436

Figure 9. Classification tree CART.

The key machine operating parameters for assigning an observation to activity 1,
identified similarly by both types of classifiers, are primarily lifting_bucket_state and
parking_brake_switch (less than 0.5; in practice, only 0 or 1 are possible). Based on en-
gine_fuel_temperature, classification to area 1 is made for temperatures less than 15/16 ◦C
and area 2 for temperatures greater than 15/16 ◦C. However, in the C5.0 tree, additional
rules have been formulated related to vehicle speed. The rules determining assignment
to activity 2 are based on the parameters such as parking_brake_switch > 0 and lift-
ing_bucket_state <= 0. Similar to activity 1, depending on engine_fuel_temperature,
observations are classified into area 1 (temperature less than 19 ◦C) or area 2 otherwise.
Classification to activity 3 is based, among other criteria, on the parking_brake_switch
variable, whose value, in this case, equals 0. Depending on the values taken by the
lifting_scoop_weight variable in the C5.0 tree, the observations are classified in area 1 (lift-
ing_scoop_weight > 0) or area 2 when this variable takes a value less than 0. In the CART
tree, another variable related to lifting is taken into consideration—lifting_scoop_weight. As-
signment to activity 4 is based largely on 3 variables, parking_brake_switch, lifting_bucket_state,
and engine_fuel_temperature, where the first two variables should be greater than 0, while
temperature greater than 20 ◦C determines the classification of the observation as activity 4
in area 2, while less than 20 ◦C is in area 1. The rule for classifying into cluster 5 in the C5.0
tree is mainly based on variable engine_shutdown greater than 0. CART tree extends rules
with additional variables. The general conclusion can be made, comparing similarities and
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dissimilarities of variables used in tree classifiers, that indication of the operation of wheel
loader in the open pit area is related to the greater temperature of engine fuel, which can
be explained by more inconvenient conditions of work as downhill rides and elevation
differences that impact loading of the engine.

Table 7. Rules describing wheel loader activities in the working areas.

Activity
CART C5.0

Rule Confidence Rule Confidence

1_1
lifting_bucket_state = 0

parking_brake_switch = 0
engine_fuel_temperature < 16

0.897
engine_fuel_temperature <= 15

parking_brake_switch <= 0
lifting_bucket_state <= 0

0.904

1_2
lifting_bucket_state = 0

parking_brake_switch = 0
engine_fuel_temperature >= 16

0.735
wheel_based_vehicle_speed > 9.85

engine_fuel_temperature> 15
lifting_bucket_state <= 0

0.874

2_1

lifting_bucket_state = 0
parking_brake_switch > 0

engine_fuel_temperature < 19
engine_shutdown = 0

0.981

engine_fuel_temperature<= 19
parking_brake_switch > 0

engine_shutdown <= 0
lifting_bucket_state <= 0

0.983

2_2
lifting_bucket_state = 0

parking_brake_switch > 0
engine_fuel_temperature >= 19

0.938
engine_fuel_temperature > 19

parking_brake_switch > 0
lifting_bucket_state <= 0

0.941

3_1
lifting_bucket_state > 0

parking_brake_switch = 0
lifting_scoop_count >= 1

0.998
engine_fuel_temperature <=20

lifting_scoop_weight > 0
parking_brake_switch <= 0

1.0

3_2

lifting_bucket_state > 0
parking_brake_switch <= 0

lifting_scoop_weight < 1
engine_fuel_temperature >= 21

0.868

engine_fuel_temperature > 20
lifting_scoop_weight <= 0

parking_brake_switch <= 0
lifting_bucket_state > 0

0.873

4_1
lifting_bucket_state > 0

parking_brake_switch > 0
engine_fuel_temperature < 21

0.995
engine_fuel_temperature <= 20

parking_brake_switch > 0
lifting_bucket_state > 0

0.995

4_2
lifting_bucket_state > 0

parking_brake_switch > 0
engine_fuel_temperature >= 21

0.909
engine_fuel_temperature > 20

parking_brake_switch > 0
lifting_bucket_state > 0

0.911

5_1

lifting_bucket_state = 0
parking_brake_switch >= 0

engine_fuel_temperature < 19
engine_shutdown > 0

0.996 engine_shutdown > 0 0.966

Rules describing conditions (variable values) enable data labelling considering area
of operation. The labelled data can be further used for visualisation and process analysis,
e.g., in the machinery monitoring systems. Such labelled activities can be further analysed,
among others, with process mining techniques and used for process modelling and analysis,
e.g., with process maps (Figure 10).

Analysis of activities in different areas can support understanding specific conditions
of operation needed to optimise equipment efficiency and its usage. For example:

• longer travelling time in the mine area can cause a loss in the effective time of working;
one can consider leaving machines in the mine area and arranging for a faster means
of transport for service personnel to the machine—it can result in saving working
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time, increasing the use of the loader, and reducing the cost of fuel used by the loader
to get to the job site.

• automatic detection of the loading activity can allow for its correlation with the fuel
consumption associated with this activity, and detailed data on the weight transferred
in the bucket can be the basis for determining the optimal weight that should be
loaded on the bucket to minimise the cost of loading.

• the more frequent activity of loading in the base area may be a reason for purchasing
an additional machine.

• the analysis of changes in the structure of activities over time may show significant
changes in the use of machines that will justify (demonstrate the need of) a decision on
periodic leasing (renting, etc.) of machines from external entities, which will reduce
operating costs.

Figure 10. A process model of wheel loader operation.

In the further works, we plan to investigate the abovementioned issues related to a
more in-depth analysis of dependencies between characterised activities and selected KPIs,
as well as overall efficiency based on process-oriented analytics.

5. Conclusions

In this paper, an analysis of sensor data characterising the operation of a wheel loader
in an open pit mine was presented. The purpose of the analysis was to effectively identify
machine activities based on a real operational dataset. A subset of the entire dataset
was considered in the study, including variables related to engine operation, driving
system, bucket statuses and other variables, which have been clustered using the density
method and the DBSCAN algorithm. We further extended the analysis with GPS data,
which allowed us to divide the working area into subareas (mine base and open pit).
Based on the statistical characteristics of the obtained clusters, we have named them, and
together with the identified working areas, we have identified the statistical differences
of variable distributions in clusters (activities) performed in various areas. The analysis
results encouraged us to develop classifiers describing clusters in the form of rules, which
can be helpful in raw data labelling in the future. In this part, we used selected classifiers
based on the CART and C5.0 algorithms. As a result, we presented the most valuable rules
for wheel loader activity recognition.

Obtained results showed that density clustering methods can provide an efficient
multidimensional space search for compact and sensible clusters of observations in a real,
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noisy dataset. Moreover, the introduction to analysis of the location variable enabled us
to identify the statistically significant differences in machinery operation in two defined
working areas. These findings have also been positively validated by tree classifiers,
with high accuracy rates on train and test datasets. From built classifiers, one can extract
valuable rules (with high confidence factor), enabling definition/recognition of activity
during process monitoring.

The identified rules require validation in a real-life environment and verification
on-site during activity execution, which is planned in the next stage of our research.
Then, after positive validation result, rules can be applied, e.g., in machinery or process
monitoring systems.

The discovered dependencies can be used to improve the effectiveness and increase
the safety of operation by indicating the activities and states generating the highest load
for the machine. As a result of the acquired knowledge, the company may undertake
real changes of unfavourable work parameters and, therefore, obtain notable benefits
such as reduction of fuel consumption, an extension of the machine’s operating time, or
minimisation of extreme and dangerous states of the machine’s operation.

Remarkably, distinguishing the states of a machine’s work is a necessary condition
for developing an algorithm that automatically determines the usage of a machine and
calculates detailed indicators that consider the diversity of these states. The values of
these parameters can be a premise in the decision-making process to change the utilisation
of a machinery park in a mining company. In the presented analysis, consideration of
the identified working areas allowed to prove the existing differences in the quantitative
characteristics of activity concerning the place of machine operation. It should be noted
that the analysed machine is one of many used in the mine, so automation of its activity
recognition should be an integral part of the online analysis related to the machinery park.

In addition, the analysis conducted in the article is one of the steps in the development
of a system that allows the calculation of the optimal operating conditions based on data
collected from multiple machines. Processed data provide information about the different
stages of production. They can be the basis for determining the real-time indicators of the
effectiveness of used machinery and also can provide a basis for decisions about the timing
of repairs or maintenance ahead of equipment failure. Awareness of such a need, strength-
ened by the results of data analysis, allows for planning the appropriate time and duration
of activities related to the replacement of worn-out machine elements during scheduled
downtime. This can help to avoid losses generated as a result of unplanned downtime.

The findings obtained from the analysis presented above can contribute to the knowl-
edge base for MES (Manufacturing Execution System) systems in many areas specified
by the international standardization organization MESA International (Manufacturing
Enterprise Solutions Association International).
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Abstract: This article introduces a BackfillCAD model that relates to the determination of the backfill-
ing time. The relationship of the individual model modules using a flow chart are characterized and
presented. The main aim of the research was to determine the time of backfilling for the prospective
deposits of zinc and lead ores in the Olkusz region in Poland. In the first stage of the research,
laboratory tests were carried out on the backfilling mixture consisting of sand and water in a 1:1
volume ratio. In the laboratory tests, the content of grains below 0.1 mm, the washability, water
permeability, and compressibility of the backfilling mixture were determined. After the standard
requirements were met by the backfilling mixture, the arrangement of one-way and bidirectional
strip excavations was designed. In the next stages, by means of computer aided-design MineScape
software, maximum thicknesses of the ore-bearing dolomite layer (T21_VI) for four geological cross-
sections were determined. The height of the first backfilled layer with a thickness of 5 m was analyzed.
Taking into account the geometrical parameters of the strip—the maximum length and its width and
height, as well as the capacity of the backfilling installation—this study calculated the backfilling
times for the future strip excavations.

Keywords: hydraulic sand backfilling; BackfillCAD model; MineScape; strip mining

1. Introduction

Underground exploitation of useful minerals poses a number of problems related
to the necessity to fill various types of voids. Some of them, such as the backfilling of
goafs, due to their common use in underground mines, can be classified as basic issues
in the field of mining technology [1]. Feng et al. [2] stated that solid backfilling mining
is a green mining technology. Other cases of the necessity to use a backfilling result
from the occurrence of failures related to the existing natural hazards, in particular rock
bursts, or from special conditions and technology of exploitation, e.g., the need to maintain
and strengthen the roadways. Zhang et al. [3] proved that backfilling reduces the risk
of roof-caving face bursts. Wang et al. [4] pointed out the correct cooperation between
geogrid and backfill surfaces even for saturated sand in the case of dynamic loading.
Mining backfills are also used to eliminate shallow voids that pose a threat to surface
structures. Fly ashes and cement materials are added to the filling mixture in order to
improve strength parameters and to counteract surface subsidence [5]. On the other hand,
Wang et al. [6] stated that the use of hydraulic backfilling is associated with high costs.
The variety of special applications of backfillings makes it necessary to use different types
and technologies. Lingga et al. [7] discovered shear strength envelopes for cemented
rockfills, which play an important role in blasthole stopping and cut and fill mining
methods. Sivakugan et al. [8] highlighted cemented and uncemented backfilling strategies
in underground mining methods. Li et al. [9] proposed filling the post-excavation space
with waste rocks in the longwall panel. Nujaim et al. [10] studied interaction of barricade
and the backfill in relation to the mining excavation. Zhou et al. [11] suggested adding glass
fibers to the cemented paste backfill in order to improve its properties. Hefni et al. [12]
revealed that the new solution in the form of foam mine backfilling may be used in
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mines. Chen et al. [13] distinguished materials for hydraulic backfilling into river sand,
hill sand, gravel, and gangue and stated that river sand is the best option in order to
reduce subsidence. In turn, Huang et al. [14] divided solid backfilling mining materials into
gangue, fly ash, aeolian sand, loess, and mineral waste residue. In some cases, technology
is used to eliminate the post-mining space in the case of a highly gaseous rock mass [15];
in others, it is required to adapt, for example, pneumatic backfilling of shallow voids,
or a completely separate technology is developed, for example, to minimize the impact
of underground mining on the built-up area of the site [16]. Huang et al. [17] stated
that backfilling material selection plays a special role in shallow depth. Filling the post-
exploitation voids is primarily aimed at equalizing the stress distribution in the whole
bed loaded by roof rocks. The use of a backfilling strengthens the inter-room pillars. Mo
et al. [18] strongly indicated correlation between cohesive and non-covesive backfilling
in reference to coal pillar strength. Skrzypkowski [19], by means of numerical modelling,
proved that sand backfilling contributes to the increase of the stability of excavations in
the room and pillar methods. Backfilling is often used to extract thick deposits. Deng
et al. [20] applied cemented backfilling during coal seam deposit with a thickness 21 m,
which was divided into six slices. Wu [21] stated that for medium-thick ore body, losses
and dilution can be reduced by backfilling, especially for sublevel open stopping methods.
Furthermore, cemented paste backfilling with aeolian sand in particular is used to recovery
of the residual coal pillar [22]. Wang et al. [23] projected backfilling strip-mining technique
under thick unconsolidated layers. Lu et al. [24] presented backfilling mining mode for
strip in two stages of exploitation and liquidation. Under certain geological and mining
conditions, mining methods with backfilling allow for obtaining greater output without
leaving operational losses in comparison with strip methods [25]. Zhao et al. [26] stated
that backfilling is particularly important in the case of strongly inclined deposits. The role
of backfilling is to improve the stability of the roof conditions. Gonet et al. [27] pointed out
that the backfilling process is sometimes carried out in a mixed manner, alone and with the
addition of a cement binder. Raffaldi et al. [28] marked that in the underhand cut and fill
mining method, the role of backfilling plays a significant role in maintaining the stability
of excavations. Dzimunya et al. [29] presented several backfilling technologies to optimize
pillar recovery.

Hydraulic backfilling is one of the technologies of filling post-exploitation voids,
consisting in the transport of solids (backfilling material) by means of a stream of water
in pipelines to the backfilled space [30]. Sivakugan [31] stated that hydraulic backfilling
is characterized by good drainage characteristics. A mixture of backfilling materials with
water is called a backfill mixture. After the mixture flows into the filling space, the materials
sediment and the water flows into the drainage and treatment system. The backfill process
continues until the material to be filled is completely filled. During the backfill process,
a failure may occur due to clogging of the pipeline. Reasons for a backfilling failure
can include non-mixed items entering the backfilling, excessive mixture density, pipeline
rupture or gasket failure, insufficient flushing of the pipeline prior to the backfilling process
or its late completion, damage to the pipeline by a rock fall, and the formation of air bags.
The above-mentioned causes significantly contribute to the increase of the backfilling time;
therefore, the formation of blockage is observed by the rapid growth of the mixture in the
filling funnel. For the risk of blockage to be eliminated, the backfilling material must meet
the requirements of standards and regulations. According to the Polish standard [32], there
are three classes of backfilling material (Table 1), for which permissible values are defined.
Non-combustible and non-toxic material can be used as filling materials: sand, gravel, slag,
waste rock, industrial waste, and mixtures of various backfilling materials.
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Table 1. Physical properties of backfill materials based on the work of [32].

Material Class

The Content of
Particles of Size Less
than 0.1 mm (at Most)

Maximal
Dimension of

Grains

Compressibility
at Pressure

15 MPa (at Most)

Water-
Permeability

(Least)

Washability
(at Most)

Bulk Density The Content of
Visible Plant

Parts(%) (mm) (%) (cm/s) (%) (kg/dm3)

I 10
60

5 0.007
20 1.3 It should not

content
II 15 10 0.002
III 20 15 0.0004

The literature review showed a very small number of studies on the time of backfilling
underground excavations. Regardless of the type of backfilling, the tests always concern
determination of geotechnical parameters in laboratory conditions, numerical modelling,
or industrial research on the behavior of excavations filled with backfilling material. In
underground mining, computer-aided design programs are increasingly being used, which
are equipped with modules for deposit modeling, mining methods, and scheduling. How-
ever, there is still some space to be developed related to the timing of backfilling. Therefore,
the article presents for the first time a research model combining analytical calculations
and laboratory tests with computer-aided design using the MineScape software. For the
prospective zinc and lead ore deposit, this study modeled the deposition of rock mass
layers. The thickness of the ore-bearing layer was determined with special distinction, for
which mining blocks from 15 to 65 m long and from 15 to 55 m high were designed. Due
to the shallow deposition of the ore deposit, about 71÷135 m below the ground surface, a
series of laboratory tests was carried out with filling mixture, the purpose of which was
to determine the material class. For the first time, sand with a grain size of 0.5 mm was
used in the tests, which was also included in the analytical calculations. The use of the
MineScape program made it possible to determine the places of arrangement of preparatory
and operational excavations, for which the times of backfilling of strip excavations both in
one-way and bidirectionally were calculated.

2. BackfillCAD Model

A very important factor in the success of a mining project related to the time of backfilling
excavations is building an interdisciplinary model and adapting it to the intended goals. An
important component of a correct model is to determine the relationship between individual
studies. The model named BackfillCAD consists of four main modules (Figure 1). The first
module deals with building a stratigraphic model using computer-aided design. On the
basis of drilling cores taken from the prospective deposit region, this study determined the
types of layers that make up the rock mass and the depth of their deposition. The drill holes
database was then built and imported into MineScape. By using the stratigraphic module,
this study was able to arrange the individual test holes for which the cross-sections were
made. The main goal for these cross-sections was to determine the thickness of the ore-
bearing layer between individual exploratory drill holes. The second module concerned
the determination of the geometry of the strip or room excavation that will be backfilled.
After determining the maximum allowable dimensions of the designed excavation, this
study started its distribution on the cross-sections made in the MineScape program. The
third module is related to laboratory testing of the backfilling mixture. The purpose of
the tests was to determine the class of the filling material in accordance with the standard
requirements. In particular, tests defined the content of grains below 0.1 mm, in terms of
the washability, water-permeability, and compressibility of the backfilling mixture. The
fourth module of the BackfiillCAD model is related to the analytical calculations of the
backfilling time. In particular, the difference in height between the inlet (surface coordinate)
and the outlet (backfill coordinate) of the backfilling mixture must be determined. The
shortest and longest flow paths of the backfilling are indicated by means of a stratigraphic
model. The parameter, which is also closely related to laboratory tests, is the diameter of
the sand grains, which is taken into account in the calculation of the critical velocity and
the motion confidence index of the backfilling mixture. After the possibility of the motion
of the backfilling mixture is determined, the next step is to determine the backfilling time.
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Figure 1. Flowchart for BackfillCAD model.

In designing a hydraulic backfilling for filling the post-mining space, this study’s
main task was to determine the efficiency of the backfilling installation, as well as the
quality of the backfilling material and the flow conditions of the mixture. During the flow
of the backfilling mixture, the solids are in a state of continuous or intermittent suspension,
dispersed more or less evenly across the cross-section of the flows. Such a state can be
achieved only during a turbulent flow of a mixture of solids and water, and the term kinetic
specific gravity and volume concentration of the backfilling mixture can be used in relation
to this. While the water itself can flow at a very low velocity, a flow velocity greater than
the so-called critical velocity below which the solids begin to settle is necessary to keep the
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solids suspended in the water. The backfilling time for the post-exploitation space can be
calculated according to Equation (1) [33]:

Bt =
Vs

Cb
, (1)

where

Bt—backfill time (h);
Vs—volume of the strip excavation (m3);
Cb—capacity of the backfilling installation (m3/h), according to Equation (2);

Cb = S·wv·3600·q, (2)

where

S—cross-sectional area of the backfilling pipeline (m2);
wv—working velocity (m/s);
q—coefficient of backfilling efficiency, (q = 1.3424).

The value of q is the product of the coefficient 0.839, which is used in Polish under-
ground mines, and the average specific weight of the backfilling material.

In order for it to be concluded that the movement of the mixture in the backfilling
installation will be possible, the motion confidence index (M) should be calculated accord-
ing to Equation (3) With the value of M = 1, a slight increase in local resistance causes a
reduction of the operating velocity below the critical value, contributing to the disturbance
of operation or even blockage of the pipeline. Therefore, it is assumed that the minimum
value of the M index for sand filling should be greater than the value of 1.1.

M =
wv

cv
, (3)

where

wv—working velocity (m/s), according to Equation (4);
cv—critical velocity (m/s).

wv =

√
104·Uel + 2122.9 − 0.20578·γk

58.1 − 0.0013·γk
, (4)

where:

Uel—unit energy losses (Pa/s), according to Equation (5);

Uel =
h·γk·α

L0
, (5)

where

h—height difference of the inlet and outlet of the filling mixture (m);
α—hydraulic efficiency factor of backfilling installation, (α = 0.8), (/);
L0—equivalent length of the backfilling installation (m);
γk—kinetic specific gravity (N/m3).

For the quotient of L0 and h greater than 6.8, the kinetic specific gravity is 1.8 kN/m3.
However, for a value lower than 6.8, kinetic specific gravity is expressed in the following
Equation (6):

γk = 22715 − 695·ω , (6)
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where

ω—parameter characterizing the spatial arrangement of the backfilling installation (/),
according to Equation (7);

ω =
L0

h
, (7)

Critical velocity (cv) of the flow filling mixture, taking into account the kinetic specific
gravity of the feed and the maximum grain dimensions (N/m3), is expressed by the
Equation (8):

cv =
−8.491

d + 1.284
+ 5.04 , (8)

where

d—maximum grain size (mm).

3. Laboratory Tests of the Backfilling Mixture

Laboratory tests of the backfilling mixture were performed in the laboratories of the
Faculty of Mining and Geoengineering, AGH University of Science and Technology in
Kraków, Poland. The main goal of the research was to define the class of the backfilling
material. Quartz sand was used in the tests. In particular, the research focused on deter-
mining sand grains below 0.1 mm and calculating the washability, water-permeability, and
compressibility of the backfilling mixture.

3.1. Determination of the Grains below 0.1 mm

Depending on the class of the backfilling material, the content of grains smaller than
0.1 mm should not exceed 20%. Small fractions below 0.1 mm make it difficult for water
to drain from the material deposited in the dammed post-exploitation space, extending
the time of material settling and increasing the compressibility of the material. In extreme
cases, the material behind the dam may exist in the form of a liquid, for a long period of
time, exerting a large pressure on backfilling dams and creating a risk of damaging the
dams and flooding active mine workings. In addition, fine material fractions are washed
away by the draining backfilling water and the field settling tanks are quickly filled with
sludge. The average content of grains with dimensions below 0.1 mm was determined
using an Analyzer 22 MicroTec Plus laser gauge (Idar-Oberstein, Germany), which enables
the examination of particle sizes from 0.08 to 2000 μm [34]. The measurement results are
presented in Table 2 and in Figure 2a–c.

Tests 1, 2, and 3 were performed on samples of the same sand. As the results of the
tests were very similar, the tests were repeated only three times. From Table 2, it can be
seen that the average percentage contribution of particles for 0.1 mm grain class was 1.2%,
and the average cumulative percentage contribution of particles was 9.7%. The average
cumulative percentage contribution of particles for a specific grain class was calculated by
adding the average percentage contribution of particles to the value of average cumulative
percentage contribution of particles from the previous row. On the basis of the obtained
results, this study concluded that the tested sand met the requirements presented in Table 1
with regard to the grain content below 0.1 mm. For the first class of backfill material, the
tested sand was characterized by an almost 10 times lower value.

3.2. Determination of the Washability of the Backfilling Material

The washability of the material was determined in a tubular container with a diameter
of 150 mm and a length of 500 mm (Figure 3). The container was blind on one side and
had a sealing lid on the other. After the material sample was dried at 105 ◦C, 2000 g of
sand was weighed and mixed with water in a 1:1.5 volume ratio. This mixture was poured
into a container. The closed container was then placed on a shaker at 200 strokes/min and
shaken for a period of 30 min.
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Table 2. Grain distribution.

Particle Class, x,
(μm)

Average Cumulative Percentage
Contribution of Particles in

Respective Grain Class, Q3(x), (%)

Standard Deviation
from Three Tests,

CV, (%)
Test No. 1 Test No. 2 Test No. 3

Average Percentage
Contribution of Particles

in Respective Grain Class,
dQ3(x), (%)

0.5 0.4 11 0.4 0.4 0.5 0.4
1 1.1 9.6 1.1 1 1.2 0.7
2 2.3 9.8 2.3 2 2.6 1.2
4 3.7 10.7 3.6 3.2 4.3 1.4
6 4.4 10.6 4.2 3.9 5 0.7
8 4.9 10.5 4.7 4.4 5.6 0.5
10 5.4 10.6 5.1 4.8 6.1 0.5
11 5.6 10.6 5.4 5 6.4 0.2
12 5.8 10.6 5.6 5.2 6.7 0.2
14 6.3 10.4 6.1 5.6 7.2 0.5
16 6.7 10.1 6.6 6 7.6 0.4
18 7.1 9.7 6.9 6.3 8 0.4
20 7.3 9.4 7.2 6.5 8.2 0.2
25 7.5 8.9 7.4 6.8 8.4 0.2
30 7.5 8.8 7.4 6.8 8.4 0.0
35 7.5 8.8 7.4 6.8 8.4 0.0
40 7.5 8.8 7.4 6.8 8.4 0.0
45 7.5 8.8 7.4 6.8 8.4 0.0
63 7.5 8.7 7.4 6.8 8.4 0.0
71 7.6 8.5 7.5 6.9 8.5 0.1
80 7.9 7.9 7.7 7.2 8.7 0.3
90 8.5 7.0 8.3 7.9 9.3 0.6
100 9.7 6.0 9.4 9.1 10.5 1.2
120 13.4 4.2 13.1 12.9 14.2 3.7
140 18.1 3.0 17.9 17.6 18.9 4.7
160 22.8 2.3 22.6 22.2 23.5 4.7
180 26.9 1.9 26.8 26.3 27.6 4.1
200 30.7 1.5 30.7 30.2 31.3 3.8
250 43.4 0.8 43.3 43.1 43.9 12.7
300 61.3 0.4 61 61.1 61.6 17.9
350 78.4 0.3 78.2 78.4 78.7 17.1
400 89.5 0.2 89.3 89.4 89.7 11.1
500 100 0 100 100 100 10.5

After the end of shaking (washing), the contents of the container were placed on a
sieve with a capacity of 4 dm3 and mesh size of 0.1 mm and washed with water. The sieve
residue was dried at 105 ◦C and weighed to the nearest 0.01 g. The content of grains (Gc)
with dimensions below 0.1 mm was calculated according to Equation (9). The results of
five measurements are shown in Figure 4.

Gc =
m − ms

m
·100 [%] , (9)

where
m—weight of the sample to be screened, (g);
ms—weight of the residue on the sieve, (g).
The mean content of grains (Gc) smaller than 0.1 mm for a sample of 2000 g was

0.25%. The washability of the backfilling material was much less than 20%; therefore, the
requirements of Table 1 were met.

3.3. Determination of the Compressibility of the Backfilling Mixture

Compressibility refers to the change in the height of the backfilling layer under load.
The compressibility of the material was determined in an oedometer. Holes with a diameter
of 2 mm were made in the bottom of the oedometer to allow drainage of water from the
backfilling mixture. The sand was mixed with water. The mixture prepared in this way was
poured into the cylinder of the oedometer (Figure 5a) to the height (h) (Figure 5b). Then,
the cylinder with the piston was placed in the testing machine (Figure 5c). The sample
was loaded with a load increase of about 0.04 MPa/s. The tests were performed for five
samples, each time recording the change in height at a given load level. The sample was a
mixture of sand and water in a 1:1 volume ratio. Sand with a grain size of up to 0.5 mm was
mixed with water with a temperature of 12 ◦C. One day before the tests, sand and water
were placed in the oedometer. After this time, the water was filtered through the sand and
then the compressibility tests were started. In each case, the distance between the top plane
of the backfilling mixture and the cylinder did not exceed 10 mm. The measurement results
are shown in Figure 6.
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(a) 

 
(b) 

(c) 

Figure 2. Particles distribution curve for (a) test no. 1; (b) test no. 2; (c) test no. 3.
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Figure 3. Laboratory shaker.

 
Figure 4. Content of grains less than 0.1 mm.

   
(a) (b) (c) 

Figure 5. Compressibility test of the backfilling mixture: (a) general view of the filled cylinder; (b) elements of the oedometer;
(c) compression test of the mixture by means of oedometer.
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Figure 6. Pressure/compressibility characteristics of the backfilling mixture.

The average value of the compressibility of the backfilling mixture at a pressure of
15 MPa was 4.5%. Such a result means that the material was included in the first class of
backfilling material, according to Table 1.

3.4. Determination of the Water Permeability of the Backfilling Material

Water permeability is the ability of water to flow through a cross-section of a backfilling
mixture per unit time. It is expressed in centimeters per second. The higher the water
permeability value, the faster the water drains from the sand. At high values above
0.04 cm/s, the mixture flowing out of the pipeline has a limited range of spreading in
the post-exploitation space. Characteristic mounds of backfilling material form at the
outlet. During the flow of the backfilling mixture, the solids are in a state of continuous
or intermittent suspension, dispersing more or less evenly across the cross section of the
flowing streams. This state can only be achieved during a turbulent flow of a mixture of
solids (sand) and water, which is related to the volume concentration of the backfilling
mixture. While the water itself can flow very slowly, a flow velocity greater than the
critical velocity below which the solids (sand) begin to settle is necessary to keep the solids
(sand) suspended in the water. Hence, the critical flow velocity of the backfilling mixture is
essential for the reliability of the backfilling installation. The lower the water permeability
values, the more favorable is the spread of the mixture and the tighter the filling of the
post-mining space. With water permeability below 0.0004 cm/s, the material is difficult
to filter and cannot be classified as a backfilling material. Water permeability tests were
performed in a special measuring cylinder (Figure 7a,b). First, a sample of the backfilling
mixture was poured into the inner cylinder. Then, after the surface of the deposited material
was levelled, it was covered with a sieve with 0.5 mm square meshes and loaded with
a weight of 5000 g. One hour after sample preparation, water was supplied through the
inlet tube, keeping the water level 200 mm higher than the surface of the filling mixture in
the cylinder. The excess water was drained off through the overflow pipe. On the other
hand, the water from the outer cylinder was filtered through the tested material sample
and through the drainpipe, and then it was collected in the measuring cylinder. One
test lasted 60 min, during which the volume of filtered water was recorded every 10 min.
The measurement results are shown in Figure 8. The water permeability was calculated
according to Equation (10):

WP =
Wv

Ic·t·hp·(0.7 + α·tw)
, (10)
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where

WP—water permeability, (cm/s);
Wv—water volume, (cm3);
Ic—inner cylinder cross-sectional area, (cm2);
t—test time, (s);
hp—hydraulic drop, (/);
α—change in water viscosity with a temperature change by 1 ◦C, (1 / ◦C), according to
Equation (11);

α = 0.03· 1
tw − 10

, (11)

where

tw—water temperature, (◦C).

 
(a) (b) 

Figure 7. Measuring cylinder for testing water permeability: (a) general view; (b) cylinder components.

Figure 8. Mean and standard deviation for the water-permeability tests.

The mean value of the water permeability was 0.033 cm/s. The obtained value
qualified the backfilling material to the first class, according to Table 1.
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4. Backfilling Time for the Future Exploitation Area and Discussion

The deposits of zinc and lead ores in the Olkusz region in Poland have the form of a
lens and a pocket. Only the deposits that can be exploited for economic benefit under the
existing geological and mining conditions are of economic importance and industrial value.
In the case of zinc and lead ore deposits, it is very important to identify the deposit on the
basis of which further stages related to preparation and operation can be started. It should
be considered that a deposit is not suitable for favorable exploitation if the amount of ore
in the deposit is small or if the ore contains too little metal. In the case of the exploitation
of zinc and lead ore deposits in Poland, the metal content often changes in individual
parts of the deposit (from 1.5% to 3%). On the basis of the exploratory holes made in
the Olkusz region, the distribution of individual layers of the rock mass was modeled.
MineScape software (Denver, CO, United States of America) in a version 7 was used for
modeling, which is more and more often used in underground mining [35]. A characteristic
feature of the MineScape program is, inter alia, its modular structure, which includes
creating the geometry of excavations, importing data from various graphic programs and
building stratigraphic and block models. Individual modules can operate independently,
contributing to the division of duties and assigning tasks for specialists responsible for
planning and scheduling mining works. One of the greatest advantages of the program is
the possibility of visualizing the spatial arrangement of exploratory drill holes or the entire
structure of the mine, including access, preparatory excavations, and mining excavations.
Moreover, the program includes functions that make it possible to model discontinuous
deformations in the form of faults [36]. First, a future research area with 21 exploratory
drill holes was selected. The area was 1000 m × 1000 m. For this area, drill hole coordinates
were entered into MineScape (Figure 9). The ore deposit named Laski 1 is located in the
Olkusz poviat in close proximity to the Pomorzany deposit. The geological resources of
the deposit documented in the C1 and C2 categories total 10.76 million Mg of zinc and lead
ore, including 424.86 × 103 Mg of zinc and 67.81 × 103 Mg of lead [37].

 

Figure 9. Research area.

In the selected research area, cross-sections through drill holes A-A, B-B, C-C, and D-D
were made, on which the thicknesses of the ore-bearing dolomite layers (layer T21_VI) were
marked (Figure 10a–d). Ore-bearing dolomites occur in the form of gray, fine-crystalline
dolomites with an uneven fracture. In the oxidized zones, dolomites are strongly broke, and
the voids and fissures are partially or completely filled with zinc, lead, and iron sulfides,
as well as waste minerals such as vein calcite; dolomite; and, less frequently, barite and
grenocite. In addition, the sections show mining blocks, the width of which included
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one strip in a one-way direction and bidirectionally, and the width of a haulage room
equal to 5 m. Moreover, it was assumed that the thick orebody would be exploited in
horizontal layers with a thickness of 5 m. The length of the strip (Ls), which was equal to
the maximum step of backfill, was calculated according to Equation (12) [38]:

Ls =

√√√√h1·γ1 + h2·γ2
h1·γ1

+

[
bs·h2

1
6·(h1·γ1 + h2·γ2)

− 0.7

]
, (12)

where
Ls—length of the strip excavation (backfilling length) (m);
h1—thickness of the direct roof rocks (m);
h2—thickness of the overburden rocks (m);
γ1—unit weight of the direct roof (MN/m3);
γ2—unit weight of the overburden rocks (MN/m3);
bs—bending strength of the direct roof rocks (bs = 4.62), (MPa).
For the strip with length of 30 m, this study assumed that the block width for a

one-way exploitation was 35 m (Figure 11a), while for bidirectional mining it was equal
to 65 m (Figure 11b). However, the width of the strip (Ws) was calculated according to
Equation (13):

Ws =

(
2.4·ctgδ + 0.2·ε·

√
Cs·a1

γ

)
· 1
cosα

, (13)

where
Ws—width of the strip excavation, (m);
δ—rock refraction angle for mines in the Olkusz region (δ = 60), (◦);
ε—creep coefficient for deposit rocks (ε = 0.8), (−);
Cs—compressive strength of the direct roof (Cs = 35) (MPa);
a1—distance between the main fissure systems (a1 = 0.4), (m);
γ—unit weight of the direct roof (γ = 0.026) (MN/m3);
cos—cosine trigonometric function;
α—the angle of inclination of the stratification (α = 5), (◦).
The strip width was 5.11 m. For further calculations, the result was rounded down to

5 m.
Depending on the extent of dolomitization, the average thickness of ore-bearing

dolomites determined in the MineScape program was very variable and ranged from
15 to 55 m. The bottom of the T21_VI layer was also located at different depths. The
maximum depth of deposition was 136.8 m, while the lowest was 69.1 m. Due to the
shallow deposition of the deposit, this study required the use of mining systems with roof
protection. For this purpose, the mixture of sand and water, which is a hydraulic backfill,
was tested in laboratory conditions. In the backfilling time calculation for the strip-mining
method, this study assumed that the backfilling mixture would be transported in a 150 mm
diameter backfilling pipeline. From the 130 m long backfilling shaft, the mixture would
be transported by gravity to the 250 m long drift. Then, the mixture would flow to the
transportation roadway, which would be connected to four inclined drifts spaced from
each other every 250 m. From four inclined drifts, each 500 m long, haulage room would be
made (Figure 12), from which one-way or bidirectional strip excavations would be made.
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(a) 

(b) 

 
(c) 

(d) 

Figure 10. Cross-section through the exploratory drill holes: (a) A-A section; (b) B-B section; (c) C-C
section; (d) D-D section; T21_V1—ore-bearing dolomites; DH1-21—numbers of drill holes.
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(a) (b) 

Figure 11. Block diagram of the strip-mining excavation: (a) one-way; (b) bidirectional.

 
Figure 12. Structure scheme with mining excavations.

The calculations assumed that the operation would start from half of the future
production block. For sections A-A, B-B, C-C, and D-D (Figure 10a–d), the mean depths of
deposition were 91.5, 120.3, 93, and 123.5 m, respectively. For these depths, the backfilling
times were calculated, taking into account the length of the strips 15, 20, 25, 30, 35, and 65 m.
The data for the calculations were placed in Equation (1). The results of the calculations are
shown in Figure 13.

Comparing the average depths of the ore-bearing dolomite layer presented in
Figure 10a–d, this study found that for the sections A-A and C-C, the depths were prac-
tically the same. The difference was only 1.5 m. A similar situation can be observed for
sections B-B and D-D, where the difference was only 3.2 m. It would seem that the filling
times should be similar. Meanwhile, the backfilling time depended directly on the number
of preparatory excavations. On the basis of Figure 11, one can conclude that the backfilling
time for the driving excavation for the A-A cross-section was 24.56% greater in relation
to the C-C cross-section. It was directly related to the longest distance that the backfilling
mixture must travel from the shaft to the placement site. In the case of the B-B and D-D sec-
tions, the difference was significantly smaller. The backfilling time for the B-B section was
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13.1% shorter than for the D-D section. Very similar times for backfilling were obtained for
the B-B and C-C sections. The difference was only 2.33%. Despite the significant difference
in the height of the deposit, over 27 m, the decisive parameter determining the backfilling
time was the length of the installed pipelines.

Figure 13. Time-length characteristics for average depth in relation to sections: A-A, B-B, C-C, and D-D.

Exploitation of a single layer of the deposit causes deformations of the terrain surface,
the size of which is a function of the surface of the exploited deposit, depth, and thickness of
the layer. For a specific method of liquidation of the post-exploitation space, the coefficients
characterizing the influence of exploitation on the ground surface should be determined. In
engineering calculations, this most often includes values of the maximum subsidence, slope,
and horizontal deformation of the terrain. In order to calculate these values, one must know
the exploitation coefficient and the angle of the main influence range. In the conditions of
underground exploitation of zinc and lead ore deposits with a hydraulic backfilling in the
Olkusz region, these parameters were equal to 0.15 and 60◦, respectively [38]. Calculating
the terrain inclination by dividing the maximum subsidence (the product of exploitation
coefficient and the thickness of selected layer) and the radius range of principal influence (the
quotient of the depth of exploitation and the tangent of angle of the main influence range),
one finds that for the shallowest and the deepest mining of 69.1÷136.8 m (Figure 10) for
selecting the first layer with a thickness of 5 m, the inclination values will be 18.79 and
9.49 mm/m for the shallowest and deepest exploitations, respectively. The permissible
inclination values for the third category of surface protection ranged from 5 to 10 mm/m,
while for the fifth category, they were values above 15 mm/m [39]. The fifth category of
surface protection concerns undeveloped areas, i.e., forests and meadows, while the first
category had the greatest restrictions (historic buildings). Mining thick deposits of zinc
and lead ores lying at shallow depths requires the division of the deposit into layers so as
to accurately fill the post-mining space. It is worth noting that the selection of subsequent
layers is significantly delayed in time, which contributes to the gradual delamination of
the roof, which is often the reason why it is difficult to select higher layers. The use of
a hydraulic backfilling to use in the post-mining space undoubtedly stiffens the spatial
structure and reduces the deformation of the main roof and contributes to the reduction of
surface deformation. Nevertheless, the surface protection categories should be taken into
account and the exploitation system should be adjusted to the limit values.
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5. Conclusions

The article presents the BackfillCAD model, which is a combination of analytical
laboratory tests and computer-aided design, the purpose of which is to determine the
backfilling time. By combining the various stages of the research, this study specified four
characteristic modules: stratigraphic, geometry of strip excavations, laboratory tests of
the backfilling mixture, and the backfilling time. The original contribution to the research
was the creation of a model for the backfilling process adequately to the level of deposit
recognition and, above all, the performance of tests minimizing the risk associated with the
incorrect selection of the backfilling material. The model provides the basis for planning
and organizing the preparation of the deposit for exploitation, and therefore it has a direct
impact on the method of managing the process of backfilling in post-mining areas.

On the basis of the laboratory tests for the backfilling mixture consisting of sand with
a grain size of 0.5 mm and water in a 1:1 volume ratio, this study concluded that

• The average percentage contribution of particles for 0.1 mm grain class was 1.2% and
the average cumulative percentage contribution of particles was 9.7%;

• The average value of the compressibility of the backfilling mixture at a pressure of
15 MPa was 4.5%;

• The mean value of the water-permeability was 0.033 cm/s.

On the basis of the design research using the MineScape program for the prospective
zinc and lead ore deposit in the Olkusz region in Poland, this study concluded that

• The minimum and maximum depths of ore-bearing dolomites modeled in the Mi-
neScape program ranged from 69.1 to 136.8 m;

• Deposit thickness was very variable and ranged from 15 m to 55 m;
• The maximum length of the strip excavation was 35 m.

The time to fill in was found to be most influenced by height difference of the mixture
inlet and outlet of the backfill; equivalent length of the backfilling installation; kinetic-
specific gravity; and unit energy losses, working velocity, critical velocity, and maximum
grain size. Calculated backfilling times did not take into account the time associated with
shortening the pipeline as the backfilling was filled. In addition, when calculating the total
time needed to eliminate the selected post-mining space, one should also take into account
the technological processes related to the flushing time of the backfilling installation, which
takes into account the actual length and diameter of the pipeline and the construction of
backfilling dams. The presented BackfillCAD model can be useful at the planning and
scheduling stage for both operating mining plants and, above all, for new prospective
deposits of mineral resources.
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Abstract: The use of pre-excavation equipment withdrawal channels (EWCs) at the stop-production
line is important for the rapid withdrawal of coal mining equipment. However, during the final
mining period, the dynamic pressure of a pre-excavated double EWC is severe, which leads to
instability of the surrounding rock around the EWCs. Therefore, in this paper, the methods of
field monitoring, theoretical analysis, and numerical simulation were used to systematically study
the stress and plastic zone evolution of a double EWC during the final mining period. Firstly,
the distribution characteristics of mining abutment pressure and roadway failure modes under the
action of mining abutment pressure were analyzed theoretically. Afterward, a FLAC3D mining
numerical model was established according to the distribution of rock strata obtained from roof
detection. Finally, the evolution laws of the stress fields and plastic zones of the EWCs during final
mining were obtained by numerical simulation. The present study suggests that asymmetric stress
distribution dominates asymmetric failure of the surrounding rock around the EWCs during the final
mining period, and deformation failure within 10 m from the working face to the main EWC (MEWC)
accounted for most of the roadway deformation. Based on the research results combined with actual
production experience, the stability control technique of the surrounding rock with reinforcement of
anchor cables and double-row buttress hydraulic support for the MEWC was put forward. After the
field application, the ideal result was obtained.

Keywords: equipment withdrawal channel; stress distribution; plastic zone; surrounding rock control

1. Introduction

Underground mining of coal accounts for more than 75 percent of China’s current coal production,
and the inevitable part of underground mining is the withdrawal of mining equipment when the
work is finished [1,2]. A pre-excavation double equipment withdrawal channel (EWC) has two EWCs
that are arranged near the stop-production line while preparing the working face: There is a main
equipment withdrawal channel (MEWC) and an auxiliary withdrawal channel (AEWC), as shown in
Figure 1. The EWC is excavated and formed by using an EBZ135A integrated mechanized roadheader,
which made in XuZhou Construction Machinery Group, Xuzhou China (as shown in Figure 2). This type
of roadheader has the advantages of fast excavation speed, high efficiency, and small disturbance
to surrounding rock. The speed of the equipment’s safe withdrawal is directly related to the profit
of a coal mine. To shorten the withdrawal time of the mining equipment and relieve the tension of
replacing a working face, more and more coal mines use the layout of pre-excavation EWCs [3].
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Figure 1. Schematic diagram of the pre-excavation equipment withdrawal channels (EWCs). MEWC:
main equipment withdrawal channel; AEWC: auxiliary equipment withdrawal channel.

 

Figure 2. EBZ135A integrated mechanized roadheader.

In the process of underground mining of coal, the front of the working face is always affected
by moving abutment pressure [4–6]. Advanced microseismic monitoring equipment can obtain the
distribution characteristics of the stress field around goaf intuitively [7,8]. Some scholars have studied
and determined the variables affecting stress redistribution in the supercritical longwall formation,
which is of great significance to the study of the stress field [9,10]. Kang et al. studied abnormal
stress under the coal pillar with residual support and obtained its distribution law, which played a
major role in the optimization of roadway layout [10]. From another point of view, there is a certain
correlation between the coal pillar size and the final mining period of the EWC. By means of numerical
calculation, Yang et al. obtained the stress distribution state and plastic zone failure characteristics of
roadway-surrounding rocks under different pillar widths. The results show that the stress is in the
decreasing zone when the coal pillar is less than 8 m, which is consistent with the distribution of the
stress field in the EWC zone during the final mining [11,12]. The research on the influence of rock
bolts on roof stability under the action of abutment pressure makes it more clear that bolt support
is important for roadway support [13–15]. The surrounding rock is affected by the mining and will
inevitably undergo deformation and failure, and the related tests also proved the failure rules of rock
by abutment pressure [16,17]. Some scholars have obtained the deformation and failure mechanism
of the surrounding rock of mining roadways by combining stress distribution under the influence of
mining with the failure mode of the roadway [18–20]. The study on the mechanical properties of the
rock and the boundary equation of the roadway plastic zone under non-constant pressure conditions
further reveals the evolution mechanism of the plastic zone under mining [21,22]. Many scholars have
studied stability control measures of the surrounding rock [23–26], such as the surrounding rock control
of super-large section tunnels, roadway support in special structural zones, reinforcement support
of dynamic pressure roadways, and so on. In addition, numerical simulation analysis plays an
increasingly important role in the field of geotechnical engineering [27]. Many scholars have obtained
rock failure mechanics theories based on numerical simulation analysis and applied the results to
guide engineering practice [28–32].

Previous studies are important for investigating the mechanism of dynamic disasters in the
roadway. However, the Lijiahao Coal Mine has not studied the continuous dynamic pressure
disturbance of the pre-excavated double EWC. The layout of the pre-excavation double EWC plays a
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crucial role in production improvement. In the final mining period, the speed of advancement is slowed
down, which leads to an increase of mining pressure and a large deformation of the surrounding rock.
Faced with such a situation, the distribution characteristics of the moving stress field and the plastic
failure mode of the surrounding rock around EWCs is not well understood. Therefore, this paper
systematically studied the dynamic evolution law of the regional stress field during the final mining
period and the distribution characteristics of the plastic zone during the service period of the EWCs.

2. Engineering Background

2.1. Geological Survey

The Lijiahao Coal Mine is located in the south-central region of the Dongsheng coalfield of Ordos
city, south of the Inner Mongolia Autonomous Region in China, with an annual output of 6 Mt. The coal
seams in the mining area has the characteristics of shallow burial, complex overlying bedrock structure,
thin and soft bedrock. The research object was panel 22116 of the 2-2 middle coal seam in the Lijiahao
Coal Mine. The length of the working face is 300 m. The thickness of the coal seam is between 2.88 and
3.21 m, averaging 3.0 m. The average depth of the coal seam is 185 m. The partial roof contains gangue.
Generally speaking, the geological conditions are relatively complex. The roof and floor of the coal
seam are dominated by mudstone and sandy mudstone. The roof has the characteristics of weak rock,
low rock strength, unstable occurrence, and poor stability [33].

2.2. Project Profile

The distance between the MEWC and AEWC of panel 22116 was 25 m. The combined supports of
anchor bolts and anchor cables was adopted in the EWC. According to previous engineering experience,
the double-row buttress hydraulic support should be installed when the working face is about 300 m
away from the MEWC. The MEWC and AEWC sections (width× height) of panel 22216 were 5.2× 3.0 m
and 5.5 × 3.0 m, respectively. The initial support system of the MEWC used anchor cables as “3-2-3”
with 2000 mm spacing and 2000 mm row spacing, and the diameter and length of the anchor cables
were 17.8 mm and 8000 mm, respectively. The rebar bolts were 20 mm in diameter and 2500 mm in
length and were used in the roof with a spacing of 960 mm between bolts and spacing of 1000 mm
between rows. The initial support system of the AEWC used anchor cables as “2-2” with 2000 mm
spacing and 2000 mm row spacing, and the diameter and length of anchor cables were 17.8 mm and
8000 mm, respectively. The rebar bolts were 20 mm in diameter and 2500 mm in length and were used
in the roof in a grid pattern of 1000 mm × 1000 mm. The ribs bolts of both the MEWC and AEWC
were used with a spacing of 800 mm between bolts and spacing of 1000 mm between rows. The rib
bolts of the MEWC near the working face were fiberglass reinforced plastic (FRP) bolts with 22 mm in
diameter and 2000 mm in length and the rib bolts were rod bolts with 16 mm diameter and 2200 mm
length. The supporting section is shown in Figure 3.
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(a) MEWC (b) AEWC 

Figure 3. Support profile of the EWCs (mm).

2.3. Roof Structure Detection

The roof structure and fracture development of the MEWC and AEWC were monitored by using a
TYGD10 rock drilling detector when the working face was 200 m away from the MEWC. The borehole
was designed to have a depth of 8 m and a diameter of 28 mm. The roof of MEWC and AEWC were
evenly arranged with 6 and 4 monitoring boreholes, respectively. The roof structure obtained by
borehole detection of the MEWC is shown in Figure 4.

 
Figure 4. Detection results of the MEWC roof structure (m).

The following information was obtained from the borehole probe. The range of 0–1.16 m above the
roof of the MEWC and AEWC is mudstone with little lithologic change. Most roof fractures developed
in this section, and it is the main failure zone of the roof. The range of 1.16–3.52 m above the roof is
sandy mudstone. The surrounding rock of this section is complete and partially contains coal lines.
The range of 3.52–4.61 m above the roof is the 2-2 upper coal seam. The roof above 4.61 m is siltstone
with good rock integrity. The representative screenshot of borehole detection is shown in Figure 5.
The mechanical parameters of the rock strata of the EWC are shown in Table 1.
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Figure 5. Borehole imaging screenshot.

Table 1. Lithology and rock mechanics parameters.

Lithology
Density
(kg/m 3)

Bulk Modulus
/103 MPa

Shear Modulus
/10 3 MPa

Friction
Angle/(◦)

Cohesion
/MPa

Tensile
Strength/MPa

Fuyan 2500 3.18 1.6 32 2.21 1.22
Sandy-mudstone 5 2400 3.68 1.8 35 2.63 1.13

Siltstone 2 2600 2.92 1.9 31 1.52 1.08
Fine-sandstone 3 2500 2.52 1.7 34 2.53 1.17

Siltstone 1 2600 3.91 1.9 30 1.94 1.13
2-2 upper-coal 1400 1.89 0.6 25 1.56 0.93

Sandy-mudstone 4 2200 2.76 1.6 32 1.72 1.26
Mudstone 2300 1.76 0.8 27 1.44 0.86

2-2 middle-coal 1500 1.89 0.6 25 1.52 0.93
Sandy-mudstone 3 2400 3.81 2.2 30 1.83 1.02
Fine-sandstone 2 2400 3.66 1.8 28 1.76 1.15

Sandy-mudstone 2 2500 2.53 2.7 32 2.11 1.21
Fine-sandstone 1 2400 3.68 1.8 31 1.92 1.12

Sandy-mudstone 1 2500 2.53 1.7 33 2.52 1.06

3. Theoretical Analysis

3.1. Analysis of the Stress Field in the Mining Area

The stress field around the goaf is redistributed after the coal is extracted [34,35], as shown in
Figure 6. The tangential stress (σt) increases sharply in front of the working face, then decreases
gradually after reaching a peak, and finally tends to the in situ stress. This is consistent with the
distribution law of vertical stress [1]. The radial stress (σr) is zero at the free surface of the goaf coal
wall and increases gradually along the front of the coal wall. Finally, it also tends to in situ stress,
and the overall variation range is small. This is similar to the horizontal stress distribution in mining.
According to the existing research results, the coefficient abutment pressure K in front of the working
face can reach 3–5 [1,6]. Therefore, the high deviational stress area is formed in a certain range in front
of the working face [16].

 

H

H

Figure 6. Abutment pressure model in front of the working face.

With the advance of the working face, the immediate roof of the goaf caves in directly and the
main roof breaks. It leads to stress release in the upper part of goaf and stress transfer around goaf.
Because the collapse and fracture of the overlying strata of the goaf are not synchronous, in other
words, the failure of the immediate roof and main roof are asynchronous, the rock blocks are hinged
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and twisted after the roof is broken, and a huge thrust is formed in the oblique direction of goaf side,
as shown in Figure 6. This causes the regional stress field of the surrounding rock to deflect. However,
the range of the stress field affected by the above situation is limited. Therefore, the spatial position
relationship between the EWC and the goaf dominates the distribution law of the regional stress field
and the evolution of the surrounding rock failure mode during final mining.

3.2. Failure Pattern of the Roadway under Asymmetric Pressure

The modified Fenner formula or Kastner formula applies to bidirectional isobaric stress field
conditions, i.e., lateral coefficient (λ) is 1. Therefore, the obtained plastic boundary of a circular hole
is no longer applicable to the mining roadway [36]. Based on the non-uniform stress environment
of mining, the recessive equation of the surrounding rock plastic boundary is obtained by using the
theory of elastic mechanics and the Mohr–Coulomb criterion [18,36,37], as shown in Equation (1).
The mechanical model of a non-isobaric circular roadway and its plastic zone is shown in Figure 7.

9(1− λ)2( a
R0
)8 − [12(1− λ)2 + 6(1− λ2) cos 2(θ− α)]( a

R0
)6 +

{
2(1− λ)2

[
cos2 2(θ− α)(5− 2 sin2 ϕ) − sin2 2(θ− α)

]

+(1 + λ)2 + 4(1− λ2) cos 2(θ− α)
}
( a

R0
)4 − [4(1− λ)2 cos 4(θ− α) + 2(1− λ2) cos 2(θ− α)(1− 2 sin2 ϕ)

− 4
P (1− λ)C cos 2(θ− α) sin 2ϕ]( a

R0
)2(1− λ)2 − sin2 ϕ

(
1 + λ+ 2C

P
cosϕ
sinϕ

)2
= 0

(1)

where a is the radius of the roadway; R0 is the boundary radius of the plastic zone; α is the vertical
deflection angle of the maximum principal stress; ϕ and C are the internal friction angle and cohesion
of rock media, respectively; and P is the vertical load of the roadway.

 
P = 20 MPa,  = 0.4, a = 2 m, C = 2.7 MPa,  = 24°,  = 0 

Figure 7. Mechanical model of the circular roadway.

Matlab was used to calculate the plastic zone of the circular roadway using Equation (1),
and FLAC3D was used to simulate the shapes of different roadway cross-sections, as shown in
Figure 8. All the initial parameters in Figure 8 remain unchanged except stress state and roadway
cross-section shape.
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Figure 8. Evolution of the rock failure patterns surrounding the roadway.

The evolution law of the plastic zone of the roadway under different stress states was obtained
by theoretical calculation and numerical simulation. It can be seen from Figure 8 that the theoretical
calculation is consistent with the numerical simulation results [38]. Under the condition of bidirectional
isostatic stress, the plastic zone of the surrounding rock is circular, and the roadway is in a stable
state. When there is little difference in pressure values between the two directions, the surrounding
rock plastic zone of the roadway evolves into an approximate elliptic shape, and the roadway is in
a transitional state. Subsequently, as the pressure ratio of the two directions continues to increase,
the boundary of the plastic zone presents a butterfly-shaped distribution, and the roadway is in a
state of instability. Different cross-section shapes of roadway have the same response to the same
stress state, and there is little difference in the morphology and evolution law of the plastic zone under
different cross-sections.

4. Numerical Simulation

FLAC3D is a simulation software based on three-dimensional fast Lagrange difference analysis.
It can simulate stress characteristics of the three-dimensional structure of soil and rock, which play
an increasingly important role in the field of geotechnical engineering [21,39]. To obtain the stress
distribution law in front of the working face during mining, a large FLAC3D numerical model was
established. The length, width, and height of the model were 500, 400, and 150 m, respectively.
The grid before and after the MEWC was divided into 0.5 m, and the grid in other areas was divided
into 1–5 m. The model fixed the lower boundary and the surrounding boundary, and the upper
boundary compensated for the 2 MPa vertical stress of the overlying rock. The coefficient of horizontal
pressure was 1.2 based on relevant geological data [33,40]. The model calculation was based on
the Mohr–Coulomb criterion. The numerical calculation model is shown in Figure 9, and the rock
mechanics parameters are shown in Table 1.
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Figure 9. 3D view of the numerical model.

4.1. Evolution Law of Mining-Induced Stress during Final Mining

After the initial stress balance of the model, panel 22216 was excavated for 300 m. After the
stress was re-balanced, the vertical and horizontal stresses in front of the working face were extracted.
The results are shown in Figure 10.

 
Figure 10. Mining stress distribution characteristics.

It can be seen from Figure 10 that the vertical and horizontal stresses within 3 m of the working
face are lower than the in situ stress. Then, the vertical stress increases sharply and reaches its peak
at 4 m in front of the working face. The maximum vertical stress is 22 MPa, which is 4.73 times the
in situ stress. Subsequently, the stress decreases, but the decline rate becomes smaller and smaller.
The vertical stress at 30 m in front of the working face is 1.82 times the in situ stress, which is 8.45 MPa.
The vertical stress at 50 m in front of the working face is 6.71 MPa, which is 1.44 times the in situ stress.
The variation trend of horizontal stress is the same as that of the vertical stress, but the stress peak is
much smaller than that of the vertical stress. The influence range of the mining stress on panel 22216 is
greater than 100 m, but the violent influence range is 30 m.

According to the above analysis, the stress distribution in the final mining period was studied.
When the working face is within 30 m of MEWC, the stress distribution is shown in Figure 11. When the
working face is 30–20 m away from MEWC, a high-stress concentration occurs in the coal pillar
between the working face and MEWC, and the stress is asymmetrical. The stress on the side close
to the working face is larger (as shown in Figure 12). There are two stress peaks of vertical stress in
the coal pillar between the working face and MEWC, while there was only one peak of the horizontal
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stress. When the working face is 10 m away from MEWC, the vertical and horizontal stresses in the
coal pillar between the working face and MEWC further increase. The stress changes from asymmetric
distribution to uniform and the vertical stress is still bimodal. When the working face is 5 m away
from the MEWC, the vertical and horizontal stresses in the coal pillar between the working face and
the MEWC decrease and present symmetrically distribution with a single peak. In the process of the
working face gradually approaching the MEWC from 30 m away, the stress in 25 m coal pillar between
the MEWC and AEWC gradually increases, but the distribution law is unchanged. Vertical stress
is an asymmetrical bimodal distribution in the coal pillar from beginning to end, but the horizontal
stress is asymmetrical and unimodal. The stress on the non-pillar side of the AEWC increases with the
approach of the working face.

  
(a) Vertical stress (b) Horizontal stress 

Figure 11. Law of stress evolution during final mining.
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Figure 12. The vertical stress nephogram.

4.2. Evolution Law of the Plastic Zone during Final Mining

The above numerical model was used to calculate the plastic failure law of the EWCs in different
periods, as shown in Figure 13.
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(a) Not affected by mining (b) 30 m to MEWC 

(c) 20 m to MEWC (d) 10 m to MEWC 

  
(e) 5 m to MEWC (f) 0 m to MEWC 

Figure 13. Evolution of the plastic zone.

Before the EWCs are affected by mining, their plastic zone is uniformly and symmetrically
distributed, and the size of the plastic zone is only 1 m, as shown in Figure 13a. When the working face
is 30 m away from MEWC, the MEWC is within the scope of working face’s violent influence, and the
plastic zone of surrounding rock around the MEWC is expanded. The failure depth of the roof and rib
of the MEWC is 2.0 m and 1.5–2.0 m, respectively. The distribution of the plastic zone is no longer in
a symmetrical shape. This is mainly affected by the asymmetrically distributed stress. The AEWC
is far from the working face and less affected by mining, so the plastic zone of surrounding rock is
generally smaller than that of the MEWC, as shown in Figure 13b,c. With the advance of the working
face, the size of the plastic zone of the EWCs increases gradually. When the working face is 10 m away
from the MEWC, the stress in front of the working face is symmetrically distributed, so the plastic zone
distribution of the MEWC evolves into an asymmetrical shape. In addition, due to the influence of
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huge abutment pressure, the coal body is damaged, and the plastic zone of goaf is connected to the
plastic zone of the MEWC, as shown in Figure 13d. When the working face is only 5 m away from the
MEWC, the coal pillar between them completely enters the plastic failure state, so the bearing capacity
of the coal pillar decreases (Figures 11 and 13e). At this time, the plastic zone of roof and ribs of the
MEWC is greater than 3 m (the bolts lay in the plastic zone of surrounding rock), and the ribs and roof
plastic zone of the AEWC are 1.5–2 m and 2.5 m, respectively. When the working face is pushed to the
MEWC, the roof of the MEWC completely enters a plastic state and the rib plastic zone is greater than
3 m, the plastic zone of roof and ribs in the AEWC are 3 m and 2 m, respectively. The plastic zone of
the AEWC is still within the support range of the bolts and cables.

5. Surrounding Rock Control Scheme and Application

5.1. EWC Support Technology during the Final Mining Period

According to numerical simulation, we know that the instability of the surrounding rock during
the final mining period starts about 30 m before the connection. In the process of the working face
approaching the MEWC, the peaks in the regional vertical stress fields on both sides of the AEWC
increase by 4.73 MPa and 3.76 MPa (10.31 MPa→15.04 MPa, 8.27 MPa→12.03 MPa), respectively,
while the peaks in the regional vertical stress fields on both sides of the MEWC increase by 14.35 MPa
and 12.26 MPa (10.68 MPa→25.03 MPa, 10.92 MPa→23.18 MPa), respectively. The plastic zone of the
MEWC changes more during the final mining period, while the plastic zone of the AEWC is always
within the function range of the support body. After the working face is pushed to connect with the
MEWC, the whole service cycle of the AEWC is about 2–3 weeks.

Based on the above analysis, we allow the AEWC to produce large deformations as long as the
roof does not fall during the final mining period. Therefore, during the final mining period, the key
point of stability control of the surrounding rock should focus on the MEWC to prevent partial roof
collapse and wall caving during the process of withdrawal of the mining equipment.

(1) Reinforcement support of anchor cable

The short length of the bolts limits the supporting scope during the final mining period. When the
plastic zone of the surrounding rock around the MEWC is larger than the length of the bolt, the bolt
cannot effectively control the displacement of the shallow surrounding rock, but also produces overall
displacement within the shallow surrounding rock [15]. Therefore, the solid coal rib of the MEWC
should be strengthened. In this way, the shallow failure of the surrounding rock can be anchored in
the deep stable area to avoid wall collapsing.

With the working face gradually approaching the MEWC, the plastic zone of the roof gradually
expands and finally completely fails, which leads to instability of the surrounding rock. Therefore,
high-extension anchor cables should be strengthened before they are affected by mining, the roof rock
strata should be combined as a common carrier, and the residual bearing capacity of the rock strata
within the anchorage range should be improved while the roof deformation is allowed. This effectively
prevents the failure of hydraulic supports caused by partial roof collapse [41,42]. The reinforcement
support scheme of the MEWC is shown in Figure 14.
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(a) The roof support scheme (b) The ribs support scheme 

Figure 14. Reinforcement support scheme.

(2) Support of buttress hydraulics

To avoid severe roof sag of the MEWC caused by severe mining pressure during the final
mining period, buttress hydraulic supports are installed in the MEWC before it is affected by mining.
The buttress hydraulic supports adopt an installation mode of double-row parallel, as shown in
Figure 15. A pair of supports were also installed in the connection roadway near the MEWC. It is
required that the distance between the working face and the MEWC should be greater than 100 m
when the buttress hydraulic support installation is completed. In this way, support resistance can
be provided in time to avoid large-scale separation failure of the surrounding rock that is affected
by mining.

 

Figure 15. Photos of buttress hydraulic supports on site.

5.2. Field Monitoring of the MEWC

During the final mining period, anchor cables reinforcement and buttress hydraulic supports
were adopted. The engineering practice proves that the EWCs are stable and the withdrawal of the
working face is successful. During the withdrawal the roof did not fall and the walls did not cave in.
Pressure monitoring during the final mining period is shown in Figures 16 and 17 below.
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Figure 16. Working resistance of buttress hydraulic supports.

  
(a) Displacement between roof and floor (b) Displacement between ribs 

Figure 17. The curve of displacement monitoring.

(1) Working resistance monitoring of buttress hydraulic supports

When the working face was 1 m away from the MEWC of 22116, the working resistance monitoring
of the two-row buttress hydraulic supports are shown in Figure 16. From this, it can be concluded that
the working resistance of buttress hydraulic supports near the working face are generally greater than
that near the coal pillar. The average working resistance of buttress hydraulic supports close to the
working face was 37.2 MPa, while close to the coal pillar it was 25.1 MPa. During the final mining
period, the buttress hydraulic supports provided stable working resistance, no failure occurred in the
MEWC, and the stability of EWCs was good.

(2) Surface displacement of the roadway

Five observation points were evenly arranged in the MEWC, and observation started when
the working face was 100 m away from the MEWC. The monitoring data are shown in Figure 17.
According to the figure, the deformation of the MEWC during the final mining period was divided
into three stages. They were a stable stage (state 1), slow deformation stage (state 2), and severe
deformation stage (state 3. In other words, if the distance between the working face and the MEWC is
greater than 30 m, it is state 1; if the distance between the working face and the MEWC is 10–30 m,
it is state 2; and if the distance between the working face and the MEWC is less than 10 m, it is state 3.
According to the monitoring data, the average deformation ratio of the roof and floor is 15.5%, 35.8%,
and 48.7%, in states 1, 2, and 3, respectively, and the average deformation ratio of ribs is 8.9%, 32.7%,
and 58.4%, respectively. Although the MEWC had a large deformation during withdrawal, there was
no roof fall or wall caving, and the roadway had good stability.
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6. Discussion

With the continuous excavation of the working face, the abutment pressure in front of the working
face is constantly moving forward, which is the moving abutment pressure. Compared with the
reserved roadway, which is only affected by the fixed abutment pressure from the side of the goaf,
the EWCs in front of the working face are affected by the moving abutment pressure during the final
mining period. As a result, the stress distribution and the shape of plastic zone of the EWCs are
constantly changing during the final mining period.

Based on the voussoir beam theory, this paper briefly analyzed the cause of the abutment pressure
around goaf. The stress field of the surrounding rock under abutment pressure is non-uniformly
distributed. Therefore, based on elastic mechanics, the formula of the roadway’s plastic zone under
the influence of a non-uniform stress field was deduced by using the Mohr–Coulomb failure criterion.
The theoretical formula calculation results are in good agreement with the FLAC3D calculation
results. The numerical simulation results show that the formula has guiding significance for different
cross-section shapes of roadways. The plastic zone evolution diagram of the roadway is shown in
Figure 18. The failure of the surrounding rock under different stress states occurs within a mile.

 
Figure 18. Relationship between mining stress and the plastic zone.

We used FLAC3D to numerically simulate the evolution of the regional stress field and the
distribution characteristics of the plastic zone around the EWCs during the final mining period.
We found that the stress disturbance on the MEWC is more complicated. The stress on the goaf side
of the MEWC gradually evolved from bimodal symmetrical distribution to bimodal asymmetrical
distribution, then to bimodal symmetrical distribution, and finally to a unimodal symmetrical
distribution. However, the stress on the other side that is close to the AEWC always presented a
bimodal asymmetric distribution, only the stress value increased. The shape and size of the plastic zone
of the EWCs also developed, and finally presented butterfly-shaped distribution. The results of the
numerical simulation were highly consistent with the butterfly shaped plastic zone theory proposed
by us. The surrounding rock stability control scheme based on this theory also effectively ensured the
smooth progress of the project.

Butterfly-shaped plastic zone theory can better explain the large deformation of the surrounding
rock, coal, and gas outburst, and rockburst in mining engineering. However, the limited accuracy of
the detection equipment meant it was not possible to detect the actual shape and size of the plastic zone
of the mine’s surrounding rock. In terms of roadway support, the author conducted some theoretical
studies on the mechanisms of the anchor cable support. In roadway engineering, the anchor cable
support will not play a significant role in the improvement of the surrounding rock plastic zone and
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the excavation stress field [16,43], as shown in Figure 19. However, the laboratory mechanism research
of anchor cable support still needs further study.

  

(a) No support (b) Combined support 

Figure 19. Vertical stress distribution of the roadway with and without support.

7. Conclusions

1 The extraction of coal leads to a stress superposition of the surrounding rock around the goaf,
and the maximum stress concentration coefficient can reach 3~5. Under such a non-uniform
stress environment, the plastic zone of the surrounding rock is no longer a circular distribution
but gradually evolves into a butterfly shape with the increase of the lateral pressure coefficient.
The different cross-section shapes of the roadway do not affect the final plastic zone shape.

2 The stress environment of the MEWC is more complex than that of the AEWC. The stress peak
value on the side close to the working face of the MEWC first increases and then decreases, and its
distribution features are first asymmetric and then symmetric. Meanwhile, the stress on the side
close to the coal pillar is always asymmetrical and the stress value keeps increasing. The stress
distribution around the AEWC remains almost unchanged; the value increases only slightly.

3 When the MEWC is not affected by mining, the plastic zone around it is only 1 M and symmetrically
distributed. With the advance of the working face, the EWC plastic zone gradually expands and
presents an asymmetric distribution. Finally, the plastic zone depth of the MEWC is greater than
the length of the supporting body, and the surrounding rock tends to be unstable.

4 After analyzing the damage characteristics of the EWCs during the final mining, the use
characteristics of EWCs were further analyzed. The service cycle of the EWCs is short, only about
one month. Therefore, we proposed a stability control scheme of the MEWC’s surrounding rock,
i.e., the reinforcement technologies of anchor cables and buttress hydraulic supports. After the
field application, there was no roof fall or wall caving, and the equipment withdrawal process
was successful.
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Abstract: The subject of the article is a new method that I have developed for calculating a multi-asset
break-even for multi-assortment production, extended by a percentage threshold and a current sales
ratio (which was missing in previously published methods). The percentage threshold provides
unambiguous information about the economic health of a company. As a result, it became possible
to use it in practice to evaluate the activities of economic entities (mines) and to perform modelling
and optimisation of production plans based on different variants of customer demand scenarios.
The publication addresses the complexity of the problem of determining the break-even in multi-
assortment production. Moreover, it discusses the practical limitations of previous methods and
demonstrates the usefulness of the proposed method on the example of hard coal mines.

Keywords: multi-assortment break-even; coal mines; percentage threshold

1. Introduction

The break-even analysis in the production of two products is already very complicated.
Most companies produce between a few and a dozen products, which further complicates
the interpretation of the results. The break-even calculation methods proposed in the
literature only allow calculating threshold quantities of individual assortments and total
revenue values for which a zero financial result is achieved. Each method provides differ-
ent solutions, as each method differently approaches the calculation of the quantitative
and valuable threshold. In other words, there are as many different solutions as there
are methods. In fact, the set of admissible solutions is infinitely large. The lack of an
unambiguous solution makes these methods unsuitable for practical use in analysis or
production planning.

There are generally three different methods of analysis. The choice of a particular
method is determined by the possibilities of estimating fixed costs, which in turn is influ-
enced by the cost accounting in the company and the accuracy of the methods of separating
fixed and variable costs. Hence, in different methods, the fixed costs are:

• fully accounted for between individual grades of products [1–3];
• charged in full to the company [3], including the graphical determination of the break-

even [4] and the method based on the weighted average contribution margin [1,5]; and
• in part accounted for between the individual grades of products and in part related to

the company—segmental analysis [1,2,6,7].

There are also proposals to calculate the break-even point for companies based on
single-assortment threshold formulas [8,9]; this approach is unfortunately a major simplifi-
cation. Due to the fact that practically any enterprise does not produce a single assortment,
the analysis of the single-assortment threshold currently should remain only in the ped-
agogical aspect. My research on the methods of improving the operational efficiency of,
among other things, coal mining companies [10] contributed to the development of my
own method for calculating the break-even [11]. My intention was to find a way of recog-
nising the threshold that would give an unambiguous value. The result of this research
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is the break-even expressed as percentage, which I have developed. This recognition of
the threshold has been missing in previous methods. With it, it is possible to assess the
economic health of a company, compare companies with one another, and quickly assess
whether the current sales volume is profit- or loss-making.

2. The Essence of the Break-Even

Break-even (BE) analysis involves examining the so-called break-even at which rev-
enue from sales exactly agrees with the incurred costs. The company’s financial result is
then zero, thus no profit or loss is made.

In single-assortment production, the break-even is a single point. According to the
definition above, the break-even is at the point where the value of sales (S) equals the level
of total costs (Kc), which can be represented by Equation (1) [4,6,8,9,11]:

S = Kc (1)

whereby:
S = P · c (2)

And
Kc = Ks + P · kjz (3)

where:

P—the amount of production (sales) (Mg),
c—unit selling price (PLN*/Mg),
Ks—total fixed costs (PLN*),
kjz—unit variable costs (PLN*/Mg),
*—national currency.

By substituting Equations (2) and (3) into Equation (1) we obtain the relation:

P · c = Ks + P · kjz (4)

Based on Equation (4), the break-even point can be calculated in terms of:

• quantitative:

BEP =
Ks

c − kjz
·(Mg) (5)

Based on Formula (5), an obtained answer is clear to what quantity of production
guarantees the mine (enterprise) a zero profit. The enterprise producing and selling a
smaller amount will make a loss, while selling more will be profitable. This unambiguity of
the result is possible only with the production of one assortment. With the production of at
least two products, there will be infinitely many similar solutions (quantities) guaranteeing
the achievement of the break-even point. In current times, hardly any enterprise produces
a single product.

• value:

BEP′ = Ks
c − kjz

· c = BEP · c·(PLN) (6)

Formula (6) provides information on the (critical) incomes required to cover total costs
at break-even; this information has limited practical use.

• as a degree of use of production capacity:

BEP′′ = Ks
Pm · (c − kjz)

· 100 =
BEP
Pm

· 100% (7)

where: Pm—maximum production (sales) (Mg).
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On the basis of Equation (7), the most important information is obtained which is
what percentage of production capacity is needed to cover the incurred costs, and what is
remaining to generate profit. This allows different enterprises to be compared with each
other and a preliminary estimate of the economic situation in the company.

Whereas, in production of many different products BE is a set of finitely many points.
The alignment of total costs with sales revenue can be achieved with many different
combinations of the quantitative product structure, as can be seen in Equation (8):

n

∑
i=1

Pi · ci =
n

∑
i=1

Pi · kjzi + Ks (8)

where:

i—product type (assortment), i = 1, 2, . . . , n.

Let us to consider hypothetically the sale of two sortiments of coal by the mine “X”
(presented in Chapter 4). Table 1 contains the modified, for the purpose of this example,
structure of monthly production of the mine “X”, as well as information of the prices,
variable unit costs of particular coal sort, and fixed costs (changed for the purposes of this
case). To the values given in PLN their equivalent in EUR was added according to the
average exchange rate of 4 July 2021 (1 EUR = 4.52 PLN).

Table 1. Assumed value of production and economic indicators of mine “X” in a monthly take.

Coal Size Grade
Quantity Unit Sale Price Variable Cost Total Cost

(Mg) (PLN/Mg) (PLN/Mg) (PLN)

Cobble 25,500 550 (€121.68) 185 (€40.93) 11,563,515.55
Nut Coal 38,250 485 (€107.30) 185 (€40.93) (€2,558,299.90)

Total 63,750 - - -

In this case, the break-even can be reached with a finite number of combinations of the
production structure. It will be a set of combinations of quantities of particular sortiments
(set of points) lying on a segment, the beginning and end of which we determine from
Equation (8).

We assume hypothetically that we will produce only the cobble sort, then on the basis
of Equation (8) it is possible to determine its quantity (Pc), the sale of which at a given price
and cost will result in the mine reaching break-even:

550 · PC + 485 · 0 = 11, 563, 515.55 + 185 · PC + 185 · 0

PC =
11, 563, 515.55

365
= 31, 680.86(Mg)

The threshold quantity of sales of the cobble sortiment for the analysed mine will be
31,680.86 Mg. On the other hand, producing and selling only nut coal, the break-even will
be reached at 38,545.05 Mg, according to the calculations:

550 · 0 + 485 · PN = 11, 563, 515.55 + 185 · 0 + 185 · PN

PM =
11, 563, 515.55

300
= 38, 545, 05(Mg)

Figure 1 presents a graphical solution for the analysed example. The determined
boundary quantities of coal sortiments are marked in the diagram with letters A (for the
cobble sortiment) and B (for the nut coal sortiment). These are points of intersection with
the axes representing quantities of the analysed sortiments. Connecting points A and B
leads to a segment AB which is a finite set of points (combinations of quantities of cobble
and nut coal sortiments) fulfilling Equation (8). Each point of this segment guarantees
finding it in the break-even.
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Figure 1. Graphic presentation of the BE on the analysed case.

However, this is not an acceptable solution due to the established production structure:
25,500 Mg of the cobble sortiment and 38,250 Mg of the nut coal sortiment. In this situation,
an acceptable solution for the threshold quantities of the analysed sortiments will be a
fragment of section AB, namely section CD, which is the result of the adopted production
structure (Figure 1). In Table 2, I have listed exemplary quantities of the cobble and nut coal
sortiments, the sale of which also guarantees reaching the break-even (these are points lying
on the CD segment). If we sum up the quantity of sales of sortiments (Table 2, column 4) for
each variant, we would obtain the summarised break-even. As can be seen (Table 2) in each
variant this total quantity is different. We do not obtain one specific value. Therefore, it is
difficult to determine, having the information on actual sales at a given moment, whether
the company is above the threshold (making profits), below the threshold (incurring losses),
or perhaps at the threshold (zero profit).

Table 2. Example threshold quantities for cobble and nut coal assortments, sum of threshold quanti-
ties, and revenues.

Variants
Cobble Nut Coal

Summarised
Break-Even

Revenue Revenue

(Mg) (Mg) (Mg) (PLN) (€)

Variant 1 4000 33,678.39 37,678.39 18,534,016.8 (€4,100,446.19)
Variant 2 1000 37,328.39 38,328.39 18,654,266.8 (€4,127,050.80)
Variant 3 12,400 23,458.39 35,858.39 18,197,316.8 (€4,025,955.04)
Variant 4 11,132.92 25,000.00 36,132.92 18,248,105.6 (€4,037,191.50)
Variant 5 25,105.52 8000 33,105.52 17,688,037.1 (€3,913,282.54)
Variant 6 242.51 38,250 38,492.51 18,684,629.6 (€4,133,767.61)

In conclusion, the determination of threshold production (sales) quantities for indi-
vidual products is a very complex issue, as there are an infinite number of combinations
of their quantities that guarantee the company zero profit. Each method of determining a
multi-assortment threshold proposed so far in the literature gives a single, unique solu-
tion. This is related to the way the authors choose to calculate the individual quantities
of products from Equation (8). Each solution of the different methods is contained in a
comprehensive set of solutions to Equation (8). For this reason, information about the
specific threshold quantities that can be calculated by these methods is of little practical
use and cannot be used as a basis for making any important production decisions. Their
uselessness is due to the fact that actual sales of the product are very unlikely to approach
the threshold quantities determined by any of these methods.

The methods presented in the literature also allow the calculation of the value of
critical revenues (valuable threshold). Unfortunately, this is not one specific value, but
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again a finite, huge set. Columns 5 and 6 in Table 2 show the critical revenues for each
variant of the threshold quantities of the cobble and nut coal sort (calculated by multiplying
these quantities by the sales prices for the coal sortiment). Since there are an infinite
number of variants of sales of particular sortiments and for each of them we obtain an
equally numerous set of revenues, this information is not useful in practical application.
Consequently, the methods on the basis of which we can calculate it are not useful either. It
is worth noticing that the methods used so far make it possible to calculate only threshold
quantities of sales of particular assortments and the value of revenue. So far, other than
myself, no researcher has attempted to determine the percentage threshold. The percentage
threshold provides one specific value characterising the condition of a given enterprise, as
is discussed in Section 3.

As the number of produced assortments increases, the analysis becomes more compli-
cated because of the dependencies between the individual assortments. It becomes even
impossible to analyze the break-even.

3. Author’s Concept of Multi-Asset Break-Even Analysis

The method I have developed makes it possible to calculate the threshold percentage,
which distinguishes it from the methods presented in the literature to date. The most
important is that the percentage threshold is a single value, specific to a particular company.
It provides information on the economic health of the company and, above all, enables
quick determination of the financial situation of the company for the actual volume of sales
at a given time.

I propose to determine its value according to the Equation (9):

PR(P) =
Ks

n
∑

i=1
Pi · (ci − kjzi)

· 100% (9)

PR(P) provides the following data: how much of the global gross margin goes to cover
fixed costs. Topping up to 100% determines the achievable profit for the company. Its value,
e.g., 60%, means that 60% of the global margin covers costs, and 40% brings the company a
profit. The lower its value the better the financial health of the company.

I propose to use the following Equation (10) in order to determine the recognition of
the quantitative threshold:

PR(I) = PR(P) · Pm (Mg) (10)

where:

Pm—maximum production (sale) (Mg).

Whereas the threshold quantity of any assortment according to Equation (11) is:

Ppi = PR(P) · Pmsi (Mg) (11)

where:

Pms—maximum output of the product (assortment) (Mg).

I propose that the valuable threshold be determined as the product of the percentage
threshold and the maximum revenue in Equation (12):

PR(W) = PR(P) ·
n

∑
i=1

Pmsi · ci (PLN) (12)

4. Results

The possibilities of practical use of the developed method will be demonstrated on
the example of coal mines.
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Table 3 shows the initial structure of the monthly production of mine “X”, as well
as information on prices, variable unit costs of individual coal grades, and fixed costs.
Whereas Table 4 consists of analogous data for the mine “Y”.

Table 3. Assumed value of production and economic indicators of mine “X” in a monthly take.

Coal Size Grade
Quantity Unit Sale Price Variable Cost Total Cost

(Mg) (PLN/Mg) (PLN/Mg) (PLN)

Cobble 25,500 550 (€121.68) 185 (€40.93) 22,927,031.10
Nut Coal 38,250 485 (€107.30) 185 (€40.93) (€5,072,352.01)

Fine Coal I 106,250 395 (€87.39) 185 (€40.93) -
Fine Coal IIA 85,000 330 (€73.01) 185 (€40.93) -
Fine Coal II 170,000 310 (€68.58) 185 (€40.93) -

Total 425,000 - - -

Table 4. Assumed value of production and economic indicators of mine “Y” in a monthly take.

Coal Size Grade
Quantity Unit Sale Price Variable Cost Total Cost

(Mg) (PLN/Mg) (PLN/Mg) (PLN)

Cobble 11,920 550 (€121.68) 197 (€43.58) 27,843,956.43
Nut Coal 23,833 485 (€107.30) 197 (€43.58) (€6,160,167.35)

Fine Coal I 13,867 395 (€87.39) 197 (€43.58) -
Fine Coal IIA 167,050 330 (€73.01) 197 (€43.58) -

The percentage threshold (Equation (9)) for mine “X” is:

PR(P) =
22, 927, 031.10

25, 500 · (550 − 185) + 38, 250 · (485 − 185) + . . . + 170, 000 · (310 − 185)
· 100 = 29.90(%)

Whereas for mine “Y”:

PR(P) =
27, 843, 956.43

11, 920 · (550 − 197) + 23, 833 · (485 − 197) + . . . + 167, 050 · (330 − 197)
· 100 = 77.30(%)

Mine “X” has a low break-even. Only about 30% of the gross margin covers fixed
costs and 70% perhaps represents the maximum profit (achievable). It can be determined
from Equation (13):

Profit = (100% − PR(P)) ·
n

∑
i=1

Pmsi · (ci − kjzi) (PLN) (13)

Hence,

Profit = (100% − 22.90%) · [25, 500 · (550 − 185) + . . . + 170, 000 · (310 − 185)] = 53, 742, 968.90(PLN)(€11, 890, 037.37)

Hence, it can be considered that we are dealing with a rather high threshold in the
case of Mine “Y” since as much as 77.30% of the gross margin is covered by fixed costs.
The maximum achievable profit represents just under 23% from revenue less variable costs,
as shown in Equation (13):

Profit = (100% − 77.30%) · [11, 920 · (550 − 197) + . . . + 167, 050 · (330 − 197)] = 8, 191, 023.57(PLN)(€1, 812, 173.36)

The proposed percentage threshold clearly defines the financial health of the company.
In the case under review, the mine with the lower percentage threshold is in better financial
condition. To confirm this, the profitability ratio (GPM) for both mines was calculated from
Equation (14):

GPM =
grossprofit

netsales
· 100(%) (14)
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For mine “X” it is:

GPM =
53, 742, 968.90

25, 500 · 550 + . . . 170, 000 · 310
· 100 = 34.61(%)

And for mine “Y”:

GPM =
8, 191, 023.57

11, 920 · 550 + . . . 167, 050 · 330
· 100 = 10.41(%)

Further analysis will be carried out for mine “X”. The threshold quantities of individ-
ual coal grades for mine “X” (calculated on the basis of Equation (11) are as follows:

Pp1 = 29.90% · 25, 500 = 7625.40(Mg)forcobble,

Pp2 = 29.90% · 38, 250 = 11, 438.10(Mg)fornutcoal,

Pp1 = 29.90% · 25, 500 = 7625.40(Mg)forcobble,

Pp4 = 29.90% · 85, 000 = 25, 417.99(Mg)forfinecoalIIA,

Pp5 = 29.90% · 170, 000 = 50, 835.99(Mg)forfinecoalII.

Selling exactly these quantities will result in zero profit (reaching break-even). The
results were intentionally left with decimal places, as rounding to whole tonnes will result
in placing the mine in the profit zone (as shown below).

Do the calculated threshold quantities Pp1–Pp5 provide relevant information, which
could be useful in practice? The answer is simple—unfortunately not. The probability of
actual sales in threshold quantities Pp1–Pp5 is virtually zero. Only if actual sales of each
coal grade were less than the threshold quantities could a mine be said to be below the
threshold and making a loss. There is an infinitely large set of such solutions (threshold
quantities) as follows from Equation (8). Table 5 summarises six example combinations of
sales of individual coal grades, the sale of which in such quantities also guarantees that the
mine reaches break-even.

Table 5. Summary of the threshold quantities of the individual coal grades, the total quantity threshold and the ad valorem
threshold.

Cobble Nut Coal Fine Coal I Fine Coal IIA Fine Coal II PR(I) PR(W) PR(W)

(Mg) (Mg) (Mg) (Mg) (Mg) (Mg) (PLN) (€)

7625.40 11,438.10 31,772.49 25,417.99 50,835.99 127,089.97 46,438,675.65 10,274,043.29
0.00 0.00 48,462.05 0.00 102,000 150,462.05 50,762,510.88 11,230,644.00
9500 5360 61,578.72 21,000 15,000 112,438.72 43,728,194.22 9,674,379.25

12,200 14,000 33,221.58 43,000 8500 110,921.58 43,447,522.79 9,612,283.80
2000 0.00 105,700.15 0.00 0.00 107,700.15 42,851,558.50 9,480,433.30

15,000 34,256.77 0.00 15,000 40,000 104,256.77 42,214,533.62 9,339,498.59

Total volume break-even (calculated from Equation (10)):

PR(I) =
n

∑
i=1

Ppi = 127, 089.97(Mg)

also makes up the set of finitely many admissible solutions (column 6 of Table 5, (PR(I)). As
can be seen, each solution gives a different value for the aggregate quantitative threshold.
It is not one specific value, so we are not able to say whether actual sales are profitable or
loss-making.

The situation is analogous with the valuable threshold (column 7 of Table 5, PR(W))—
calculated from Equation (12):
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PR(W) = 29.90% · [7625.40 · 550 + 11, 438.10 · 485 + 31, 772.49 · 395 + 25, 417.99 · 330 + 50, 835.99 · 310]
PR(W) = 46, 438, 675.65(PLN)(€10, 274, 043.29)

There are as many solutions as there are values for the valuable threshold. Unfor-
tunately, this is not one particular value, but again, a finitely numerous set. Therefore,
information on the value of income is also not useful in practice.

Let us consider different hypothetical variants for the sale of coal grades of mine “X”
(Table 6).

Table 6. Variants of sales of size grades of coal of mine "X" on a monthly basis (Mg).

Sales Scenario
Cobble Nut Coal Fine Coal I Fine Coal IIA Fine Coal II

(Mg) (Mg) (Mg) (Mg) (Mg)

Threshold quantity 7625.40 11,438.10 31,772.49 25,417.99 50,835.99
I 7626 11,439.00 31,773.00 25,418.00 50,836.00
II 7600 11,440.00 31,780.00 25,418.00 50,870.00
III 9500 5360 32,000.00 21,000.00 64,000.00
IV 5000 5000 30,000.00 20,000.00 90,000.00
V 0.00 0.00 48,462.05 0.00 102,000.00

The presented variants (combinations) of sales I–V do not explicitly state whether
mine “X” is in the profit, loss, or zero zone. To determine this, the proposed percentage
threshold, i.e., knowledge of one characteristic quantity, will be useful. First, the proposed
Equation (15) is used by calculating the current sales ratio:

WAS =

n
∑

i=1
Pi · (ci − kjzi)

n
∑

i=1
Pmi · (ci − kjzi)

· 100(%) (15)

Based on Equation (15), the percentage share of the currently realised gross margin
in relation to the global margin (achievable with total sales of all products) is determined.
The calculated value of current sales ratio (WAS) should be compared with the proposed
percentage threshold. We immediately receive an unambiguous answer:

• WAS < PR(P)—the company is incurring losses,
• WAS = PR(P)—the company has met the break-even (profit is 0),
• WAS > PR(P)—the company is making profit.

For variant I (Table 6), the WAS value (according to Equation (15)) is:

WAS =
7626 · (550 − 185) + 11, 439 · (485 − 185) + . . . + 50, 836 · (310 − 185)

25, 500 · (550 − 185) + 38, 250 · (485 − 185) + . . . + 170, 000 · (310 − 185)
· 100 = 29.904(%)

WAS > PR(P) so selling in such quantities makes a profit for the mine.
To assess what financial result (profit/loss) a mine achieves for a given volume of

sales, it should be calculated according to Equation (16):

WF = (WAS − PRP) ·
n

∑
i=1

Pmsi · (ci − kjzi) (PLN) (16)

For variant I, the following financial result is obtained after substituting the data
(according to Equation (16)):
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WF = (29.904 − 29.903) · [25, 500 · (550 − 185) + 38, 250 · (485 − 185) + . . . + 170, 000 · (310 − 185)]
WF = 598.90 (PLN)(€132.50)

When analyzing variant II, it should be stated that the WAS value is (according to
Equation (15)):

WAS =
7600 · (550 − 185) + 11, 440 · (485 − 185) + . . . + 50, 870 · (310 − 185)

25, 500 · (550 − 185) + 38, 250 · (485 − 185) + . . . + 170, 000 · (310 − 185)
· 100 = 29.899(%)

WAS < PR(P) so selling in such quantities makes the mine a loss (Equation (16)):

WF = (29.899 − 29.903) · [25, 500 · (550 − 185) + 38, 250 · (485 − 185) + . . . + 170, 000 · (310 − 185)]
WF = −2, 871.10(PLN)(−€635.20)

In variant III, the WAS value is (Equation (15)):

WAS =
9500 · (550 − 185) + 5360 · (485 − 185) + . . . + 64, 000 · (310 − 185)

25, 500 · (550 − 185) + 38, 250 · (485 − 185) + . . . + 170, 000 · (310 − 185)
· 100 = 29.791(%)

WAS < PR(P) so selling in such quantities also makes the mine a loss (Equation (16)):

WF = (29.791 − 29.903) · [25, 500 · (550 − 185) + 38, 250 · (485 − 185) + . . . + 170, 000 · (310 − 185)]
WF = −86, 531.10 (PLN)(−€19, 144.05)

For variant IV, the WAS value is:

WAS =
5000 · (550 − 185) + 5000 · (485 − 185) + . . . + 90, 000 · (310 − 185)

25, 500 · (550 − 185) + 38, 250 · (485 − 185) + . . . + 170, 000 · (310 − 185)
· 100 = 31.009(% )

WAS > PR(P) so selling in such quantities makes a profit for the mine (according to
Equation (16)):

WF = (31.009 − 29.903) · [25, 500 · (550 − 185) + 38, 250 · (485 − 185) + . . . + 170, 000 · (310 − 185)]
WF = 847, 968.89 (PLN) (€187, 603.74)

In variant V, the WAS value is:

WAS = 0·(550−185)+0·(485−185)+48,462.05·(395−185)+0·(330−185)+120,000·(310−185)
25,500·(550−185)+38,250·(485−185)+...+170,000·(310−185) · 100

WAS = 29.903(%)

WAS = PR(P) so selling in such quantities makes the mine zero profit. The mine is at
the break-even.

5. Discussion and Conclusions

As can be observed, the proposed WAS indicator is an important element of the multi-
asset threshold analysis, which allows a quick assessment of the financial result on the
currently realised sales volume by comparing WAS with PR(P). The practical usefulness
increases when analysing numerous variants of mine production scenarios (the author
analysed scenarios of 1000 and 10,000). The methods of multi-asset break-even analysis
available in the literature, based solely on the quantitative and valuable recognition, do not
meet the practical usefulness.

The author hopes that the examples cited have helped the reader to understand the
issue of the multi-assortment threshold and prove the thesis that the proposed method is
of practical use, especially that the percentage threshold is relevant to solving this issue.

The method I propose for calculating and analysing the break-even in multi-assortment
production is an effective tool for supporting rational production decisions. Its usefulness
lies in its simplicity and the possibility of obtaining an unambiguous result. It has been
positively verified during my research for its practical applicability in the mining industry.
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The sole knowledge of the quantitative threshold and the aggregate ad valorem
threshold does not make it possible to state unequivocally in what position (in relation to the
threshold level) the mine is. Only the proposed percentage threshold creates such clarity.

The percentage threshold I developed makes it possible to assess the company’s
economic health, analyse its dynamics, and allow comparisons with other mines in
the industry.

Conditions, both internal and external, force a verification of the set objectives and
significantly affect the sales level of individual assortments, their share in the production
structure, and the sales price. All these considerations necessitate the importance of
determining the percentage of break-even.
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Abstract: This paper presents a review of the existing models for the estimation of explosion-induced
crushed and cracked zones. The control of these zones is of utmost importance in the rock explosion
design, since it aims at optimizing the fragmentation and, as a result, minimizing the fine grain
production and recovery cycle. Moreover, this optimization can reduce the damage beyond the
set border and align the excavation plan with the geometric design. The models are categorized
into three groups based on the approach, i.e., analytical, numerical, and experimental approaches,
and for each group, the relevant studies are classified and presented in a comprehensive manner.
More specifically, in the analytical methods, the assumptions and results are described and discussed
in order to provide a useful reference to judge the applicability of each model. Considering the
numerical models, all commonly-used algorithms along with the simulation details and the influential
parameters are reported and discussed. Finally, considering the experimental models, the emphasis is
given here on presenting the most practical and widely employed laboratory models. The empirical
equations derived from the models and their applications are examined in detail. In the Discussion
section, the most common methods are selected and used to estimate the damage size of 13 case
study problems. The results are then utilized to compare the accuracy and applicability of each
selected method. Furthermore, the probabilistic analysis of the explosion-induced failure is reviewed
using several structural reliability models. The selection, classification, and discussion of the models
presented in this paper can be used as a reference in real engineering projects.

Keywords: rock explosion; explosion-induced damage; crushed and cracked zones; failure probability

1. Introduction

To fracture in-situ rock mass and prepare it for subsequent drilling and transport,
explosion is widely used in the mining industry. In such conditions, run of mine frag-
mentation is assumed to be good when it is fine and loose enough to provide an efficient
digging and loading operation [1]. Thus, significant attention has been drawn to estimating
explosion-induced damage size in rock mass. The primary objective of research in this
area has been to tailor blast fragmentation as well as to optimize mineral extraction and
recovery cycle [2].

It should be noted that large amounts of fine materials are also produced by the
crushed zone induced around the blast hole [3]. Thus, increasing the amount of fines
multiplies handling and processing costs and, in many cases, reduces product value.
Additionally, in some cases, such as quarry production, generated fines are recognized as
waste. The volume of such wasted fines in Europe alone has been estimated to be about
500 million tons per year [4]. Thus, determining the size of the crushed zone and produced
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fines appears to be necessary [5]. Moreover, damage size at the perimeter of an excavation is
of importance once the so-called drill and blast techniques are used for rock excavation [6].
In this area, minimizing explosion-induced damage is the main objective. This principle
also needs to be considered, for example, in walls of drifts and other underground openings
as well as slopes of surface mines. The damage penetrated through the walls and slopes
is taken into account as unwanted damage or overbreak. This type of damage caused
by explosion can thus have a direct impact on the stability and performance of the main
structure [7]. Accordingly, diminishing such damages can:

• prevent possible damage to adjacent structures [8],
• enhance the stability of roof and side walls [9],
• improve excavation rate,
• reduce manufacturing expenses, and
• cut down operating costs [10].

In summary, by controlling the size of the crushed zone, one can optimize blasting
fragmentation and minimize produced fine materials and recovery cycle. At the same
time, optimizing the cracked zone can lead to a reduction in damage beyond the expected
excavation boundary, control undesirable damage, and fit the explosion scheme to the
geometric design [11]. That is why one main objective in rock blasting operations has
been to keep unwanted damage under control [12]. To meet this objective, it is essential to
understand and predict destruction caused by explosion [13].

In this paper, various methods associated with measuring and estimating explosion-
induced rock damage are carefully studied and classified into different groups. To this
end, this review is organized as follows: (1) the whole process of single-hole blasting is
described from detonation initiation to wave propagation and rock vibration, and details
are separately provided for each step (Section 2); (2) rock explosion damage is classified
into different groups and illustrated schematically (Section 3); (3) different models are
classified for assessing the size and severity of rock damage and presented in three different
groups of analytical, numerical, and laboratory methods (Section 4); (4) the most commonly
used methods are adopted in 13 case studies, and their results are compared (Section 5.1);
(5) probabilistic methods are examined for calculating failure probability caused by rock
explosion, and their potential differences are described compared to deterministic methods
(Section 5.2).

2. A Review on Explosion Mechanism

In this section, the single-hole blasting process is examined and then the impact of
induced detonation wave is described on surrounding rock medium. For this purpose,
consider a single blast hole containing an explosive charge, as shown in Figure 1. Assume
that a gauge is placed at point B to record explosion history. The results would be similar
to those plotted in Figure 2a,b, wherein pressure–time (p–t) and pressure–distance (p–y)
graphs induced by the explosion are schematically presented [4].

Detonation begins from the bottom of the borehole, i.e., point A, which corresponds
to point O in the p–t graph. At this moment, the detonation pressure is still zero because
a portion of the explosion is yet to be recorded at point B. Then, the detonation wave
travels from the bottom of the hole to point B. This part corresponds to OE on the p–t
graph, wherein the pressure is still zero. Once the wave front arrives at point B, the p–t
graph encounters a sudden peak and the induced pressure reaches its maximum value.
This peak point is called the Von-Neumann spike. Next, the detonation wave passes
point B toward point C. Consequently, the p–t graph drops sharply from E to F. Once the
detonation wave touches point C, some part of the wave goes through stemming, with
the remaining part reflecting back into the blast hole. Afterwards, the detonation wave
moves through stemming, reaches the collar, and subsequently moves back from point
D to point C. In the meantime, the pressure at point B decreases from F to G. After that,
the induced wave travels toward point B and consequently the pressure drops from G to
H. Following this step, the detonation wave moves toward the bottom of the blast hole
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and then gradually dissipates through the surrounding cracks and damages and leaks
away from the system. This process continues until the borehole pressure reaches the
atmospheric pressure. Correspondingly, the p–t graph is slowly reduced from point H
to zero.

Figure 1. The blast hole and surrounding damages.

Figure 2. The rock mass response to explosion wave in the form of (a) p–t and (b) p–y graphs.
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Pressure changes for different positions along the borehole from point B (wherein the p–
t graph is at the maximum point) downward are illustrated in Figure 2b. As demonstrated,
the pressure decreases sharply as it goes farther from point B due to borehole expansion,
crushing and cracking of surrounding rock medium, explosion-induced gas leakage, etc.

It should be also noted that the process described above is more accurate for cases,
in which the blast hole is long enough and the reflected wave in the borehole is neglected.
In practice, multiple reflections of the wave from the bottom and the collar as well as the
interaction between the wave and the lateral boundaries of the borehole can produce some
fluctuations in pressure history. Thus, the actual p–t and p–y graphs are not perfectly
smooth and exhibit some fluctuations. The next point to highlight is the role of stemming in
the extension of the p–t graph. In fact, stemming causes the detonation wave to trap into the
blast hole, making the detonation energy focused on fragmentation and breakage; this issue
extends pressure history and consequently enhances explosion efficiency. More precisely,
denoting stemming wave velocity and stemming length by Cs and Lcd, respectively, the time
duration of pressure history increases as t = 2Lcd/Cs, provided that stemming is correctly
placed. Without stemming, the explosion-induced gas tends to escape from the collar and
the described t cannot be saved anymore. It will then waste energy and decrease explosion
efficiency [4,14,15]. However, it should be noted that calculating the exact optimal stemming
length is very difficult and challenging as the flow of energy during the explosion cannot
be modeled accurately and usually accompanies with a margin of uncertainty. What can
be mentioned with certainty is that the more the so-called energy leakage gaps are reduced,
the better the energy released by the explosion can be used for fragmentation purposes [16].

3. Damage Pattern

Following the explosion, the pressure waves are rapidly released and strongly vibrate
the rock environment [11,17]. The resulting vibration, occurring in a fraction of a second,
stimulates mechanical and dynamic characteristics of rock mass [18]. This stimulation corre-
spondingly generates a series of tensions and stresses on existing discontinuities, and also
contributes to the opening and expansion of joints, depending on rock toughness [19,20].

First, the blast hole is relatively expanded [21,22]. Then, discontinuities increase and
lead to formation of an unstable crushed zone due to the growth of fine cracks [23]. On the
other hand, cracks affected more by the blast shock go beyond the crushed zone and penetrate
radially into the surrounding environment [24,25]. Beyond the crushed zone and radial
cracks, the effects of the explosion are observed in the form of ground vibration [26,27]. These
three sections are shown in Figure 3.

Thus, the effects of single-hole explosion can be summarized in four steps:

• The blast hole is expanded.
• A crushed zone is formed surrounding the blast hole.
• Radial cracks penetrate through the rock, causing a cracked zone.
• Explosion-induced waves affect the surrounding environment, producing some ground

vibrations.

The pattern of damage generated around the explosion point is initially found in prac-
tical projects but later proved in experimental models. For instance, Olsson and Ouchter-
lony [28] showed the pattern generated in experimental models. However, it should be
noted that, in practice, the zones mentioned above are interconnected without any sharp
boundaries that help in distinguishing them from one another. However, the definition
provided for damage pattern can greatly help in establishing models and calculating results.
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Figure 3. Crack formation around a blast hole.

4. Estimation of Induced Damage

A shock wave is initially generated once an explosion charge is fired. Subsequently,
a stress wave affects the surrounding environment, creating two damage zones near the
blast hole, namely crushed and cracked zones. As discussed, sizes of these two damage
zones are of importance for an optimal blast design. As far as the project client can estimate
the size of damage zones (i.e., crushed and cracked zones) as a function of input param-
eters such as rock properties and explosive characteristics, the optimal values of input
parameters can be obtained using a blast design optimization. This optimization can be
done through a try-and-error process to obtain the optimal values of target parameters or
can be mathematically implemented in an optimization algorithm [29–31].

Different researchers have proposed various methods to approximate the induced
damage. In a general case, the size of a damage zone can be assumed as a function of input
parameters such as:

r = f (θ1, θ2, . . . , θn), (1)

where r is the damage zone radius and θ1 to θn represent the input parameters (either rock
or explosion characteristics). The most important input parameters are outlined in Table 1.

Table 1. Main parameters involved in explosion-induced rock damages.

No. Sources Parameters Description

1

Rock characteristics

Ed Young’s modulus of rock
2 νd Poisson’s ratio of rock
3 σc Uniaxial compressive strength of rock
4 Fc Confined compressive strength of rock
5 T Tensile strength of rock

6

Explosive characteristics

ρ0 Unexploded explosive density
7 DCJ Ideal detonation velocity
8 r0 Blast hole radius
9 Qe f Effective energy of explosive

This form of damage estimation can be simply applied to a particular case study with
virtually no complexities. However, it is not always easy to provide a close-form function
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such as f (•) since several sources of uncertainties are included in explosion-associated
problems [32–34]. Numerous research studies are also available in the related literature to
estimate damage in rock and soil media [35–37]. In an overall view, these methods can be
categorized into three main groups: analytical, numerical [38], and experimental [39].

Approaches toward problems in each of these three methods are not the same. In an-
alytical techniques, a parameter such as peak particle velocity (PPV) [40–42], borehole
pressure [43,44], or explosion pressure [45] is generally presented as a critical factor to
estimate the size of a damage zone. Next, two different approaches are used to provide
a solution; either an analytical calculation is employed to directly determine both the
critical parameter and the damage zone, or the relationship between the parameter and
the damage zone is estimated and the rest of the problem remains unsolved for the reader.
In numerical methods, however, an algorithm such as finite element method (FEM), finite
difference method (FDM), discrete element method (DEM), etc. is used to evaluate changes
in the stress field surrounding an explosion point and examine consequent issues includ-
ing induced cracks and damages [46–48]. In experimental approaches, some laboratory
or in-situ tests are utilized to develop an empirical relationship to estimate the size and
dimension of damages [49].

In the following, each of these three methods is separately addressed, and then related
previously developed research works are listed and explained in more detail.

4.1. Analytical Approach

As previously described, in analytical approaches, a feature of a model is selected as a
main parameter, and it is determined how this parameter is distributed around the blast
hole. The relationship between the parameter and rock damage is then examined so that
damage size can be measured for each parameter value. Peak ground velocity and borehole
pressure are assumed as two parameters widely used for this purpose [50]. Analytical
approaches based on PPV and borehole pressure are discussed in Sections 4.1.1 and 4.1.2,
respectively.

4.1.1. Damage Prediction Using PPV

PPV is known as one of the critical parameters, used by several researchers, to estimate
damage zones [51]. Accordingly, damage rate can be predicted if PPV is estimated in
different areas in rock environments. Some of the PPV-based criteria for blast-induced
damage in rocks are presented in Tables 2 and 3.

Table 2. PPV-based criteria for blast-induced damage in rock (adopted from Bauer and Calder [52]).

PPV (mm/s) Effects of Damage

<250 No fracture of intact rock
250–635 Occurrence of minor tensile slabbing

635–2540 Strong tensile and some radial cracking
>2540 Complete break-up of rock mass

Table 3. PPV-based criteria for blast-induced damage in rock (adopted from Mojtabai and Beattie [53]).

Rock Type Uniaxial Strength (MPa) RQD (%)
PPV (mm/s)

Minor Damage Medium Damage Heavy Damage

Soft schist 14–30 20 130–155 155–355 >355
Hard schist 49 50 230–350 305–600 >600

Shultze granite 30–55 40 310–470 470–1700 >1700
Granite porphyry 30–80 40 440–775 775–1240 >1240

Two requirements need to be met when using PPV in damage estimation and structural
control: (1) the PPV at the desired location should be predicted; (2) the relationship between
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the PPV and the damage state (i.e., fragility curve) should be provided. In practice,
PPV vectors surrounding a blast hole are difficult to be developed, and there are not
many sources available in this area. To further explain this issue, the proposed model by
Holmberg and Persson can be noted [40,54], since they offered the following equation to
estimate PPV:

V = K
Wα

Rβ
, (2)

where V shows PPV, K, α, and β are the empirical constants, W is the charge weight unit,
and R denotes the distance unit from the charge. However, this equation is developed
for areas far from the explosion point. In fact, the given equation is applicable for areas,
in which R is so large that it makes blast hole dimension negligible, and cannot be used for
areas close to the explosion point, where a blast hole dimension should be considered.

To solve this problem, Holmberg and Persson [54] assumed that the explosive charge
has a cylindrical shape. Accordingly, they divided the explosive charge into small pieces so
that each of the pieces has a length of dx and unit charge concentration of q (kg/m). Then,
they stated that PPV in an arbitrary point such as (r0, x0) can be calculated as follows:

V = K

⎛
⎝q

∫ H+J

T

dx

(r2
0 + (x − x0)2)

β
2α

⎞
⎠

α

, (3)

where T is the stemming depth (m) [55], H is the charge length (m), and J is the subdrill
(m) [56], as demonstrated in Figure 4.

Figure 4. The explosive charge and partitioning.

The parameter α was assumed as follows:

α =
β

2
. (4)

After integrating from Equation (3), PPV was explicitly presented as follows:

V = K
(

q
r
(tan−1(

H + J − x0

r0
)− tan−1(

T − x0

r0
))

)α

. (5)

The values of K, α, and β for hard rock mass are 700, 0.7, and 1.4, respectively. Thus,
by having q, the PPV amount can be calculated for any desired distance (r). In this respect,
Changshou Sun [6] presented Table 4 for Scandinavian bedrock to approximate rock
damage based on the induced PPV.
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Table 4. Damage type based on induced PPV in a Scandinavian bedrock.

PPV (m/s) Tensile Stress (MPa) Strain Energy (J/kg) Typical Effect in Hard Scandinavian Bedrock

0.7 8.7 0.25 Incipient swelling
0.1 12.5 0.5 Incipient damage
2.5 31.2 3.1 Fragmentation
5 62.4 12.5 Good fragmentation
15 187 112.5 Crushing

Although this appears to be a very simple and practical method, later, Hustrulid and
Lu [57] reiterated that the main integral suffered from a basic mistake and the accurate
form of the integral was:

V = Kqα
∫ H+J

T

⎛
⎝ dx

(r2
0 + (x − x0)2)

β
2α

⎞
⎠

α

, (6)

which could not be solved obviously in an analytic manner. Moreover, the proposed
method has other problems; for instance:

• Only the magnitude of the PPV is considered and the direction of the PPV is neglected.
• Only the explosive weight is taken into account, and other characteristics are ignored.
• To determine the parameters K, α, and β, further laboratory or in-situ tests are required,

which are difficult to conduct.

For such reasons, these types of approaches have not been highly welcomed by
research communities.

4.1.2. Damage Prediction Using Borehole Pressure

Borehole pressure is known as one of the common parameters in the estimation of
rock damage. Accordingly, it is believed that the initiation and propagation of cracks in
rocks are due to severe stress caused by explosion waves. Thus, borehole pressure is being
used by many researchers to directly estimate the crushed zone size in rock environments.
The next sections present a summary of such studies.

Mosinets’ Model

Mosinets et al. [58] expressed the radius of damage zones (either cracked or crushed
ones) surrounding the blast hole by the following equation:

r = k 3
√

q, (7)

where r is the damage zone radius, k represents the proportionality coefficient, and q refers
to the charge weight in the TNT equivalent. Each damage zone also has its own coefficient
k. For the crushed zone, the coefficient k is as follows:

k =

√
Vs

Vp
, (8)

where Vp shows the longitudinal wave velocity and Vs denotes the transverse wave velocity.

Drukovanyi’ Model

Assuming an isotropic and incompressible granular medium with cohesion (derived
from Il’yushin’s model [59]), Drukovanyi et al. [60] examined behaviors of rocks in the
zone of fine crushing. Considering a plane strain for detonation of a column of explosive
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material in rock mass, they theoretically developed the following relation to determine the
crushed zone radius (rc) close to the blast hole:

rc = r0

⎛
⎜⎝ Pb

−C
f + (σc +

C
f )L

f
1+ f

⎞
⎟⎠

1
2γ √

L, (9)

where r0 stands for the borehole radius (mm), Pb is the borehole pressure (Pa), C shows
cohesion (Pa), f refers to the internal friction coefficient ( f = tan(ϕ)), σc is the uniaxial
(unconfined) compressive strength (Pa), γ denotes the adiabatic expansion constant of
explosive, and L represents a constant defined by:

E =

E
1 + ν

σc
(
1 + ln( σc

T )
) , (10)

where E is the Young’s modulus (Pa), ν refers to the Poisson’s ratio, and T shows the
tensile strength (Pa) of the rock. Drukovanyi’s model assumes that the borehole pressure is
calculated as follows:

Pb =
1
8

ρD2, (11)

where ρ shows the explosive density and D is the detonation velocity. They also referred to
Il’yushin’s model and considered γ = 3, ρ = 0.9 gr/cm2, and D = 4000–6000 m/s.

It was noted by Drukovanyi et al. [60] that damage predicted using this model can
give values higher than reality to rocks by the compressive strength less than 100 MPa.
Moreover, it has been reported in the related literature that this approach is limited to cases,
where the main mode of failure is compression [6].

Senuk’s Model

Senuk [61] developed the following relation to estimate the cracked zone radius in the
vicinity of a cylindrical explosive charge:

rc = kr0

√
Pb
T

, (12)

where k is the stress concentration factor in sharp cracks and joints, which is assumed
to be approximately equal to 1.12, Pb shows the blast hole pressure approximated by
Pb = ρ0D2

CJ/8, and T represents the rock tensile strength. Thus, Equation (12) can be
rewritten as follows:

rc = 1.12r0

√
ρ0D2

CJ

8T
. (13)

Szuladzinski’s Model

According to the hydrodynamic theory for rock explosion, Szuladzinski [62] proposed
a model to predict the crushed zone radius around a blast hole. In this model, the rock
environment in the vicinity of the blast hole was assumed as an elastic medium with
cracking and crushing capabilities. The effective explosion energy in the model was also
roughly assumed as two-thirds of the total explosive energy, and decoupling effects were
ignored. The relation presented in this study for the crushed zone radius is as follows:

rc =

√
2r2

0ρ0Qe f

F′
c

, (14)
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where r0 (mm) is the borehole radius, ρ0 (g/mm3) shows the explosive density, Qe f
(Nmm/g) represents the effective explosive energy (assumed to be two-thirds of the
complete reaction heat), and F′

c (MPa) refers to the confined dynamic compressive strength
of rock mass (assumed to be approximately eight times of the unconfined static compressive
strength, σc [63–66]).

SveBeFo Model

The Swedish Engineering Research Organization (SveBeFo) conducted several studies
on the initiation and propagation of cracks in rock environments under explosion load.
Based on the results of these studies, Ouchterlony [67] presented the following relation to
calculate the length of induced radial cracks:

2
rco

dh
= (

Pb
Pb,cr

)2/(3( D
c )

0.25−1), (15)

where rco denotes the unanchored radius of the cracked zone, dh shows the borehole
diameter, Pb is the borehole pressure, D represents the velocity of detonation (VOD), c
is the sound speed in a rock environment, and Pb,cr denotes an experimental parameter
showing critical borehole pressure which can be estimated by the following equation:

Pb,cr = 3.3
KIC√

dh
, (16)

where KIC is the fracture toughness of rock mass and dh shows the borehole diameter.
Accordingly, Ouchterlony [67] introduced the following equation to estimate the bore-
hole pressure:

Pb =
γγρ0

(γ + 1)γ+1 D2(
de

dh
)2.2, (17)

where γ is an isotropic exponent for a specific explosive (1.254–2.154), ρ0 denotes the
explosive density, D stands for VOD, and de/dh represents the ratio of explosive diameter
to borehole diameter called the decoupling ratio. Later, Ouchterlony et al. [68] provided
the following correction coefficients to improve the given method:

rc = RcoFhFtFrFb, (18)

where Rco stands for the corrected damage zone radius, Fh is correction for hole spacing,
Ft shows correction for time spread in initiation, Fr stands for correction for wet holes,
and Fb is correction for fracturing. These coefficients could be determined based on the
concept of fracture mechanics, which is complicated for conventional engineering design.
Moreover, it is not easy to determine rock fracture toughness, i.e., KIC, especially for weak
rocks. These issues led to limited applications of the given method in research works and
consequently no extensive use of the method in practical designs.

Quasi-Static Model

Assuming a balance between borehole pressure and stress distributed in the surround-
ing rock medium, Sher and Aleksandrova [69,70] provided a model to predict crack size
around a cylindrical borehole. In this model, a dynamic process was approximated by
a quasi-static method, and the following equations were then proposed to estimate the
radius of the cracked zone:

(
Y
Eα

− q
E
)(

rd
r
)α/(1+α) − Y

Eα
− Ph

E
= 0, (19)
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q
E
= −

σc

E
+ 2(

σ

E
× σc

T
)

1 +
σc

T

, (20)

ub
rh

= −(1 + ν)
rd
rh

q + 2σ(1 − ν)

E
, (21)

(
r
rh
)2 − 1 = (

rd
rh
)2 − (

rd
rh

− ub
rh

)2, (22)

Ph
E

=
PCJ

E
(

r
rh
)−2γ1 , r ≤ r∗, (23)

Ph
E

=
PCJ

E
(

r
rh
)−2γ1(

r∗

rh
)−2γ2 , r > r∗, (24)

where rh denotes the initial hole radius, r shows the final hole radius, ub is the elastic
deformation of rock, r/rh represents the ratio of final radius to initial radius of hole, r∗ refers
to the radius at which the adiabatic constant changes, γ1 is the initial adiabatic expansion
constant (γ1 = 3), and γ2 signifies the final adiabatic expansion constant (γ2 = 1.27). Both α
and β parameters can be calculated as follows:

α =
2 sin φ

1 − sin φ
, (25)

β =
2c × cos φ

1 − sin φ
, (26)

where c is the cohesion and φ refers to the internal friction angle. Based on the equations
presented above, Hustrulid [71] provided the following process to determine the cracked
zone radius:

Step 1 Calculate q/E from Equation (20)

Step 2 Approximate a value for rd/rh (this value is approximated in this step and later
modified in a cyclic process)

Step 3 Substitute q/E and rd/rh in Equation (21) and calculate ub/rh

Step 4 Substitute ub/rh in Equation (22) and determine r/rh

Step 5 Select one of Equations (23) or (24) based on a comparison between r/rh and
r∗/rh = 1.89 and then calculate Ph/E

Step 6 Substitute Ph/E in Equation (19) to assess if equality is achieved (if so, rd/rh is the
final answer. Otherwise, the steps 2–6 should be repeated until the final answer
is reached).

Djordjevic’s Model

Based on the Griffith’s failure criterion, Djordjevic [72] developed a model mostly
applicable for brittle rocks [2]. The crushed zone radius proposed in this study is:

rc =
r0√

24T/Pb
, (27)

where r0 (mm) is the blast hole radius, T (Pa) shows the tensile strength of rock material,
and Pb (Pa) represents the borehole pressure.
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Kanchibotla Model

Kanchibotla et al. [73] considered damage around a blast hole as a function of blast hole
radius, explosion pressure, and uniaxial compressive strength of rock mass. Using these
parameters, they proposed a relation to estimate the crushed zone radius as follows:

rc = r0

√
Pd
σc

, (28)

where r0 (mm) is the borehole radius, Pd (Pa) refers to the detonation pressure, and σc (Pa)
denotes the unconfined compressive strength of rock.

Johnson’s Model

Johnson [74] considered four different zones near a blast point including borehole,
crushed zone, cracked zone (also named as transition zone), and no-damage zone (also
labeled as seismic zone). To calculate the crushed zone radius in this study, the following
formula was proposed:

Qcd = Pb

√
r0

rc
e−(rc−r0)λ, (29)

where σcd is the dynamic compressive strength of rock, Pb represents the borehole pressure,
rc shows the crushed zone radius, r0 stands for the borehole radius, and λ is the crush
damage decay constant determined by laboratory experiments.

Modified Ash’s Model

Hustrulid [71] improved the Ash’s model [63–66] and provided the following equation
to approximate the size of the cracked zone around a blast hole:

rc = 25r0(
de

dh
)
√

RBS

√
2.65
ρr

, (30)

where r0 is the borehole radius, de/dh shows the decoupling ratio, RBS stands for the
relative bulk strength (compared with ammonium nitrate/fuel oil (ANFO)), and ρr refers
to the rock density. RBS can be calculated as follows:

RBS =
ρ0SANFO

ρANFO
, (31)

where SANFO is the weight strength of explosive relative to ANFO, ρANFO stands for the
density of ANFO, and ρ0 shows the explosive density.

4.2. Numerical Approach

When a rock is idealized as a continuous medium, continuum-based approaches such
as FEM [75–81] or FDM [82–87] are usually employed to simulate the model. However,
the rock is modeled as a set of structural units (such as springs, beams, etc.) or as separate
particles bonded at contact point if modeling of discontinuities is required. In such cases,
DEM [88–93], the bonded particle model [94] or hybrid methods [95–99] are used for
numerical analysis. Typically, due to the high volume of calculations required in such
methods, calculations are performed using software packages to simulate the model.
Various packages have thus been developed for geotechnical modeling. In this regard,
two famous DEM codes, UDEC and 3DEC, are widely utilized for modeling two- and
three-dimensional cases of jointed rock, respectively.

Wang and Konietzky [46] used UDEC to study the initiation and propagation of dam-
age around the blast hole in rock. They first used general-purpose multiphysics simulation
software package (LS-DYANA) to model an explosion in intact rock and calculate the
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explosion load imposed on the borehole wall. Then, they returned to UDEC and modeled
a jointed rock environment. They assigned the obtained load as a radial velocity history to
the borehole wall and studied the damage evolution. Their coupled model is schematically
shown in Figure 5.

Figure 5. Coupled method illustrating the (a) physical model of explosion in jointed rock mass,
(b) explosion history obtained via LS-DYNA, and (c) input of converted explosion history for
UDEC simulation.

To model the jointed rock environment in UDEC, Wang and Konietzky [46] used two
sets of joints: a randomly-generated series of polygonal joints (e.g., Voronoi joints) and two
series of orthogonally aligned joints dipping at −15◦ and 75◦. Having the load exerted
on the blast hole, they began to study the growth of damage in rock. It was observed
that some small damage formed around the blast hole and then penetrated through outer
layers. By passing the time, the damage size continuously increased until t = 5 ms that
it stopped growing further and reached at its maximum size. Later, it was noted that, at
the time t = 5 ms, the maximum length of cracks reached to 2.5 m while the crushed zone
radius varied between 7 to 9 times of the blast hole radius. This estimation is moderately
higher than that in similar studies approximating the ratio below 5 between the crushed
zone radius and the borehole radius (rc/ro).

Using the analytical code of the Realistic Failure Process Analysis 2D (RFPA2D),
Liu et al. [100] analyzed rock mass behavior under explosion assuming different geometri-
cal properties for joints including average distance from blast site to joints, length of joints,
number of joints, and relative angles of joints. These properties are schematically shown in
Figure 6.

Figure 6. Single hole blasting model illustrating the model parameters including joints, the length of
joints (L), distance from joints to blasting hole (di), and joint angle (α).

The results of this study showed that the effect of joints on blast-induced damage
is slowly reduced as the average distance of joints from the blast hole increases. It was
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also observed that rock masses with long joints could experience more damage than those
having short joints. Their results also revealed that the damage caused by the blast was
significantly greater in rock masses with joints than in cases without joints. However, little
change might be observed in damage intensity caused by an explosion when the number of
joints exceeded 3. It was also concluded that joints could highly facilitate the propagation
of cracks and play a significant role in determining their shapes, dimensions, and directions
of propagation.

Moreover, Lak et al. [101] used a hybrid finite difference-boundary element method
to investigate the propagation of blast-induced cracks around a wellbore. To this end, they
planned two separate steps. First, they investigated the formation of radial cracks due to
the propagation of shock waves caused by explosion using the dynamic finite difference
method. Importing outputs into the second step, they then modeled the propagation of
cracks caused by gas expansion using the quasi-static boundary element method.

Two types of cracks were considered in this study: type I and type II. The cracks along
the direction of maximum horizontal stress (σHmax) were considered as type I, and those
along the direction of minimum horizontal stress (σHmin) are marked as type II. The results
of this study showed that the ratio of σHmin/σHmax has an obvious effect on the radial
cracks propagation. When σHmin/σHmax has a small value near 0, the length of type I cracks
is larger than that of type II cracks (roughly about twice, a2/a1 = 0.5). With the increase
of the ratio of σHmin/σHmax, the length of type I cracks decreases and the length of type II
cracks increases. Finally, in hydrostatic stress conditions, i.e., cases where σHmin/σHmax = 1,
the length of type I and type II cracks turn out to be equal (a2/a1 = 1).

4.3. Experimental Approach

Explosion-induced damage in rocks occurs through a complex process. Therefore,
laboratory studies have been exploited as one of the main methods to investigate this
problem in the past few decades given the complexity of research in this area [102]. It should
be noted that experimental studies of explosion phenomena as well as subsequent failures
mainly deal with two main aspects [103]:

• Primary cracks due to the high amplitude of stress waves
• Further development of cracks due to gas penetration

In a study on stress-wave, Lownds [104] conducted a set of reduced-scale experiments
in granite. A sensor hole was also placed at a distance of 150 mm away from a borehole
with a diameter of 32 mm. A pressure transducer was subsequently placed in a water-
coupled sensor hole with the same diameter as the borehole to measure stress waves.
They recorded the effect of different coupling media on stress waves using the installed
pressure transducer. In a similar study, Talhi et al. [105] measured the relative magnitude
of stress pulses by placing a pressure gauge in a water-coupled sensor hole with a diameter
of 8 mm to check the variation of stress waves caused by changes in decoupling ratio and
borehole length. Through these methods, peak pressure at a relatively close distance to the
borehole was measured providing a database of relative measurement for different borehole
conditions. In addition, Teowee and Papilon [106,107] utilized piezoelectric sensors to
measure the sympathetic pressure of adjacent deck charges and boreholes. For this purpose,
they compared peak pressure between these piezoelectric gauges and concluded that the
given sensors could measure peak pressure up to 138 MPa. Due to the relative size of the
manometer and the applicability of measuring high pressure, piezoresistive gauges, such as
carbon composite resistors, have been employed by different researchers to investigate
pressure pulse caused by stress wave propagation [44,108].

Measuring damage size and pattern using induced gas pressure and penetration has
also been investigated by different researchers. For example, the direct measurement of
crack length was performed by Olsson and Bergqvist [109,110], Deghan Banadaki [111],
and Nariseti [112] to reflect on blasting-induced rock fractures. Paventi and Mohanty [113]
also shed light on the effect of coupling medium on crack pattern through laboratory-scale
tests of samples with 10-cm diameter. Boreholes with diameters of 6 mm and 10 mm
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were thus equipped with pentaerythritol tetranitrate explosive in central position while
containing different coupling media such as air, water, and clay. The results showed that
fracture intensity was smallest in air-coupled boreholes followed by clay-coupled boreholes.
Additionally, they reported that water-coupled boreholes led to intense fracturing near
boreholes. Furthermore, Yamin [114] conducted reduced-scale experiments to examine
damage extent around boreholes. To this end, pressure sensors were placed in sensor holes
on concentric circles at different distances surrounding a borehole to measure gas pressure.
It was consequently reported that gas penetration was observed from a 75-mm blast hole
charged with a 40-mm emulsion cartridge up to a distance of about 15 borehole diameters.
Additionally, Yamin [114], McHugh [115], and Brinkmann [116] investigated rock damage
following gas penetration.

It should be noted that laboratory and experimental models to directly determine
damage zones in rock under explosion load are difficult and costly [117]. The test site should
also be safe and equipped with required facilities to measure rock behavior. Providing such
conditions, however, is not simple. Therefore, there are few studies available in this area.

One of the existing approaches in this field is Esen’s model [2]. To measure the crushed
zone size around a blast hole, Esen et al. conducted a detailed laboratory test on 92 samples
mostly made up of concrete with dimensions of 1.5 m × 1 m × 1.1 m. They consequently
defined a crushing zone index (CZI) based on the crushing process around the explosion
point as follows:

CZI =
P3

b
K × σ2

c
, (32)

where Pb is the blast hole pressure (Pa), K stands for the stiffness of rock mass (Pa), and σc
shows the uniaxial compressive strength of rock (Pa). The values of Pb and K are calculated
as follows:

PCJ =
ρ0 × D2

CJ

4
, (33)

Pb =
PCJ

2
, (34)

K =
Ed

1 + νd
, (35)

where PCJ is the ideal blast pressure (Pa), ρ0 shows the unexploded explosive density
(kg/m3), DCJ represents the ideal detonation velocity (m/s), Ed denotes the dynamic
Young’s modulus of rock (Pa), and νd refers to the dynamic Poisson’s ratio of rock. These re-
lationships are also used to approximate blast hole pressure and rock stiffness. Where more
accurate values of these parameters are available through direct measurement or numerical
modeling, they can be used instead of the presented equations [118]. After calculating CZI,
Essen et al. [2] found a power relationship between this factor and the crushed zone radius
as follows: r0

rc
= 1.23 × CZI−0.219, (36)

where CZI is the crushing zone index, rc represents the crushed zone radius, and r0 shows
the blast hole radius. The crushed zone radius is then calculated as follows:

rc = 0.812 × r0 × CZI0.219, (37)

5. Discussion

5.1. Comparison of Different Models

Various methods have been described to estimate sizes of damage zones around blast
holes. In this section, the most commonly used methods are listed and their results are
compared through several case studies. For this purpose, 13 rock explosion samples were
selected from various studies, in which explosions were carried out in two different types
of rocks, including clayey-limestone and basalt, with two types of explosives including
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ANFO and water-resistant ANFO. The details of these samples including the characteristics
of the rocks, explosives, and blast holes are outlined in Table 5.

Table 5. The characteristics of the rocks, explosives, and blast holes in the 13 studied samples.

Case No. Rock Explosive P (g/cm3) q (MJ/kg) DCJ (km/s) r0 (mm) rc (mm) Pb (GPa)

1 CL ANFO 0.803 3.812 5.016 165 82.5 3.045
2 CL ANFO 0.803 3.812 5.016 229 114.5 3.477
3 B ANFO 0.803 3.812 5.016 102 51 2.061
4 B ANFO 0.803 3.812 5.016 165 82.5 3.148
5 B ANFO 0.803 3.812 5.016 229 114.5 3.595
6 CL WR ANFO 0.994 3.918 5.829 51 25.5 2.016
7 CL WR ANFO 0.994 3.918 5.829 102 51 4.033
8 CL WR ANFO 0.994 3.918 5.829 165 82.5 4.974
9 CL WR ANFO 0.994 3.918 5.829 229 114.5 5.44
10 B WR ANFO 0.994 3.918 5.829 51 25.5 2.085
11 B WR ANFO 0.994 3.918 5.829 102 51 4.169
12 B WR ANFO 0.994 3.918 5.829 165 82.5 5.141
13 B WR ANFO 0.994 3.918 5.829 229 114.5 5.623

In the following, five different methods were selected, including Esen’s [2], Il’yushin’s [59], Szuladzinski’s [62],
Djordjevic’s [72], and Kanchibotla’s [73] models, to calculate damage size corresponding to each of the 13 samples
presented. The results of these models for the introduced case studies are displayed in the columns 2–6 of Table 6.
The results are also plotted in Figure 7.

Table 6. Results of the selected methods in estimating damage radius for the 13 studied samples.

Case No. Esen et al. [2] Il’yushin [59] Szuladzinski [62] Djordjevic [72] Kanchibotla [73]

1 372 1269 379 466 1192
2 564 1761 526 647 1654
3 67 402 108 139 339
4 143 651 175 225 549
5 217 903 242 312 762
6 88 441 132 186 476
7 277 881 264 372 953
8 513 1426 427 602 1541
9 756 1979 593 836 2139
10 34 239 61 90 219
11 107 478 122 179 439
12 198 774 197 290 710
13 291 1074 273 403 985

As can be observed from Figure 7, in almost all the 13 cases, Il’yushin’s and Kanchi-
botla’s models yielded relatively larger results than the other models. One possible reason
for this issue is that both models used an ideal explosion assumption in their relationships,
while the real cases are closer to a non-ideal one. This issue has been pointed out by
other researchers as well. It has been argued in the related literature that the purpose of
Kanchibotla’s model is to study mine fragmentation and optimize mine excavation [2].
Therefore, it may not be able to provide a precise crack propagation estimation and damage
zone determination. The other three models, i.e., Esen’s, Szuladzinski’s, and Djordjevic’s
models, correspondingly provide relatively close estimations. However, Esen’s model
is preferred to the other models in the literature. The advantage of using Esen’s model
compared with other ones is its development based on experimental and real-scale samples,
whose results have also been validated by rock blasting real projects. However, the other
three models have been developed theoretically through several simplifications and simple
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assumptions. Moreover, there are several comparisons between these models available in
the literature, and almost all of them have addressed Esen’s model as the most accurate
approach to predict the crushed zone size. For instance, Amnieh and Bahadori [119,120]
conducted several single-hole explosion tests at the Gotvand Olya Dam and compared the
results with those of Ash’s, Djordjevic’s, Szuladzinski’s, Kanchibotla’s, and Esen’s models.
Eventually, they concluded that the results obtained from Esen’s model were closer to real
values compared with the other models in all the cases observed. Additionally, studying
the crushed zone radius around a blast hole using laboratory tests, Changshou Sun [6]
introduced Esen’s model as the most complete set of data for the crushed zone extent and
then applied it to validate their laboratory test results.

Figure 7. Comparison of different models in estimating damage radius obtained from the 13 studied samples.

5.2. Probabilistic Approaches

The models investigated in this review up to now have been addressing single-hole
rock blasting in terms of a deterministic problem. Although the deterministic estimation
of damage has been incorporated in a simple algorithm without any certain complexity,
some uncertainties have remained unnoticed in the problem. Neither rock medium nor
blast load characteristic values are deterministic and consequently cannot be determined
with certainty. The deterministic estimation of damage zone is similar to assuming a 100%
probability for a specific failure size, which does not appear to be a rational workaround.
A better solution in this regard is to match each damage zone radius with a failure probabil-
ity. In other words, instead of the deterministic estimation of damage zone, an exceedance
probability is assumed as the goal of analysis. In fact, determinacy should be left aside
and uncertainty needs to be modeled using random variables. As a result, one could
estimate the probability required for a crack to exceed a certain length value. This issue has
been formulated as a reliability problem in the related literature and investigated in some
research works.

Defining the involved parameters as random variables with certain mean and stan-
dard deviation and establishing a limit state function for crush and crack zone radii,
Shadabfar et al. [121–123] incorporated the Monte Carlo method to calculate failure prob-
ability. Based on their results, they concluded that exceedance probability was severely
reduced following an increase in the crushed zone radius. Accordingly, the probability
of the crushed zone radius longer than 0.5 m was reported to be less than 1%. Moreover,
the comparison of different probabilistic models developed based on Esen’s, Szuladzinski’s,
Djordjevic’s, and Kanchinotla’s models revealed that the results of Esen’s model could
exhibit a lower failure probability than those of the other models. In other words, Esen’s

103



Energies 2021, 14, 29

model has a more optimistic estimation of the bearing capacity of rock mass compared
with the other models.

Additionally, it was observed that Kanchibotla’s model was much more different than
the other models, yielding a much higher failure probability. This issue has also been
noticed by other researchers [124]. It is reasoned that the objective of Kanchibotla’s model
is to study mine fragmentation and optimize mine drilling. Hence, it may not yield a
precise crack propagation estimation and damage zone determination.

Furthermore, defining both the crushed and cracked zones in terms of a reliability
problem in another study, Shadabfar et al. [125] took advantage of the first-order reliability
method and calculated explosion-induced failure probability. The obtained results of this
study were then represented in terms of exceedance probability versus damage zone radius
(Figure 8).

(a) Exceedance probability curve for crushed zone radius (b) Exceedance probability curve for cracked zone radius

Figure 8. The exceedance probability curve for (a) crushed and (b) cracked zones.

The diagram was then drawn for all the points in the vicinity of the blast location and
presented as exceedance probability contours (Figure 9).

(a) Contour plot for Esen model (b) Contour plot for Senuk model

Figure 9. The contour plot of exceedance probability for (a) crushed and (b) cracked zones.
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As shown in Figure 9, failure probability is reduced via distancing from the blast
location. Thus, failure probability for the crushed zone approaches 0 by exceeding 0.5 m.

In addition, using a parametric study, ShadabFar et al. [125] investigated the effects of
decoupling on resulting failures. For this purpose, a number of reliability analyses were con-
ducted and changes in failure probability were recorded accurately through incorporating
different ratios of explosive charge to blast hole radii in the governing equation. According
to their results, failure probability declined and the exceedance probability diagram showed
a lower level of probability as the decoupling ratio was reduced. The reason is that the
distance between explosive charge and blast hole wall increased through a reduction in the
decoupling ratio, leading to the sharp damping of blast wave before propagating in the
rock medium. Additionally, the results revealed that the highest impact of the decoupling
ratio occurred in the range of small damage zone radii. More precisely, the decoupling ratio
mostly affected failure radii in the range of 300–2350 mm, while its impact was severely
reduced for larger failure radii.

Performing a set of reliability sensitivity analyses, ShadabFar et al. [125] also compared
the influence of parameters involved in different models. The results of their study showed
that the main parameters affecting the crushed zone radius in Esen’s model were the
uniaxial compressive strength of rock and the blast hole radius. Furthermore, according
to Senuk’s model, two main parameters influencing the cracked zone radius were the
blast hole radius and the tensile stress of rock mass. The results of this analysis were then
presented in a diagram in terms of sensitivity vector for each parameter involved in different
models (Figure 10). This diagram presents the relative importance of each parameter in
comparison with other parameters. Load variables (i.e., components whose growth would
increase failure probability) are marked with a dark color, whereas resistance variables
(i.e., components whose rising trend would decrease failure probability) are marked with a
bright color.

Figure 10. The relative importance of parameters involved in various models.

105



Energies 2021, 14, 29

6. Conclusions

In this review, the most important existing models for the estimation of explosion-
induced crushed and cracked zones were investigated. The models were categorized into
three groups, i.e., analytical, numerical, and experimental approaches. First, the rock explo-
sion mechanism was described from the detonation initiation and stress wave propagation
to the rock failure. Subsequently, the induced damage was grouped into two forms of
crushed and cracked zones and the most important parameters affecting these zones were
reported. Then, the most important methods for estimating the dimensions of each damage
zone were examined.

More specifically, the analytical models were presented based on the two main pa-
rameters of PPV and blast hole pressure. The numerical methods were addressed via the
commonly used numerical codes, including the FEM, DEM, and FDM methods. The ex-
perimental models were divided into two general categories of primary cracks due to
high-stress waves and deep cracks caused by gas penetration and discussed in detail.
Finally, a number of empirical models drawn from laboratory results were used in a
step-by-step approach.

The most commonly utilized models described in this review were selected to sep-
arately calculate the damage dimensions in 13 case studies, which were collected from
the related literature and presented in an integrated form. All the results were compared,
and their differences or similarities were discussed.

Thereafter, the probabilistic models available for analyzing the failure probability
induced by the rock explosion were deliberated, and their advantages over the deter-
ministic models were described. The comparisons were made between different models,
and the relative importance of the involved parameters was investigated via the reliability
sensitivity analysis.

This review categorized and reported the most important assumptions and key points
of the related literature along with their prominent results to allow for more coherent and
accurate use of their content. Hence, the results of the present study can be used as a
comprehensive and categorized source for estimating the blast-induced damage in rocks.
However, for the practical use of the methods presented here, their main sources should be
utilized for more details. Finally, this paper only covered the single-hole blasting. In cases
with multiple blasting, due to the interaction between the explosion waves released from
each blast hole, a system of damage zones is generated, which can potentially overlap and
cause more complex failure in the environment. This topic remains as the authors’ concern
for future research works.
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Abstract: Mining machinery and equipment used in modern mining are equipped with sensors and
measurement systems at the stage of their production. Measuring devices are most often components
of a control system or a machine performance monitoring system. In the case of headers, the primary
task of these systems is to ensure safe operation and to monitor its correctness. It is customary
to collect information in very large databases and analyze it when a failure occurs. Data mining
methods allow for analysis to be made during the operation of machinery and mining equipment,
thanks to which it is possible to determine not only their technical condition but also the causes of
any changes that have occurred. The purpose of this work is to present a method for discovering
missing information based on other available parameters, which facilitates the subsequent analysis
of machine performance. The primary data used in this paper are the currents flowing through the
windings of four header motors. In the method, the original reconstruction of the data layout was
performed using the R language function, and then the analysis of the operating states of the header
was performed based on these data. Based on the rules used and determined in the analysis, the
percentage structure of machine operation states was obtained, which allows for additional reporting
and verification of parts of the process.

Keywords: mining shearer; underground mining; mining process; data mining

1. Introduction

The continuously growing demand for electricity in the world encourages the rational
use of energy resources. The extraction of hard coal from thin seams is one of the possi-
bilities for the rational management of natural resources, particularly in those countries
where the deposits that are the most attractive in terms of extraction profitability, i.e., those
located in medium and thick seams, have already been partially or completely mined. In
recent years, the coal reserve of medium-thick and thick coal seams, which are thicker than
2 m, has decreased significantly [1].

Since no available energy source can be ignored, the possibility of the economically
viable exploitation of thin deposits has received increasing attention in recent years [2–4].
Satisfactory technical and economic results are possible to obtain with the use of fully
mechanized equipment [5].

In some countries, it is assumed that the lower limit of deposit thickness for thin
seams is 0.4–0.5 m. In Ukrainian coal mining, the assumed thickness is 0.7–1.2 m [6–8],
with a lower technical limit of 0.65 m [9]. In Chinese conditions, thin seams are those with a
thickness of 0.8–1.3 m, while seams thinner than 0.8 m are classified as extremely thin [10].
In the case of Poland, thin seams are those with a thickness of 1–1.5 m.

The exploitation of thin seams is a point of focus not only for users but also for mining
machinery manufacturers. Decades of efforts resulted in significant achievements, and
the automation level of thin coal seam mining has been gradually improving. Currently,
longwall shearers or static coal plows are most commonly used to mine thin seams. Their
advantages, disadvantages, and adaptability for different geological conditions can be
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found in the literature [11,12]. A longwall shearer is a component of a mechanized long-
wall system that is also equipped with a face conveyor and powered roof support. The
mechanized longwall system enables the execution of the mining process and the loading
and haulage of the excavated material from the longwall. Currently, regardless of the
thickness of the seam, the most popular of the produced mining machines are two-arm,
two-unit shearers moving on the conveyor by means of a chainless haulage system. A
unique solution used for two-way, noncavity mining and loading of coal in thin seams
is the Mikrus system, which is equipped with a GUŁ-500 mining and loading head. The
data used for this study were acquired from the Mikrus system, for the period in which the
shearer was tested under actual working conditions.

The use of the right mining machines for mining low seams is crucial to an efficient
coal mining process. The possibility of obtaining relevant data from them is also important.
The intensive digitization of the mining process is creating tremendous opportunities for
mining companies. These opportunities are related to the collection, storage, and processing
of massive amounts of data that can be used to derive new and useful knowledge about
processes taking place in a mining company. Digitization of the mining industry translates
into significant improvements in productivity [13].

The proper use of low-level data obtained from existing monitoring systems is very
important. Properly used data analysis should result in the optimization of business
management processes and procedures. Heterogeneous data are most often generated by a
series of low-level sensors that monitor the operation of machines and equipment that are
part of a larger process. The data must be preprocessed and supplemented with specific
knowledge from the domain of processes. Additionally, sensor data need to be translated
into a higher-level representation, e.g., event log [14–16]. Event logs are comprised of
activities that have occurred during the execution of a process. They enable a process
analyst to explore the process which generated a particular event log. In other words, the
event log is the evidence of the process that produced it [17]. When making their decisions,
managers of modern mining companies use data from different areas of the company as
well as from other sources. Process data can come from multiple sources: for example,
enterprise resource planning (ERP) systems, machinery and equipment monitoring systems,
the work environment, or employee location. Different origins of data result in varying
degrees of detail: from the most general (e.g., geometric dimensions of the excavation),
through more detailed operating states of machines (work, alarm, standstill), to simple
measurements (e.g., methane, currents in motors, transformer switching) [18]. It is essential
that all data are assigned to a specific process and analyzed in its context to provide an
in-depth analysis of performance and security.

There are several different approaches to analyzing data related to work environment
processes and conditions in the scientific literature. Many authors favor an approach that
includes a broad spectrum of data mining algorithms that are used in the classification
of phenomena [19–21], prediction [22–25], and description tasks [26–28]. For process
improvement, process-oriented methods should be used, such as process mining (PM),
which is derived from workflow analysis. Process mining is most commonly used in
business process management. Tools used in PM include such techniques as process model
discovery, compliance verification, process model repair, role discovery, bottleneck analysis,
and prediction of the remaining flow time [18,29].

In real-world conditions, we do not always obtain all the data we need to determine
the process flow, and thus we do not have the complete information needed to optimize
the process. This can be caused by sensor misalignment, sensor failure, disrupted data
transfer, or, finally, incorrect readings. This paper presents an algorithm for reconstructing
the original data layout using the R programming language and discovering parts of the
process based on other parameters, i.e., presentation of a set of results showing the structure
of a machine’s operating states based on readings of changes in current intensities. This
approach allows new information to be acquired, existing information to be verified, and
further process analysis to be conducted.
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The article is structured as follows: the second section presents the description and
characteristics of the “Mikrus” longwall system from which the analyzed data were derived.
The section also presents the R language functions used in the calculations. The next section
presents the data used for the analysis and how they were prepared. The section also
contains the author’s analysis of shearer states and the structure of the machine operating
states. The final section presents a summary of the work and prospects for further research
in this area.

2. Materials and Methods

This section consists of two subsections. The first subsection presents a description
and basic data on the Mikrus longwall complex. The second subsection describes the basic
functions of the R language used in further calculations.

2.1. The “Mikrus” System

The subject of the analysis is data collected during the operation of the “Mikrus”
longwall system from the period when the system was tested under real working conditions.
The “Mikrus” longwall system is designed for working thin seams with a deposit thickness
of 1.1–1.5 m. It is equipped with a GUŁ-500 cutting and loading head which is moved on a
face conveyor along the coal wall. The head is moved using a linkage system of mining
organs underneath a powered roof support shield—Figure 1.

Figure 1. “Mikrus” longwall system [30].

The system is controlled by an operator using a central console located in the tempo-
rary storage gallery. The basic technical parameters of the system are shown in Table 1.

Table 1. Basic technical parameters of the system [30,31].

Parameter Value

Cutting height 1100–1700 mm
Longwall length 260 m

Longitudinal longwall inclination ±35◦
Transverse longwall inclination ±20◦

Cutting head diameter 1200 ÷ 1600 mm
Working depth 600 mm
Supply voltage 3300 V

Overcut and undercut 50 mm
Minimum height of the cutting-loading head

above the conveyor 850 mm
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Table 1. Cont.

Parameter Value

Minimum height in the working field 1000 mm
Maximum total installed power 633 kW

Maximum power of cutting head motor 500 kW
Maximum feed motor power 2 × 60 kW

Maximum winch motor power 13 kW
Maximum motor power of the conveyor drive 2 × 200/400 kW

Feed force (0–50 Hz) 2 × 320 kN
Feed rate 0–27 m/min

Longwall conveyor S-850N with the height of
trough profile 220 mm

Conveyor scraper width 800 mm
Total weight of cutting and loading head approx. 19.2 tons
Powered roof support Tagor-08,/16-POz 0.85 m–1.6 m

Assumed hourly capacity for 40 MPa coal
strength 560 t/h

Assumed hourly capacity for 10 MPa coal
strength 800 t/h

For more information on the “Mikrus” complex, see [30,31].

2.2. R Functions Used in Calculations

The R language was used to perform the calculations. It allows easy manipulation of
large data sets by placing them in structures called data frames. The data prepared in this
way are then processed using the functions of the R language. From the beginning of the
development of this language, many libraries with functions covering a wide spectrum of
calculations have been created. The significant fact is that it is an open-source language
which allows researchers to add new features to its libraries as data science and analysis
develop. Access to the libraries of the R system is provided by the CRAN archive. CRAN
is a network of FTP and web servers around the world that store identical, up to date
versions of code and documentation for R [32]. This language can run on the most popular
operating systems, such as macOS, Windows, and most Linux distributions.

In addition to the standard functions built into the R language, the following libraries
were used in the calculations: ggpolt2, dplyr, runner, and the replace_na_with_last function.

The ggplot2 library is a tool for creating advanced graphs. It allows for overlapping
successive layers of graphs, assigning shapes and colors of objects depending on the value
of attributes, automatic calculation and presentation of statistics, and creating panels and
histograms [33]. The following functions were used in the presented research: ggplot,
geom_line, geom_point, and geom_histogram.

Dplyr is a grammar of data manipulation, providing a consistent set of verbs that help
one to solve the most common data manipulation challenges. [34]. From this package, the
functions that were used in the calculations are: mutate, select, filter, arrange, and group_by.

Runner is a lightweight library for rolling windows operations. The package enables
full control over the window length, window lag, and time indices [35]

In addition, the replace_na_with_last [36] function was used when restoring compressed
variable values. In this function, a missing value of a variable can be filled with its last
known value until the next known value appears.

3. Results and Discussion

The data used for the calculations were obtained when the shearer was tested under
actual working conditions. They cover a period of two months and describe the values
of the currents flowing through the windings of four shearer motors. One of the motors
drives the cutting organs, two other motors are used to drive the shearer’s feed, and the
fourth one drives the mechanism responsible for properly laying the power cables.
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3.1. Data Preparation

The original data format contained 554,352 records with information about changes
in current intensities, the time of their occurrence, and the code of the motor to which the
change pertained, which appropriately reduced the amount of transmitted and collected
data, but for its analysis, the original data layout had to be reconstructed.

R language functions were used to recreate the original data layout.
The processed dataset includes 5,254,993 records containing a timestamp, and four

records containing the corresponding information about current. A fragment of the recon-
structed set is shown in Table 2.

Table 2. Excerpt from the dataset.

tsu ouf npf ngf nuf

1364880939 31 32.3 32.4 16
1364880940 31 32.3 33.0 16
1364880941 31 33.6 33.6 16
1364880942 30 37.3 36.3 16
1364880943 32 41.6 39.5 16
1364880944 39 41.6 40.1 16
1364880945 48 41.6 39.1 16
1364880946 39 40.3 39.6 16

Source: Own study.

In Table 2, the column headings indicate, respectively:

Tsu—time (unix timestamp);
ouf—current of the shearing organ motor A;
npf—current of the auxiliary drive motor A;
ngf—current of the main drive motor A;
nuf—current of the stacker motor A.

The data thus prepared were the basis for further calculations.

3.2. Preliminary Data Analysis—A Study of Current Intensity Distributions

Calculations were performed to determine histograms of current intensities for each
motor. This allowed for revealing the nature of data variability. Calculation results are
illustrated in Figure 2.

 

Figure 2. A box plot of the variability of the recorded parameters. Source: Own study.
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As can be seen in Figure 2, a significant portion of the measured values of the cutting
organ current (ouf) is at the lower end of the range of observed intensities, with outliers as
high as 600 [A]. These are isolated situations associated with the starting of a particular
motor. In order to better illustrate the variation of the remaining parameters, the values of
current exceeding 200 [A] and equal to zero were eliminated from the graph, and another
graph was then created (Figure 3).

 
Figure 3. A box plot of the variability of the recorded parameters after rejecting extreme values.
Source: Own study.

An analysis of the graph in Figure 3 reveals that the ranges of current intensities of
the motors (ngf, npf) are very close to each other. The average value of these intensities
is approximatly 42 A, and the interquartile range is ca. 24 A. The range of currents
flowing through the motor of the cutting drive (ngf) is much larger and reaches up to
600 A (Figure 1), while the interquartile range is smaller than that of the drive motors and
amounts to 17 A, and the mean of the observed values is ca. 35 A. As can be seen from
the analysis of distributions, it should be noted that the terms ‘main engine’ and ‘auxiliary
engine’ are conventional because the observed currents flowing through these engines are
similar, and, moreover (as can be seen from other analyses), they operated simultaneously
throughout the analyzed period.

3.3. Data Illustration

Using the ggplot function available in the R language, it is possible to generate graphs
that can be customized in any possible way. A graph mapping the changes in currents as a
function of time, recorded in the database, is presented below (Figure 4).

In Figure 4, one can observe the periods of both work and standstill of the shearer.
Purple is used for the values of current of the cutting unit motor (ou). In the presented
period, there is a peak reaching the value exceeding 400 [A] connected with the starting
of this motor. This is confirmed by the different increases in the currents flowing through
the other motors. This figure illustrates the mutual similarity of the current values flowing
through the two feed drive motors and the relatively constant current values flowing
through the stacker drive motor.
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Figure 4. A plot of the variation of recorded current intensities as a function of time. Source:
Own study.

3.4. Shearer Status Analysis

To investigate the nature of the load distribution of shearer motors in more detail,
histograms of the values of the currents flowing through the main drive motor (Figure 5)
and through the main feed drive motor (Figure 6) were generated.

Figure 5. A histogram illustrating the current distribution of the cutting organ motor. Source:
Own study.
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Figure 6. A histogram illustrating the current distribution of the main feed motor. Source: Own study.

Figure 5 presents a large number of observed zero values associated with device
stoppage. In addition, there is a large number of observations of 30 [A] values which
correspond to the movement of the cutting organ without the mining load. Higher values
are observed during cutting.

In interpreting the distribution of current intensities in Figure 6, we can observe,
similarly as before, a large number of zero value occurrences. However, in this case, it is
difficult to clearly distinguish the values of current intensity corresponding to driving the
shearer’s feed without the use of a cutting unit.

A better understanding of the operating state of the shearer can be obtained when the
above histograms are overlayed. Figure 7 presents a graph resulting from superimposing
the observations in the space formed by the currents of the cutter motor and the currents of
the feed motor.

Figure 7. An illustration of the number of observations in the space of current intensities for two
shearer motors. Source: Own study.

The number of observations corresponding to the values of these currents is mapped
by the degree of blackness of a point in this coordinate system. This was accomplished by
overlapping points with a high degree of transparency. In Figure 6, four operating states of
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the machine can be distinguished. The first one, in which the currents of both motors are
zero, is the machine shutdown state. The second state is the idle state, which is a situation
where the current of the feed motor is zero, while the current of the cutting unit motor
is approximately 30 [A]. The third state is the maneuvering state. In this state, a current
equal to approximately 30 [A] passes through both motors. It stands out in Figure 6 as a
dark circle at the bottom of the point cloud. The last operating state of the shearer is the
cutting state. In this state, the current of both the motor driving the cutting unit and the
feed mechanism exceeds 30 [A].

Based on the boundaries assumed above, it is possible to assign the recorded readings
of current intensity to the distinguished shearer working states and then to calculate the
percentage structure of these states in the analyzed period of time. Taking economic
calculations into account, the state of cutting is expected to occupy the largest part in this
structure. The rules for assigning cutter operating states are summarized in Table 3.

Table 3. Assignment of operating states to observed current intensities.

ngf\ouf 0 0–33 >33

0 Off Idle X
>32 Maneuvering Maneuvering Extraction

Source: Own study.

The state marked with an “X” in Table 3 deserves an additional comment. It is a
prohibited state. In this state, the shearer would mine coal without feed. Observations
of this state are possible but only to analyze the incorrect operation of the shearer. An
example would be to start the drive of the cutting organ that is hogged into a coal bed. This
action can very likely result in damage to the machine.

The operation of the feed drive motors is analyzed in the next part of the study.
Observations of the distributions of currents flowing through these motors and their
waveforms observed on the graphs suggest a high similarity of these values. To confirm
this, a graph was constructed (Figure 8) whose axes mark the currents of both motors.

Figure 8. Mutual dependence of the loads on feed motors. Source: Own study.

In Figure 8, it can be seen that the points align along two distinct straight lines. The
top line represents the cases where the power consumed by the main motor is greater
than the power consumed by the auxiliary motor, while the bottom line represents the
opposite case. It can also be seen that the difference between the currents flowing through
the motors increases proportionally to their load. To better understand the structure of
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these cases, their percentages were calculated. The results are shown in Table 4. This list,
as well as the rest of the analysis, does not include cases in which the feed drives were not
working, because it concerns the states of a device in motion.

Table 4. Percentages of cases.

Case Share (%)

main > auxiliary 52
main = auxiliary 1
main < auxiliary 47

Source: Own study.

Since the structure of these cases turned out to be uniform, a histogram was deter-
mined in the next step (Figure 9) which shows the distribution of differences between the
currents of the two motors.

Figure 9. A histogram of differences in motor loads. Source: Own study.

The values to the right of zero are cases where the main motor draws more power than
the auxiliary motor. This histogram is characterized by high symmetry, which, together
with the percentage distribution calculated earlier, suggests that, to a significant extent,
these motors swap roles in driving the shearer’s feed.

This observation is the basis for the hypothesis that shearer working directions can be
distinguished. Since a significant longwall slope is likely to occur, there may be differences
in loads between the motors driving the shearer feed. These differences may be increased by
the activity of loading the excavated material onto a scraper conveyor, which is additionally
performed by the moving shearer, and which may depend on the direction of the feed.
Similar differences resulting from the direction of the shearer’s movement, but observed in
the engines of the cutting units, were described in [37].

Partial confirmation of this hypothesis can be provided by the graph shown in
Figure 10.
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Figure 10. Changes in direction of shearer movement. Source: Own study.

Figure 10 was developed by introducing an additional variable (state) into the data
set, based on the intervals determined in Figure 9. This variable takes values according to
Table 5.

Table 5. Values of the ‘state’ variable in individual ranges of different currents of feed drive motors.

Interval Value

(−∞, −12.5> 0.2
(−12.5, 2> 0.4

(−2, 2) 0.5
<2, 12.5) 0.6
<12.5, ∞) 0.8

Source: Own study.

To increase the clarity of the graph, the values of this variable were averaged within a
fifteen-second window. The graph in Figure 10 covers a period of 5 h 30 min. The red line
indicates the probable directions of the shearer’s movement (values of 0.4 and 0.6), and a
value of 0.5 indicates its standstill.

3.5. Structure of Machine Operating States

Based on the rules determined in the analysis and collected in Table 3, a set of results
(Table 6) was generated, showing the percentage structure of the machine operating states
observed on consecutive days.

Table 6. Extract from the results of the machine structure.

Observation Day No. Off M I E

36 96.77 0.08 0.00 3.15
37 84.90 4.31 1.12 9.67
38 83.55 2.74 1.35 12.36
39 78.52 5.80 2.79 12.89
40 89.93 0.85 0.75 8.47
41 100 0 0 0
42 100 0 0 0

Source: Own study.
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Table 6 presents the results of one week of observations. On all days, the vast majority
of the time structure is occupied by the Off state. The largest share during the operation of
the shearer is occupied by extraction activity (E) and the smallest share by the Idle (I) state.
The maneuvering state is shown in column M. It should be recalled that the recorded data
pertain to the period of implementation and testing of the shearer, and therefore, the results
may significantly differ from those obtained in the conditions of industrial exploitation of
the deposit.

4. Conclusions

The proposed method can serve as a verification tool for progress reported by employ-
ees. In a mine setting, the reporting of work through numbers provided by supervisory
personnel is still used. The method described in this study enables a comparison of these
values with the values calculated based on the analysis of current intensities, and thus,
objective values can be obtained.

The results presented here do not include the shearer direction component, as the
relationships discovered in the analysis must be further verified as a continuation of
this work.

The presented analysis can also be an example of the fact that, in cases when the
required process parameters are not available, they can be discovered based on other
available parameters, which facilitates further analysis.

The authors believe that there is the need to develop a method to automatically
separate groups of observations based on the shape of the histograms. Past considerations
lead to determining the zero positions of the first derivative function approximating the
quantitative distribution of observations.

The presented method can be implemented in information systems reporting the
course of the production process in hard coal mines.

The calculations described in this paper are in line with the authors’ earlier works on
monitoring the operation of machines. Issues related to identifying deviations from the
norms of machine operation are presented in [38]. The subject of monitoring the analysis
of the effectiveness of machine use in hard coal exploitation by generating reports enabling
the analysis of the degree of machine use is presented in [39].
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Abstract: The geometrical and mechanical properties of non-persistent joints as well as the mechanical
behavior of intact rock (rock bridges) are significantly effective in the shear strength of weakness
planes containing non-persistent joints. Therefore, comprehensive knowledge of the shear mechanism
of both joints and rock bridges is required to assess the shear strength of the planes. In this study, the
shear behavior of specimens containing a single non-persistent rough joint is investigated. A novel
procedure was used to prepare cast specimens embedding a non-persistent (disc-shaped) rough joint
using 3D printing and casting technology, and the shear strength of the specimens was examined
through an extensive direct shear testing program under constant normal load (CNL) condition.
Three levels for three different variables of the joint roughness, rock bridge ratio, and normal stress
were considered, and the effects of these factors on the shear behavior of prepared samples were
tested. The experimental results show a clear influence of the three variables on the shear strength
of the specimens. The results show that the normal stress applied to the jointed zone of weakness
planes is considerable, and thus joint friction contribution should be taken into account during shear
strength evaluation. Furthermore, the dilation mechanism of the specimens before and after failure
was investigated through a digital image correlation analysis. Finally, a camcorder was used to
analyze the location and sequence of the initiated cracks.

Keywords: shear behavior; non-persistent joint; rock bridge ratio; joint roughness; normal stress;
digital image correlation

1. Introduction

When the engineering dimensions of an investigated site exceed the average joint size
in the domain, the joints are surrounded by intact rock (rock bridge) in the rock mass and
should be considered as non-persistent. Hence, joint size (persistence) should be precisely
measured during the field survey owing to its substantial influence on the rock mass
strength [1]. A combined shear plane where failure occurs is usually formed by the interac-
tion of various non-persistent joints. Deng and Zhang [2] and Segall and Pollard [3] noted
that the rupture of rock bridges connecting en-echelon joints may lead to the development
of faults. In natural faults damage zones, en-echelon fractures, which occur as a unique set
of sub parallel fractures, have often been found [4]. A comprehensive understanding of the
spatial and geometrical properties of joints in a rock mass reveals various potential failure
paths passing through the joints and rock bridges. Not only the bridges but also the joints
have a significant effect on the shear behavior of the failure paths [5,6].

There has been considerable experimental and numerical research on the shear behav-
ior of rough persistent rock joints from different points of view [7–29]. However, relatively
few studies have investigated the shear mechanism of rock masses with non-persistent
joints surrounded by intact rock. In previous experimental studies, edge-notched embed-
ded joints were considered, and artificial materials were preferred to natural rocks for
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creating specimens containing precise joint configurations with varying parameters. The
spatial and geometric properties of joints in a rock mass (joint angle, rock bridge angle,
joint size, rock bridge size, joint dispersion, length of overlap, and joint offset) as well as
the boundary condition (normal load) and mechanical characteristics of the intact rock and
joint surface (internal friction, internal cohesion, and joint friction) were systematically in-
vestigated [5,30–33]. In addition, to conduct a quantitative analysis which precisely detects
the full failure mechanism of a rock mass with non-persistent joints, different numerical
approaches such as the finite element method (FEM), discrete element method (DEM), and
boundary element method (BEM), have been employed [31,34–39].

This study investigates the shear behavior of specimens with an embedded non-
persistent rough joint using a direct shear test machine under constant normal load (CNL).
The joint size/rock bridge ratio and the normal load as well as the joint roughness are the
variables whose effects on the shear mechanism of the specimens are studied [40]. This
research is different from previous studies for the following reasons.

• The applied specimen preparation techniques of previous studies resulted in spec-
imens containing joints which are edge notched. Thin sheets were located within
a casting frame prior to adding mortar and were removed as the mortar hardened.
However, in this study, a novel method is applied to create non-persistent joints
surrounded by intact material;

• In previous studies, the sheets applied to make joints caused a measurable aperture
(gap) between the joint walls, corresponding to the thickness of the sheets. This gap
prevents the contact between the joint walls, and consequently joint friction cannot
be mobilized during shear process. However, using the casting approach applied in
this study, the embedded joints are closed and joint friction is mobilized from the
beginning of direct shear tests;

• In most previous experimental research on the shear behavior of rock masses, smooth
non-persistent rock joints were modeled and analyzed. However, the specimen prepa-
ration procedure here allows one to create non-persistent close joints with different
roughness levels along different directions.

2. Experimental Procedure

2.1. Equipment and Experimental Settings

A stiff servo-controlled direct shear test machine was used to perform all of the shear
tests in this study (Table 1). Normal and shear displacements were measured using linear
variable differential transformers (LVDTs), and strain gauge type load cells were applied
to measure the shear loads. The load and displacement data were continuously recorded
using a data acquisition system. The tests were conducted under constant normal load
(CNL) condition by means of a hydraulic actuator. According to International Society for
Rock Mechanics (ISRM) suggested methods, the normal load was continuously increased
at a similar rate (0.01 MPa/s) up to the target normal stress (σn) [41]. The specimens were
sheared up to 20 mm at the shear displacement rate of 0.2 mm/min. A 10 mm gap between
the specimen holders was considered following the ISRM standard [41]. Moreover, fracture
initiation moments were monitored using a camcorder at a frame rate of 30 fps (Figure 1b).

Table 1. Mechanical properties of 3DP and plaster specimens.

Material
Type

UCS (MPa)
Tensile

Strength
(MPa)

Young’s
Modulus

(GPa)

Poisson’s
Ratio

Basic
Friction

Angle (◦)

Cohesion
(MPa)

Internal
Friction

Angle (◦)

Density
(gr/cm3)

3DP 15.9 2.4 6.16 — 41 — — —
Plaster 34 3.85 7.08 0.23 39.3 7.0 40 1.86
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Figure 1. The equipment applied in this study; (a) Servo-controlled direct shear test machine,
(b) Camera (Nikon, COOLPIX P600), (c) Zprinter® 450, (d) 3D laser profiler.

In the process of mold preparation to make rough joints, a powder-based 3D printer
machine (Zprinter® 450) that uses binder jetting technology was used (Figure 1c). Com-
prehensive information about the functionality of the 3D printer and its applicability to
rock mechanics is available in the authors’ previous study [42]. In addition, a 3D laser
profiler was applied to measure the surface roughness of the 3D printed (3DP) molds,
the silicone molds, and the plaster joints applied in this study (Figure 1d). The 3D laser
profiler determines the roughness parameter by digitizing the surface of a joint using a laser
displacement meter (Kenyence LK-G150). This profiler is composed of a laser displacement
meter, a motion control system, and a LabVIEW computer which controls the entire system
and exports the measured data. The motion control system (Jeongwon Mechatronics)
controls the position of the laser displacement meter using servo-motors which are placed
on the x, y, and z axes.

2.2. Materials

An industrial gypsum powder was mixed with water at a mass ratio of 3:1 to create
the mortar required to cast plaster specimens. The powder consists of more than 99%
bassanite. Three NX-size plaster specimens with a height of 130 mm and three more with
a height of 65 mm were prepared. Three uniaxial compressive strength (UCS) tests and
three Brazilian tests were carried out on the prepared specimens using MTS 816 system to
measure the UCS, Young’s modulus, and tensile strength according to the ISRM suggested
methods [43]. Moreover, three direct shear tests at different normal stresses of 1 MPa,
1.5 MPa, and 2 MPa were carried out to measure the basic friction angle of the plaster
specimens. Table 1 lists the mechanical properties of plaster specimens. VisiJet PXL Core
powder and VisiJet® PXLTM

Clear binder were used to make 3DP molds. A printing layer
thickness of 0.089 mm and a binder saturation level of 120% were selected to print these
specimens. Some of the mechanical characteristics of the 3DP molds are listed in Table 1.
To create the silicone molds to cast the plaster rough joints, two types of silicone (Molkang),
one with viscosity of 6000 MPa·s (Moldmaster (Soft)) and the other one with viscosity of
16,000 MPa·s (Moldmaster (Normal)) were applied.
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2.3. Variables and Levels

This study investigates the effects of three variables (rock bridge ratio (ζ), normal
stress (σn), and joint roughness (Z2)) on the shear behavior of plaster specimens with a
single non-persistent joint. Z2 (the root mean square of the first derivative of the profile) is
a commonly used statistical parameter applied in this study to quantify the roughness of
joint profiles [44]. The roughness levels selected in this study, low (LR), medium (MR), and
high (HR), almost cover a wide range of joint roughness in nature. Here, the rock bridge
ratio (ζ) is defined as the ratio of the bridged area to the weakness plane area. As listed in
Table 2, three different levels were selected for each factor. As the loading capacity of the
applied direct shear test machine in shear direction was limited, 2 MPa was selected as the
maximum value of the normal stress. The normal stress condition of this study is similar
to the condition that exists at shallow depth. This normal stress condition was frequently
selected in previous studies [20,23,45].

Table 2. Selected levels for the factors affecting the shear behavior of specimens with a non-persistent
rough joint.

Factors (Variables)
Levels

1 2 3

Joint roughness JRC = 6.6
Smooth, nearly planar

JRC = 11.7
Smooth

undulating

JRC = 17.6
Rough undulating

Rock bridge ratio
(ζ)/Joint size (mm) 0.71/80 0.59/95 0.45/110

Normal stress (MPa) 1 1.5 2

2.4. Specimen Preparation Procedure
2.4.1. Rough Joint Specimens (J Specimens)

Three different levels of roughness, denoted here as low, medium, and high, were
selected to make 27 disc-shaped joint specimens to investigate the shear behavior of disc-
shaped rough joints of three sizes under three different normal stress levels. Nine different
surfaces for a combination of two factors (joint size, joint roughness) at three levels were
required. To make rough plaster joints, nine silicone molds were created using the following
procedure. First, a Matlab script was used to generate isotropic artificial rough surfaces
with the given parameters (root mean square roughness, fractal dimension, size, and
resolution) in the point cloud data format [46]. The code is based on simulating the surface
topography/roughness by means of fractals. It uses the Fourier concept (specifically the
power spectral density) for surface generation. Afterwards, the point cloud data files were
converted to the STL format, and the STL files were then modified and 3D printed. Oil-
based paint was uniformly sprayed onto rough surfaces of the 3DP molds for easily release
from the final silicone molds (Figure 2a). Finally, to cast the final disc-shaped silicone
molds, the 3DP molds were placed in steel molds located on a leveling table. A 10 mm
layer of a durable silicone with relatively high viscosity was poured onto the rough surface
of the 3DP molds, and a thinner layer (5 mm) of low viscosity silicone was poured onto
the cured first layer to make a smooth and flat bottom (Figure 2b). Each plaster cylinder
with a rough surface made by applying the silicone and steel molds (Figure 2c) was then
encapsulated in the same casting material with a higher gypsum powder to water ratio
(3.55:1) to be secured in each half of the specimen holder (Figure 2d).

All of the plaster disc-shaped joints were cast using these nine silicone molds. How-
ever, the roughness of the generated surface in Matlab gradually degraded during the
molding process. As the final goal was to create three plaster joints of various sizes (three
sizes) with the same roughness, continuous attempts to generate rough surfaces (by Mat-
lab) were made until the final goal was reached. The roughness value of each joint was
measured considering several sampling profiles parallel to the shear direction. The distance
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between two adjacent sampling profiles was set to be 0.5 mm. As the applied roughness
parameter (Z2) is sensitive to the sampling interval [47], the same sampling interval of
0.5 mm was considered along each sampling profile. The number of points sampled for 80,
95, and 110 mm joints were 7338, 10,336, and 13,882, respectively. Z2 values of the sampling
profiles were measured for each joint, and the average value was eventually considered
as the representative roughness value for the joint. Table 3 lists the measured Z2 values
of the generated, 3DP, and final plaster joint surfaces for all nine cases. The converted
JRC values in the table were calculated using the equation proposed by Tse and Cruden
(JRC = 32.2 + 32.47 log Z2) [44]. Figure 3 illustrates the surfaces of the final plaster joints
scanned by a 3D laser profiler.

 

Figure 2. Preparation procedure of joint specimens; (a) 3DP mold, (b) silicone mold, (c) plaster rough joint, (d) encapsu-
lated joint.

Table 3. Roughness properties of generated, 3DP, and final plaster joint surfaces.

Joint Diameter (mm) Roughness Level
Roughness Value (Z2)

Generated Surface 3DP Joint Final Plaster Joint

80
Low (LR) 0.268 0.162 0.163 (Converted JRC = 6.62)

Medium (MR) 0.390 0.238 0.235 (Converted JRC = 11.78)
High (HR) 0.659 0.365 0.354 (Converted JRC = 17.56)

95
Low (LR) 0.267 0.161 0.163 (Converted JRC = 6.62)

Medium (MR) 0.460 0.238 0.234 (Converted JRC = 11.72)
High (HR) 0.675 0.364 0.356 (Converted JRC = 17.64)

110
Low (LR) 0.267 0.161 0.163 (Converted JRC = 6.62)

Medium (MR) 0.435 0.239 0.232 (Converted JRC = 11.6)
High (HR) 0.693 0.364 0.358 (Converted JRC = 17.71)

 
Figure 3. Surfaces of final plaster joints at three levels of roughness.

2.4.2. Specimens Containing a Single Non-Persistent Open Joint (Br specimens)

Several rectangular cuboid plaster specimens (length: 150 mm, width: 115 mm, height:
130 mm) with a single non-persistent open joint were cast to investigate the shear behavior
of rock bridge. The preparation process of Br specimens is illustrated in Figure 4a. A
detailed explanation about the sample preparation process of Br specimens is explained in
the authors’ previous study [48].
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Figure 4. Step-by-step preparation process of (a) Br specimens and (b) J&Br specimens.

2.4.3. Specimens Containing a Single Non-Persistent Rough Joint (J&Br specimens)

Twenty-seven rectangular cuboid plaster specimens (length: 150 mm, width: 115 mm,
height: 130 mm) embedding a single non-persistent rough joint were cast to investigate the
simultaneous shear behavior of joint and rock bridge. The specimen preparation process
of J&Br specimens is quite similar to that applied for the Br specimens and consists of the
following stages (Figure 4b).

1. Two cylindrical plaster specimens each of which has one rough side and one flat side
are initially cast using a steel mold and a pair of silicone molds. The rough sides of
the cylindrical specimens represent the upper and lower walls of a joint;

2. The other side of each cylindrical specimen (flat side) is smoothed by a grinding machine;
3. The rough sides of the prepared cylindrical specimens are placed on each other to

make a cylindrical specimen containing an interlocked rough joint in the middle;
4. To prevent the seepage of plaster mortar into the rough joint, the joint is plastered

around the circumference with a very thin layer of slightly cured and sticky mortar;
5. The cylinder with a sealed rough joint is then put in a hexahedron acrylic mold which

is placed on a leveling table;
6. The space around the jointed cylinder is filled with plaster mortar, and the sides of

the cured specimen are leveled and smoothed utilizing a grinding machine.
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The preparation process of one Br specimen or one J&Br specimen requires around
eight hours. All of the specimens were tested seven days after the preparation process,
during which they were kept at room temperature. As mentioned above, the casting
process of Br specimens and J&Br specimens consists of two main steps. First, a jointed
cylindrical part is cast, and once it solidifies, the surrounding rock bridge part is cast.
Therefore, this inevitable interruption during the casting process may cause a weak surface
around the cylindrical specimen. To investigate the possible effect of these weak surfaces
on the results, all the specimens made for this study were carefully observed during and
after the experiments. No crack was found to be initiated from or propagated toward those
weak surfaces. Therefore, the experimental results of this study were not affected by the
weak surfaces created during the specimen preparation process. It is important to note that
the tensile resistance of the applied Teflon tape is insignificant under small deformations,
hence it provides no resistance against the normal and shear deformation of open joints in
Br specimens.

3. Experimental Results

The simultaneous contributions of the friction mobilized by the joint and the cohesion
of the rock bridge to the shear resistance of weakness planes with non-persistent joints
are highly complex. Finding the distribution of the applied normal load on jointed and
bridged zones is a key factor to determine the shear strength of the planes. In some
previous analytical studies [49], the normal stresses distributed on the jointed and bridged
zones of a weakness plane were assumed to be identical and equal to the nominal normal
stress (average normal stress applied to the entire area of the weakness plane), σnominal

n . In
previous experimental research, the load was only applied to the bridged zone of weakness
planes due to applied specimen preparation procedures; as a result, the joint roughness
contribution to the shear strength was inconsiderable. As the normal stiffness of the rock
bridge, KBr

n , and the normal stiffness of the embedded joint, KJ
n, typically differ, the amount

of normal load applied on each zone is proportional not only to its area on the weakness
plane but also to its normal stiffness. Knowing the normal stiffness of the joint and rock
bridge determines the amount of normal load distributed on the jointed and bridged zones
of a weakness plane when only the normal load is applied. However, it provides no precise
information about the normal stress distribution regime when both normal and shear loads
are applied (direct shear test condition). Therefore, determination of normal stresses on the
jointed and bridged zones of weakness planes (σJ

n and σBr
n ) subjected to the direct shear

test is very complicated. The experimental strategy of this study is adopted to investigate
the normal load distribution regime and the effects of joint roughness, normal load, and
rock bridge ratio on the shear behavior of rock mass embedding a joint, and is categorized
into two cases. Below, the experimental results obtained for each case are reported.

3.1. Case I

In case I experiments, the applied normal load (NL) is entirely distributed over the
bridged zone of the weakness plane (ABr). Therefore, the normal stress applied onto the
bridged zone is higher than the nominal normal stress (σJ

n = 0, σBr
n = NL

ABr
> σnominal

n ), and
the shear strength of the specimen is solely dominated by the shear resistance of the rock
bridge. Several Br specimens containing a single joint of three different sizes (Ø = 80 mm,
Ø = 95 mm, and Ø = 110 mm) were prepared and subjected to direct shear tests under
three different normal stress levels (1, 1.5, and 2 MPa). As the joints are open, the shear
test results reflect only the resistance of the bridged zone of the weakness planes. Figure 5
shows the shear tests results. As expected, the shear strength is higher for the cases with
greater rock bridge ratios subjected to higher normal stresses. The values of the peak
shear displacement and peak dilation for the tested samples are illustrated in Figure 6a,b,
respectively. As shown, the specimens with greater rock bridge ratios subjected to higher
normal stresses were sheared for longer distances before failure, and those with greater
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rock bridge ratios subjected to lower normal stresses experienced more dilation at the
failure moment.

Figure 5. Shear strength of Br specimens (case I: σJ
n = 0).

Figure 6. (a) Peak shear displacement and (b) peak dilation values for Br specimens subjected to direct shear test condition
(case I: σJ

n = 0).

3.2. Case II

In this section, the experimental results of direct shear tests carried out on J&Br
specimens are provided. These results reflect a complicated mechanism when a weakness
plane is under direct shear test condition with the shear resistance depending on the
simultaneous mobilization of joint friction and intact rock cohesion. Figure 7 shows the
shear strength of the J&Br specimens with a single embedded joint of three different sizes
(Ø = 80 mm, Ø = 95 mm, and Ø = 110 mm) and three different roughness levels (LR, MR,
and HR) when subjected to three normal stress levels (1, 1.5, 2 MPa). As shown in the
figure, the normal stress and rock bridge ratio have strong effects on the shear strength
of the J&Br specimens. The shear strength of the specimens increases by when the rock
bridge ratio and applied normal stress increase. Although the overall trend shows a direct
relationship between the joint roughness and the shear strength of J&Br specimens, the
effect of the joint roughness on the shear strength is less than that of rock bridge ratio or
normal stress. Figures 8 and 9 depict the peak shear displacement and peak dilation of
the J&Br specimens, respectively. The overall results show that the specimens with greater
rock bridge ratios experienced greater peak shear displacement when undergoing greater
normal stresses (Figure 8). Figure 9 indicates that J&Br specimens with greater rock bridge
ratios experienced greater peak dilation when undergoing lower normal stresses.
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Figure 7. Shear strength of J&Br specimens embedding single joint with different sizes and roughness
under different normal stress levels.

 
Figure 8. Peak shear displacement of J&Br specimens embedding a single joint with different sizes
and roughness under different normal stress levels.

 
Figure 9. Peak dilation of J&Br specimens embedding a single joint with different sizes and roughness
under different normal stress levels.

Five J&Br specimens were subjected to uniaxial compressive loading to study the
effects of rock bridge ratio and joint roughness on the normal stiffness. Figure 10 shows
the normal stress-normal deformation curves of the J&Br specimens. The results clearly
demonstrate that the normal stiffness varies with the normal stress in the initial non-
linear stage and remains constant afterwards. The non-linear stage implies the closure
behavior of the embedded joint under uniaxial loading and the subsequent linear stage
denotes the normal deformation of J&Br specimens when the embedded joint is closed [50].
The linear stage in fact shows the normal deformation of an intact sample subjected to
uniaxial loading, hence the curves in this stage are almost parallel. As shown, the normal
deformation is greater for the J&Br specimens with wider joints. The normal stress-normal
deformation curves of the J&Br specimens embedding a 95 mm diameter joint show that
the roughness of embedded joint has no systematic effect on the normal deformation
of J&Br specimens subjected to uniaxial compressive loading. The shear stiffness of the
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J&Br specimens subjected to direct shear test condition were investigated from their shear
stress–shear displacement curves. The shear stiffness values were measured from the linear
part of the curves before the peak shear stress (Table 4). The results show that rock bridge
ratio, normal stress, and roughness of embedded joints have no systematic effect on the
shear stiffness of the J&Br specimens. The residual shear strength of the J&Br specimens
was also measured from the shear stress–shear displacement curves (Table 4). The results
clearly show that the residual shear strength is greater when J&Br specimens are subjected
to greater normal stress levels. In most of the cases, the residual shear strength is greater
for the J&Br specimens embedding a rougher joint. The effect of roughness on the residual
shear strength is more pronounced when the rock bridge ratio of J&Br specimens is smaller.
Moreover, the values of cohesion and friction angle of J&Br specimens are provided in
Table 4. The results show that the cohesion increases when the rock bridge ratio is increased.
Neither Rock bridge ratio nor joint roughness has a systematic effect on the friction angle
of J&Br specimens.

Figure 10. Normal stress-normal deformation curves of J&Br specimens subjected to uniaxial com-
pressive loading.

Table 4. Shear stiffness and residual shear strength of J&Br specimens subjected to direct shear test condition.

Joint
Diameter

(mm)

Roughness
Level

Shear Stiffness (MPa/mm)
Residual Shear
Strength (MPa) Cohesion

(MPa)

Friction
Angle (◦)

σn (MPa) 1 1.5 2 1 1.5 2

80

LR 7.09 11.47 15.5 1.59 1.74 2.21 1.98 47.1
MR 14.83 9.42 7.69 1.67 1.85 2.17 2.96 37.9
HR 16.11 12.8 13.62 1.56 1.99 2.1 2.58 46.7

95

LR 25.19 24.24 7.05 1.44 1.75 2.39 1.98 38.9
MR 8.57 13.21 10.8 1.51 1.8 2.4 1.3 50.7
HR 12.16 10.75 15.07 1.7 2.22 2.67 1.75 47.3

110

LR 7.66 6.56 8.97 1.43 1.75 2.16 1.57 25.8
MR 15.48 9.5 12.44 1.52 1.84 2.36 0.76 41.7
HR 8.51 12.7 8.44 1.72 2 2.68 1.95 20.0

4. Discussion

4.1. Joint Friction Contribution

The actual shear mechanism of the specimens with a non-persistent rough joint and
the true physical interaction between the bridged and jointed zones of the weakness plane
during shearing process occur for the case II experiments. Hence, the shear strength of
the specimens obtained from the experiments of case I was compared to those obtained
from the case II experiments. Figure 11a–c show the shear strengths obtained from case
I and case II experiments when the joint diameters are 80 mm, 95 mm, and 110 mm,
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respectively. The comparison clearly shows that the maximum shear load required to
break J&Br specimens is underestimated when the friction contribution of the jointed zone
is ignored. The difference between the shear strength obtained from case I and case II
experiments (subtracting the values of the red bars from those of the blue bars in Figure 11)
is illustrated in Figure 12. As shown in most of the cases, the greater differential shear
strength is for the specimens with wider joints. This shows that the involvement of the
embedded joint in the shear strength is more pronounced when a wider portion of the
plane of weakness is discontinuous. The normal stress and the joint roughness do not
appear to have any constant influence on the differential shear strength. Overall, the results
of experiments show that the portion of applied normal load distributed to the jointed
zone of weakness plane is not negligible and therefore joint friction contribution should be
considered when evaluating the shear strength of the planes.

Figure 11. Comparison of the shear strength of the specimens containing a non-persistent rough joint
obtained from case II experiments (blue bars) with the ones from case I experiments (red bars) when
the joint diameter is (a) 80, (b) 95, and (c) 110 mm.

Joint friction mobilization is another significant factor in the evaluation of the shear
strength of weakness planes. A total of 27 J specimens with three different joint sizes
(Ø = 80 mm, Ø = 95 mm, and Ø = 110 mm) and three different roughness (LR, MR, and
HR) were prepared and subjected to direct shear tests under three different normal stress
levels (1, 1.5, and 2 MPa). Figure 13 illustrates the peak shear displacements of J specimens
and those of J&Br specimens. As shown, the shear displacement required for J specimens
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to reach their ultimate shear strength is much greater than the peak shear displacement
of the J&Br specimens. This means that the friction of jointed zone of J&Br specimens
is partially mobilized at the moment of failure. Moreover, the results of Figure 13 show
that the peak shear displacement of J&Br specimens is less than 1 mm. As mentioned,
previous specimen preparation technique (application of rough sheets with 1 mm thickness
to make non-persistent joints) limits us to make joints with a certain amount of aperture.
As the peak shear displacement of the J&Br specimens is smaller than the horizontal gap
between the joint walls, joint friction is not mobilized at failure moment. Therefore, the
proposed specimen preparation procedure of this study is suggested to investigate the shear
behavior of specimens with non-persistent joints, knowing that the friction contribution of
embedded joints is considerable.

Figure 12. The difference between peak shear loads obtained from case I and case II experiments.

 

Figure 13. Comparison of peak shear displacements of J and J&Br specimens.

4.2. Dilation Mechanism

Figure 14 shows the shear stress/dilation-shear displacement curves of the J&Br
specimens subjected to the direct shear test condition. As shown in the figure, the dilation
curves consist of three phases. The first represents the dilation of the specimens before
the moment of failure. This phase begins with the initiation of the test and ends at the
point corresponding to the peak shear stress, denoted by the dash-dotted line arrows in
Figure 14. In the first phase, all of the J&Br specimens experienced a certain amount of
dilation, mostly controlled by the normal load applied to them. The shear stress drops
sharply at the moment of failure and reaches a certain point (toe). The second phase of
dilation starts at the point corresponding to the peak shear stress and ceases at the point
corresponding to the toe, denoted by the dashed line arrows. In this phase, the specimens
dilate due to crack propagation and coalescence. This dilation is followed by compression
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for some specimens (e.g., Ø = 95 mm, MR, 2 MPa) because the cracks are closed after
coalescence. The third phase starts immediately after the second phase and expresses the
dilation behavior of the failure planes created after the specimens were broken into two
halves in the second phase. The experimental results show that the specimens subjected
to higher normal stresses underwent less amount of dilation, and those with rougher and
smaller joints experienced a greater amount of dilation during the last phase of dilation.

 

Figure 14. Dilation mechanism of J&Br specimens considering their shear stress–shear displacement curves.

The rough jointed zone of the weakness planes causes dilation to a very limited
extent while a J&Br specimen is sheared. However, a large portion of the peak dilation
of the J&Br specimens (Figure 9) is expected to be caused by torque exerted due to the
existing gap between the specimen holders. To investigate the cause of the dilation, the
displacement field on one J&Br specimen (Ø = 95 mm, HLR, 2 MPa) was analyzed using the
DIC technique. Figure 15a illustrates the specimen on which some points whose vertical
displacements are desired are marked. The central line in the figure depicts the intersection
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of the shear plane where the joint is located and the outer boundary of the specimen. The
vertical displacements of ten points located at the top, center, and bottom of the specimen
were investigated (Figure 15a). Figure 15b illustrates the vertical displacements of the
points before the failure of the specimen. As shown in this figure, the vertical displacements
of the points on the right side of the specimen (Tr, Cr, and Br) are greater than those on the
middle (Tm, Tm1, Cm, and Bm), and the vertical displacements of the points on the middle
are greater than those on the left side (Tl, Cl, and Bl). This information simply reveals the
rotation of the specimen along the axis of rotation, and this rotation causes dilation during
the shear test. The points located on the top, center, and bottom parts of the left/right
side of the specimen had similar upward displacements (Tl, Cl, and Bl or Tr, Cr, and Br).
However, the points located at the middle-top (Tm and Tm1) zone were displaced slightly
more than those located at the middle-center (Cm) and middle-bottom (Bm) zones. This
relative vertical displacement at the middle of the specimen reflects the initiation of a crack
which propagated between Cm and Tm1.

 
Figure 15. (a) The location of the points selected for DIC analysis, (b) Upward displacement of the points.

4.3. Cracking Analysis

In most previous experimental and numerical studies of the failure mechanisms of
specimens containing edge-notched non-persistent (open) joints under direct shear test
condition, the tensile mode was more frequently reported as the cause of the initiation and
propagation of cracks inside a rock bridge [5,30,31,35,39]. All of the J&Br specimens were
monitored using a camcorder while they were subjected to the direct shear test condition,
and the cracking process was studied extensively. Figure 16 indicates that the shear load
is applied to the lower part of the specimens from the left side and that the normal load
is exerted downward over them. The vertical movement of lower shear box is restricted
and the upper shear box is only allowed to move vertically. As shown in the figure, cracks
initiate and propagate from three different zones: the left side, the center, and the right side
of the specimens.

Figure 16. Crack initiation and propagation zones in J&Br specimens under direct shear test condition.
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Figure 17 shows the initiation moment and the sequence of cracks on the shear stress–
shear displacement curves (by the ×, +, and ○symbols) leading to the failure of J&Br
specimens subjected to the direct shear test condition. The sequence of initiation of cracks is
indicated in the legends of the graphs in Figure 17. The locations of cracks which initiated
at the same time are indicated in parentheses, and the star symbol beside a cracking zone
indicates that the crack initiated and propagated explosively through the zone. As shown,
the first crack initiated in the vicinity of point A (the axis of rotation) and propagated
toward the circumference of the embedded joint and then to the lower part of the specimen.
For the cases with smaller joints (Ø = 80 mm), the first cracks most commonly initiated at
the center of the specimens. The first cracks most commonly initiated before the failure of
the specimens and did not have any significant impact on the path of the shear stress–shear
displacement curves. The cracks which initiated at the central zone did not affect the
curves. Finally, the last crack, connecting the left side of the joint circumference to point
B, eventually results in a rupture with the embedded joint and the right-side crack. The
final cracks always coincide with the peak shear stress and dramatically reduce the shear
resistance of the specimens. The J&Br specimens with greater rock bridge ratios (Ø = 80 mm
and Ø = 95 mm) mostly experienced an explosive and violent rupture. However, the final
cracks propagated smoothly through the specimens containing a wider joint (Ø = 110 mm).
The normal stress and joint roughness have no clear effects on the crack initiation moment
and the sequence of the cracks.

Figure 17. Crack initiation moments and the sequence of the cracks that lead to the failure of J&Br specimens containing
a single joint with different sizes (Ø = 80 mm, Ø = 95 mm, Ø = 110 mm) and roughness (LR, MR, and HR) subjected to
different normal stresses (1 MPa, 1.5 MPa, and 2 MPa).
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5. Conclusions

A novel specimen preparation approach was applied to create rock-like specimens
containing a non-persistent rough joint surrounded by intact material from all sides. Ap-
plying the casting method, the embedded joints are closed and interlocked, so their friction
is mobilized once the specimens are subjected to the direct shear test condition. Unlike
previously applied specimen preparation approaches, the proposed method enables the
creation of embedded joints with different roughness levels along various directions.

In this study, the effects of three variables, namely rock bridge ratio, joint roughness,
and applied normal stress on the shear behavior of rock-like specimens with non-persistent
rough joints were experimentally investigated. The results of the experiments clearly
demonstrated that all of the variables have impacts on the shear behavior of the specimens
to different extents. The effect of rock bridge ratio and the normal stress on the shear
strength of the specimens were found to be relatively more influential than that of joint
roughness. The overall analysis of the peak shear displacement results revealed that the
specimens with greater rock bridge ratios subjected to greater normal stresses undergo more
shear displacement before the moment of failure. Moreover, the specimens with greater
rock bridge ratios experience greater peak dilation when undergoing lower normal stresses.

The shear strength of the specimens with an open joint (Br specimens) and a single
closed joint (J&Br specimens) were experimentally measured and the results were com-
pared. The comparison revealed that the normal stress is partially applied to the jointed
zone of the weakness planes, and the contribution of joint friction to the shear strength of
the planes is not negligible. Moreover, the impact of joint roughness on the shear strength
of J&Br specimens confirms that a fraction of normal load is applied to the embedded joint.

Three distinct phases of dilation were detected for specimens containing a non-
persistent rough joint. The first phase demonstrates the dilation of the specimens before
the failure point. A DIC analysis revealed that the dilation in this phase is mostly due
to the rotation of the specimens as a result of the inevitable existing gap between the
specimen holders of the direct shear test machine. In the second phase, dilation due to
crack propagation and coalescence is followed by compression because of the closure of
the enforced failure plane. Finally, the third phase of dilation complies with the dilation
mechanism of a persistent rough joint. The walls of the enforced failure plane created after
the failure of the specimens slide over each other in this phase.

The cracking process of the specimens containing a non-persistent rough joint was
monitored with a camcorder. In most cases, the first crack was initiated at the axis of
rotation and propagated to the circumference of the embedded joint and the last crack
propagated from the other side of the joint circumference, eventually resulting in a rupture.
Both cracks created a rough enforced shear plane with the embedded joint. It is important to
note that the cracks that initiated and propagated before the final crack did not significantly
alter the path of the shear stress–shear displacement curves. Most specimens with a smaller
joint (Ø = 80 mm and Ø = 95 mm) were explosively broken whilst the cracks that initiated
in the specimens with a wider embedded joint (Ø = 110 mm) smoothly propagated. The
experimental results show that the joint roughness had no clear effect on the crack initiation
moment and the sequence of the cracks.
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Abstract: In mining and post-mining areas, the assessment of the risks to the surface and its infras-
tructure from the opening or closed mine is of the utmost importance; particular attention should
be paid to mine shafts. The risks include the occurrence of undetected voids or loosening zones in
the rock mass. Their detection makes it possible to prevent their impact on a mine shaft and surface
infrastructure. Geophysical methods, and in particular, a microgravity method lend themselves for
the detection of changes in the distribution of masses (i.e., the density) due to voids and loosen-
ing zones. The paper presents the results of surface microgravity surveys in the vicinity of three
mine shafts: under construction, working, and a liquidated one. Based on the gravity anomalies,
the density distribution of the rock mass for all three cases was recognized. The properties of the
anomalies allowed to determine which of the identified decreased density zones may pose a threat to
the surface infrastructure or a mine shaft. The microgravity survey made inside the working mining
shaft provided information on the density of rocks outside the shaft lining, regardless of the type
of lining. No significant decrease of density was found, which means that there are no larger voids
outside the shaft lining. Nevertheless, at a depth of 42 m in running sands layer, the decreasing
density zone was located, which should be controlled. Additionally, measurements in two vertical
profiles gave the possibility of directional tracking of density changes outside shaft lining. Such
changes were observed on three boundaries of geological layers, with two of them being on the
boundary of gypsum and other rocks.

Keywords: geophysics; microgravity; hard coal mine; mine shaft; mining and post-mining area; rock
density; voids and loosening zones

1. Introduction

Deep mining is one of the methods for exploiting mineral deposits. Shafts are the
most important infrastructure as they play a key role in such mines. They allow not only
to excavate the minerals but to transport people and equipment necessary for the mine
to operate. Shafts play a vital role in ventilation; they also convey electricity and water.
This is why it is important to regularly monitor mine shafts in order to prevent the events
that could lead to their damage or, even worse, destruction. Unfortunately, despite all the
safety measures and precautions, shafts may become damaged or destroyed with dramatic
consequences [1]. The causes may vary but ultimately the failure is usually a result of
a human error such as insufficient monitoring, routine, or inappropriate investigation
methods.

Many factors may threaten the stability of a mine shaft and the entire infrastructure
related to it. One of them is damage to shaft lining, which apart from common causes such
as inappropriate exploitation and maintenance of the shaft, may be a result of causes that
are described by Lecomte et al. [1]. One of such cause is excessive pressure of water on the
shaft lining, which may lead to ruptures (shaft located at Tirphil, New Tredegar, England,
2010). Underground water may also lead to chemical or mechanical suffusion, i.e., sliding
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of the material outside of the shaft lining, which results in voids and loosening zones; it also
leads to tensions in the shaft lining, which may cause fracturing. A similar phenomenon but
at a larger scale may occur near the surface, posing a threat to the shaft and the surrounding
infrastructure (coal shaft V, Knurow-Szczyglowice colliery in Poland) [2]. Another hazard
may be posed by an unfavorable geological structure, as was the case with the collapse of
the shaft at the Jinchuan Nickel Mine, Gansu Province, China, 2005 [3,4] or the coal shaft V
in Pniowek colliery, Poland, 2007 [5].

When a mine is closed, the shafts are liquidated in a manner that depends on the
country and time. Unfortunately, liquidated shafts pose danger to the surrounding area
due to the factors indicated above as well as the following [1,6]:

• a collapse of the material filling the shaft (shafts n◦8 and n◦8 bis, at Noeux-les-Mines,
France, 2007),

• a failure of the shaft head (West Midlands Shaft, England, 2000 and shaft III Matylda-
East colliery, Swietochlowice, Poland, 2008),

• a failure of deep closure structure located in the shaft galleries (shaft n◦2, Vieux Condé,
France, 1987),

• a risk of subsidence due to remobilisation of filling material or surface development
(coal shaft Nord at Noyant d’Allier, France, 2001),

• a specific focus on surface development (Low Hall n◦7, New Zealand Pit at Abrams
Lancashire, England, 1945).

Hazards to a shaft and its surrounding areas may be identified using many methods
that determine the condition of the shaft lining, its damage or horizontal or vertical dis-
lodgments of the shaft elements, and the surface or surface infrastructure. These methods,
however, are limited to detecting certain occurrences and usually do not determine their di-
rect causes, which in the cases indicated above are related to the condition of the rock mass.
In order to identify the sources of hazards for the shaft and its infrastructure, geophysical
methods should be applied.

Geophysical methods are widely used to identify shallow rock mass, but their applica-
tion is determined by the shallow geological setting, specific purpose, and the location. In
the case of hazards related to mine shafts, the geophysical surveys may be applied to the
surface surrounding the shaft and the shaft’s interior. Surface surveys can be applied to
operating and liquidated shafts.

Theoretically, almost all geophysical methods can be applied for surface surveys, but
in practice there are limitations to the applicability of a given method.

Seismic method is characterized by very good vertical and horizontal resolution and
is frequently used to identify shallow geological structures and detect voids and loosening
zones [7–9]. Unfortunately it requires profile surveying, which renders it inapplicable for
investigating mine shafts due to the surface infrastructure of the surveyed areas and the
fact that it is impossible to run profiles that would allow for area-wide reconnaissance of
the rock mass. Another issue is multiple distortions resulting from the operations of the
shaft and its infrastructure. Seismic method can be applied to liquidated shafts, although it
is applicable only along profiles and it is not always economical to increase the number of
profiles.

Geoelectrical methods, including electrical and electromagnetic (including Ground
Penetration Radar) ones, allow for examination of shallow parts of the rock mass [10–12].
However, as is the case with the seismic method, the measurements are taken along profiles,
which means that both methods have similar limitations. Additionally, many distortions
occur that are a result of buried utilities such as water, electricity, gas, telecommunications,
and more. This is why, while geoelectrical methods give good results in undeveloped
areas [13,14], they are of limited use in the case of mass rock surrounding the shaft accom-
panied by the broadly-understood infrastructure.

The limitations of both geophysical methods render a magnetic method useless for the
purpose of surveying the rock mass surrounding the shaft that carries any infrastructure.
The method is inapplicable also due to many electromagnetic distortions. Outside of
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urbanized areas, the method can be used to detect buried shafts on the condition that
near-surface elements of the shaft contain iron.

The last geophysical method, gravity method, registers the spatial distribution of
masses, and consequently, the distribution of density [15]. The advantage of this method is
its low susceptibility to external interference. Since the method is based on the common
phenomenon of gravity, the only errors come from the observation device, i.e., the gravime-
ter. Due to the construction of the gravimeter, significant measurement errors come from
instrument vibrations, coming from ground vibrations or vibrations caused by strong wind
gusts. The appropriate method allows, however, to reduce such errors. For near-surface
surveys, a variant of gravity method, i.e., microgravity, is applied. The prefix micro points
to low anomalies generated by distortion and small distances between observation points.

Microgravity method is widely used for the detection of objects whose density differs
from the density of surrounding forms, which renders it particularly applicable for detec-
tion of voids and loosening in the rock mass [16–18], posing a risk to the stability of the
shaft and its surrounding infrastructure. As the measurements are taken at observation
points, the method is applicable to surveys conducted in the areas covered by infrastructure
or urban areas [19–21]. The measurements can be taken inside facilities such as halls and
sheds, allowing for more complete coverage of the surveyed area. For this reason, the
method can be applied to operating shafts as well as liquidated ones [22,23].

As has already been mentioned, geophysical surveys conducted in a working mine
shaft, aimed at examining the rock mass outside of the shaft lining, are a separate issue.
Voids and loosening zones outside of the shaft lining pose a particular risk to the shaft
as they may lead to damage of the lining. Due to specific construction of the shaft and
conditions inside the shaft, the only applicable method that can provide the desired results
is the gravity (microgravity) method. As Hammer demonstrated in 1950 [24] and McCulloh
confirmed in 1965 [25], this method allows to assess medium density rock mass outside
of the shaft lining. On this basis, the loosening zones and voids outside of lining were
detected as they lower the average density calculated from observation points located in
the shaft. Madej has presented many examples in detail in his work [26].

For the above reasons, the authors present the application of microgravity method
to assess risks related to mine shaft, while it is still operating as well after its liquidation.
They also present the example where the risk was assessed during the sinking of the shaft.
As the method registers the distribution of density in the rock mass, it gives good results in
detecting voids and loosening zones in the rock mass. It can also be applied for detecting
buried shafts and reconnaissance of rock mass surrounding the identified liquidated mine
shafts. It also allows to assess the degree to which the liquidated mine shaft is backfilled in
its near-surface part. Before shaft sinking, the seismic methods allows to recognize deeper
parts of the rock mass [27], but the microgravity method allows to recognize the shallow
part. Unfortunately, due to the lack of shaft infrastructure, there is no possibility to perform
a survey inside the shaft during its sinking.

As it is relatively straightforward, microgravity method can be applied for monitoring
the safety of shaft during its construction, exploitation, and after its liquidation [26,28,29].
The results can be used to vary mining modellings and simulations [30,31].

2. Materials and Methods

Geophysics is a field of science related to the problems connected with the Earth’s
structure and the processes that take place in there, using the analysis of natural and
unnatural induced physical fields. A gravity method, based on the Earth’s natural gravity
field, is one of the passive methods. It means that the devices only register the received
signal. Gravity surveys are based on measuring the changes in the gravity field, which
reflect the changes in the distribution of masses (and, consequently density) in the rock mass.
In fact, the measured value is the value of the vertical component of Earth’s acceleration
(gM). As it follows from the Newton’s Law of Universal Gravitation and Second Newton’s
Law of Motion [32], acceleration caused by Earth’s gravity field is directly proportional to
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its mass and inversely proportional to the square of the distance. In light of the above the
observed changes in gravity, forces may be used for a broadly understood reconnaissance
of the distribution of masses in the rock mass.

In applied geophysics, the gravity method is applied to identify a geological structure
frequently in order to detect mineral or oil and gas deposits. In engineering, a microgravity
method is used to determine the condition of near-surface rock mass, particularly to detect
loosening zones and natural and anthropogenic voids [16,18,33]. Gravity method also
allows to determine the volume density of the rock mass “in situ”.

The change in gravity between observation points can have two primary sources.
The first one is related to the distribution of density in the rock mass and the other to the
observation point elevation and the terrain topography. While the first cause is the subject
of the investigation, the other is undesired and should be eliminated.

For this purpose, the terrain correction δgT is calculated. It eliminates the gravity
impact of the terrain surrounding the observation point. Thanks to this correction, the
excess of masses (above the observation point) and the deficit of masses (below this point)
are eliminated. In both cases, the vertical component of this impact leads to the reduction
of the gravity value, so the correction is always added do observation value. Introducing a
correction renders the surrounding terrain flat from the point of view of each measurement
point. In the case of geological investigations, the correction is calculated up to 25 km
from the observation point and in the case of microgravity surveys the distance of 25 m
is usually sufficient [34]. Obviously, if the terrain is not very varied, there is no need to
introduce the correction.

The impact of the elevation on the measured gravity is consistent with Newton’s
Universal Law of Gravitation: The gravity lessens in inverse proportion to the square of
the distance between the observation point and the element of the Earth. For this reason,
the measured values of gravity must be reduced to some assumed reference level (datum)
with some fixed equipotential surface. The basic datum in gravity studies is the surface of
the Earth model, i.e., the surface of the oblate ellipsoid.

In order to reduce gravity measurements, corrections are introduced to eliminate
individual factors related to the difference in elevation between the physical Earth surface
(the observation point) and the datum, as well as the deposition of different rock masses
between them.

The first correction is the free-air correction δgF, which eliminates the effect of elevation
difference between the location of the observation point and the datum. Using the Earth
model, the average vertical gradient of gravity can be calculated, which is 3.086 nm·s−2

per meter. Therefore, the measured value of the gravity force transferred to a datum that is
closer to the center of mass (Earth) must be increased.

The gravity impact generated by an infinite slab with a thickness equal to the distance
between the observation point and the datum and a certain average density is eliminated
with the Bouguer correction δgB. The value of the Bouguer correction is negative as the
gravity impact of the mass of the slab located below the observation point is eliminated.

The sum of all the corrections described above is called Bouguer reduction and it
allows to calculate the value of the Bouguer anomaly, which is caused solely by the changes
in the density distribution in the Earth’s crust. The Bouguer anomaly stands for the
difference between the measured gravity reduced to a datum and the normal gravity
calculated at that level also called latitude correction.

The normal gravity value gN is calculated using the International Gravity Formula
derived from the Geodetic Reference System 1980 Earth model [35].

Δg = gM + δgF + δgB + δgT − gN (1)

Micogravity surveys are frequently carried out in urban areas and in many such cases
it is necessary to take into account one more correction, as buildings and other structures
located in the vicinity of observation points also have a certain mass. When such masses
are close to the observation points they have an impact on the gravity value, in a similar
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way as terrain relief does. In order to eliminate this impact, the building correction δgU is
calculated [19,20].

In mining areas, microgravity measurements are conducted both at the surface and in
mine shafts and mining galleries. Each of the underground workings constitute a mass
deficiency that affects the measured gravity values at the observation points in or near
them. It is therefore necessary to eliminate this influence by introducing mining correction
δgG corresponding to gravity effects from the shaft (shaft correction) or galleries (gallery
correction). New geodetic methods allow you to model the shape of the above objects with
very high accuracy [36].

The Bouguer anomaly is a superposition of the gravity impact of all the rock masses in
the geologic medium. However, from the point of view of engineering investigations, the
most interesting part is the one concerning the changes in density distribution in the most
near-surface part of the rock mass, called local anomalies. Anomalies originating from
sources outside the surveyed area are called regional anomalies [37]. There are several
different analytical methods by which the distribution of regional anomalies is calculated
from the Bouguer anomaly distribution. The difference between the Bouguer anomaly
and the regional anomaly results in a residual anomaly [38], which is a mathematical
approximation of the local anomaly.

The authors of this paper used three methods to calculate regional anomalies, such
as approximating the regional field with a low-order polynomial, Butterworth and Gauss
filtering. The calculation of the regional field using the polynomial method involves ap-
proximating the trend seen in the Bouguer anomaly distribution using the polynomial
order 1–4. The filtering methods, on the other hand, are performed in the wavenumber
domain by transforming the Bouguer anomalies, usually with Fast Fourier Transformation.
The transformation allows for the calculation of the power spectrum, which is used to
determine the wavelengths representing the regional and residual anomalies. The wave-
length depends on how deep the source of the anomaly is located and how large it is. It
provides the basis for filtering methods. In gravity, the Butterworth and Gauss filter is
most commonly used to separate both types of anomalies.

The gravity method also allows for the determination of bulk density values “in situ”.
This task can be performed in two ways: using surface measurements [39,40] and using
measurements in boreholes. In the second case, two types of gravity surveys are available,
i.e., surveys in small-diameter boreholes [41] and in mine shafts [24].

In order to determine the bulk density of the rock medium surrounding a mine shaft,
the “in situ” interval density method is applied, in which the microgravity observations
are made inside the mine shaft, in observation points along the vertical profile [26,42].

A regularity discovered by McCulloh [24] underlies the use of the gravity method,
in its vertical profiling version. It indicates that the gravity impact from a horizontal,
infinite rock layer limited from above and below by observation points is generated by that
part of the layer that is adjacent to the measurement profile within a radius equal to five
times its thickness. It is known that in the measured values, up to 90% of the information
comes from the structure of the geological medium located immediately behind the shaft
lining [26].

The gravity values (gM) recorded in the shaft are influenced by gravity impact of the
shaft, its lining, and other shaft bottom and mine workings occurring nearby. For this
reason, the mining correction δgG needs to be applied. The topography of the terrain
around the shaft has a similar effect, which sometimes necessitates the introduction of
terrain correction δgT.

On the basis of the measured gravity values with corrections (g), the density ρi of the
rock slab is determined, with the slab delineated from the top and bottom by the following
observation points [24,25]:

ρ = 3.682 − 1.193·(Δg/Δh) (2)

Δg = gi+1 − gi—gravity difference between a roof and a foot of a slab, nm·s−2, gi = gM,i +
δgG,i + δgT,i, Δh = hi+1 − hi—rock slab thickness, m.
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Density error is calculated according to the formula:

δρ = |1.193·δg/Δh| (3)

δg—mean square measurement error, nm·s−2.
Microgravity surveys for geological and engineering purposes use gravimeters that

measure relative values of gravity. It is not necessary to determine the absolute value
of gravity in these surveys because the key information does not concern the specific
value at the observation point, but the change of gravity between the observation points.
All gravity measurements taken during gravity surveys are reduced relative to a fixed
reference base. The reference base is the point at which the gravity force value has been
predetermined. This value can be set arbitrarily or measurements can be referred to a
point with an established absolute value of gravity, thus assigning absolute values to the
measured values.

Relative gravimeters, due to their construction, are characterized by the occurrence of
drift, which means a change of the measured gravity value with time. In order to eliminate
the drift, its magnitude is examined with the passage of time on a single assumed point
called a drift base. In the case of engineering surveys, one and the same point is used as a
drift and reference base at the same time. In order to eliminate the drift effectively, gravity
measurements are performed in the system of survey loops, starting and ending at the
drift/reference base. In order to increase the quality of results, survey loops are not longer
than 1–2 h.

Two procedures are used to obtain high quality gravity measurement results. The
first one consists in taking at least two or three measurements of the gravity values at
each observation point. If the difference between the obtained results does not exceed
0.05 nm·s−2, the average value is calculated, otherwise additional measurements are taken.
The other procedure consists of repeating the gravity observations for at least 5% of all
observation points, and in the case of microgravity surveys, even at two to four observation
points from each survey loop.

The procedures described above are applicable in surface gravity surveys and in
surveys carried out in vertical profiles in mine shafts. The difference in both cases is related
to the manner of distribution of observation points within the survey area. In the case of
surface surveys, the points are usually located at regular intervals in the form of a survey
grid. The distance between points depends on the expected depth of the source generating
the anomaly. In microgravity surveys, these distances range from 1 to 25 m.

In mine shafts, gravity is measured along vertical profiles located on the edges of the
mine cage (a skip) or along the shaft axis. The distance between the observation points
depends on the distance between the shaft bunton. A spatial measurement plank is placed
on the bunton, thanks to which gravity measurements are not affected by the vibrations of
the skip (Figure 1).
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Figure 1. The mine shaft cross-section.

3. Results

Here we would like to present how the microgravity method can give an answer
about the state of rock mass around a mine shaft. We have selected three examples of a
gravity survey, each from a different stage of mining activity—before, during and after the
operations of a mine shaft.

3.1. Working Mine Shaft

One of the main challenges posed before mining operations is ensuring the safety of
workers and mining infrastructure. It is particularly important to ensure safe exploitation
of mine shafts. In order to identify the causes of mass rock distortions that have an impact
on the safety of a mine shaft, the current structure of the rock mass has to be investigated.
This can be performed using microgravity method in the form of vertical gravity profiling
and surface microgravity method. The application of a surface microgravity survey allows
for a reconnaissance of the state of the rock mass surrounding the mine shaft in terms of
the existence of possible loosening zones, crack zones, or directions of water migration
towards the shaft. Certain issues related to the safety of shafts, such as the state of the shaft
lining resulting from the influence of physical phenomena on the shaft, are investigated by
means of vertical gravity profiling.

The authors present the application of the above-mentioned methods on the example
of research carried out in and around the mine shaft in the area of one of the collieries in
Upper Silesia, Poland.

3.1.1. General Geological Setting

The examined shaft is surrounded by rock complexes from three periods at the follow-
ing depths:

• 0.0–61.8 m—Quaternary,
• 61.8–139.0 m—Neogene,
• from 139.0 m—Carboniferous with coal seams.

The Quaternary sediments lying horizontally and reaching a thickness of 31.5 m are
developed in the form of silt over a sandy clay layer and very wet silt. Below there is a
25-m-thick layer of fine sand over medium sand, which occurs as running sand. The last
layer of Quaternary sediments is loam with gravel lying at the depth of 56–62 m.
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The thickness of the Neogene formations around the shaft is 77 m. In their roof there
are 18-m-thick layers of loam and gypsum, below which lies a 30-m-thick layer of sandy
loam. The other Neogene formations are layers of sandstone and shale.

The Coal Measures begin at a depth of 139 m and consist of alternating layers of
sandstone and shale and coal seams. The direction of extension of the Carboniferous strata
is northwestern–southeastern (NW–SE), which dips sharply towards the southwestern
(SW).

3.1.2. Microgravity Survey

Surface microgravity surveys were made around the shaft, in a radius of approx. 50 m.
Observation points were supposed to be set in a 5 × 5 grid but only in accessible locations
(Figure 2). The measurement was repeated at about 5% of the points and the mean square
error stood at 0.07 nm·s−2. The obtained error value is close to the nominal error of the
gravimeter and is slightly higher due to ground vibrations caused by the working shaft
and the surrounding equipment.

 

Figure 2. The distribution of Bouguer anomalies (black dots—the observation points).

On the basis of microgravity and geodesy data, Bouguer anomaly values were cal-
culated in accordance with the Formula (1), which provides the starting point for inter-
pretation and subsequent data processing. First, Bouguer anomalies were subjected to
Butterworth filtering in order to eliminate unwanted interferences caused by ground vibra-
tions, measurement errors, and geodesic errors. This allowed us to obtain the distribution
of Bouguer anomalies shown in Figure 2.

In the presented anomaly distribution, the influence of the gravitational influence of
the shaft is clearly visible, manifested by strong, relatively negative values in its vicinity.
Since some points were located close to buildings, they undoubtedly also influenced the
measured values. The influence of buildings was eliminated using building correction.
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Buildings were approximated by a rectangular prism, using geodetic data and information
about the materials used in the construction of each building [20].

Mining correction was used to eliminate the influence of the shaft. Mining (shaft)
correction was calculated using archival information from the excavation of the shaft. The
mine shaft with diameter of 7 m had a brick and concrete lining to a depth of 65 m and
a tubing lining below this depth. The different sections of the shaft were approximated
by vertical cylinders. The foot and roof of each cylinder corresponded to the position of
the rock layers surrounding the shaft pipe. The densities of each cylinder were chosen
according to the layers that each cylinder corresponded to. The influence of variable shaft
lining was also taken into account in the calculation of the correction. The correction was
calculated at all points on the ground surface as well as at observation points inside the
shaft (which will be described later).

It follows from the calculations that the total gravitational influence of the shaft and
buildings on the ground surface reaches a maximum value of slightly more than 1.1 nm·s−2

(Figure 3). For a microgravity survey, this value is significant and its disregard would have
a significant impact on the interpretation.

 

Figure 3. Distribution of the sum of building and mining correction.

After taking into account both gravity corrections above, the distribution of Bouguer
anomalies is as shown in Figure 4. In general, the course of the anomalous field is from NW
to SE, and the values of the anomalies increase from SW to NE (northeastern), and the total
range of Bouguer anomalies is 2.2 nm·s−2. Thus, the course of the field is closely related to
the geological structure described earlier, i.e., the course and dip of the Carboniferous strata.
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Figure 4. Distribution of Bouguer anomalies with building and mining correction.

In the obtained distribution of Bouguer anomalies compared to the general trend
of changes in Bouguer anomalies, local changes of small horizontal extent and small
amplitude (in relation to the whole field) can also be observed. These local anomalies
provide information on the condition of the rock medium around the shaft. In order to
separate them, a regional anomaly corresponding to the influence of the general geological
structure was calculated. The regional anomaly was approximated using the surface
polynomial order 2, which allowed the calculation of residual anomalies (Figure 5). The
residual anomalies reflect the actual local anomalies, but are only an approximation of them.

In the obtained distribution of residual anomalies, the most visible is a sequence of
relatively negative gravity anomalies P located in the southern part of the image. It is
characterized by a small horizontal extant but significant amplitude. Its course coincides
with that of a drainage channel located shallowly underground.

A relatively negative gravity anomaly Q was recorded in the direct vicinity of the
shaft. This anomaly is a culmination of a zone of lower gravity values, which runs in
the northern direction and joins a sequence of negative anomalies stretching East–West.
Within the zone, two small anomalies with amplitudes larger than their surroundings R1
and R2 are also observed. The small amplitude and small horizontal extant of the entire
zone of relatively negative gravity anomalies indicate that they are related to near-surface
local density changes and do not affect the safety of the shaft. The anomalies P and R2 are
associated with railroad infrastructure located in the vicinity of the shaft. The anomaly R1
occurs in an area devoid of any technical utilities. Therefore, it is caused by a local decrease
in the density of the rock medium. This decrease is small and occurs in a limited area. Due
to the relatively large distance of this anomaly from the shaft, it does not pose a threat to
the investigated object.
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Figure 5. Distribution of the residual anomalies.

3.1.3. Gravity Vertical Profiling

Gravity surveys of the rock medium behind the shaft lining were carried out inside
materials and personnel transport shaft. Vertical gravity profiling was performed along
two vertical measuring profiles located on the northern and southern side of the shaft
(Figure 1). Observations of gravity changes with depth were started from the depth of
6 m below the pit bank (outset) to the depth of 96 m. The gravity measurements were
performed according to the rule that the gravimeter should be located in the same position
relative to the shaft axis. The average vertical distance between successive buntons was
6 m.

The basis for interpretation of results of a vertical gravity profiling in a mine shaft
is the vertical distribution of Bouguer anomalies, taking into account relevant gravity
corrections, among which the most important is the shaft correction (a variant of mining
correction), which was described earlier. The analysis of the Bouguer anomaly distributions
along the north and south profiles shows that the shapes of both distributions are very
similar to each other (Figure 6a–c), as they both reflect general changes in gravity due
to depth.
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Figure 6. The results of vertical gravity profiling: (a) lithology, (b,c) “Bouguer anomaly”, (d) densi-
gram.

Four almost linear variations can be distinguished on both distributions, which corre-
spond to four rock complexes (I–IV) that vary in density. The first density boundary occurs
at the depth of 28 m. It separates a predominantly clay complex (I) located higher from the
very wet sand located below (II). The next density boundary lies at a depth of 56 m and
corresponds to the floor of the above-mentioned sands. The third density boundary lies at
the depth of 80 m and marks the bottom of the loam and gypsum (III). Below the depth of
83 m, there is loam of lower density than the gypsum complex located above.

On the background of the general trends of the Bouguer anomalies, local changes
in gravity are visible, which correspond to local changes in density within the described
complexes I–IV. These changes can be observed in the distribution of interval densities
calculated for both profiles (Figure 6d). The thickness of each interval is the distance
between the observation points, which was about 6 m. For each interval density, an error
was calculated that ranged from 0.002 Mg·m−3 to 0.024 Mg·m−3, with most of them not
exceeding 0.01·Mg·m−3 (Figure 7).
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Figure 7. Frequency of density error occurrence.

On the densigram (Figure 6d), we can also distinguish four zones with similar density
values. It should be noted, however, that the position of borders of these zones differs
slightly from the position of borders determined on the basis of “Bouguer anomaly”. This
has to do with the fact that density is calculated for constant intervals imposed by the
distance between buntons, while boundaries on the densigram are determined on the
basis of interval levels. Similarly, density interval boundaries are related to lithological
boundaries. Sometimes an interval falls on a lithological boundary, making the calculated
density the average of the two boundary layers.

Thus, the first zone (1) reaching the depth of about 24 m is characterized by nearly
constant density with an average value of 2.19 Mg·m−3 and corresponds to the layer of silty
clays. The second zone (2) extends to the depth of 60 m, i.e., to the border of the quaternary
and is not as homogeneous in terms of density. In both profiles, interval densities vary
between 2.00 and 2.11 Mg·m−3. They may represent facial changes within the fine and
medium sand layer. There is only one interval density (X) at the depth of 42 m that has a
noticeably lower density than the average density of the zone (2). It is clearly visible one
both vertical profiles, and this indicates that loosening exists around the shaft. It is possible
because the density is in the running sand layer. Just below the quaternary boundary, the
third zone (3) is located with the varied density of between 2.20 and 2.28 Mg·m−3. It is
composed of loam and gypsum layers, i.e., it is heterogeneous in terms of density. Below,
at the end of the measurement profile lies the fourth zone (4) with silty and sandy loam
with nearly uniform density of 2.08 Mg·m−3.

On the background of the described zones, some horizontal differentiation can also be
observed in the northern-southern (N–S) direction. The first differentiation can be seen at
the depth of 24–30 m, where a decrease of density can be observed on the northern side.
This zone is located within the layer of very wet silt and may be related to leaching of
rock material beyond the shaft lining. Within the Neogene formations, two intervals with
horizontal density variation are observed, the first one under the quaternary–Neogene
boundary (60–66 m) within the gypsum layer (lower density on the northern side) and
the second one in the interval at a depth of 78–84 m, at the boundary of silty loam with
gypsum and silty loam (lower density on the southern side). It seems that both density
variations can be related to the occurrence of minor karst in these intervals. There are also
other density differences visible in the densigram, but their magnitude falls within the
error limits and there are no grounds to treat it as a loosening zone.

In general, the calculated density distributions indicate that there are no significant
loosening zones in the surrounding rock mass in the studied shaft section that could
threaten its safety.

3.2. Closed Mine Shaft

A microgravity study was conducted on a plot of land occupied by the Fire Department
in Boguszów Gorce, Lower Silesia, Poland. The purpose of the study was to determine
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the safety of the land surface and urban infrastructure in the area. This was due to the
fact that after one of the November rainfalls, two sinkholes with a small horizontal extant
were formed, located on the opposite sides of a garage building. These sinkholes were
eliminated as they were filled in to make way for fire trucks.

Between the 14th and 19th centuries, silver ore was mined in the town. At the distance
of several tens of meters from the sinkholes, there was an old mine shaft “Ludwig”, which,
according to reports, was liquidated by covering it with a concrete slab and is now probably
located under a building [43]. Therefore, it was necessary to investigate if there was a
connection between the sinkholes, the mine shaft and shallow exploitation of silver ores.

3.2.1. General Geological Setting

The major part of the town lies on steeply sloping strata of Upper Carboniferous
system, Silesian series, Namurian, and Westphalian stage (according to the regional stratig-
raphy of northwest Europe)—Figure 8. According to Polish stratigraphy, in the research
area there are three rock formations: Wałbrzych (Namurian A-B substages), Biały Kamień
(Namurian C and some part of Westphalian A substages) and Żalcerz (Westphalian sub-
stage). Lithologically, all of them are formed almost in the same way: quartz puddingstone,
sandstone, mudstone, claystone, and hard coal. They are bordered on the north by a large
rhyolite laccolith. These formations are cut by NW–SE extensional faults with opposite
slopes to the Carboniferous strata.

Figure 8. Simplified geological setting in Boguszów-Gorce area.

In the fault zones, in the near-surface part of the rock mass, mineralization of silver
ore occurs, while barite is observed at a greater depth. There are four zones in the city area.
Two of them and partly the third one are mineralized, and the extreme southern one runs
through the surveyed area.

3.2.2. A Brief History of Mining in the Studied Area

The history of Boguszów-Gorce is closely connected with silver mining. The begin-
nings of exploitation date back to the 14th century, but an important date is 1529 when
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the “Wags mit Gott” mine was build [43]. The mining history of the town is a story of
ups and downs, largely dependent on the wars affecting the area. The end of the 16th
century saw the end of the first stage of the town’s development, followed by stagnation,
and as late as in the second half of the 17th century, timid attempts were made to reactivate
mining. The exploitation was carried out through mining galleries with a cross-section
of about 1.2 × 0.8 m, and the small lighting shafts had a square cross-section of 1.1 × 1.1
m. It was not until the early 18th century, after the discovery of a new rich vein, that
mining flourished again, but by the end of that century it had practically died out. In
the second half of the century, attempts were made to reactivate mining, among others
by digging a new shaft “Ludwig”, but the project was discontinued as soon as 1865. The
“Ludwig” shaft was 132 m deep and the shallowest exploitation level was located at a
depth of approximately 40 m.

3.2.3. Microgravity Survey

Microgravity survey, aimed at identifying possible loosening zones and voids in the
near-surface part of the rock mass, were carried out in an area of approximately 65 × 70 m
(Figure 8). This area included both sinkholes and the area adjacent to the decommissioned
“Ludwig” shaft, and the measurements were made in a grid of 2.5 × 2.5 m, and twice as
densely near the sinkholes. The number of points was limited by buildings and slopes.

Just because of the buildings and escarpments, it was necessary to apply the building
and terrain correction. On the basis of the elevation of the land surface around and in
the studied area, the terrain correction was calculated assuming an average density of
2 Mg·m−3. On the basis of maps and geodetic measurements, buildings were mapped and
building correction was calculated. The total result of both corrections is shown in Figure 9.

 

Figure 9. Distribution of a sum of building and terrain corrections.

The maximum value of corrections was about 1.2 nm·s−2, reaching the highest values
at the points located near buildings and slopes. It is worth noting that these corrections
significantly impact on the measured gravity value and, consequently, need further inter-
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pretation. At the next stage, Bouguer anomaly values were calculated, which were then
filtered with Butterworth formula to remove small, random errors. The distribution of the
obtained values is shown in Figure 10.

 

Figure 10. Distribution of Bouguer anomalies with corrections.

The general course of the contours on the Bouguer anomaly distribution is from NW
to SE, which is consistent with the extension of the geologic strata of the studied area. The
steeply southward collapsing Carboniferous strata cause a significant horizontal gradient,
so the Bouguer anomaly values vary by about 5 nm·s−2 in such a small area. The two
sinkholes that generate the two anomalies S1 and S2 are very prominent in the distribution.
Both anomalies are characterized by relatively negative values, which indicates the scarcity
of masses in these areas and thus decreased density. Two other anomalies A and B, also with
reduced values relative to the surroundings, can be easily distinguished in the distribution.
Like the earlier anomalies, these anomalies also indicate mass shortages in the near-surface
part of the rock mass.

There is a strong horizontal gradient in the studied area that can mask other anomalies
and makes it difficult to define the boundaries described above. For this reason, it was
necessary to eliminate this gradient as a regional factor from the large geological structures,
which are the Carboniferous strata (Figure 8). Different variants of the calculation of
the regional field were performed and finally the Gauss low-pass filter was selected. By
subtracting the thus approximated regional field from the Bouguer anomaly, the values of
residual anomalies were obtained, the distribution of which is presented in Figure 11.
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Figure 11. Distribution of residual anomalies.

The boundaries of S1 and S2 are clearly visible on the distribution of residual anoma-
lies. Their horizontal extent is small, almost equal to the area of sinkholes. This means that
the density around the sinkholes is not reduced, which indicates that the rock mass was not
disturbed there, i.e., there are no cracks and fractures. It can be assumed that the sinkholes
were formed by vertical collapses of rock masses only in their area. The collapses most
likely occurred only in the area of the shafts, which are the remnants of shallow silver ore
mining. Analyzing the simplified geological map (Figure 7), it can be noted that the line
connecting the two small shafts coincides with the course of the fault in this area, which
contains silver ore mineralization. Thus, it is highly probable that the small shafts define
the course of an unknown adit, and were used to illuminate it or exploit the ore.

The separation of the residual anomalies allowed for determination of the horizontal
extent of the boundaries of anomalies A and B described earlier (Figure 11). The decom-
position shows that anomaly B is larger than it would appear from the Bouguer anomaly
distribution and continues in the NE direction. It merges with anomaly A, whose horizontal
extent is now more clearly visible.

The distribution of anomaly A does not indicate that it is related with the decommis-
sioned “Ludwig” shaft, which cannot be excluded in the case of anomaly B. Nevertheless,
it seems more likely that the sequence of anomalies A and B has a common origin, which
may have two causes. The first cause may be a sequence of old mining that has affected
the shallow part of the rock mass and thus affected its density. The second cause may be a
near-surface loosening of the rock mass caused by water flow along the land surface sloping
in a nearly southerly direction. Anomalies A and B lie on the plots with different elevations,
separated by retaining walls. Thus, there are grounds for the occurrence of a suffosion
phenomenon leading to a decrease in density and thus the formation of anomalies.

3.3. The Shaft under Construction

Microgravity surveys in the area surrounding the drilling site of the new mine shaft
were carried out to examine the shallow parts of the rock mass and identify the areas of
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lower density, which might pose a threat to the shaft itself and the future infrastructure
around it. The research was prompted by the discovery of old mining cavities at a depth of
approx. 23 m, which indicates that at this depth, previously hard coal was mined in the
seam with a thickness of approx. 1.1 m (Figure 12a). The mounds consisting of rock debris,
shale, and hard coal were found at a depth of 20 m.

 

Figure 12. The results of survey: (a) main shaft lithology and (b) distribution of Bouguer anomalies.

Microgravity measurements were performed around the shaft in the area of 95 × 60 m,
in a regular grid of 5 × 5 m, and additionally, in accessible places, points located every
10 m were added on the outside. The studied area was virtually flat, therefore, there was no
need to calculate a terrain correction. However, it was necessary to calculate the correction
eliminating the gravity impact of the shaft. The distribution of Bouguer anomalies after the
correction is shown in Figure 12b. The analysis of the obtained distribution reveals two
opposing anomalies: relatively positive E and a relatively negative F. Due to the horizontal
extent of both anomalies relative to the entire studied area and the amplitude of both
anomalies, it is not possible to calculate the regional anomaly, and both anomalies should
be treated as local. Anomaly E, being relatively positive, is not interesting from the point of
view of the task at hand. However, the relatively negative anomaly F with an amplitude of
about 1.5 nm·s−2 indicates a significant mass shortage in its area. Based on the information
about the occurrence of old workings, it should be believed that its cause is related to
the exploitation of shallow coal seam. Given that the dip of the strata is about 9◦, it is
possible that the anomaly reflects shallow, uncontrolled hard coal mining. Nevertheless,
the reduced density of the rock mass poses a threat to the shaft and future infrastructure,
so it should be further investigated by drilling.

4. Discussion

The presented examples of surveys demonstrate that the microgravity method can
be used in an area that is not easy to measure, the mining area, and, particularly, in the
close vicinity of the mine shaft. Despite the shaft and its infrastructure, this method allows
to take measurements in the areas where other geophysical methods cannot be applied.
What makes it possible are formulas that allow for calculation of corrections that eliminate
the gravity impact of the shaft, the underground infrastructure, and the buildings on the
surface [19]. The negative anomalies obtained from the processed measurements are always
associated with decreased density in the rock mass. Some of these anomalies are easy to
interpret as they are related to the existence of identified underground infrastructure, such
as an underground channel observed in the gravity distribution near an operating shaft.
The other negative anomalies, on the other hand, are due to the presence of voids and
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loosening zones in the rock mass. Due to the complex geomechanical processes occurring
in the rock mass, in most cases, it is difficult to answer unambiguously whether an anomaly
is caused solely by a loosening zone, a void, or a void and a loosening zone above it [31,44].
However the analysis of the parameters of the anomaly, especially its amplitude and
horizontal extent, allows to determine whether its source can pose a threat to the surface
and objects in its vicinity [36]. What is more, an analysis of the knowable shallow geological
structure and landforms may point to the anomalies being linked to the hydrogeological
conditions in the studied area [45,46].

The presented examples of surface surveys clearly demonstrate how microgravity
method can be applied to detect risks related to a mine shaft. Each case was resolved in a
different manner. The study in the area of the liquidated shaft “Ludwig” confirmed that
the shaft had been liquidated properly and the risk related to the shallow silver ore goafs.
The surveys carried out in the vicinity of the working shaft showed that during the surveys
there were no density changes that could threaten the stability of the shaft. However, the
course of the negative anomaly of (presently) low amplitude in the vicinity of the shaft
should be regularly monitored [28,29], as it may be related to leaching, potentially leading
to further loss of density. The case of the shaft under construction is an example of the
situation where high amplitude indicates the existence of voids in the rock mass, which
could threaten the shaft infrastructure and must be investigated further by drilling.

An additional advantage of the microgravity method is that it can be used inside the
mine shaft and it is the only geophysical method that can be used when the mine shaft
lining is made of steel. As shown in the example described above, the method makes it
possible to determine the density of the rock mass outside the shaft lining. The recorded
interval density values correspond to the lithological structure around the shaft and its
variation [24,26]. The results obtained in this way can have three explanations. The first
is the case in which the density values within each geological layer vary slightly and are
related to facial changes. This indicates a solid rock mass behind the shaft lining. The second
one is the occurrence of zones with significantly decreased density, indicating the existence
of voids outside the shaft lining, which may pose a threat to it. The third one, an example
of which is described in the article, is a situation where density changes correspond to
lithological structure, however, there are small but visible zones of decreased density [26,42].
Additionally, taking measurements at opposing points relative to the center of the shaft, on
one level, allowed us to identify on which side such a void was located [26]. Currently, the
observed changes do not pose a threat to the mine shaft, however, their presence, especially
in the running sand layers, requires monitoring. Linking density information from the
measurements taken in the initial part of the shaft and those from the surface gives a more
complete picture of the rock mass, which allows for better identification of possible threats
to the shaft related to decreased density in the rock mass.

5. Conclusions

The safety problems related to mine shafts have three aspects, that is the safety while
sinking the shaft, the safety of using the shaft, and the safety of the area after its liquidation.
These are complex issues and they cannot be resolved with the use of a single method.
Each method contributes to the safety of the mine shaft by providing new information.
In the paper, the authors presented the application of one of the geophysical methods,
that is the microgravity method to solve some problems related to all the three aspects.
The advantage of this method is that it is non-invasive, not very susceptible to external
interference, and it makes it possible to take measurements on the surface and inside the
mine shaft. Additionally, what speaks in its favor is easy application. Microgravity method
allows to trace the distribution of masses in the rock mass, which is the distribution of
density. Voids and loosening zones pose a safety risk for the mine shaft and its surrounding
infrastructure, so the method based on the detection of mass (density) lends itself for
identification of a risk of this type.
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The article presents examples of microgravity survey for each of the above-mentioned
cases. Research has shown that the method can be applied not only in the areas of liquidated
mine, but also in areas of acting mines, where the measurement conditions are difficult or
very difficult.

The presented results of the surface survey showed how important the selection of the
appropriate methodology for measurements and subsequent interpretation is. The correct
separation of useful anomalies enabled a qualitative determination of the degree of threat
of shaft and the surface around it from the voids and loosening zones in the rock mass.

The results of the microgravity survey inside the mining shaft confirmed the possibility
of using the method to determine the density of rocks outside the shaft lining. The
calculated density allowed to separate depth intervals with a decreased density, which
proves the existence of voids or loosening zones. In addition, performing research in more
than one vertical profile, their horizontal position can be specified.

It should be emphasized that the unquestionable advantage of the presented research
method is the fact that a threat may be detected from the emergence of noticeable changes
in infrastructure and on the surface of the area, as well as in the shaft lining. Thus, by
performing the measuring in time intervals, it is possible to monitor density changes in the
rock mass.
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ρ bulk density, Mg·m−3

gM measurement value of gravity, nm·s−2

δgF free-air correction, nm·s−2

δgB Bouguer correction, nm·s−2

gN gravity normal value, nm·s−2

δgT terrain correction, nm·s−2

δgG mining correction, nm·s−2

g gravity value with corrections, nm·s−2
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Abstract: The sealing of a fault zone has been a focus for geological studies in the past decades.
The majority of previous studies have focused on the extensional regimes, where the displacement
pressure difference between fault rock and reservoir was used to evaluate the fault-sealing property
from the basic principle of fault sealing. When considering the displacement pressure difference,
the impact of gravity on the fault rock was considered, whereas the impact of horizontal stress was
ignored. In this study, we utilize the displacement pressure difference as an index to evaluate the
sealing capacity of strike-slip faults, in which both the impacts of gravity and horizontal stress on
the fault rocks are all integrated. By calculating the values of σH/σV and σh/σV in the vicinity of
fault planes, the coefficient K of compaction impacts on fault rocks between normal stress to fault
planes and gravity was then determined. By revealing the quantitative relationship between the
displacement pressure of rocks, burial depth and clay content, the displacement pressure difference
between fault rocks and reservoirs were calculated. The results suggest that the sealing capacity of
a strike-slip fault is not only related to the magnitude of normal stress to the fault plane, but also
to the stress regime. The clay content is also an important factor controlling the sealing capacity of
strike-slip faults.

Keywords: normal stress of fault plane; strike slip fault; sealing of faults; displacement pressure;
numerical simulation of stress

1. Introduction

In the process of subsurface oil and gas migration and accumulation, faults can be
barriers to hydrocarbon accumulation [1–6]. As the sealing capacity of faults determines
the effectiveness of hydrocarbon traps, the sealing property of fault has been a concern of
many studies [7–12]. Many qualitative and quantitative approaches have been proposed
to evaluate fault seal potential. In the middle of the 20th century, the research on fault
sealing mainly focused on mudstone smear and lithology juxtaposition by considering the
juxtaposition relationship between reservoir and non-reservoir [13] and the mechanism
of capillary sealing [14–16]. Englder (1974) studied the formation mode of fault gouge by
observing the structural characteristics of clastic materials within fault zones, suggesting
that fault gouge is only distributed in the vicinity of shear fractures and large sliding
surfaces, whereas fault rocks are distributed throughout the whole fault zone. In recent
decades, several algorithms have been proposed to evaluate the fault sealing properties
quantitatively, either based on the continuity of clay smears or average clay content within
the fault zones, e.g., Clay Smear Potential (CSP) [17,18], Shale Smear Factor (SSF) [19],
Shale Gouge Ratio (SGR) [20] and Scaled Shale Gouge Ratio (SSGR) [21]. These algorithms
evaluate the fault sealing properties by considering the re-distribution of mudstone/shale
beds or the clay/content of the beds in sheared fractures.
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However, the continuity of clay smearing is determined by a series of parameters
including the sedimentary lithification state, the effective stress, the confining pressure, the
strain rate and the mineralogy [22]. This makes the above-mentioned algorithms subject to
many limitations in practical applications. In particular, some scholars proposed [23–25]
calculating the displacement pressure to evaluate the fault-sealing capacity, suggesting that
a fault, with displacement pressure no smaller than the reservoir rocks, can seal the oil and
gas laterally.

Smith (1966) thought that if the fault has good sealing properties, the fault zone must
have high displacement pressure, or there would be a displacement pressure difference
between the hanging wall and footwall rocks of the fault. Based on Smith’s research,
Lyu (2009) quantitatively analyzed the fault sealing by using the difference between the
displacement pressure of fault rock and reservoir and considered that the displacement
pressure of fault rock depends on the clay content of fault rock and the normal stress on
the fault plane. Fu (2014) improved the algorithm and evaluated the vertical sealing ability
of the fault based on the displacement pressure difference between fault rock and reservoir;
Lei (2019) evaluated the relationship between the SGR value of fault rock and its sealing
capacity based on the displacement pressure difference between fault rock and reservoir.

By considering the displacement pressure difference between fault rocks and reservoir
rocks, many studies were conducted to quantitatively evaluate the fault-sealing capacity of
extensional basins, e.g., the Bohai Bay basin in eastern China, the Yinggehai basin in south
China and the Termit basin in Niger [25–27]. However, due to the weak horizontal compres-
sive stress in the extensional basins in these above study areas, these studies considered the
impact of gravity on fault zones but without the effect of horizontal lateral compression.

However, in the contractional regimes, horizontal stress plays important control in the
fault zone evolution and fault rock development. Therefore, when evaluating the sealing
capacity of fault zones using displacement pressure calculation, not only the gravity but
also the horizontal stress should be considered. In this study, we selected a contractional
basin, the Junggar Basin in NW China, as a template to evaluate fault sealing capacity by
integrating both gravity and horizontal stress. A new method is proposed in this study
to evaluate the sealing behavior of strike-slip faults developed in the Dongdaohaizi sag
in the eastern Junggar basin. Based on the mechanism of fault sealing, the displacement
pressure difference between fault rock and reservoir is taken as an index to quantitatively
evaluate the sealing strength of the strike-slip fault. The normal stress of vertical stress and
horizontal stress on the fault plane is calculated synthetically. The values of σH/σV and
σh/σV near the fault plane are calculated using Formation Micro Image (FMI) logging data
and conventional logging data, and the relationship between comprehensive compaction
of fault rock and vertical compaction is deduced. The orientation of σH near the fault is
also determined by FMI logging data. Based on mercury intrusion experiment data in the
study area, a functional relationship was established; the displacement pressure difference
between fault rocks and reservoir was calculated to realize the sealing evaluation of a
strike-slip fault. This study provides some new understanding of the evolution of fault
sealing in the Dongdaohaizi sag. The evaluation result of fault sealing is confirmed by the
actual production situation.

2. Geological Setting

Tectonically, the Junggar Basin, located in the junction area of the Kazakhstan, Siberian
and Tarim plates, is an important element within the famous Central Asian Orogenic Belt
(CAOB) (Figure 1a) [28–32]. The Junggar Basin is constrained by a number of orogenic belts,
including the Altai-kelameili mountains to the northeast, the Zaire-Hala’alate mountains
to the northwest, and the Yilinheibergen-Bogda mountains to the South (Figure 1b) [33].

166



Energies 2021, 14, 1468

Figure 1. Maps showing the tectonics and geological settings. (a) Inset map of the Junggar Basin
(modified from Xu et al., 2015); (b) Satellite image of the Junggar Basin, with study area marked
in the black rectangle; (c) Structural subdivision together with fault systems; (d) The north–south
seismic section A-A’, showing the distribution of the strata and the major faults.

Geophysical data suggest that the Junggar Basin is a complex composite basin that
has endured multiple polycyclic tectonic events [34–37]. Previous studies indicate that
the basin formed in the Late Carboniferous due to the collision and amalgamation of the
CAOB [38,39]. The Junggar Basin entered into an intracontinental depression stage in
the Mesozoic due to contraction from the northwest and northeast [35,40], forming and
reactivating the internal structures within the Junggar basin [38,41]. The reverse boundary
faults of the Junggar Basin gradually stopped its slip [37,42] from Late Jurassic to Early
Neogene. From the Neogene to the Quaternary, being affected by the collision between the
Indian and Eurasian plates, a rejuvenated foreland basin was developed in the Junggar
area [35,36]. Due to polycyclic tectonic movements that happened in the Junggar basin,
a series of strike-slip faults were developed in the northwest, southeast and northeast
Junggar Basin [43–46].

The green rectangle in Figure 1c demonstrates the detailed position of this study,
which covers the east portion of the Dongdaohaizi sag, together with the east end of the
Wucaiwang sag, the south end of the Dishuiquan uplift and the north end of the Baijiahai
uplift. As presented in Figure 1c, complex strike-slip fault systems were developed in our
study area, including F1 (the Dishuiquan fault), F2, F3, F4 and F5 (the Baijiahai fault). The
fault systems are primarily NE–SW striking, which is sub-perpendicular to the NWW–SEE
trending Kelameili strike-slip fault to the northeast. Figure 1d is a north–south trending
seismic profile, indicating the development of strike-slip fault systems, including F1, F2,
F3, F4 and F5. These faults, with high dip angles, offset the Carboniferous, Permian and
Triassic sediments from the deeper to the upper section. The faults F1 (the Dishuiquan
fault) and F5 (the Baijiahai fault) present a fault throw of higher than 500 ms, whereas the
faults F2, F3 and F4 present very limited fault throw.
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The petroleum production data suggest that there are abundant hydrocarbon resources
in our study area. In particular, in the vicinity of the faults F3 and F4, there are important
petroleum findings in the production wells Dinan8 and Dinan081 (Figure 1c,d). The faults
F3 and F4 may play important control on hydrocarbon migration and accumulation here.
Therefore, in this study, the fault F3 and F4 were selected to conduct fault sealing evaluation
to reveal their sealing capacity and controlling parameters.

3. Methods

3.1. Calculation of Clay Content of Fault Rocks

Fault rocks can be developed in a fault zone between the hanging wall and footwall of
the fault during the formation or reactivation of the fault [47,48]. Previous studies suggested
that the clay content of fault rocks are important factors controlling the displacement
pressure of a fault zone [5,6,49].

As the clay of fault rocks derives from the strata of both the hanging wall and the
footwall, the clay content of a fault zone is highly related to both fault throw and clay
contents of stratigraphy in two walls. Normally, smaller fault throw and higher clay
contents of the stratigraphy may result in higher clay content of fault rocks [24,50].

The clay content of fault rocks can be calculated using Equation (1) proposed by
Fristad (1997).

Vfr = (
n

∑
i=1

hi × Vi
sh)/D (1)

In the above equation, Vfr represents shale content of fault rock, hi represents the
thickness of stratum i, Vi

sh represents clay content of stratum i, n represents the number of
strata sliding through the study point, D represents fault throw.

3.2. Calculation of In Situ Stress of a Fault Plane

It is widely accepted that the in situ stress of a fault plane can be calculated using
well-logging data [51–53]. Specifically, by integrating imaging logging data, conventional
logging data and dipole acoustic logging data, the maximum horizontal stress (σH), (σh),
(σV) curves can be calculated. According to the numerical relationship between σH , σV
and σh, three types of regimes can be classified [54,55], including normal fault regime
(σV > σH > σh, Figure 2a), strike-slip fault regime (σH > σV > σh, Figure 2b) and reverse fault
regime (σH > σh > σV , Figure 2c). The orientation of induced fractures can be interpreted
using the imaging logging data, which then can be used to determine the orientation of
maximum horizontal stress of a fault plane [56–58].

 

Figure 2. Present in situ stress state of the fault plane; (a) Normal fault stress regime (NF); (b) Strike-slip fault regime (SS);
(c) Reverse fault stress regime (RF).
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3.3. Calculation of Equivalent Buried Depth of Fault Rock

Fault rocks are compressed by the component that is perpendicular to the fault plane
of both vertical stress and horizontal stress [59,60]. The magnitude of vertical stress can be
calculated by integration of density logs, and the horizontal stress can be calculated indirectly
by the functional relationship between horizontal stress and vertical stress [58,61,62].

The coordinate system was established (Figure 3a) to calculate normal stress (σT) on a
fault plane (in grey) by integrating vertical stress (σV), maximum horizontal stress (σH) and
minimum horizontal stress (σh). The x-axis, y-axis and z-axis are parallel to the maximum
horizontal stress σH , the minimum horizontal stress σh and the vertical stress σV .

 

Figure 3. Schematic diagram of depth conversion of fault zone and stress state regime of cross-section. (oo′ is the normal
of the fault plane; θV , θH and θh are the angles between σV , σH , σh and the normal out of the fault plane, respectively).
(a) A description of the stress on the fault plane from a space view. (b) A description of the stress on the fault plane from a
sectional view.

By integrating the components of σV , σH and σh perpendicular to the fault plane, the
resultant normal stress (σT) acting on the fault plane can be calculated (Figure 3a) using the
following equation:

σT = σV × (cos θV)
2 + σH × (cos θH)

2 + σV × (cos θh)
2 (2)

The ratio between normal stress (σT) and vertical stress (σV) is set as K (i.e., σT/σV) thus,

σT = K × σV (3)

in which θ represents fault dip angle, and α represents the sharp angle between the fault
strike and the maximum horizontal stress σH (Figure 3a,b).

According to the principle of equivalent formation lithostatic pressure (e.g., Lyu et al.,
2009; Fu et al., 2014; Lyu et al., 2016), the equivalent buried depth of fault rock Zh can be
calculated (Equation (4)) as:

Zh = K × Zf × cos θ (4)

in which Zf represents burial depth of fault rock, θ represents fault dip angle.
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3.4. Calculation of Displacement Pressure

Accurate calculation of the displacement pressure of fault rocks and reservoir rocks
is of importance in fault sealing evaluation [63,64]. In this study, 357 rock samples were
collected from the Dongdaohaizi sag. Based on petrophysical testing results of these
samples, a functional relationship between the rock displacement pressures, depth of
burial and clay content was constructed (Equation (5)), indicating a positive correlation
between the displacement pressure and the product of the clay content and the burial
depth [25–27,49].

Pd = f (Z, Vsh) (5)

in which Pd represents the displacement pressure, Z represents the buried depth and Vsh
represents the clay content.

By mathematical regression of the outer envelope curve for all samples, we obtained
Equation (6) to evaluate the largest sealing ability of rock. The equation for the study area
is Equation (6). {

Pd = 0.5104 × 10
6×10−4x

ln 10

x = Z × Vsh
(6)

Equation (6) shows that the product of burial depth and shale content of rock has an
exponential relationship with the displacement pressure of rock (Figure 4).

 

Figure 4. The diagram showing the relationship between displacement pressure of rock with burial
depth and clay content of Dongdaohaizi Sag.

3.5. Calculation of Displacement Pressure Difference

By integrating Equations (1)–(5), the displacement pressure difference (Pd(f−r)) be-
tween fault rock and reservoir rock can be calculated as:

Pd(f−r) = f (Zh, Vfr)− f (Zr, Vr) (7)

in which Zr represents buried depth of fault rock and Vr represents the clay content of rock.

4. Results

4.1. The Variation of α

The orientation of the maximum horizontal stress near the present strike-slip fault is
anisotropic [65–67]. Calibration of the orientation of σH is an important step in calculating
the α, which has an impact on the fault sealing. Based on the logging data of the areas, the
σV , σH and σh curves were obtained for the different locations (Figure 5). The orientation
of the σH was determined at each location. On the cross-section, the orientation of the σH
at points 2–7 km apart is not the same, and it is important to highlight that the orientation
of the σH of these five positions is different from that of the region. The angle between the
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σH orientation of the northernmost point and the σH orientation of the region can reach
40 degrees (Figure 5a). The orientation difference of the σH between the closer points is
small, while the orientation difference of the σH between the farther points is large. On
the longitudinal section, the orientation of the σH is different in different depths at the
same location (Figure 5b,c). The orientation of the σH of adjacent wells Dinan 8 and Dinan
081 are different in plane and section (Figure 5c). The orientation of σH at Dinan 8 and
Dinan 081 is selected as the orientation of σH on the fault plane F3 and F4 in (Figure 5c and
Table 1), respectively.

 

Figure 5. (a) The map shows the orientations of the maximum horizontal stress at different sites in
our study area. The angle between the orientations of σH and the strike of fault F3 is α1; the angle
between the orientations of σH and the strike of fault F4 is α2. The orientation of the regional σH is
located in the lower right corner (provided by Rock Mechanics Research Center, Xinjiang Oilfield
Company, PetroChina, Karamay, China). (b) An example of the high-resolution full-bore Formation
Micro Image (FMI) from the Borehole Dinan081, showing drilling-induced tensile fractures (ESE–
WNW striking) observed at depth of 4042–4047 m and 4158–4162 m (below sea level). (c) S–N section
showing the maximum horizontal stress orientation of each individual layer.
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The angle between the maximum horizontal stress and fault F3 strike is 78 degrees
(αF3), and the angle between the maximum horizontal stress and fault F4 strike is 70 degrees
(αF4). The change in α angle at F3 has no correlation with depth, the difference between
the maximum and minimum value of α angle is 12 degrees, and α angle is less than αF3
(Table 1 and Figure 6a). The decrease in α angle relative to αF3 results in the decrease of K
(Figure 6c), and Pd (f − r) decreased correspondingly (Figure 6e). There was no correlation
between the change in α at F4 and the depth. The difference between the maximum value
and the minimum value of α was 14 degrees, and α was greater than αF4 (Table 1 and
Figure 6b). The increase of α relative to αF4 results in the increase of K (Figure 6d) and
Pd(f − r) correspondingly (Figure 6f).

 

Figure 6. The bar chart showing the change in K value and displacement pressure caused by the change in α. (a) Variation
in α near fault F3 (αF3). (b) Variation in α near fault F4 (αF4). (c) Variation in K caused by αF3 (KαF3). (d) Variation of K
caused by αF4 (KαF4). (e) The change in displacement pressure difference caused by KαF3. (f)The change in displacement
pressure difference caused by KαF4.
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Table 1. The known variables (i.e., deep, θ) and calculated results (i.e., σH , σh, σV , α, K) of faults F3 and F4 in the research area.

Fault
Number

Reservoir
Number

Reservoir
Depth

σH(psi) σh(psi) σV(psi)
In Situ Stress

Regime
α θ K

F3

I 3878 15,715.1 14,193.04 13,804.24 RF 67 78 1.1795
II 3950 15,943.8 14,361.17 14,098 RF 72 78 1.1791
III 4000 16,102.6 14,477.92 14,302 RF 66 78 1.1629
IV 4047 16,251.9 14,587.67 14,493.76 RF 70 78 1.1647
V 4094 16,401.2 14,697.42 14,685.52 RF 68 78 1.1560
VI 4131 16,518.7 14,783.82 14,836.48 SF 73 78 1.1602
VII 4176 16,661.7 14,888.9 15,020.08 SF 74 78 1.1569

F4

i 3885 15,737.4 14,209.38 13,832.8 RF 75 79 1.1925
ii 3960 15,975.6 14,384.52 14,138.8 RF 81 79 1.1897
iii 4009 16,131.2 14,498.94 14,338.72 RF 76 79 1.1790
iv 4056 16,280.5 14,608.69 14,530.48 RF 80 79 1.1779
v 4105 16,436.2 14,723.11 14,730.4 RF 74 79 1.1656
vi 4142 16,553.7 14,809.51 14,881.36 SF 78 79 1.1665
vii 4185 16,690.3 14,909.92 15,056.8 SF 84 79 1.1669

The Pd(f − r) calculated using αF3 is larger than the value using α, but the magnitude of
the increase varies from layer to layer (Figure 6e). The Pd(f − r) calculated using αF4 is lower
than the value using α, and the decrease in each layer is not the same (Figure 7f). α was
positively correlated with K and Pd(f − r) (Figure 7). The accuracy of α angle calculation is
positively related to the error.

 

 

Figure 7. Ternary diagrams showing the stress state near the fault plane of F3 (a) and F4 (b) (see
Figure 5c for detailed settings). The blue shade represents the reverse fault regime, whereas the green
shade represents the strike slip regime.
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4.2. Stress Regime

The reservoir system and fault system of the fault section are shown in (Figure 5c).
The stress values σV , σH and σh of the reservoir are normalized, and ternary diagrams are
drawn to reveal the relationship between the σV , σH and σh. The magnitude of σh, σH and
σV increases as the burial depth increases.

The dispersion of data points indicates that the ratios of (σH/σV) and (σh/σV) are
different at different depths. The stress regime of the fault plane corresponding to each
reservoir is shown in (Figure 7a,b). The stress regime of the fault plane shows that the
upper part (i, ii, iii, iv, v, I, II, III, IV, V) of fault plane F3 and F4 is reverse fault regime, and
the lower part (vi, vii, VI, VII) is the strike-slip fault regime. In these ternary diagrams,
there is little difference in the distribution of stress regime points of reservoirs under the
same stress regime, which indicates that the overall difference of stress regime of each
reservoir under the regime stress mode is not too large.

4.3. The Variation of K

If the horizontal stress is not taken into account, and the rock compaction is completely
provided by the gravity of the overlying strata; according to (Equation (2)), it can be
concluded that the K is equal to (cosθ)2. Therefore, K is 0.0432 near fault F3 and 0.0364
near fault F4 (Table 1); the corresponding Pd(f − r) is shown in (Figure 8c,d). The value of K
calculated by combining the normal stress components of superimposed horizontal stress
and vertical stress is shown in Table 1 and Figure 8,b. It can be seen that the range of K
value increase near F3 fault is 1.1128–1.1363, and the range of K value increase near F4 fault
is 1.1292–1.1561.

 

Figure 8. The bar chart showing the change of K value, the old method without considering the
horizontal stress, the new method integrating both gravity and horizontal stress. The variation in K
value considering the influence of horizontal stress and its influence on the displacement pressure
difference. (a) Different K values of new and old methods near the F3 fault. (b) Different K values of
new and old methods near the F3 fault. (c) Pd(f − r) value of new and old methods near the F3 fault.
(d) Pd(f − r) value of new and old methods near the F4 fault.

The (I–VII) reservoir near the F3 fault corresponds to an increase in Pd(f − r) in the
range of 0.186–0.227 Mpa (Figure 8c); the (i–vii) reservoir near the F4 fault corresponds to
an increase in Pd(f − r) in the range of 0.170–0.212 Mpa (Figure 8d).

The results show that the increases in K value and Pd(f − r) affected by faults F3 and
F4 are different; the increase in K value of the reverse fault stress regime is greater than
that of the strike-slip fault (Figure 8a,b); the increase in Pd(f − r) value within the depth
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range of reverse fault stress regime is greater than that of Pd(f − r) within the depth range of
strike-slip fault stress regime (Figure 8c,d).

There is a positive correlation between K and Pd(f − r). Considering the compaction
effect of horizontal stress on fault rock, the sealing ability of (F3, F4) fault is obviously
increased compared with that without considering horizontal compression. However, the
increasing degree of Pd(f − r) between fault rock and reservoir is different in different depths
(Figure 8c,d).

4.4. Fault Sealing Capacity

As described in Section 3, the displacement pressure difference between fault rocks
and reservoir rocks can be calculated using Equation (6). In this research, a fault is not
sealed when Pd(f − r) < 0, whereas a fault is sealed when Pd(f − r) > 0; the higher the Pd(f − r),
the better the sealing capacity.

It can be seen from Table 2 that the displacement pressures of reservoir rock in
different layers of well Dinan8 are 0.646–0.704 MPa, and the displacement pressures
of fault rock calculated by the above method are 0.682–0.706 MPa; the displacement
pressures of reservoir rock in different layers of well Dinan081 are 0.630–0.699 MPa, and the
displacement pressures of fault rock calculated by the above method are 0.669–0.687 MPa.
By comparing the displacement pressures of fault rock and reservoir rock, we found
that the displacement pressures of fault rocks in VI,VII, vi, v, vii are all less than that of
reservoir rock, so the fault cannot seal hydrocarbons in these formations. Well testing
results have proved that these reservoir beds are dry layers or water layers, while the
displacement pressures of fault rocks in i, ii, iii, iv, vii, I, II, III, IV, V are all greater than that
of reservoir rock; thus the fault can seal hydrocarbons in these reservoir beds. However,
the displacement pressure difference between fault rock and reservoir rock is different in
different layers, which reflects different sealing capacity. Well testing results have proved
that these reservoir beds are all gas layers or oil layers.

Table 2. The known variables (i.e., Reservoir depth, Clay content of fault rock (Vfr), Clay content of reservoir (Vr) and
calculated results (i.e., Equivalent buried depth of fault rock (Zh), Displacement pressure of reservoir (Pdr), Fault rock
pressure and reservoir pressure difference (Pd(f − r)) of faults F3 and F4 in the study area.

Fault Number Reservoir Number Reservoir Depth Vfr Zh Pfr Vr Pdr Pd(f − r)

F3

I 3878 0.530 482.1 0.682 0.108 0.656 0.025
II 3950 0.550 506.5 0.692 0.112 0.666 0.026
III 4000 0.530 491.8 0.686 0.117 0.676 0.010
IV 4047 0.560 523.8 0.699 0.122 0.686 0.013
V 4094 0.575 541.4 0.706 0.096 0.646 0.060
VI 4131 0.535 506.9 0.692 0.130 0.704 −0.013
VII 4176 0.545 520.7 0.698 0.125 0.698 −0.001

F4

i 3885 0.540 452.0 0.669 0.090 0.630 0.040
ii 3960 0.545 461.7 0.673 0.111 0.664 0.009
iii 4009 0.550 470.3 0.677 0.106 0.659 0.018
iv 4056 0.560 482.2 0.682 0.113 0.672 0.010
v 4105 0.570 494.8 0.687 0.125 0.694 −0.008
vi 4142 0.530 462.7 0.674 0.120 0.688 −0.014
vii 4185 0.540 474.5 0.679 0.125 0.699 −0.020

It can be seen from Figure 8c,d that the displacement pressure difference between
fault rock and reservoir of F3 fault calculated by this method and previous methods ranges
from 0.186 to 0.227 MPa, and that of F4 fault ranges from 0.17 to 0.212 MPa. Because this
method considers the influence of horizontal stress comprehensively, the sealing ability of
fault calculated by this method is greater than that calculated by previous methods, which
indicates that if the influence of horizontal stress on the sealing ability of fault is ignored,
the evaluation result will be lower than the actual value. If the old method is adopted, the
Pd(f − r) of I–VII and i–vii reservoirs are less than zero, which indicates that the oil and gas
of I–VII and i-vii reservoirs cannot be sealed, which is seriously inconsistent with the actual
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situation (Figure 8c,d). In this case, the evaluation result of the new method is consistent
with the actual oil and water distribution, which can prove that this method is scientific
and feasible.

5. Discussion

5.1. Influence of Different Stress Regime

The σh, σV and σH varies with the depth of the fault plane [68,69], and the σh, σV
and σH stress curves near the fault plane will change correspondingly with the change of
geometry and kinematics characteristics of faults [53,70]. The ratios of σH/σV and σh/σV
will change according to the change of stress regime. According to (Equation (3)), it is
obvious that with the change in depth, the stress regime determines the magnitude of
normal stress σT on the fault plane.

It is assumed that the plane is smooth and that the dip and the dip angle are constant
(Figure 9a,b); the reverse fault stress regime (RF), (σH/σV) > 1, (σh/σV) > 1; the stress
regime of the strike-slip fault (SF), (σH/σV) > 1, (σh/σV) < 1; normal fault stress regime
(NF), (σH/σV) < 1, (σh/σV) < 1. The calculations show that KRF > KSF > KNF (Equation (2)).

 

Figure 9. (a). The Shale Gouge Ratio (SGR) value of AA′ section is equal to that of BB’ section. In AA′

and BB′ sections, the dip angle and strike of faults are the same, and the stratigraphic characteristics
are also the same. (b) The AA′ and BB′ sections are under different stress regimes. (c) The depth and
stress regimes of AA′ and BB′ are the same. (d) The depths of AA′ and BB′ are different, and the
stress regimes are also different.
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Therefore, although the sealing capacity of AA′ is better than that of BB′ under the
same stress regime (Figure 9b,c), the sealing capacity of AA′ and BB′ are different under
different stress regimes. When the depth is fixed, the value of K determines the magnitude
of normal stress σT (Equation (3)). The difference i sealing capacity can be shown by the
following equations:

Pd(RF) = f (KRF × cos θ × Zh, Vfr)− f (Zr, Vr) (8)

Pd(SF) = f (KSF × cos θ × Zh, Vfr)− f (Zr, Vr) (9)

Pd(NF) = f (KNF × cos θ × Zh, Vfr)− f (Zr, Vr) (10)

From the results presented, it is clear that the stress regime has a large impact on the
fault sealing capacity. Due to the change in stress regime, the sealing capacity of the BB’
plane may be greater than that of the AA′, which is deeper than it (Figure 9b,d).

According to the equations in this paper, for different values of (σH/σV) and (σh/σV)
and the same remaining parameters, the sealing capacity of the shallow faults will be
greater than that of the deep ones due to the variation of the stress regimes, within the
range of variation of the depths of Δdepth1 and Δdepth2. The ranges of Δdepth1 and
Δdepth2 are shown in Figure 9b, and their expressions are as follows:

Δdepth1 = (KSF − KNF)× ΔZf × cos θ (11)

Δdepth2 = (KRF − KSF)× ΔZf × cos θ (12)

It can be inferred that the values of Δdepth1 and Δdepth2 are positively correlated
with the value of (KSF − KNF). Therefore, we can also draw the conclusion that under the
condition of different stress mechanisms and shale content, the sealing property of shallow
fault may be better than that of deep fault; the sealing property of strike slip fault has
no positive correlation with depth. The stress regime at the depth of fault plane plays an
important role in fault sealing.

5.2. Influence of the Orientation of the σH

The orientations of the σH are different near the fault plane [71], the maximum vari-
ation range of the direction can reach 90 degrees [55,58,72] and the angle α between the
orientation of the σH and the fault strike vary greatly in different sections. This will result
in large differences in the normal stresses on the fault plane of the strike-slip fault [73,74],
changing the values of K and affecting the fault sealing.

In Equation (2), the interval of variation of α is 0–90. The range of K value affected
by this variation is

[
cos2 θ + sin2 θ × σh

σV
, cos2 θ + sin2 θ × σH

σV

]
. Assuming that the angle

of α is fixed, the greater the θ, the greater the effect on sealing capacity. Because the θ of
the strike-slip fault is usually big, the change in sealing capacity caused by the change
in angle is much greater than that of fault with small dip angle. Assuming that the fault
dip angle θ is constant and the (σH/σV), (σh/σV) is fixed, α angle is an important factor to
determine the sealing ability of fault and the sealing ability of fault is positively correlated
with α angle.

Accurate calculation of the α angle is helpful to improve the accuracy of fault sealing
evaluation. It is more accurate to use the angle between the orientation of the σH near the
fault plane and the strike of the fault, compared with the angle between the orientation
of the σH in the region and the strike of the fault. However, due to the limitation of the
number of imaging logging data near the fault, the calculation of the σh direction near the
fault is restricted. Because the accuracy of α angle calculation is positively related to the
error of fault sealing evaluation results, using abundant imaging logging data or using
software to calculate α angle can improve the accuracy of evaluation results.
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5.3. Influence of Different Fault Activity Periods

Many oil and gas reservoirs are not controlled by single faults but by two or more
faults [49,75]; the evolution of a strike-slip fault system is the overall response of a series of
fault activities under the same stress field environment. The change in the fault character-
istics affects the change in the normal stress on the other fault planes in the region, and
the change in normal stress on the fault planes caused by different faults is different [76].
Comprehensive analysis of the change in normal stress on the fault plane and its causes is
of great significance to the study of oil and gas migration.

In this study, the influence of fault activity periodicity on normal stress of fault plane
was simulated by 3D move software, and then the influence on fault sealing was indirectly
analyzed. When the activity of the F1 fault in the Indochinese phase was enhanced, the
normal stress in the blue region of (Figure 10 i, iii, v) decreased, and the normal stress in
other areas increased. When the activity of the F5 fault in Yanshanian period increased, the
normal stress of fault in the blue region in (Figure 10 ii, iv, vi) decreased; in other areas, the
normal stress increases.

 

Figure 10. Diagram of normal stress change caused by fault activity sequence. Numerical simulation
comparison of plane normal stress distribution caused by activity difference of F1 and F5 faults
in different periods. (A) are diagrams of normal stress variation at different depths when fault F1
is strongly active. (B) are diagrams of normal stress variation at different depths when fault F5 is
strongly active. (i), (iii) and (v) are the change diagram of normal stress of −1750 m, −1500 m and
−1250 m of the model, respectively when the activity of fault F1 is enhanced. (ii), (iv) and (vi) are the
change diagram of normal stress of −1750 m, −1500 m and −1250 m of the model, respectively, when
the activity of fault F5 is enhanced. The blue area is the area where the normal stress is relatively
weakened. The rest of the area is the area where the normal stress increases relatively.

178



Energies 2021, 14, 1468

The sealing capacity of the fault in the normal stress weakening area is weakened, and
the sealing capacity of the fault in the normal stress strengthening area is enhanced.

The simulation results show that the activity of faults F1 and F5 and the periods of
their activities cause a great difference in the change of normal stress in the region; in
Figure 11a, the normal stress in the No. 3 color area is weak and continues to weaken, and
the production of the explored oil wells in the area is very low. The normal stress of the
fault plane in No.1 color is always strong, where the superimposed areas of No. 2 and No.
4 color regions are also located in this area; the production of oil wells explored in the area
is also very low.

Although the success of individual prospects is a function of numerous factors, such
as reservoir quality, charge and structure, it is interesting to note that all major fields are
located in the No. 5 color area, and the oil well production in the No. 6 green line area is
the highest in the study area. The No. 6 green line area is the overlapping area of No. 4 and
No. 5 colors, in which the fault transportability is good in the early stage, the fault normal
stress is the strongest in the late stage and the sealing is the best, which is most favorable
for the preservation of oil and gas reservoirs.

Through the simulation results, we can deduce the conclusion that the intensity and
sequence of boundary fault activity control the change in regional normal stress and affect
the change of fault sealing capacity; the change law of normal stress on the fault plane in
the region caused by it is different, which has an important impact on the migration and
accumulation of oil and gas.

According to the variation and superposition of normal stress in the study area
simulated by the model, the sealing capacity of faults F2, F3, F4 and F5 can be divided
based on the variation in normal stress on the fault plane. The fault sealing in the study
area can be divided into three types: high capacity of fault sealing (the normal stress of
fault plane is continuously strong), media capacity of fault sealing (the normal stress of
fault plane change from weak to strong) and low capacity of fault sealing (the normal stress
of fault plane is continuously weak) (Figure 11b).

Therefore, the systematic analysis of fault sealing is helpful to understand the migra-
tion and accumulation of oil and gas. It is of great significance for oil and gas exploration
and analysis to determine favorable places for prospecting.

5.4. Influence of Uncertain Factors

This method improves the accuracy of the sealing capacity evaluation of slip fault,
but there are still many shortcomings. The fault surface is assumed to be smooth, dip
and unchanged in tendency, which helps to simplify the calculation but deviates from
the actual situation [77]. In this study, the displacement pressure difference between fault
rock and reservoir is calculated indirectly by fitting the displacement pressure relationship.
However, the accuracy of the fitting equation is limited by the quality and quantity of
samples. The uniformity of the distribution of the mass and quantity of samples in different
depth ranges will also have a certain impact on the fitting equation. During fault evolution,
the relationship between the magnitude of lateral tectonic stresses and the strength of
the lateral compaction effect on the faulted rocks is not completely proportional, and a
proportionally equivalent treatment method will inevitably lead to errors. Since fault rocks
are not conventional sedimentary rocks, the clay content in fault rocks must not be evenly
distributed. The current clay content calculation method cannot accurately calculate the
clay content of fault rock. Exploring a more practical algorithm and equation, calculating
the clay content of fault rock more accurately, increasing the quantity and quality of fitting
rock samples and describing the displacement pressure difference between fault rock
and reservoir more directly and quantitatively can further improve the accuracy of fault
sealing evaluation.
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Figure 11. (a) Superposition analysis chart of numerical simulation based on normal stress change
of the fault plane. (b) Schematic diagram of classification and evaluation of fault sealing based on
normal stress intensity of fault plane.
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6. Conclusions

The stress analysis of logging data was applied to the sealing evaluation of a strike slip
fault, which has good applicability and practicability. The research results show that the
stress regime corresponding to different depths of fault planes has an important influence
on fault sealing. Under the condition of similar buried depth and clay content of fault
rock, the fault in reverse fault stress regime has the best sealing performance, followed by
strike-slip fault stress regime, and the lowest sealing performance under normal fault stress
regime. Comprehensive use of logging stress analysis to evaluate the sealing property of
the strike-slip fault can improve the accuracy of fault sealing evaluation and is applied to
the evaluation of fault sealing of normal fault and reverse fault.

The normal stress of a fault plane is an important factor to determine the sealing
capacity of the fault. In order to accurately calculate the normal stress on the fault plane,
it is necessary to comprehensively calculate the normal stress components of the vertical
stress and horizontal stress on the fault plane, which is of great significance to the evaluation
of fault sealing ability. Neglecting the compaction effect of horizontal stress on fault rock
mass will lead to the low evaluation value of fault-sealing performance. The larger the
fault dip angle is, the larger the deviation is. For strike-slip faults with large dip angles,
this error is not acceptable.

The orientation of the maximum horizontal stress near the fault plane is also a factor
affecting the sealing capacity of the fault. Because the orientation of the horizontal stress
near the fault is anisotropic, it is not easy to determine its orientation in the case of fewer
data. As a result, it is not easy to determine the degree of its influence on fault sealing.
Therefore, it brings potential errors for accurate evaluation of fault sealing, and the errors
of different positions are not easy to determine.
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Abstract: Accuracy of hydrogeological and geotechnical investigation in place of shaft sinking is a
key factor for selection of sinking method and design of the shaft lining. The following work presents
the influence of the rising level of accuracy of geological data gathered in the area of shaft sinking
in the Silesian Coal Basin and technical projects of shaft lining and technology of its sinking, which
have been changing over the years. The initial project of the shaft was repeatedly modified. Each
modification eventuated in rising requirements for the shaft lining, such as increasing its thickness or
changing concrete class. It has become necessary to use additional methods of reinforcing rock mass
around the shaft.

Keywords: mine shaft; hydrogeological investigation; shaft lining design; shaft lining reinforcement

1. Introduction

Despite investing in renewable energy sources and development of other energy
sources, Polish energy is still coal based. Poland also has extensive resources of coking
coal, which is necessary for steel production. These factors cause a need for coal mine
operation, because of the coal demand. Economic mine operation requires maintenance,
modernization, or elongation of existing mine shafts and even building new. A new mine
shaft was designed in the Silesian Coal Basin in southern Poland to raise the effectiveness
of a coal mine. The process of the shaft design is presented in the following article. The
location of boreholes, with respect to mine workings in coal seam no. 207, geological faults,
and borders of water hazard area are presented in Figure 1.

The selection of the shaft sinking method is based on hydrogeological conditions in the
chosen place [1]. A particularly important factor is the number of aquifers and their param-
eters, such as hydraulic contact between them, chemical composition of underground water
in different aquifers, and occurrence of fault zones [2]. A common method of geological and
hydrogeological investigation is research drilling in the vicinity of the designed shaft [3].
This method is required by Polish law [4] as well as the Polish Standard [5]. The following
work presents an example of the evolution of the technical project of a mine shaft, caused
by the rising level of accuracy of hydrogeological data collected in two boreholes, drilled at
different time intervals as well as the results of mining operations on the mine level.

Boreholes A and B were drilled consecutively in 2007 and 2014. Based on data col-
lected from these wells, the occurrence of Tertiary, Quaternary, Triassic, and Carboniferous
formations was specified.

Data gathered in the borehole A showed that Quaternary formation is represented by
medium and coarse-grained sand, loamy sand, sandy, silty clay and clay loam, silt, and
clay. The bottom part of the quaternary formation is formed by a clay–sand–gravel mixture,
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rock and loam rubble, and gravel. Quaternary formation is covered with 0.2 m thick layer
of sandy soil and humus. The thickness of the Quaternary formation is equal 40.5 m.

Figure 1. A map of mine workings in the coal seam no. 207 with geological faults, borders of the
water hazard area, and boreholes presented.

The tertiary formation consists of clay divided by a layer of micrite limestone at the
depth of 94.1–96.7 m and knobby limestone in its bottom part. The thickness of the Tertiary
formation is 71.6 m.

The Triassic formation is represented by carbonate rocks—limestone, dolomite, and
marl, laying on clay. The total thickness of Triassic formation equals 125.9 m. In both bore-
holes A and B, Middle (112.1–186.5 m below the surface) and Early Triassic (185.5–238.0 m
below the surface) was found.

The Carboniferous formation consists of the Libiąż layers (Westphalian D) and Łaziska
layers (Westphalian B and C). Westphalian D, with a thickness of 171.5 m, is represented
by thick shoals of coarse-grained, poorly cemented and fractured sandstone containing
gravel and pebbles, and fine-grained sandstone delaminated with conglomerate, mudrock,
and seams of coal. The thickness of the Westphal C formation is 353.4 m and Westphal
D is 187.2 m. They are formed by coarse-grained sandstone with gravel, medium and
fine-grained sandstone with mudrock, and several seams of coal.

Tectonics of the designed shaft region, as well as the whole area of the coal deposit, is
extremely rich. Numerous faults occur, characterized by throw up to 180 m. Traces of fault
lines are located on the N-S, NE-SW, NW-SE, and W-E directions. Seam extent direction
is between S-N and NWW-SEE, its dip is oriented to E and NE, and its angle is from 3◦
to 10◦. In the distance of about 350 m on the north from the borehole A, there is a fault of
W-E direction and a south-oriented throw with a value between 100 and 140 m. In this
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borehole, at the depth of 109.80 m, contact between dolomite and limestone breccia was
located in the Tertiary formation, which is probably a fault of a 40◦ dip and a 2.3 m thick
zone of breccia. It is also plausible that two caverns filled with clay were drilled through.
A geological profile of the rock mass in the vicinity of the designed shaft and boreholes is
presented in Figure 2.

Figure 2. Geological profile in the vicinity of the designed shaft and boreholes.

2. Results

2.1. Borehole A—Stage I

The following hydrogeological tests were conducted in the borehole A:

• Pumping tests,
• Tests with tube samplers at the depths of 550.0–560.0 m, 630.0–635.0 m, 745.0–750 m,

855.0–860.0 m, and 925.0–930.0 m,
• Determination of following parameters in groundwater samples: pH, carbonate hard-

ness, water hardness, total alkalinity, content of the aggressive CO2, So4, Mg, Cl, NH4,
NO3, NO2, HCO3, Ca, Fe, K, Na, Mn, SiO2 ion content, dispersion, dry residue, and
assessment of level of water aggressiveness and corrosivity,
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• Samples of sandstones layer over the minimum 1.5 m thick coal seams were taken
from the drill core and their open porosity, seepage, and chemical composition of pore
waters were tested in the laboratory,

• Tests of radioactivity (concentration of radium isotopes) and occurrence of barium
ions were conducted for groundwater pumped from a depth of over 500.0 m.

The hydraulic conductivity of aquifers was calculated using the Dupuit (1) formula,
and the cone of depression size was determined based on the Sichtard formula (1) using
the successive approximation method.

k =

(
R

3000 ∗ s

)2
=

0, 366 ∗ Q ∗ lg R
r

m ∗ s
,

m
s

(1)

where:
k—hydraulic conductivity,
R—depression cone,
Q—discharge well,
r—well radius,
m—aquifer thickness,
s—drawdown.
Based on the obtained value of the hydraulic conductivity, water inflows (Q) of

aquifers was calculated with the so-called “great well” method, using the following
formula (2):

Q = 2.73 ∗ k ∗ m ∗ s
lgR0 − lgr0

,
m2

s
(2)

where:
R = 3000 ∗ s ∗

√
k, m

R0 = R + r, m

Pumping tests were carried out in boreholes, without the use of observation (control)
boreholes. In such a case, the cone of depression area calculation was done using the
empirical Sichtard formula (1), which is widely accepted by hydrogeologists [6,7]. The
Sichtard formula provides an approximated value of the cone of depression radius, of
which the logarithm is often used in calculations of water inflow, thus its influence on the
final result is minimized.

Based on data gathered from a 950-m-deep borehole A, drilled in 2007, 148 different
rock layers were defined, as well as four aquifer systems:

• The Quaternary aquifer system at the depth of 4.50–16.00 m below the surface, in
which the pressure head is equal to 0.026 MPa.

• The Triassic aquifer system at the depth of 112.10–222.35 m below the surface, in which
the pressure head is 0.915 MPa and the average value of the linear slit index is 6.7.

There are two aquifers in Carboniferous formation:

• The Upper Carboniferous aquifer system at the depth of 234.00–516.00 m below the
surface, in which the pressure head is 1.225 MPa and the average am value of the
linear slit index is 5.4.

• The Lower Carboniferous aquifer system at the depth of 516.00–947.24 m below the
surface, in which the pressure head is 3.376 MPa and the average value of the linear
slit index is 4.2.

An example of a graph showing the linear slit index is presented in Figure 3. Similar
graphs were prepared for the Carboniferous formations of Westphalian B, C, and D.
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Figure 3. Graph of the average fracture amount per meter in Triassic formation in the borehole A.

Groundwater was also sampled in borehole A on different levels. The analysis of sam-
ples confirmed a phenomenon of rising groundwater mineralization with depth (Figure 4.).
The value of the total mineralization rises from about 0.35 g/L in overburden formations,
through 3.25 g/L at the depth about 560 m, up to 4.9 at the depth of 700 m.

Figure 4. Total dissolved solids (TDS) profile in boreholes A and B.

Key hydrogeological parameters of different formations are shown in Table 1.
Calculations revealed that the maximum expected total water inflow is 14 m3/min.

Considering fractured and cavernous rock mass (Triassic formation) and pressurized
groundwater in some aquifers, the possibility of sudden uncontrolled water inflow to the
shaft was recognized as a real threat. Depth intervals in the permeable Carboniferous
formations in which the average value of the linear slit index is greater than or equal to
double the average value of this index for the aquifer were specified, as well as areas of
increased values of RQD, which might be an indicator of increased accumulation of water.
Data gathered during drilling show a risk of fault zones occurrence on depths of 109.8,
461.8, 462.8, and 570.5 m below the surface.

Based on the profile of the Quaternary formation, a 20m-deep diagram wall was
proposed as a primary shaft lining in this section. The diagram wall could be built without
lowering the groundwater level. It is a construction element and it is made of adhering
sections. The occurrence of the Tertiary loam below the Quaternary formation allowed the
shaft at this section to be sunk without using special methods.
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Table 1. Results of hydrogeological investigation in boreholes A and B.

Aquifer
System/Aquifer

Depth Water Table Hydraulic Conductivity k Water Inflow

A B A B A B
m m m m/s m/s m3/min m3/min

Q/I 5.5–16.0 1.9 1.55 6.64 × 10−6 4.09 × 10−6 0.121 0.065

Q/II 24.2–39.5 dry rocks 10.90 dry rocks 1.02 × 10−5
- 0.310

Tr/III 94.2–96.2 13.40 3.34 × 10−5 0.368 1

T/IV 111.0–159.4
20.6

13.00
1.84 × 10−6

1.88 × 10−6

2.80
1.408 1

T/V 180.6–222.3 17.20 1.28 × 10−6 0.938 1

T/VIa 225.2–235.0 132.15 1.16 × 10−6 0.105 1

C/VIb 236.0–269.7

111.5

116.90

1.05 × 10−6

2.14 × 10−6

7.43

0.848 1

C/VII 272.5–309.7 127.50 8.34 × 10−7 0.463 1

C/VIII 314.0–375.1 130.10 1.83 × 10−7 0.249 1

C/IX 378.6–461.5 127.00 2.40 × 10−7 0.546 1

C/X 466.4–522.0 199.30 2.60 × 10−7 0.386

C/XI 524.1–550.7

178.4

200.20

1.69 × 10−7

1.49 × 10−7

3.45

0.120
C/XII 552.4–579.7 217.35 3.82 × 10−7 0.292
C/XIII 584.7–671.7 228.40 2.66 × 10−8 0.103
C/XIV 678.7–762.3 264.00 1.27 × 10−8 0.057
C/XV 765.0–830.0 174.40 7.48 × 10−8 0.370

∑= 13.801 5.853
1 possible sudden water inflows of high amount from faults and fractures zones.

The field and laboratory investigation conducted revealed that Triassic and Carbonif-
erous aquifer systems are characterized with good and very good filtration properties.
The Triassic aquifer is of fracture-karstic type, while the Upper Carboniferous aquifer is
characterized by a high fracturing level. Both Triassic and Carboniferous formations are
fractured. Groundwater in aquifers is under high hydrostatic pressure, while the rock
mass has good collector properties. The conducted calculations shows that water inflow
from the Triassic formation into the shaft during its sinking exceeds the acceptable value
of 0.5 m3/min. A similar situation is forecasted for the Carboniferous formation. This
situation requires prior rock mass sealing.

Hydrogeological conditions determined the design of the shaft lining and shaft sinking
method. The value of water inflow into the shaft requires insulating the Upper Carbonifer-
ous, Quaternary, and Tertiary aquifer systems by using a water-tight shaft lining. General
principles of rock mass sealing [8] were adapted to local conditions. The proposed con-
struction of the shaft lining consists of hydro-insulating screens, using modified loam as
a base of hydro-insulating solution [9]. Elements of the hydro-insulation include eight
control-injection boreholes, which are located on the circle around the shaft outline at the
distance of no less than 4–5 m and no higher than 10–12 m from the outline. In case of
discontinuity of the shaft insulation, there is the possibility of supplementary rock mass
sealing behind the lining from the shaft heading [10]; however, such a situation should
not happen.

Some rock layers of the Carboniferous formation, especially sandstone of the Libiąż
layers, is characterized with low values of strength. Fractures in fault zones, high hydro-
static pressure, and a low strength value of rock mass might affect rock falling of the shaft
walls and expanding of the shaft heading area. In such situations, a web depth should be
reduced to 2–3 m. After exposure of the fractured areas in the shaft heading, shaft walls
should be supported with a temporary lining or covered with steel segments, or any other
way of preventing rocks from falling down from the walls should be used. For certain
rock layers, it is recommended to prevent them from contact with water, because of their
tendency for dripping (basing on the test of Skutta [11]) and to reduce their exposure time
to a maximum of 4 h.

A concept of shaft lining at this stage comprises the following lining solutions:
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• Multilayer lining with hydro insulation:

� Concrete + concrete panels lining,
� Concrete + concrete lining,

• Concrete + concrete panels complex lining,
• Single-layer concrete lining with drainage.

The designed panel lining consists of 0.25 m thick concrete panels made of C20/25
class concrete. One of the lining’s section comprises C35/45 concrete panels. The primary
concrete lining is to be made of C25/30 concrete of a thickness between 0.3 and 0.55 m. The
permanent lining is designed as a 0.5–1.1-thick concrete layer from C20/25 to C35/45. The
primary column of the complex lining is to be made of 0.5 m-thick (0.9 m at one section)
C25/30 class concrete (C35/45 at the 0.9 m-thick section). The permanent lining is to
be made of 0.25 m-thick concrete panels of C25/30 class concrete (locally C30/37). The
remaining section of the shaft is to be supported with a single-layer lining of C20/25 to
C30/37 class concrete with a thickness between 0.75 and 0.85 m.

2.2. Borehole B—Stage II

Field and lab investigations of borehole A revealed difficult hydrogeological and
engineering conditions in the profile of the designed shaft. As a proper hydrogeological
investigation is crucial for the shaft design, additional research should be conducted [12].
To provide more accurate data of geological conditions, borehole B was drilled in 2014
to the depth of 830 m, at the distance of 13m from the designed shaft. An additional
hydrogeological investigation was also related to the proposition of change of the shaft
sinking method—from hydro-insulating shields to ground freezing. Similar to the borehole
A drilling process, drilling fluid loss zones, tightening, and breakouts in the boreholes were
analyzed. In situ tests revealed numerous fracture and tightening zones.

Hydrogeological tests in borehole B consist of drawing water using sludger in case the
water inflow is less than 10l/min or a deep-well pump for greater inflow values. Pumping
with the deep-well pump was conducted with one to three depressions, increased by about
one-third of the lowered water head after the water table stabilization. The conducted
research allowed to determine the depth and thickness of aquifers and their hydrostatic
pressure and hydraulic conductivity. A scope of conducted tests was similar to the case
of borehole A, but sampling density was significantly higher. One hundred and fifty-four
geotechnical layers were specified. Basied on the conducted investigation, 16 aquifers were
identified, of which 2 were in the Quaternary formation, 1 was in the Tertiary-Triassic
formation, 2 were in the Triassic formation, and 10 were in the Carboniferous formation.
Calculations of hydraulic conductivity and water inflow for aquifers were conducted using
the same formulas as in the case of borehole A, but for 16, not 4 aquifers. The results of
these calculations are presented in Table 1.

Comparison of the water mineralization revealed significantly greater values of TDS
measured in borehole B. In the overburden, it is about 0.55 g/L. At the depth of 560 m,
it is equal to 9.25 g/L, while in borehole A, it was only 3.25 g/L. Similarly, below 600 m,
TDS varies between 75 and 103 g/L, while in borehole A, it was between 3.5 and 4.9 g/L.
Such differences might be an effect of the fault zone occurrence, which allows for both
freshwater descending from the overburden formations and brine ascending from deeper
formations. Water flow is additionally stimulated by mine workings drainage in this area.

Protecting the shaft walls with a water-tight shaft lining as presented above in terms
of calculated water inflows into the shaft might be very complicated [13]. The occurrence
of weak rocks softening in water, together with the necessity for reducing water inflows
into the shaft, forced the use of the special shaft sinking method, which is ground freezing,
to the depth of 475 m. The depth of freezing is based on rock mass hydraulic conductivity,
porosity, RQD, and the Protodyakonov coefficient [14]. Below this depth, a 280 m-long
drainage hole is designed for the purpose of drainage in the shaft heading. Water is to
be transported with the borehole to the mine drainage system. The designed borehole is
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protected by a steel casing pipe with a diameter of 150 m, and it is able to discharge water
in an amount several times greater than its inflow into the shaft.

Ground freezing to the depth of 475 m is carried out using 40 freezing boreholes. Three
additional boreholes were drilled for the purpose of control of the ground freezing process.
The cooling capacity of the freezing installation is 4.0 MW. The designed shaft sinking
method is realized using the shaft excavator in the frozen section. The drill and blast
method is forbidden in this section, because of the risk of freezing boreholes damage done
by an explosion. The remaining shaft section is to be sunk using the drill and blast method.

The following figures present elements of freezing installation, including the model
of the primary system in Figure 5, the model of the secondary system in Figure 6, the
cross section of freezing channel between refrigeration plant and shaft in Figure 7, and the
cross section of freezing ring in Figure 8. The primary system includes three freezing units,
so-called chillers PAC SAB 283 E eco, in which the freezing medium is ammonia. They
are cooled by cooling towers Evapco AT 18-3M14. The refrigeration plant also consists
of isolated pipes for medium transfer, a brine tank, a discharge tank, a water treatment
station, eight pumps, and an armature. The secondary system is basically a channel
comprising pipelines used to transfer coolant from refrigeration plant to freezing boreholes
and back. The channel consists of two main parts, one of them is a freezing ring and the
other one is a channel between the freezing ring and the refrigeration plant. The freezing
channel contains two pipelines with a diameter of 350 mm—inlet and outlet pipelines
and one venting pipeline with a diameter of 65 mm. Around the shaft outline, pipelines
are circle-shaped. The freezing boreholes’ pipes are connected directly to pipelines in the
freezing ring.

More accurate results of the hydrogeological survey are reflected in the updated shaft
lining design. Construction of the shaft lining is basically the same and consists of a
multilayer lining with hydro insulation and a complex lining at the frozen section, and
a complex and single-layer lining at the remaining section. However, the parameters of
lining elements have changed, particularly concrete class, which in the case of panels is at
least C30/37 and for concrete lining is between C30/37 and C40/50 class. In fault zones,
reinforced C40/50 class concrete lining is designed. The thickness of the modernized shaft
lining is between 0.85 and 1.2 m.

Figure 9 presents the layout of the shaft lining of two shaft sections. On the left, the
top section of the shaft is shown, including the diagram wall, panel lining, backfill pipeline
channel inlet, and shaft collar. On the right, the multilayer lining, comprising panels and
concrete, is presented.

Figure 5. Model of the primary system of freezing installation: 1—cooling aggregates, 2—brine tank,
3—cooling towers, 4—discharge tank, 5—water treatment station.
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Figure 6. Secondary system of the freezing installation: 1—freezing channel, 2—freezing ring,
3—freezing boreholes.

Figure 7. Cross section through the freezing channel (A-A): 1—inlet pipe, 2—outlet pipe, 3—vent pipe.

Figure 8. Cross section through the freezing ring (B-B): 1—inlet pipe, 2—outlet pipe, 3—vent pipe.
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Figure 9. Layout of the shaft lining: 1—diagram wall, 2 –concrete panel (grey—standard panel;
brown—panel with gaps for concreting; yellow, blue, red, green, orange—special construction panel),
3—panel fasteners, 4—sinking bucket, 5—suspended stage, 6—steel formwork, 7—inlet of backfill
pipeline channel, 8—final concrete lining.

2.3. Mine Workings—Stage III

Since 2002, coal has been excavated from seams no. 207 and 209 on the north from
the designed shaft location. Coal seam no. 207 was excavated at the distance of 1.7 km
to the north and 1.3 km to the north-east from the borehole B, at depths between 670 and
550 m. The excavation height in this area is up to 4.6m. Coal seam no. 209 was excavated
at the distance of 1.7 km to the north-east from the borehole B, and at the depth of 650 m.
Seam’s thickness is up to 4.3 m. Both coal seams were excavated using the longwall method
with caving.

In 2019, the development of roadways at the level of 540 m started. New workings
were to connect existing excavations with the shaft. The biggest challenge in this process
was a fault zone of about 120 m throw, located about 300 m north of the shaft. Rock mass,
in which newly developed workings are made, are characterized with low strength, which
is effective in inflows of water and bulk material into workings. Values of these inflows
varied in time. Drainage and test boreholes, drilled from mine workings, were tightened
or filled up with loose rock material inside the fault zone. Boreholes were drilled from
several adjacent excavations and allowed to investigate a 300-m-long part of the fault
zone. Water pressure in boreholes did not exceed 1.7 MPa, and groundwater chemistry,
based on samples from different boreholes, is typical both for low mineralization seepage
water and highly mineralized water (brine), which is characteristic for the Carboniferous
formation. The conducted tests revealed a rise of open porosity to about 15.7% and
hydraulic conductivity to an average value of 1.9 × 10−6 m/s, several dozens of meters
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from the fault zone. Water inflow to one of the developed workings reached 2 m3/min;
however, its value decreased over the time. Peak values of water inflow were about
0.6 m3/min. Water usually contained a significant amount of loam and sand material. The
records of the drilling process of boreholes penetrating the fault zones also indicates strong
and uneven water accumulation.

Roadways development at the level of 540 m allowed to gather supplementary data
about water accumulation of the fault zones and possible connections between aquifer
systems in different formations via the fault zone. In addition, data on water pressure in
the fault zones and conditions of groundwater flow were collected.

Data on hydrogeological conditions, fault zones, and geotechnical conditions, gathered
during the roadways development at the level of 540 m, caused a necessity for another
modification of shaft lining construction. New construction of the designed shaft lining has
to deal with difficult conditions identified during mining activity at the level of 540 m. The
concept of the shaft lining construction did not change. Key differences between previous
and new shaft lining construction occur in the area of fault zones and in the application of
rock mass injection, which was not considered necessary in previous projects.

Distinctive changes in the original shaft lining project concern fault zones and the
shaft section between the depths of 215.4 and 238.0 m, which is a zone of extensive stress.
The designed shaft lining in this section comprises steel sections and a concrete layer and
is able to transfer loads of 4.6 MPa. In the area of fault zones, a similar solution of a steel
and concrete complex shaft lining, able to transfer loads of 4.0 MPa, was designed. In the
described sections, concrete panels were replaced with steel sections of different types,
depending on the load to transfer. The shaft lining on these sections also consists of q
0.73 m-thick layer of C50/60 class concrete. The layout of the steel sections ring is presented
in Figure 10. Orange and blue panels are so-called closing segments, which are assembled
in the last step.

Figure 10. Layout of the steel sections ring (grey panels—typical segments, blue and orange panels—
closing segments).

The application of sealing and reinforcing rock mass injection as well as the prelimi-
nary injection in different mine shaft sections was also considered necessary. The sealing
injection is to be carried out in the vicinity of bottom ends of the freezing boreholes, after
the ground defreezing. Injections are to be done at four levels, at depths of 474.90, 476.90,
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478.90, and 480.90 m. Rock mass is to be reinforced with a reinforcing injection at the depth
of 624.50 m. For the purpose of rock mass injection, eight horizontal boreholes, drilled
through the shaft lining, are to be used on each of listed levels. The designed diameter of
boreholes is 40 mm.

The necessity for a preliminary rock mass injection is caused by the occurrence of weak
and fractured (RQD < 50%) rock mass in a shaft profile over the depth of 473.90 m. In this
area, there is a risk of rock falls from shaft walls, which might affect problems with proper
shaft lining installation. The decision of using this method of rock mass reinforcement is to
be made by the Head of Mining Operations in cooperation with a geologist. A preliminary
injection is to be carried out with eight boreholes, drilled from the shaft bottom at an
angle between 15 and 30 degrees, along the shaft outline. The maximum length of the
injected section must not exceed 8m. The number of boreholes might be changed by a
decision of the Head of Mining Operations. The minimum diameter of boreholes is 50 mm.
A preliminary sealing and reinforcing injection is to be carried out using expansion heads
and polyurethane adhesives.

3. Discussion

Coal exploitation in coal seams no. 207 and 209 and water drainage caused by this
process affected the cone of depression occurrence, at a range of about 2.5 km from goaf,
therefore reaching the area of designed shaft. It should be noted that the cone of depression
size was defined for the layer of permeable sandstones in the roof of excavated coal seams,
while the size of the cone of depression and changes in water pressure in other aquifer
systems were not defined, because of the lack of geological data.

According to Table 1, the number of hydrogeological tests conducted is significantly
higher in the case of borehole B compared to borehole A. Accordingly, hydrogeological
parameters obtained in the investigations in borehole A should be considered generalized
and average, not related to specific aquifers.

The comparison of forecasted water inflows for boreholes A and B shows that dif-
ferences between these values are insignificant in the case of overburden formations
(Quaternary, Tertiary, and Triassic). However, in the Carboniferous formation, the value
of water inflow is three times bigger for borehole A. This difference is an effect of coal
excavation in coal seams no. 207 and 209, which changed hydrogeological conditions in
this area. Excavation was carried out near the pillar of the designed shaft and caused water
drainage of the Carboniferous formation and possibly overlying aquifer systems. A conse-
quence of the drainage is that it also decreases the piezometric pressure in Carboniferous
aquifers. According to the investigation carried out in boreholes A and B, the water table
in Carboniferous aquifers decreased by about 20 m, while in bottom aquifers, it was up
to 88 m. Water drainage caused the development of a cone of depression of significant
size, inclined towards goaf. According to lower values of water inflows, obtained in pump
tests in borehole B, the calculated values of hydraulic conductivity and forecasted water
inflow are also lower. It is notable in aquifers X to XIV, which are under the influence of
intensive drainage caused by goaf. It should be noted that despite this situation, the results
obtained in calculations based on the data gathered in borehole B are correct, because water
relations in this area are not be restored. On the contrary, Carboniferous aquifers are to be
drained, which will affect the total drainage of static resources in this area. Inaccuracy in
determining water inflows into the shaft are usually caused by a lack of data or errors in
forecasting [15], which in turn requires taking into account the specific value of estimation
error for the purpose of the shaft lining design.

Modifications of shaft sinking technology and shaft lining design, caused by the
growing accuracy of the hydrogeological data, are mostly changes in the construction of the
designed lining. Subsequent modifications are connected to rising concrete class or lining
thickness, and in some cases, both of these parameters. Additionally, the investigation of
fault zones and other areas of increased pressure caused the necessity for the application
of complicated, high-strength construction of a shaft lining, primarily made of reinforced
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concrete and, in the final project, made of steel. This project introduces a steel and concrete
complex lining, which consists of a 0.7 m-thick layer of C50/60 concrete class.

Sudden and uncontrolled water inflows into a sunk [16] or operating shaft [17] in
the Silesian Coal Basin are extremely rare, but such situations have happened in history.
Accurate investigation of rock mass allows one to locate potentially dangerous zones, which
can be a threat for shaft stability. To prevent their influence on the shaft, it is necessary to
reinforce rock mass in specific areas, e.g., using preliminary or sealing injection. Sealing
injection can be very important at the stage of defreezing rock mass in the vicinity of the
shaft. The stages of the hydrogeological conditions investigation presented here revealed
that shaft design requires an individual approach to this process [18]. It can also be stated
that guidelines for shaft design and sinking included in mining regulations and Standards
should be treated like general guidance.

4. Conclusions

Shaft sinking is always an expensive venture, which takes many years to complete.
The process of the shaft design itself might last several dozens of months and requires
significant financial expenses and cooperation of numerous experts in mining, mechanics,
civil and electrical engineering, as well as in many other fields, like geology. Proper
geological investigation is crucial for the whole process of the shaft design. In the case of an
area like the Silesian Coal Basin, where numerous aquifer systems occur, a hydrogeological
survey is vitally important.

The example of the designed shaft presented above shows the importance of proper
hydrogeological investigation and its impact on the shaft lining design. Subsequent stages
of this investigation affect the modifications of shaft lining design, requiring its higher
strength, which was done by the application of a higher concrete class or a thicker layer.
Ultimately, the application of customized, high-strength constructions was recognized to
be necessary.

Obviously, such an intervention in shaft lining construction raises investment cost, as
higher-class concrete is consequently more expensive. Similarly, its thicker layer requires
higher amounts of concrete, which also raises expenses. Additional reinforcement of the
shaft lining or rock mass also incurs extra cost. The necessity for constant modifications
of the shaft lining project also raises investment cost, because it requires man hours spent
by designers. It is not difficult to imagine a situation where shaft sinking is no longer
profitable, because potential gains can no longer cover huge expenditures incurred by the
investor, especially taking into account the fluctuations in the resources market and the
insecure future of coal-based energy in Europe.

The incurred expenses and their sudden and unexpected growth cannot cover the
biggest advantage of proper and accurate hydrogeological survey, which is safety. Incorrect
or inaccurate geological survey can lead to a catastrophe, in which the lives and health of
people can be in danger.
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pionowych wyrobisk udostępniających złoże—Przykład LGOM. Prz. Geol. 2017, 65, 1035–1043, (In Polish, with English summary).
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Mateusz Zaręba 1,*, Tomasz Danek 1 and Michał Stefaniuk 2

��������	
�������
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Abstract: In this paper, we present a detailed analysis of walkaway vertical seismic profiling (VSP)
data, which can be used to obtain Thomsen parameters using P-wave-only inversion. Data acquisition
took place in difficult field conditions, which influenced the quality of the data. Therefore, this paper
also shows a seismic data processing scheme that allows the estimation of correct polarization angles
despite poor input data quality. Moreover, we showed that it is possible to obtain reliable and
detailed values of Thomsen’s anisotropy parameters for data that are challenging due to extremely
difficult field conditions during acquisition and the presence of an overburden of salt and anhydrite
(Zechstein formation). This complex is known for its strong seismic signal-attenuating properties.
We designed a special processing workflow with a signal-matching procedure that allows reliable
estimation of polarization angles for low-quality data. Additionally, we showed that P-wave-only
inversion for the estimation of local anisotropy parameters can be used as valuable additional input
for detailed interpretation of geological media, even if anisotropy is relatively low.

Keywords: anisotropy; VSP; unconventional; hydrocarbon; inversion; polarization; signal processing

1. Introduction

Exploration of dwindling deposits of raw materials requires increasingly more accurate
methods of geophysical imaging and accurate interpretation of the obtained results. The role
of seismic surveys and maximizing the use of information from seismic wave analysis are now
more crucial than ever. The use of VSP walkaway seismic surveys can significantly improve
surface seismic information, and it adds value to new geological information [1,2]. In the
case of the detailed processing approach, it allows obtaining values of the local anisotropy
tensor [3] and provides more accurate information about in situ anisotropy than other types
of seismic data surveys [4]. In this paper, we first describe a detailed processing technique
which allows the determination of accurate polarization angles for P-wave-only inversion for
data acquired in northern Poland, where acquisition was carried out in extremely difficult
conditions immediately after a very rainy period. Additional difficulties were related to the
examined depth interval (2400–3825 m) in this partially cased well. At that time, well W-1
was one of the deepest wells in Poland and the deepest well for shale gas exploration in the
country. Moreover, the target layers were situated below a highly attenuating formation of
Zechstein rocks at a depth of approximately 4 km. Both the 3D seismic surface survey and
the walkaway VSP data (for some of the shot points) have a low signal-to-noise ratio [5]. The
main goal was to perform P-wave-only inversion of this data according to the procedure
developed in [4]. The biggest challenge was related to the fact that we already know from the
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surface seismic survey that this geological medium has very low anisotropy strength, and
estimated anisotropy parameters were very low; however, these parameters have a significant
impact on seismic processing and migration. This accurate information about local anisotropy
could improve reprocessing of seismic data in the future, especially model building for
depth migration [6]. The obtained results showed that combining the advanced processing
of challenging walkaway VSP data with detailed data analysis of P-wave-only inversion
gives additional helpful reservoir information that can be used to make interpretation more
accurate when other surveys produce poor quality results and even if anisotropy is relatively
low. The walkaway VSP profile was long enough to provide wide angular data coverage with
which VSP inversion could be performed. In summary, this work aims to show a processing
case study of the first walkaway VSP survey in Poland to determine elastic anisotropy
information. The work comprises two practical parts: The first is the processing part; it
presents a study that allows a selection of the individual processing sequence in determining
the inclinations of the P-wave. The second part is a study showing whether the anisotropy
parameters can be obtained using the data from the first part. These two parts provide a
complete follow-up that allows maximizing data use, presents unique processing techniques,
and increases current knowledge about VSP and anisotropy in general. To compare the
results with the lithological characteristic, at the beginning of the article we include a detailed
geological description of the Wysin area. This allows for a thorough understanding of the
presented case study.

2. Region and Acquisition Characterization

The presented data were acquired as part of a project supporting the development of
technologies for shale gas extraction: “Polish Technologies for Shale Gas”. The presented
survey was conducted by Geofizyka Toruń S.A. (GT Services) on behalf of the Faculty of
Geology, Geophysics and Environmental Protection of AGH University of Science and
Technology in Kraków. The project was supervised by Professor Michal Stefaniuk from the
Department of Fossil Fuels. Data were collected in November 2016 under many unfavorable
conditions related to weather and legal matters. Before walkaway VSP acquisition was
done, a 3D seismic survey was performed, processed, and interpreted by GT Services for
Polish Oil and Gas Company (POGC).

2.1. Description of the Region and Local Geology

The area of the W-1 survey is located in the Kashubian Lake District (in accordance with
the nomenclature of Kondracki [7]) in northern Poland on the Eastern European Precambrian
Platform (Figure 1). This region has a young glacial character of moraine plateau with
numerous frontal moraine hills. The absolute height of those hills is about 160 m asl, but
the relative height is no more than 30 m. Many glacial gutters, most of which contain lakes,
can be found in this region. The Wierzyca River flows in this region, which contributes
to the formation of peat-boggy depressions. Figure 2 shows the chronostratigraphic and
lithostratigraphic units in well W-1.
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Figure 1. Location of the study area (blue rectangle) in relation to Poland’s general tectonic
units (see in [9] (modified)).

The analyzed area is in the central-western part of the Baltic Syneclise, at the east-
ern edge of the Łeba elevation. The two structural complexes of Lower Paleozoic and
Permo-Mesozoic rocks occur on the denuded surface of crystalline rocks. Sedimentation
begins with the Lower Paleozoic Żarnowiec formation and is built of alluvial sediments,
including alluvial fans. Together with Lower and Middle Cambrian rocks, these sedi-
ments constitute one big sedimentary complex. Upper Cambrian rocks are generally very
eroded. Ordovician and Silurian complexes lie directly on Cambrian rocks and contain
many gaps caused by erosion and sedimentation breaks. Upper Permian formations made
of Zechstein evaporites lie directly on Silurian sediments above the erosional boundary.
The Mesozoic sequence begins with sediments of claystone, mudstone, and sandstone,
with carbonate intercalations. Above the Muschelkalk, which consists of marl, dolomite
with limestone can be found. The Lower and Middle Jurassic complexes, in which strati-
graphic and erosion gaps often occur, are situated directly on Mesozoic deposits. The
Cretaceous sediments consist mostly of glauconitic sandstones, marly limestones (Lower
Cretaceous), and marls (Upper Cretaceous). Tertiary rock complexes are incomplete and
are represented by Miocene formations in the form of marly clays with sand silt layers.
Quaternary sediments are represented by a series of glacial sand and gravel sediments,
often with numerous pebbles. Three sealing complexes can be found in this region. Two
mostly of these complexes consist of silt and claystone with low porosity and permeability
(Ludlow and Pridoli). The third sealing complex of the Zechstein formation consists of a
salt and anhydrite complex that is approximately 300–400 m thick. Zechstein rocks have an
average P-wave velocity of approximately 6000 m/s and are known for attenuating the
propagation of seismic signals. The examined zone presented in this paper is below the
Zechstein formation. Figure 3 shows the lithostratigraphic well correlation section between
the wells, including Well W-1, together with a structural interpretation of seismic data (see
in [8] (modified)).
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Figure 2. Chronostratigraphic and lithostratigraphic units in well W-1. Cm—Cambrian, O—Ordovician, S1—Lower Silurian,
S3—Upper Silurian, P—Permian, T1—Lower Triassic, T2—Middle Triassic, T3—Upper Triassic, J_l—Lias (Early Jurassic),
J_d—Dogger (Middle Jurassic), J_m—Malm (Upper Jurassic), Cr—Cretaceous, Ce—Cenozoic (based on core information
from Well W-1).
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Figure 3. Lithostratigraphic well correlation section between wells O3, Ko1, Bo1, KIG1, and Well
W-1, together with a structural interpretation of seismic data (see in [8] (modified)).

2.2. Acquisition Characterization

The survey was carried out in a village in northern Poland. Well W-1 is vertical and
has a total depth of 4040 m (2.5 mi); it was drilled in 2013. Two horizontal wells were
drilled in 2015 and 201: W2H (total length, including horizontal and vertical sections, is
5450 m) and W3H (total length, including horizontal and vertical sections, is 5540 m).
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W2H was the 18th well drilled for shale gas exploration and the 3rd horizontal well
drilled in Poland. The hydraulic fracturing and microseismic monitoring had also already
been completed in wells W2H and W3H. A 3D seismic survey was carried out in 2013
on an acreage of 76 km2. The profile of the walkaway VSP shot points was parallel to
the horizontal direction of wells W2H and W3H. Figure 4 shows the locations of the VSP
walkaway profile and the wells. Acquisition was finished by the end of 2016. In the vertical
well, W-1, ninety-six BSR 3C receivers removable tool were used (Oyo Geospace Company)
with GeoRes Downhole System Digital Module 3-CH X 24-BIT DIGITIZER (Geospace
Technologies). The distance between receivers was 15 m. The cable between receiver
sections was BSR type (a total of 97 cables were used). The carrying and transmission
cable was a well-logging fiber-optic cable type 6E4FO592 with a maximum of 4200 m. In
this study, we present the results from the depth interval between the first receiver at a
depth of 2400 m and the ninety-sixth receiver at a depth of 3825 m MDGL (measured depth
from ground level). Acquisition was carried out after heavy rainfall between October and
November. It was not possible to perform acquisition at a different time, so all challenges
had to be overcome at the processing stage. The very soggy ground caused a significant
difference in shot point elevation between sweeps. Moreover, the characteristics of the
near-surface zone at this point also changed due to compaction or a change in the filling
fluids in the pore space. Heavy seismic vibrator trucks almost sank into the soaked ground.
The receivers were placed mainly in Wenlock and Upper Silurian rocks. This made it
possible to observe and investigate the behavior of seismic signals (anisotropy and P-wave
polarization analysis) passing through the Zechstein formation, which is well known for its
highly seismic signal-attenuating properties. The interval velocity model used for seismic
depth migration and the trajectory of well W-1 is presented in Figure 5 (the Zechstein
formation is colored black). The sweep length was 16 s with a frequency range of 6–120 Hz;
recording time was 4 s. The distance between the 480 shot points was 25 m; total length
across the profile was 12 km. Due to the extremely bad acquisition conditions and the low
signal-to-noise ratios, up to 8 sweeps were generated on each shot point.

Figure 4. Location map of vertical Well W − 1 (red dot), horizontal wells W2H and W3H (yellow

line), with shooting profile line (gray) and outermost shot point SP 1019 (yellow star) used for this
study (see in [5] (modified)).
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Figure 5. Velocity model for seismic migration requirements, together with the trajectory of well W1
(white line) and receivers. The black layer is the Zechstein formation (see in [5] (modified)).

3. Data Processing

In this survey, one of the main challenges was to increase the signal-to-noise ratio of
the seismic signal for proper wavefield separation, polarization analysis, and the anisotropy
study. All these processes rely on first-break picks. In this example, the low quality of data
was caused by several factors:

1. Changes in the near-surface zone between successive sweeps. A core processing step
is stacking, which makes it possible to reduce various types of noise and strengthen
the useful signal. In this survey, multiple sweeps were performed on each shot point.
Due to weather and ground conditions, the near-surface zone changed significantly
between sweeps; therefore, we needed to apply a new procedure in the processing
sequence before performing vertical stacking.

2. The receivers were located in the depth interval where seismic imaging produces
low-quality results due to the properties of the overburden layers. This is a very
well-known exploration problem in northern Poland. The Zechstein formation is
mostly made of salts, anhydrite, and dolomite. This complex can be described as a
shielding screen for seismic signals. This is believed to be the main cause of the failure
of hydrocarbon exploration in this region because sub-Zechstein formations cannot
be reliably interpreted [10].

3. Artifacts related to acquisition. This group includes weak tool anchoring, which can
possibly generate various types of noise (hard to classify) due to pressure and the
forces present in the well. The device hung on a cable about 3 km long. Note that noise
related to the tool’s resonance is often removed by changing its position and moving
it up or down. In this case, the tool was in the same place for the whole acquisition
period. Furthermore, in many parts of the well there was no casing between the inner
and the outer tubes. Ring noise can be generated when a casing is unbounded.

We wanted to examine the best processing workflow for wavefield separation. Typical
VSP acquisition consists of 3C receivers that can record two horizontal components (H1
and H2) and one vertical component (V). All components are perpendicular to each other.
The correct wavefield separation of the compressional downgoing P-wave on the vertical
component and the longitudinal SH and SV waves on the horizontal components is an
important seismic processing step. This can be done using the analytical method proposed
by Galperin [11], which is based on the directions of the motion of particles. We tested four
processing sequences to determine which one allows the best wavefield separation and,
consequently, to accurately determine the polarization angles of the longitudinal wave.
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This is crucial in the case of P-wave inversion, which needs properly estimated polarization
angles [4]. We tested the following workflows:

1. Workflow 1 (W1)—component rotation on raw data for each shot; vertical stacking;
noise attenuation.

2. Workflow 2 (W2)—vertical stacking of raw data; component rotation using stacked
data; noise attenuation.

3. Workflow 3 (W3)—noise attenuation before vertical stacking; component rotation on
each shot separately; vertical stacking.

4. Workflow 4 (W4)—noise attenuation; vertical stacking followed by component rotation.

Noise attenuation was always the same and consists of the following procedures:

• Single time-invariant, zero-phase Ormsby band-pass filter; frequency range: 16–80 Hz,
low-cut: 8 Hz, high-cut ramp: 40 Hz.

• Monofrequency noise attenuation (this type of noise was widely present in these data).
• Time-space frequency filtering using short-time Fourier transform (STFT) for noise

related to tool resonance or surface noise passed via the cable. We used a 200 ms
window; the aperture was equal to five traces; threshold value: 3; frequency range:
20–80 Hz.

• Vertical and horizontal median filtration for high-energy noise attenuation (a general
problem for near-offset shot points). Filter parameters were 100 ms for the vertical
window, 30 traces for the horizontal dimension, and 50 ms cosine taper zone; no-
scaling factor was used.

• Attenuating energy over first breaks using top mute.

Our processing sequence selection criteria were the lowest polarization angle de-
termination error and the most stable distribution along the whole depth interval. The
polarization angle is the angle between the axis of the vertical well (parallel to the receiver’s
vertical component) and the P-wave incident ray. We will call this the angle inclination; see
Figure 6.

Figure 6. A measurement scheme diagram together with the explanation of the nomenclature used
in this paper.
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In order to estimate the error of the determination of the polarization angles for each
receiver point, the standard deviation of each 5-receiver group was calculated according to
Equation (1):

σ(Rn) =

√
∑N

n (Rn − R)2

N
, (1)

where (Rn) is inclination value for a particular receiver, σ(Rn) is the error for a receiver
at depth point n, N is a group of 5 receivers, and R is the average value of the inclination
angle for this group. Then, the simple arithmetic averages of the standard deviations
calculated in the previous step were considered as average errors for each shot point using
Equation (2):

average error(SP) = ∑NE
n σ(Rn))2

AE
, (2)

where AE is the number of estimated angles and σ(Rn) is less than 50.
In this step, we decided to use workflow 4, which produced the lowest error. In

general, the stacking procedure strengthens the useful signal and reduces random noise.
In workflow 4, we first performed noise attenuation procedures to reduce noise, which is
not random, and to avoid its possible subsequent reinforcement in the stacking process.
We had to take this additional step due to weather and ground conditions. The surface
zone changed between sweeps, and the seismic vibrator trucks sank into the water-logged
ground. The elevation changes were significant. The first and the last sweep in each shot
point were performed under different geotechnical conditions. Pore space decreased as
a result of compaction; as a consequence, the amount of water filling these pores also
changed. To make sure that vertical stacking in this situation would in fact help to reduce
unwanted interference and strengthen the useful signal, we decided to add a signal-
matching procedure before stacking. We know a priori from 3D seismic surface surveys
that anisotropy strength is very low. The observed anisotropy is at the limit of detection by
seismic methods (10−3 to 10−2). The combination of the great depth and very small values
of parameters forced us to obtain the most accurate polarization angles without additional
distortions caused by the conditions under which the acquisition was performed. Before
we decided to use a time-frequency matching filter, we performed a correlation between
records with the calculated reference record (the average of all sweeps on the shot point),
see Figure 7.

Figure 7. Correlation between records for one shot point. Each line represents the correlation between
one sweep and the pilot, calculated as the average of all sweeps on the point (see in [5] (modified)).
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At the beginning of the examined depth interval, we can see the lowest correlation for
all sweeps. This is an expected effect, as there was no casing between the 9′′ and the 7′′
tubes in this part. In the rest of the well, where casing is present, we can see significantly
higher correlation, except for the 3200–3400 depth interval, where the correlations are
weaker. This is probably due to weak anchorage of receivers in this part of the well;
however, this is also a change zone between the Ludlow and upper Silurian complexes.

To evaluate this methodology, we plotted estimated inclinations for near-offset SP
in Figure 8 (offset 300 m) and for far-offset SP in Figure 9 (4000 m). In both cases, the
lowest average error was obtained using workflow 4 with the additional signal-matching
procedure. For both offsets, the least optimal workflow was workflow 1 because the
Principal Components Method (PCM), which we used for component rotations, needs the
first-break times on its input. In this step, the downgoing P-wave energy is used. The
window that defines this energy should be centralized around the first-break time. In
workflow 1, the first step was first-break picking. We performed hand picking because it
was impossible to use an automatic picker due to noise. Performing first-break picking on
this step is not very accurate due to the interference between the signal and the noise. These
phenomena can lead to changes in the maximum and minimum amplitude position of the
signal. This, on the other hand, may cause incorrect determination of the first-break times.
Workflow 2 has a slightly lower error than workflow 1 because vertical stacking reduces
some random noise; as a result, the first-break picking accuracy can be higher. However,
this error increases with the offset. For near-offset shot points, the relative change of
average error is not as significant as for shot points located in the far offsets. For the 300 m
offset, the average error of workflow 2 is approximately 6% lower compared to workflow
1, while for the 4000 m offset there is a 35% difference. Data processed using workflow 3
have a smaller error compared to data from workflows 2 and 3. The smallest error was
obtained using workflow 4. Importantly, adding a matching filter to the workflow with
the lowest average error significantly improved the inclination estimation. Compared to
workflow 1, the average error reduction for workflow 4 with the signal-matching procedure
applied is approximately 71% lower for the near-offset shot point, and it is 83% lower for
the far-offset shot point. In the case of original workflow 4, adding the signal-matching
procedure resulted in 47% lower error for the near offset and 37% lower error for the far
offset. Figure 10 shows a comparison between the S/N ratio for workflow 4 and workflow
4 with the signal-matching procedure with reference to the lithostratigraphic column. We
can see a similar phenomenon as in Figure 6: a lower S/N ratio in the depth interval where
there is no casing between the inner and the outer tube. The significantly greater value of
the S/N ratio can be seen in the Ludlow depth interval. This geological complex is built
of marly claystone with SPWI 53%, then marl and claystone on the bottom. Note that the
signal-matching procedure improved the S/N ratio, which is important for component
rotation and, consequently, also for estimation of inclination angles. Figure 11 shows a plot
of average errors (y axis) for workflow 4, and the signal-matching procedure against the
offset (x axis). It can be seen that the error increases linearly as the offset increases. However,
there are two groups: the first is from the beginning to the offset at approximately 3200 m,
and the second group is from the offset at 3200 m to the offset at 4400 m. The first group
has a strong positive linear trend and the error varies from 0.3 to 1.2, while the second
group shows a negative linear trend. The highest error value is 2 for the smallest offset of
this group; as the offset decreases, the error also subsequently decreases to a value of 1.6.
However, there are not enough points to fully interpret this phenomenon. The reason for
this is probably related to the aforementioned acquisition problems. The final field report
states that some far offset points were skipped because the data quality was below the
acceptance level and the ground conditions. Figure 12 shows inclination distributions for
the different offsets used for further calculations for estimation of anisotropy parameters.
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Figure 8. P-wave polarization angles (green dots) with error bars for different workflow schemes for the near-offset shot
point (300 m): A is for W1, B for W2, C for W3, D for W4, and E is for W4 with signal-matching procedure added.
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Figure 9. P-wave polarization angles (dots) with error bars for different workflow schemes for the far offset shot point
(4000 m): A is for W1, B for W2, C for W3, D for W4, and E is for W4 with signal-matching procedure added.
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Figure 10. Lithostratigraphic column in Well W-1 with S/N ratio graph for W4 (red triangles), and
W4 with signal-matching procedure added (brown solid line).

Figure 11. Average polarization angle determination error (y axis) against the offset (x axis) for W4
with signal-matching procedure added (black dot) with linear trend line (blue).
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Figure 12. P-wave polarization angle distributions for different shot points (SP 1010 represents the
nearest offset, and SP 1310 represents the farthest one).

4. Local Anisotropy Estimation

Several methods allow the determination of anisotropy based on VSP data includ-
ing slant stack [12], slowness [13], and slowness-polarization method [4]. We used the
slowness-polarization method described by Grechka and Mateeva [4] because information
about polarizations stabilizes the solution and simplifies the inversion process [4]. Addi-
tionally, we wanted to obtain anisotropy parameters at a given depth without entering layer
boundaries and any additional assumptions beforehand. Grechka and Mateeva used this
methodology for 2D walkaway VSP data gathered in the Gulf of Mexico, where receivers
were partially placed inside salt. They proved that estimated in situ anisotropy coefficients
can be correlated with lithology and other geophysical methods such as gamma-ray mea-
surement. In the case of vertical transverse isotropy (VTI) media, Grechka and Mateeva
speculated that parameter η (Alkhalifah and Tsvankin’s anellipticity coefficient [14]) could
be slightly less correlated to the lithology than δ (Thomsen’s anisotropic coefficient [15]).
This is mostly because of the dependence of η on local stress anomalies. Our goal was to
show that this methodology can be used even if anisotropy is extremely small. Grechka and
Mateeva [4] worked with data acquired in a medium with an anisotropic complex beneath
salt and almost isotropic salt. This paper presents the equations necessary to perform
the inversion. A detailed mathematical and theoretical description of this method is pre-
sented in the appendices of Grechka and Mateeva’s paper [4]. The slowness-polarization
method starts from the weak-anisotropy approximation. Each time we refer to Vp and Vs
in Equations (3)–(19), we mean vertical P and S velocity. In the case of a VTI medium, it
can be described by Equation (3) using vertical slowness (q), P-wave inclination angle (α),
δ anisotropic coefficient [15], η anellipticity coefficient [14], and Vp velocity. The P-wave
slowness polarization vector p component is then described by

p3 ≡ q(α) 	 cos(α)
Vp

· (1 + δVSP · sin2(α) + ηVSP · sin4(α)), (3)

where α is the inclination angle.

212



Energies 2021, 14, 2061

In the case of a VTI medium and measurements in a vertical well, the anisotropic
dependence q(α) is controlled by δVSP (more sensitive to near-offset q(α) variations) and
ηVSP (more sensitive to far-offset q(α) variations), see Equations (4)–(6):

δVSP = ( f0 − 1)δ, (4)

ηVSP = (2 f0 − 1)η, (5)

f0 =
1

1 − V2
S

V2
P

. (6)

If one wants to invert directly for η and δ, the pv ratio has to be known beforehand.
The average value of VS/VP in Well W-1 is 0.54, therefore the average pv is 0.29 according
to Equation (7):

pv =
V2

S
V2

P
. (7)

Using Equation (7), f0 can be described by

f0 =
1

1 − pv
≈ 1 + pv. (8)

The approximation in Equation (8) is used only for the sake of simplification, present-
ing the theoretical relationships between the parameters ηVSP, δVSP, and η, δ. In fact, we
are calculating the f0 directly in every depth point.

Finally, Equation (3) can be written using pv in Equation (9):

q(α) 	 cos(α)
Vp

· (1 + pvδ · sin2(α) + (1 + 2pv)η · sin4(α)). (9)

To better understand the dependencies of q(α) and ηVSP with δVSP on the offset, an
average pv value of 0.29, and (1 + 2pv) equal to 1.58, the dependency graph is shown in
Figure 13.

Figure 13. Anisotropic parameters of the offset dependence graph. Axis x shows inclination angles.
The increase in the inclination angle is related to the increase in the offset.

Figure 13 shows that average polarization angles below 25◦ are for shot points num-
bered 1010 to 1180, which correspond to an offset from 0 to 1700 m, and in this range the
polarization vector is mostly influenced by the δ part in Equation (9). For offsets from 1700
to 4000 m, the polarization vector is mostly influenced by η (angles over 25◦). Thus, it is
obvious that for reliable inversion a wide spectrum of polarization angles is needed. The
theoretical minimum of δ can be calculated using the following equation ([16]):
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δmin = − 1
2 f0

. (10)

which is equal to −0.7034 with an average pv of 0.28. For the inversion, we need to specify
the parameters that will be estimated. These parameters are stored in the vector k:

k = [VP, δVSP, ηVSP]. (11)

Vertical qcalc(k, α) is calculated without weak anisotropy approximation, directly from
Equations (12)–(15):

I =

⎡
⎣sin(α)

0
cos(α)

⎤
⎦, (12)

p =
1

V(θ)

⎡
⎣sin(θ)

0
cos(θ)

⎤
⎦. (13)

where I is polarization vector, p is slowness vector, θ is polar phase angle, and V(θ) is the
phase velocity of the P-wave. Now, using Christoffel’s equation and the Voigt notation for
stiffness coefficient cij, the relation between θ and α can be estimated using Equation (14)
(see in [4], Appendix B):

[
c11 sin2(θ) + c55 sin2(θ)− V2 (c13 + c55) sin(θ) cos(θ)

(c13 + c55) sin(θ) cos(θ) c55 sin2(θ) + c33 sin2(θ)− V2

]
×
[

sin(α)
cos(α)

]
= 0. (14)

When c13 + c55 is not 0, the phase velocity is equivalent to the same wave mode.
Solving the linear equation by eliminating variable V results in the following:

(c11 − c55)tg2(θ) + 2((c13 + c55)ctg(2α)tg(θ)− (c33 − c55) = 0. (15)

Considering anisotropic rocks, we know that the equation has two roots because
c11 > c55 and c33 > c55 in this medium. These roots correspond to the phase angle whose
difference between the polarization angle of the P and SV wave is the smallest. The phase
velocity is a square root of the Christoffel equation’s greatest eigenvalue, therefore p(α)
can be calculated using Equation (13). The last step is to minimize the objective function by
changing the values of the elements of vector k:

F(k) = ∑
[qcalc(k, α)− q(α)]2

σ2 , (16)

where σ2 describes the errors, which are estimated using the following equation:

σ2 = σ2(q) + (
sin(α)

< VP, log >
)2σ2(α), (17)

where < Vp, log > is the P-wave velocity from the sonic tool. The minimization process of
function F(k) starts from an isotropic medium assumption, where vector k is equal to

k = (VP, 0, 0). (18)

VP is calculated using

VP =
∑N

n
cosn(α)
qn(α)

N
, (19)

where N is the number of the considered depth points.
Estimated average P-wave polarization angles for the different shot points along the

profile and errors of their estimation (calculated according to Equation (2)) are characterized
by a stable linear increase with offset, which is visible in Figure 14. Two areas that deviate
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from the trend line can be found: one around shot point 1120 (offset around 1230 m) and
the other around shot points 1140–1180 (offset 1400–1800 m). We can assume that this is
because vibrator trucks did not reach the designated points on the profile. Therefore, they
were moved to other locations close to those points but not on the profile line. Another
reason could be related to record quality. Besides the observed deviation, we decided to
use these data for the anisotropy calculation. In Figure 15, the vertical slowness versus
offset graph is presented for all offsets and depth points. Colors represent different depth
points. It can be seen that depending on the depth, the difference in elastic properties is
obvious. The downward shift along the Y-axis is caused mostly by the velocity increase
with depth because Equations (3) and (9) contain the component cos(α)

Vp
, by which the whole

equation is multiplied. Figure 16 shows a vertical slowness polarization graph for six
depth intervals: 2475, 2505, 2700, 2880, 3300, and 3750 m. Green points (dark and light
ones) represent all data prepared for the inversion process before validation. Dark green
points were used for inversion calculation, and red represents the predicted values. The
blue line is calculated according to the assumption that the geological medium is isotropic.
For a depth interval of 2880 m, which reaches the top of the marly mudstone layer and is
potentially saturated with gas, there is a noticeable shift between the predicted points and
the calculated isotropic vertical slowness line from angle 10◦. As mentioned before, for
inclinations over 25◦ the η parameter dominates the solution of the slowness-polarization
equation. Figure 16 presents raw estimated parameters (δ, η) with no smoothing after
inversion. Both parameters reach their absolute maximum at depth point 2880. At depth
points 2475 (Figure 16A) and 2505 (Figure 16B), a similar shift can be observed between
the isotropic vertical slowness line and the predicted points. The absolute values of the
estimated parameters reach their maximum before a rapid change to almost zero. This
change can be observed on the border between claystone and the very thin marl layer.
Jakobsen and Johansen [17] made a detailed anisotropic approximation in their research on
mudrocks. They showed that a negative value of δ is observed in specific kinds of mudrocks.
Additionally, they ran a simulation of in situ stress in this kind of rock and examined its
impact on Thomsen’s parameters, and the values of δ were negative. In Figure 16C, at
depth 2700 m the shift between the predicted values and the isotropic curve can be seen;
again, it is more noticeable for angles over 10◦. This is the center of another claystone
layer (bottom 2850 m). We can observe similar values of δ and η as in the first claystone
layer. Then (Figure 16D), at depth 2880 in the thin layer of saturated marly claystone, the
separation between the isotropic vertical slowness line and the predicted values increases,
and the anisotropic parameters have higher absolute values. Going down from depth 2950
to 3400, the thin layer of claystone sits on a thicker layer of claystone and marly claystone.
In the clear claystone layer (bottom of the layer at depth 3100 m), δ and η have similar
values as in the previous claystone layers. In the layer where claystone transitions into
marly claystone, the anisotropic parameters’ values become closer to zero. This effect
can be observed in Figure 16E, in which the isotopic vertical slowness line crosses the
predicted points. A change from negative to positive values in both parameters can also
be seen where the marly claystone transitions into dolomitic claystone. In Figure 16F, the
theoretical isotropic vertical slowness line passes through the center of the predicted points.
Again, this is a very thin marl layer where δ and η are close to zero. These results clearly
show that the presented P-wave-only VSP data inversion methodology can be used for
lithology studies. Moreover, the estimated anisotropic parameters are reliable and can be
used even if the elastic anisotropy of the geological medium is relatively small (on the limit
of detection by surface seismic methods). Bandyopadhyay [18] showed that in a laminated
geological medium, the sign of Thomsen’s parameters can be used as fluid identification,
and small values of Thomsen’s parameters could be related to the compaction regime.
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Figure 14. Average P-wave polarization angles for the different shot points along the profile (black

dots), with trend line (red) and basic statistics. Please note that shot point numbers increase with
the offset.

Figure 15. Vertical slowness polarization graph for all offsets and depth points used for calculations.

We also calculated the following parameters: Vr, which is used as a lithology identifier
(Equation (20)), and Poisson’s ratio using Equation (21). We decided to plot it against
the parameters estimated from VSP inversion to analyze its relative change according to
the lithology and to compare the sensitivity of these parameters to lithological changes.
Thomsen [15] proved that Vr can be used for lithology correlation in rocks with transverse
isotropy. Ryan Grigor in 1997 [19] came to similar conclusions. For an isotropic medium,
the Vr should directly depend on changes in the Poisson’s ratio, which is unique [20]. This
factor is not unique for an anisotropic medium [21].
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Vr =
< VP, log >

VSX
, (20)

where Vp is sonic P-wave velocity and VSX is sonic wave velocity from horizontal X-component.

Figure 16. Vertical slowness polarization graph: (A) depth 2475 m, (B) depth 2505 m, (C) depth 2700 m, (D) vdepth 2880 m,
(E) depth 3300 m, (F) depth 3750 m. Dark green and light green dots represent all slowness-polarization data points from the
VSP survey; dark green dots represent points used for inversion; light green dots are outliers; red dots are points predicted
in the inversion process; the blue line is the theoretic isotropic line calculated for average P-wave velocity at this depth.
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In the case of well W-1, it does not matter whether VSX or VSY (from the sonic tool) was
selected for the calculations as they are almost equal to each other. The average VSY/VSX
ratio for the whole investigated depth range is 0.9987.

POISSON RATIO =
V2

r − 2
2V2

r − 2
. (21)

Figure 17 shows sonic VSX, VSY, VP velocities; δ and η from VSP inversion; and Vr
with Poisson ratio. Figure 18 shows the same parameter set averaged to the single value
in the layers. In the first marl layer, rapid changes in δ and η are clearly visible, whereas
the other parameters remain stable. A similar situation is observed in the thin marl layer
located at a depth below 3700 m. Again, there is almost no change in VSX and VP velocity.
A similar situation can be noticed in saturated marly claystone. The relative change in
VSP anisotropic parameters is more visible than in Vr. The change in the sonic velocities
is noticeable, but their ratio remains almost unchanged. An interesting phenomenon can
be observed when claystone transitions into dolomitic claystone, where the signs pf the
parameters δ and η change. In Jakobsen and Johansen’s [17] laboratory studies on the
anisotropy of mudrocks, positive δ was present in the rocks with low porosity, while
negative values were related to higher porosity value.

Figure 17. Comparison of sonic VSX , VSY , and VP velocities (the first block); δ and η from VSP
inversion (the second block); and Vr with Poisson ratio (the third block).
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Figure 18. Comparison of averaged lithological layer values of sonic VSX , VSY , and VP velocities
(the first block); δ and η from VSP inversion (the second block); and Vr with Poisson ratio (the third

block).

5. Discussion

The P-wave-only inversion of the walkaway VSP data method introduced by Grechka
and Mateeva [4] showed good results for local anisotropy estimation on the dataset, with a
strong contrast between the near-isotropic salt overburden and sediments with significant
anisotropy beneath it. We used this methodology for a very complex survey that was
performed in one of the first exploratory wells for shale gas exploration in Poland. We had
a priori knowledge about the very low seismic anisotropy strength and the estimated values
of Thomsen parameters used for depth migration. Helbig and Thomsen [22] showed the
importance of low anisotropy in modern exploration. Accuracy analysis of small seismic
anisotropy is crucial to improve surface seismic processing and interpretation. It allows
negative effects of noise attenuation to be reduced as well as better coherency and velocity
analysis [22]. In this paper, we showed that these parameters can be estimated from a
walkaway VSP survey even if the anisotropy strength from the surface seismic survey is
calculated to be 2–4%.

These challenging acquisition and workflow tests show that choosing the proper
processing scheme is crucial for reliable estimation of polarization angles. We tested four
different processing workflows to meet Grechka and Mateeva’s [4] criterion for the accuracy
of polarization measurements. As the acquisition itself was carried out in problematic
conditions that potentially hindered the seismic signal, and the anisotropy of rocks in this
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place is low, we faced the difficult task of reconstructing the anisotropy parameters. The
seismic signal in the case of VSP acquisition goes through the near-surface zone (NSZ) only
once; however, in surface seismic surveys the signal travels twice through the NSZ. This
zone is one of the most detrimental for seismic signals due to the very low compaction,
intensive weathering processes, often-varying rock types, and the complex geology of this
zone [23]; however, in this case we observed significant changes in the NSZ zone between
sweeps. In this workflow, the first step was noise attenuation, then signal-matching was
applied before vertical stacking, and the last step was component rotation; this is the most
appropriate method in cases of inclination estimation errors.

The estimated δ and η parameters from walkaway VSP are low: −0.003 < δ < 0.001
and −0.01 < η < 0.02; however, their relative changes are strongly correlated with lithology.
The behavior of δ and η corresponds to other research done for similar rock formations.
Estimated anisotropy parameters from VSP show better correlations with lithology than
lithology identifier Vr, which was calculated from data from a sonic tool. This is because
this sonic tool takes measurements directly in the well, while VSP allows investigation of a
larger area whose size is dependent on the offset range. From an offset of approximately
1700 m, parameter η clearly dominates in the solution. Parameter δ dominates in the
solution for offset 0–1700 m.

6. Conclusions

This research shows that inversion of P-wave-only data from walkaway VSP surveys
can be applied when the geological medium is characterized by very small anisotropy.
Additionally, the estimated parameters can be used together with Vr for lithology identi-
fication. The sensitivity of VSP anisotropic parameters to lithological changes is higher
than the sensitivity of parameters from well logs. In the case of challenging acquisition,
when the near-surface zone changes significantly between subsequent sweeps on the same
shot point, a special seismic signal processing approach is needed. When workflow 4 is
extended with the signal-matching procedure, this allows a significant reduction in the
estimation errors of polarization angles.
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Abstract: The article presents a new method of automatic detection of subsidence troughs caused by
underground coal mining. Land subsidence that results from mining leads to considerable damage
to subsurface and surface infrastructure such as walls of buildings, road surfaces, and water relations
in built-up areas. Within next 30 years, all coal mines are to be closed as part of the transformation of
the mining industry in Poland. However, this is not going to solve the problem of subsidence in those
areas. Thus, it is necessary to detect and constantly monitor such hazards. One of the techniques used
for that purpose is DInSAR (differential interferometry synthetic aperture radar). It makes it possible
to monitor land deformation over large areas with high accuracy and very good spatial and temporal
resolution. Subsidence, particularly related to mining, usually manifests itself in interferograms in
the form of elliptical interferometric fringes. An important issue here is partial or full automation of
the subsidence detection process, as manual analysis is time-consuming and unreliable. Most of the
proposed trough detection methods (i.e., Hough transform, circlet transform, circular Gabor filters,
template recognition) focus on the shape of the troughs. They fail, however, when the interferometric
fringes do not have distinct elliptical shapes or are very noisy. The method presented in this article is
based on the analysis of the variability of the phase value in a micro-area of a relatively high entropy.
The algorithm was tested for differential interferograms form the Upper Silesian Coal Basin (southern
Poland). Due to mining, the studied area is particularly prone to various types of subsidence.

Keywords: subsidence detection; image analysis; DInSAR; numerical algorithm

1. Introduction

Differential interferometry synthetic aperture radar (DInSAR) is a well-known, effi-
cient method of monitoring ground deformation on the basis of SAR data from a satellite of
an airborne radar [1–3]. It is used to detect vertical ground deformations with high spatial
and temporal resolutions and is applied for instance in monitoring of volcanic activity [4],
earthquakes [5], or anthropogenic deformations resulting from underground mining [6].
The study is focused on the Upper Silesian Coal Basin (USCB), where subsidence triggered
by mining is causing significant damage to the surface and subsurface infrastructure. Every
year, coal mines spend even more than a few million euros to repair mining-related damage
in a single town or city [7]. Mining has harmful effects on buildings and public infrastruc-
ture such as roads, railways, gas and water pipes, power lines, and sewage systems. The
damage is expensive to repair, and, in some cases, it can be dangerous for human life and
health (e.g., building collapse or gas explosion).

Substantial subsidence of the land and changes to the landform also cause unfavorable
changes to the water relations in the area, i.e., disturbances in surface runoff, progressive
waterlogging, flooding, and floodplains in subsidence. Flooding is not only caused by
the size and distribution of post-mining subsidence but also by hydrotechnical activities
undertaken by mines to repair the damage caused [8].

Energies 2021, 14, 3051. https://doi.org/10.3390/en14113051 https://www.mdpi.com/journal/energies
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Early detection of subsidence allows for taking preventive measures. On a small scale,
they could include filling voids or strengthening the site. On a large scale, they could mean
relocating people or the infrastructure [9].

Monitoring and studying the environmental effects of mining over large areas is
difficult and depends on the size of the area and its location. It is also time-consuming and
costly [10]. A far better solution that has been used in recent years is monitoring using
DInSAR technology. It can be carried out without ground/field measurements such as
surveying, geotechnical engineering, or mining. DInSAR is currently being used by some
of the municipalities in the Upper Silesian Coal Basin, located in the impact zone of a
coal mine.

The DInSAR technique utilizes two images from the same area that were taken by
the same SAR system at different times. First, the images must be co-registered, and
then the phase difference (Δφ) is calculated for each pixel of the image. In that way, a
flattened interferogram is obtained. The digital elevation model (DEM) is used in order
to remove the component related to the topography of the studied region from Δφ. DEM
is converted into a synthetic interferogram that, in turn, is subtracted from the flattened
interferogram. As a result, a so-called differential interferogram is obtained. Its phase
properties can be directly related to the ground deformation. Subsidence connected among
others with mining usually manifests itself in differential interferograms in the form of
elliptical interferometric fringes (Figure 1).

Figure 1. Examples of subsidence troughs visible on interferograms computed for radar images
recorded on 4 April 2017 and 16 April 2017 (a,b) and 24 December 2017 and 5 January 2018 (c) for the
area of the Upper Silesian Coal Basin, Poland (Sentinel-1A, descending).

A large number of methods are used to detect subsidence troughs in DInSAR images,
namely, Gabor transformation [7], Hough transformation [11], template recognition [12],
convolutional neural networks [13], or circlet transform [14]. Each of them have their
limitations that render subsidence detection in noisy satellite images inefficient. Most of
them can be used to aid subsidence detection in large SAR images but they are insufficient
for fully automated work.

The authors propose a new subsidence detection method based on interferogram area
searching, where pixels form planes with a slight slope and a relatively high entropy. At
the first stage, the effectiveness of the method was tested for 134 interferogram fragments
(512 × 512 px) with subsidence troughs. Next, two larger (1400 × 2000 px) areas of the
USCB were selected. Due to intensive mining in that area, the subsidence troughs found
there are characterized by various extensions and various spatial sizes. As subsidence
troughs occur both in urban and rural areas, they can be more or less affected by temporal
decorrelation. Such a diversity of the patterns in the interferograms allows for a high-
quality verification of the proposed automated method of subsidence detection.
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2. Methodology

In interferograms, subsidence troughs take the shape of elliptical areas with a char-
acteristic radial variability of the phase value. The phase value in the areas of subsidence
changes monotonically from –π to π. After that monotonic increase of the value, a rapid
change of the phase value from π to –π takes place (Figure 2a). In the interferometric
images of the areas without subsidence, the phase value is constant or takes random values
in the range of [−π; π] (Figure 2b).

Figure 2. An example of linear monotonic change of the phase value preceded by a step change in its
value in interferograms computed from subsidence (a) and the random change of the phase value
in interferograms characteristic for areas with no subsidence (b). The interferogram was computed
from radar images taken on 4 April 2017 and 16 April 2017 for the area of Upper Silesia.

Classic methods of subsidence searching utilize the elliptical shape of a trough
(Hough). Very often, troughs do not meet that criterion, if at all (e.g., only a part of
the trough is visible). The method presented here uses the fact that within a step change,
the phase increases linearly from −π to π. The other criteria (entropy, standard deviation,
or the flatness of the phase histogram) are used to eliminate areas of linear phase change
but not related to the subsidence.

The detailed diagram of the algorithm working principle is presented in Figure 3.
First, noise is removed from the image using the median or the adaptive Wiener filters.

Next, the image is used as input for a number of simultaneous processes:

1. filtration of the standard deviation of the interferogram;
2. filtration of the image entropy;
3. analysis of the image histogram uniformity;
4. plane searching operation.

The areas with a phase value step change (from π to –π) are identified by standard
deviation filtration procedures and entropy filtration in a square, moving window. In both
cases, such areas of the interferogram are searched for where the normalized standard
deviation and entropy value is higher than the threshold value.
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Figure 3. Working principle of the algorithm detecting subsidence troughs in interferometric images.

The analysis of the phase histogram uniformity is carried out in order to eliminate
areas where a phase step change occurs that is not preceded by a monotonic increase of
the phase value from −π do π. This analysis is carried out for a specific subarea of the
interferogram and for a specific class number. The subareas whose histograms considerably
differ from the uniform distribution do not contain a monotonic change of the phase value.
Thus, they are classified as subareas where subsidence troughs do not occur.

The procedure of plane detection is the most important element of the presented
algorithm of subsidence detection in interferograms. Its aim is to identify those fragments
of an interferogram whose phase values can be approximated by the equation of the plane
with a particular slope angle. A fragment of the interferogram is approximated by a plane
described by Equation (1)

f (x, y) = ax + by + c (1)

where (x,y) are the local coordinates of the interferogram. A fragment is classified as an
area where a monotonic change of the phase value occurs if the a and b coefficient absolute
values of the approximating equation as well as the value of the fitting coefficient R2 of the
approximated plane and the phase values of the analyzed fragment are within the assumed
range of values. Figure 4 shows the approximation of three fragments of the interferogram
by the plane described by Equation (1).
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Figure 4. Fitting of interferogram fragments to the plane equation. White squares indicate significant
monotonic phase value variability (a, b, and R2 values high enough). The a, b, and R2 values of
the red square are too low. The presented fragment of the trough was located in the interferogram
computed from the radar images recorded on 4 April 2017 and 16 April 2017 for the area of the Upper
Silesian Coal Basin, Poland (Sentinel-1A, descending).

The results of all the procedures presented above were taken into account when
constructing the output image. In addition, the output image was subjected to final
processing that consisted in removing small-area elements and morphological closing. The
latter was to remove areas lying closely to one another and to fill small holes in those areas.

3. Experimental Analysis

The algorithm was analyzed using MathWorks MatLAB 2020b software. It was tested
for two interferogram sets, which differed in the place where the radar images were taken,
the time of their taking, and the size of the areas from which the interferograms were
computed. The aim was to find the optimal value of the algorithm parameters, allowing
for the detection of all the subsidence troughs occurring in the analyzed sets with the
number of false classifications as low as possible. The following parameters determining
the efficiency of the algorithm were tested:

• window sizes of median and Wiener filtration (Table 1, columns 2 and 3);
• threshold value adopted at the stage of phase entropy filtration (Table 1, column 4);
• threshold value adopted at the stage of filtration of interferogram phase standard

deviation (Table 1, column 5);
• size of the interferogram fragment approximated by Equation (1), fitting threshold

value R2, the weight with which the results of detection of monotonic phase varia-
tion areas were taken into account when constructing the resulting map (Table 1,
columns 6–8);

• number of histogram classes used at the stage of distribution uniformity analysis
(Table 1, column 9);

• resulting map computing method (Table 1, column 10);
• post-processing parameters for removing small areas and morphological closing

(Table 1, columns 11 and 12).

The values of the tested parameters for each of the 35 combinations are presented in
Table 1.
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Table 1. Parameter values adopted at the stage of subsidence detection algorithm tests.

ID Preprocessing Thresholds Plane Filtration Hist Sum Final

Med. Wnr Entr. St. dev. Size Thresh Weight Class Mult Thresh Area

1 7 9 0.2 0.2 13 0.025 0.5 25 S 3 500
2 7 9 0.2 0.2 17 0.025 0.5 25 S 3 500
3 7 9 0.2 0.2 9 0.025 0.5 25 S 3 500
4 7 9 0.2 0.2 11 0.03 0.5 25 S 3 500
5 7 9 0.2 0.2 9 0.03 0.5 25 S 3 500
6 7 9 0.2 0.2 9 0.025 0.5 20 S 3 500
7 7 9 0.2 0.2 9 0.025 0.5 40 S 3 500
8 5 9 0.2 0.2 9 0.025 0.5 25 S 3 500
9 5 9 0.2 0.2 9 0.03 0.5 25 S 3.1 500

10 7 9 0.2 0.2 9 0.03 0.5 25 M 0.25 500
11 7 9 0.2 0.2 9 0.03 0.5 25 M 0.2 500
12 7 9 0.2 0.2 9 0.03 0.5 25 M 0.18 500
13 7 9 0.2 0.2 9 0.03 0.2 25 M 0.18 500
14 7 9 0.2 0.2 9 0.03 0.7 25 M 0.18 500
15 7 9 0.2 0.2 9 0.03 0.7 25 S 3.1 450
16 7 9 0.2 0.2 9 0.03 0.5 25 S 3.1 550
17 7 - 0.2 0.2 9 0.03 0.5 25 S 3 500
18 7 - 0.2 0.2 9 0.03 0.5 25 S 3.2 500
19 7 9 0.2 0.2 13 0.035 0.5 25 S 3 500
20 7 9 0.2 0.2 13 0.035 0.5 40 S 3 500
21 7 9 0.2 0.2 13 0.03 0.5 25 S 3.3 500
22 - 9 0.2 0.2 13 0.03 0.5 40 S 3 500
23 - 9 0.2 0.2 13 0.03 0.5 25 S 3 500
24 7 5 0.2 0.2 13 0.025 0.5 25 S 3 600
25 7 5 0.2 0.2 13 0.025 0.5 25 S 3 500
26 7 9 0.2 0.2 13 0.03 0.5 40 S 3.3 500
27 7 9 0.2 0.2 17 0.03 0.5 40 S 3.3 500
28 7 9 0.2 0.2 15 0.03 0.5 40 M 0.25 550
29 7 9 0.2 0.2 15 0.03 0.5 40 M 0.15 500
30 9 11 0.2 0.2 17 0.03 0.5 40 S 3.3 500
31 - - 0.2 0.2 9 0.03 0.5 25 S 3.5 500
32 - - 0.2 0.2 9 0.03 0.5 25 S 3.3 500
33 - - 0.25 0.25 13 0.03 0.5 25 S 3.3 500
34 - - 0.25 0.25 13 0.03 0.5 25 M 0.4 550
35 - - 0.25 0.25 13 0.03 0.5 25 M 0.35 550

3.1. Aplication of the Proposed Algorithm for the First Dataset Covering a Small Area

The algorithm of subsidence detection was analyzed using a test set of 134 images,
512 × 512 px. The images were selected from the interferograms computed from radar
images recorded during the Sentinel-1 mission—the first of the European Space Agency
missions developed for the Copernicus initiative. The test sets were selected from the
Sentinel data products recorded in the years 2017–2018 in the USCB, published under
an open access license. The test set comprised interferogram fragments containing as
many distinct troughs as possible. An example of three visible troughs from the test set
is presented in Figure 1. Each of the images was thoroughly analyzed, which allowed
for manual determination of subsidence troughs. The spatial coordinates and the size
of 286 such identified troughs in the analyzed test set constituted the so-called reference
set. The reference set was used to test the trough detection algorithm. The results of the
algorithm—the coordinates of the troughs—were compared with the reference indications,
and on that basis, the effectiveness of the algorithm was measured.

The trough detection algorithm was tested not only for its efficiency—the number
of detected troughs—but also for false detections, identifying some interferogram parts
as troughs. A subsidence trough was considered located correctly if it contained at least
a 25-pixel area classified by the algorithm as a subsidence trough. Other interferogram
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areas classified as troughs that were inconsistent with those determined manually were
considered incorrect detections—so-called false alarms. Additional parameters used in
the assessment of the algorithm were the number of all detections and the overall area
of the interferogram that was classified by the algorithm as subsidence. The algorithm
efficiency results for the adopted 35 parameter value combinations (Table 1) are presented
in Figure 5.

 

Figure 5. Efficiency of the trough detection algorithm for the 134-element test set for all 35 combinations of parameter
values (Table 1).

The presented results show a strong relationship between the parameter values and
the efficiency of the algorithm. None of the 35 tested combinations resulted in the detection
of all the 286 subsidence troughs. The highest number of troughs was detected using
combination 8 but it was at the cost of all detections (535) and a high rate of false alarms
(54.4%). In general, for the majority of the tested configurations, it was evident that as the
algorithm efficiency increased so did the number of all detections and false detections. The
above conclusion does not apply to the cases where the detection number was much lower
than the number of existing subsidence areas (particularly configurations 26, 27, 30, and
31). It must be noted that in many cases the number of detected troughs was higher than
the number of correct detections of the algorithm. This occurred when subsidence areas
were close to one another and the area classified by the algorithm as subsidence matched
more than one trough manually indicated in the interferogram.

The efficiency result of the subsidence detection algorithm with an emphasis on the
results of particular algorithm operations is presented in Figures 6 and 7.
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Figure 6. An example of subsidence detection algorithm efficiency with a particular focus on the
results of particular algorithm operations. The interferogram computed from the radar images
recorded on 4 April 2017 and 16 April 2017 for the area of the Upper Silesian Coal Basin, Poland
(Sentinel-1A, descending).

In the subsidence detection, parameter values for combination 14 were used (Table 1),
which was characterized by a relatively high detectability (255 detected troughs out of
286 existing ones), an average number of all detections (435), and an average coefficient of
false detections (215 out of 456).
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Figure 7. Efficiency of subsidence detection algorithm with a particular focus on the results of its
particular operations. The interferogram computed from the radar images recorded on 21 July 2017
and 2 August 2017 for the area of the Upper Silesian Coal Basin, Poland (Sentinel-1A, descending).

Figure 6 shows an interferogram with four subsidence areas of various degrees of
development and noise. Those areas were identified manually and marked with a red line
(Figure 6F). In the central part of the interferogram, there was a well-developed trough
with two clearly marked phase jump lines—phase value changes from −π to π. In the east
and northeast part, three more troughs were visible, but they were fragmentary and noisy.
Figure 6B–E show the results of each of the four algorithm operations. Apart from the true
detections, the particular operations also indicated areas without subsidence. The areas
incorrectly classified as subsidence troughs were either small or fragmented. Fragmented
areas were weakened in the final image construction phase. Single, small areas classified
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as troughs were removed as a result of the final image postprocessing. The result of the
subsidence detection algorithm operations is marked in Figure 6F with a black line.

In the case of very noisy images (Figure 7), the algorithm correctly classified subsidence
areas. The algorithm detections contained all true detections as well as false detections
(Figure 7). It occurred when uniform areas lay close to noisy areas. In Figure 7A,F, uniform
areas with a low phase value were visible in the southern part of the interferogram (vast,
blue areas), whereas uniform areas with high phase values, marked with a yellow line,
were found in the northeast part.

The incorrect classification was due to the low-pass filtration, which resulted in the
formation of areas with a linear phase change at the junction of uniform value zone and
the high noise area. These areas can be approximated by a plane equation. Figure 7 shows
a detection result for a very noisy interferogram, where apart from the existing trough in
that area (red line), four other areas were incorrectly classified as subsidence troughs.

3.2. Aplication of the Proposed Algorithm for the Second Dataset Covering a Large Area

The subsidence detection algorithm was also tested for a test set covering a large
area. The tests were carried out on two large (1400 × 2000 px each) interferograms (Area
1 and Area 2) with a high concentration of subsidence troughs. The interferograms were
computed from images recorded for the Upper Silesian Coal Basin (USCB). The location of
the USCB in Poland is shown in Figure 8.

 

Figure 8. Differential, unwrapped interferogram generated for recordings performed on 10 and 22 October 2016. It was
computed from radar images of the Upper Silesian Coal Basin area, Poland (a). White squares in the interferogram
(b) indicate areas with a high concentration of interferometric fringes. These two areas (Area 1 and Area 2) were selected for
testing the proposed detection method.

Like for the test set containing a lot of small sections, the test stage was preceded by
a manual location of subsidence visible in the interferograms. As a result, 19 subsidence
areas were identified and marked. Like for the first set, 35 combinations of the parameter
values shown in Table 1 were tested. The results are presented in Figure 9.
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Figure 9. The result of the subsidence detection algorithm operations on a test set covering a large
area for 35 parameter combinations.

For the majority of the tested parameter combinations (30 out of 35), all the existing
troughs were detected (Table 1). The results of the algorithm efficiency obtained for
particular parameter combinations differed in the number of classified areas as subsidence
areas and in the number of false detections. The 100% efficiency of the algorithm was also
related to the increase in the false classifications. In test set 1, 48% of the detections made by
the algorithm were incorrect. In test set 2, that figure was 73%. Figure 10 shows the results
of the analysis of particular algorithm operations for parameter configuration 21. When
tested with the use of this parameter combination, the algorithm showed 100% detection
efficiency, maintaining the lowest number of incorrect detections out of all the analyzed
cases (35 out of 58).

Figure 10. Example of trough detection algorithm with a special focus on the results of particular
algorithm operations. The interferogram was computed for radar images recorded on 10 October 2016
and 22 October 2016 for the area of the Upper Silesian Coal Basin, Poland (Sentinel-1A, descending).
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In the analyzed image, both manually located troughs and the algorithm-detected
troughs were concentrated mainly in the middle lane of the image. Most of the false
detections occurred in high-noise parts surrounded by areas of uniform phase values.

4. Discussion

The efficiency of the subsidence detection algorithm depends on the parameters
describing its operations. The research carried out in this paper showed that for both
test sets there were parameter value combinations that ensured very high efficiency in
subsidence detection. One optimal parameter combination that would guarantee high
efficiency for both test sets was not found. The comparison of the subsidence detection
results for both test sets is shown in Figure 11.

Figure 11. The comparison of the subsidence detection results for both test sets and all the parameter value combinations
determining the algorithm efficiency.

The graph shows the relationship between the percentage of the correct classifications
of subsidence and the percentage of the incorrect classifications of the interferogram
fragments as subsidence areas. The comparison was made for both test sets and for all
the parameter combinations that determine the efficiency of the algorithm. The results
obtained for both datasets are characterized by a different dynamic of change, which may
indicate that both sets were disjoint and there was no one optimal algorithm parameter
combination that can be used for any test set that would guarantee satisfactory efficiency
in trough detection. The selection of the optimal parameter value combination should be
made individually for each area.

As the algorithm efficiency increased so did the percentage of areas that the algorithm
incorrectly classified as subsidence. It was observed that the false detections were of the
same nature in both test sets. The vast majority of them occurred at the boundaries of
noisy parts surrounded by uniform areas with the phase value amounting to −π or π. A
considerable percentage of false detections also occurred when small areas of a constant
phase value were surrounded in the interferogram by noisy areas.

The efficiency of the algorithm was low when troughs were located in noisy interfero-
gram fragments or if the phase change line from −π to π was not fully formed.

5. Conclusions and Further Works

The algorithm presented in this article is highly efficient in subsidence detection.
It was proved that for both test sets, there was a parameter combination for which the
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algorithm showed 80–100% subsidence detection efficiency with 40–50% false alarms. The
application of the algorithm made it possible to considerably decrease the area that would
have had to be controlled manually. It should be emphasized at the same time that due
to the cyclical nature of the study and the fact that a subsidence process is long, a false
detection in one test does not preclude correct ones in subsequent tests. It particularly
applies to high-noise areas that either imitated subsidence or made it impossible to detect
it correctly.

What helps to reduce the area for manual analysis is also the fact that both correct
detections and false alarms are concentrated in small areas. In such a case, it is vital
that the number of detections are not significantly higher than the actual number of
subsidence troughs.

The method also showed that its parameters should be adjusted to the parameters
of the area. It was proved that thresholding and pre-filtering are of huge importance. In
the next stage, the authors plan to create a method of automated parameter selection for
particular areas (subareas) and to refine the method of false detection elimination by adding
other verification methods such as machine learning algorithms.
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Abstract: In the polish underground copper mines owned by KGHM Polska Miedz S.A, various
types of room and pillar mining systems are used, mainly with roof deflection, but also with dry and
hydraulic backfill. One of the basic problems associated with the exploitation of copper deposits
is rockburst hazard. Aa high level of rockburst hazard is caused by mining the ore at great depth
in difficult geological and mining conditions, among others, in the vicinity of remnants. The main
goal of this study is to investigate how hydraulic backfill improves the geomechanical situation in
the mining filed and reduce rockburst risk in the vicinity of remnants. Numerical modeling was
conducted for the case study of a mining field where undisturbed ore remnant, 40 m in width, was left
behind. To compare the results, simulations were performed for a room and pillar mining system with
roof deflection and for a room and pillar mining system with hydraulic backfill. Results of numerical
analysis demonstrate that hydraulic backfill can limit rock mass deformation and disintegration
in the mining field where remnants have been left. It may also reduce stress concentration inside
or in the vicinity of a remnant, increase its stability, as well as prevent and reduce seismic and
rockburst hazards. Hydraulic backfill as a local support stabilizes the geomechanical situation in the
mining field.

Keywords: hydraulic backfill; remnant; seismic and rockburst hazard; numerical modeling; Polish
copper mines

1. Introduction

Seismic and rockburst hazards have represented primary hazards in Polish under-
ground cooper mines since the beginning of ore exploitation in the region. The first strong
seismic event, having a magnitude of 2.8, took place on 31 July 1972. With the progress
of mining operations, the number and energy of tremors regularly increased and some of
them caused rockbursts [1].

Dynamic phenomena occur as a result of rock mass destabilization, leading to the
release of potential energy from rocks. Tremors are caused by mining works, which disrupt
the original stress state of the rock mass [2,3]. A rockburst is a dynamic phenomenon
caused by a mining tremor which leads to sudden and violent destruction or damage of the
excavation along with all of the involved consequences [2,3]. Rockbursts are responsible
for many mining accidents and damaged excavations. They generate financial losses and
disrupt the operational continuity of the mining facility.

The literature knows many classifications of rockbursts (e.g., [4–6]). Essentially, two
types of dynamic phenomena are distinguished. The first is directly associated with stopes,
while the second is linked to primary tectonic discontinuities [4]. Rockbursts of the first
type most frequently occur in the vicinity of excavations. They are the result of both stress
redistribution around the excavations and the formation of stress concentration zones. The
following may be considered as belonging to this group of rockbursts [6]: strain bursts,
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pillar bursts, and face bursts. Dynamic phenomena related to tectonic discontinuities
include rockbursts caused by fault activation or initiated by a sudden formation and
propagation of fractures in undisturbed rock as a result of exceeded shear strength (shear
rupture) [6,7]. According to Ortlepp [6], shear rapture is one of the most important
mechanisms generating very high-energy mining tremors and major rockbursts. Roof
strata fractures occur most often near the edges, old gobs, boundaries between backfill
mining and retreat mining, or in the direct vicinity of the mining front.

Both in-situ observations in the Polish underground copper mines and scientific re-
search indicate that a high level of seismic and rockburst hazard is influenced by geological,
mining, and organizational factors. The most important geological factors include: increas-
ing depth of mining operations, high in-situ stress in the rock mass, lithology of the rock
mass and its geomechanical parameters (very strong lime and anhydrite rocks in the roof
layers), as well as tectonics and the thickness of the deposit. The compression strength of
roof rocks is very high and therefore they are able to accumulate elastic energy and release
it suddenly [1].

The mining factors affecting the dynamic phenomena are: the mining method and its
geometry, the roof control method, mining face parameters, concentration of mining works,
and whether mining operations are performed under constrained mining conditions [1].
Local stress concentration is the primary mining-related cause of rockbursts, and it can be
caused by improperly selected mining systems or by an improper geometry of such a sys-
tem. Seismic and rockburst hazard is also affected by an excessive concentration of mining
works and an increasing scope of mining works performed under constrained conditions,
which includes, among other things, mining operations in the vicinity of remnants.

Remnants are undisturbed, typically irregular fragments of the deposit in which
mining operations are impossible, technically very difficult, or uneconomical. In-situ
observations and scientific research indicate that, in the vicinity of rigid remnants, zones
of high stress concentration are located. They cover both the deposit and the rock layers
below and above the remnant [8–11]. When the stress values in the remnant exceed the
strength of remnant, it may be crushed, and if the conditions are unfavorable, a pillar
rockburst may occur [8,12]. Such remnants may also cause the roof layers to collapse above
their edges and eventually lead to high-energy seismic events (shear rapture) [8,11,13].
Therefore, it is of great significance to find a way to improve safety of the works in the
vicinity of remnants.

Mining practice shows that the roof control method also has an impact on the level
of seismic activity recorded in the mining field. Due to the variety of special applications
of backfills, there are different types and technologies. For example, cemented hydraulic
backfill, which is widely used because it provides high strength and allows the use of
waste rock from mining operations, as well as tailings from mineral processing plants as
ingredients [14]. Moreover, hydraulic backfill and paste backfill are also used. Meanwhile,
Li et al. [15] proposed filling the post-excavation space with waste rocks.

In accordance with the formal regulations currently in force in Poland, copper mines
located in the Legnica-Glogow Copper Belt (LGCB), use hydraulic backfill in mining fields
where the thickness of the deposit exceeds 7 m [16]. Backfill is also used to control rock
mass movement and surface subsidence in order to protect cities or surface facilities located
above the excavations.

Hydraulic backfilling is about preparing a backfilling mixture, consisting of granular
material (most often backfill sand) and process water and its gravitational hydrotransport
to the backfilled excavation (goaf). The mixture flows through the pipeline to the backfilled
excavation, where sedimentation of the backfill takes place. The sediment remains in the
goaf and constitutes a backfill, and the water through the clarifiers is directed to the mine’s
drainage system. Preparation of backfilling mixtures in copper mine installations at LGCB,
with gravity pipeline hydrotransport and L-shaped geometric pipelines, is carried out by
dosing backfilling material and process water. The backfilling technology is characterized
by the following parameters:
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− Density of backfilling mixture: 1480 kg/m3

− Flow velocity of the mixture: 6.8 m/s
− Mixture flow rate: 660 m3/h
− Unit pressure loss: about 1390 Pa/rm
− Average water consumption: 720 m3

− Average backfilling time: 1.04 h
− Average start-up and rinsing time: 0.90 h

Many years of in-situ observations carried out in the polish copper mines, in the
mining fields where hydraulic backfill was used for the liquidation of mined out areas,
showed that both seismic activity and rockburst hazard decreased in these fields [17–19].

Scientific research also indicates that the application of backfill can help effectively
control the movement deformation of rock layers and reduce stress concentration, thus
helping such events as rockbursts as well as increasing the stability of excavations [9,20–29].
The backfilled roof is more stable, its vibrations are at a higher frequency and prove less
dangerous, and the duration of the tremor is shorter. At the same time, backfill causes a
reduction in the maximum vibration velocities of rock particles (ppv) and in maximum
values of their acceleration (ppa) [30].

The development of computer modeling and simulation techniques has significantly
expanded research capabilities related to the analysis of seismic phenomena potential in
underground mines. Numerical modeling allows for identifying potential rockburst hazard
zones, estimating rockburst hazard in every part of the rock mass, even in inaccessible parts,
and identifying the conditions under which a dynamic phenomenon may occur [31–33].

In this paper, numerical methods have been used to assess how hydraulic backfill can
improve the geomechanical situation in the vicinity of a 40 m wide remnant, which was
left behind in a mining field where a room and pillar mining system was used. Numerical
simulations performed for the analyzed mining field where hydraulic backfill was applied
in the excavations located in the vicinity of the remnant are a continuation of previous
research [11,13] conducted for this mining field for the room-and-pillar system with roof
deflection. The article includes a comparison of the results of numerical calculations
performed for both cases. They can be used to improve the safety and efficiency of
underground copper ore mining.

2. Case Study of a Mining Field with Remnant in a Polish Underground Copper Mine

Polish underground copper mines (Lubin, Rudna, and Polkowice-Sieroszowice) are
located in the south-west part of Poland and belong to the Legnica-Glogow Copper Belt
(LGCB) (Figure 1). The deposit is located in Permian formations, at the contact between
dolomite-limestone, sandstone, rotliegend and lower zechstein series. Copper is found
associated to sulfides, mainly: chalcocite, bornite and chalcopyrite. The copper deposit is
developed in the form of a pseudo-stratum with variable thickness and low inclination
(approximately 4◦). It is present at a substantial depth of 600 m to 1400 m. A typical
lithological cross-section of the LGCB region is characterized by rigid, high-strength rock
layers in the roof, capable of accumulating elastic energy, while layers with much lower
strength parameters are present in the floor. The deposit is mined with the room and pillar
system, mostly with roof deflection, but to improve the geomechanical situation, dry and
hydraulic backfill are also used.

2.1. Geological and Mining Conditions of Research Area

The research area in this case study is one of the mining fields located in the Polkowice-
Sieroszowice mine (Figure 1). The copper ore deposit is 2.0–2.8 m high, extends in the
NW-SE direction, and dips (2–3◦) toward NE. The depth of the deposit is approximately
1000 m. It includes mostly sandstone (gray, quartz, and fine-grained sandstone), cupriferous
shale (clay and dolomite-clay), as well as dolomite (streaky, dark gray, cryptocrystalline).
The roof is built of rock layers being part of the Zechstein carbonaceous series, and the
floor is made of grey Rotliegend sandstone. The tectonics in the field is quite poor. One
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fault is located in the middle part of the mining filed and has an approximately 0.5–1.5 m
throw [11].

 
(a) (b) 

Figure 1. Location of the LGCB in Poland, location of the analyzed mining field in the Polkowice-Sieroszowice mine (a),
analyzed mining field and location of the remnant (b).

Mining operations in the analyzed field started in March 2005 using a room-and-pillar
system with roof deflection. The deposit was cut with rooms and strips into rectangular
technological pillars with basic dimensions of 6 × 8 m, which were situated perpendicular
to the line of the mining front. The excavations were in the shape of an inverted trapezoid,
with the roof width equal to 6 m and the inclination angle of sidewalls 10◦. Technological
pillars were successively reduced to residual pillars, as the mining front progressed, and left
in the mined-out area. In Polish copper mines, the size of technological pillars is selected in
such a way that they progressively yield at the stage of separation from the deposit. The
width of the working area was generally between 4 and 5 strips (Figure 2) [11].

Exploitation in the analyzed field was carried out in constrained mining conditions.
In 2007, because of problems ensuring the roof’s stability in the central part and in the right
side of the field, a deposit remnant approximately 40 × 100 m was created, between strip
P-38 and strip P-33 (Figure 2) [13].

2.2. Seismic Activity Registered in the Vicinity of the Remnant during Room and Pillar Mining

The analyzed mining field was characterized by a relatively high level of seismicity.
Figure 3 presents yearly distribution of the number of mining tremors as well as seismic
energy emissions for the period of 2002–2011. The greatest number of seismic events and
the highest level of seismic energy emission were recorded in the field in 2006. In December
2006, a very high-energy, class E8 seismic event occurred. It seriously influenced the roof
stability in the central part and in the right side of the field. The mining front was being
reconstructed with strips P-34 ÷ P-37, but in August 2007 increasing problems with the roof
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necessitated stopping them, and the progress of the P-38 ÷ P-42 strips began. As a result, a
remnant approximately 40 m in width was formed. While restoring the front in the right
side of the field, on 13 March 2007, a seismic event having an energy of 107 J was recorded.
Then, on 4 October 2007, the second event with an energy of 4.4 × 107 J occurred. The
epicenters of these events were located in the vicinity of the remnant, while the epicenter
of the tremor from October 2007, on the edge of the undisturbed rock remnant. The
geophysical mechanism of this event shows rock mass displacement on the reverse fault in
the SW direction (towards the gob areas). This surface runs in the direction approximately
consistent with the mining front line.

Figure 2. Analyzed mining field (room and pillar mining with roof deflection) and location of the 40 m wide remnant.
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Figure 3. Seismic activity for the period of 2002–2011 in the analyzed field [13].

Moreover, numerical back analysis of the mining front reconstruction, deposit ex-
ploitation, and remnant behavior in the field also showed that the roof may have suddenly
and violently collapsed at the edge of the rigid remnant, on the side of the field’s gob areas,
during the reconstruction of the mining front. It may cause a high-energy seismic event
induced mainly by the exceeded shear strength [13] (Figure 4). The results of the analysis
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indicate a significant impact of the mining edge on the occurrence of dynamic phenomena
that can be dangerous to the working crew. Therefore, it is of great significance to study
the application of hydraulic backfill to reduce the risk and the tendency of seismic events
in the working face nearby rock remnants.

Figure 4. E7 seismic event which occurred in October 2007 at the edge of the created remnant with
its probable mechanism [13].

3. Methods: Numerical Simulation of the Application of Hydraulic Backfill in a
Mining Field with a Remnant

The numerical model of the analyzed field mined with the room and pillar mining
system was created in the RS2 v. 9.0 finite element program in a plane strain state. With
the use of adequate computational power, the 2D analysis allowed FEM analyses on a
dense mesh, particularly in the vicinity of excavations and deposit remnants. Therefore,
the problem could be approached globally, by analyzing a large model and simulating
exploitation in the entire field. The model is constructed properly, as the simulation results
correspond well to the measurement data related to the convergence of the excavations in
the analyzed field.

In the first part of this research [11,13], a back calculation was performed in order
to provide the model with a reflection of the actual situation observed in the analyzed
mining field. In further calculation steps, the retreat room and pillar mining process was
reconstructed in the deposit, based on the actual parameters of the mining system used in
the analyzed field (sizes of the technological pillars and the residual pillars, dimensions
of the excavation cross-sections, size of the working area, etc.). The numerical model also
included a deposit remnant approximately 40 m in width between strips P-33 and P-38,
which was formed, at a 460 m front length, by excavating strip P-38 outside the danger
zone (31st calculation step). After the remnant of undisturbed rock had been separated, the
field was further mined with the use of the room and pillar method with systematic retreat
by roof deflection.

In the second part of the research, the use of hydraulic backfill in excavations adjacent
to the remnant was proposed as a solution for limiting rock mass deformations (Figure 5).
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Figure 5. Scheme of room and pillar mining operations with the application of hydraulic backfill in the vicinity of
the remnant.

The numerical model reflecting the actual situation observed in the analyzed mining
field was modified. In the modified model, stepwise numerical simulations reflected the
cutting of the deposit with the room and pillar method with roof deflection until strip
P-33 was excavated, when the front length was approximately 460 m (30th step in the
numerical model) (Figure 6a). The next (31st) step in the numerical model simulated the
hydraulic backfilling of five strips (P-29–P-33) prior to excavating strip P-38 outside the
danger zone (Figure 6b). In the next (32nd) step of the numerical model, strip P-38 was
excavated to isolate (form) a deposit remnant 40 m in width. Steps 33–37 of the numerical
model simulated the excavation of successive strips having a cross-section in the shape of
an inverted trapezoid with the width of the excavation roof equal to 6 m and the inclination
angle of sidewalls 10◦. The rock mass was cut into technological pillars 8 m in width
(Figure 6c). When the working area was 5 strips wide, as the front advanced, the mined-out
area started to be systematically liquidated with the use of hydraulic backfill. The proposal
included using hydraulic backfill to close the mined-out areas on the right side of the
remnant, in the area from strip P-38 to strip P-43 (steps 38–42 in the numerical model).
In steps 43–65, deposit exploitation in the analyzed field was continued with the use of
the room and pillar method with roof deflection (Figure 6d). The rock mass was cut into
technological pillars 8 m in width, which were subsequently reduced in size to remnant
sizes, and further technological pillars were cut. The assumption concerning the width of
the working area in the numerical simulations was 5 strips.

The numerical model was a plate in which the actual geological structure of the
analyzed mining field was included (Table 1). Displacement boundary conditions were set
in the model:

− Bottom edge of the plate: no vertical displacements
− Side edges of the plate: no horizontal displacements

The upper edge of the plate was loaded with a vertical stress of 17.657 MPa (vertical
stress determined on the basis of data from borehole S-294). The self-weight of rock layers
was accounted for in the calculations. The virgin horizontal stress was assumed to be equal
to the virgin vertical stress (hydrostatic state of initial stresses). In the RS2 v. 9.0 computer
program, rock mass was assumed to be homogeneous and isotropic, and the behavior of
the rock mass was characterized by an elastic and an elastic–plastic model with softening.
The Mohr–Coulomb strength criterion was applied.

As was mentioned before, the numerical model served to reconstruct the actual
geological structure of the analyzed mining field. As in the first part of this research, the
parameters of the rock mass (for the Coulomb–Mohr criterion) were determined on the
basis of laboratory tests of rock samples from boreholes drilled in the analyzed region
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(Mo-12 To-2, Mo-12 To-5 and Mo-11 To-3). The Hoek–Brown classification was used. The
parameters of the rock mass are presented in Table 1.

 
Figure 6. Simulation of mining operations performed in the analyzed field: (a) step 30, (b) step 31, (c) step 37, (d) step 42.
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Table 1. Rock mass parameters used in the numerical model of the analyzed region [11].

Location Rock Type
h

(m)
Es

(MPa)
v
(-)

σt
(MPa)

c
(MPa)

φ
(o)

cres
(MPa)

φres
(o)

δ
(o)

Roof

Main
anhydrite 100.0 41,110 0.24 0.746 6.967 38.66 1.393 36.73 2.00

Clay-
anhydrite breccia 10.0 7100 0.18 0.093 2.507 39.06 0.501 37.11 2.00

Basic
anhydrite 73.0 40,010 0.25 0.765 7.146 38.66 1.429 36.73 2.00

Calcareous dolomite I 15.0 44,980 0.24 2.933 12.085 39.00 2.417 37.05 2.00
Calcareous dolomite II 2.0 87,440 0.27 4.715 19.895 39.00 3.979 37.05 2.00

Mined
deposit Mined height 2.7 25,240 0.21 0.825 8.424 39.31 1.350 37.35 2.00

Floor
Quartz sandstone I 8.2 4260 0.15 0.057 1.538 39.06 - - -
Quartz sandstone II 194.5 3220 0.13 0.043 1.160 39.06 - - -

The symbols used in the above table are as follows: h—thickness of rock layers, Es—longitudinal modulus of elasticity, v—Poisson’s
ratio, σt—tensile strength of the rock mass, c—cohesion coefficient, φ—internal friction angle, δ—dilatancy angle, cres—residual cohesion
coefficient, φres—residual internal friction angle.

The numerical model was built on a finite element mesh with 3-node triangular
elements. In order to improve the accuracy of the numerical calculations, mesh density
was increased in the central part of the model, in the vicinity of the excavations. The model
has 81,864 elements and 41,289 nodes.

The parameters of the hydraulic backfill used in the model were determined iteratively
and were based on a practical experience that, under the conditions of the LGCB copper
mines, maximum vertical displacements due to the mining of the deposit with the room
and pillar system with hydraulic backfill amount to approximately 15–20% of the deposit’s
thickness [34]. The detailed numerical model for the analyzed region is presented in
Figure 7.

 

Figure 7. Numerical model for the analyzed region.

The model was validated on the basis of the convergence measurements of excavations
driven in the analyzed mining field. The results from the in-situ convergence measure-
ments were compared with the convergence values calculated by means of the numerical
simulations. A very good correlation between the numerically calculated convergence and
the measurement results may indicate that the model was built correctly (Figure 8).
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Figure 8. Matching between the results of the in-situ convergence measurements and the convergence
values obtained using the numerical model.

4. Discussion

In order to investigate how the hydraulic backfill can improve the geomechanical
situation in the vicinity of remnants, vertical stress σy distribution and yielded zones have
been analyzed. The behavior of the remnant and of the rock mass in its vicinity was
analyzed in the successive steps of the room and pillar mining system. The results of the
numerical simulations conducted for the case of the mining field in which hydraulic backfill
was used in the excavations located in the vicinity of the remnant have been compared
with the results of the analysis performed in the previous research for the case of the room
and pillar system with roof deflection.

The numerical simulation results for the analyzed mining field demonstrated that the
application of hydraulic backfill in the excavations located in the vicinity of the remnant
reduces deformations of roof strata generally in the entire mining field and mostly near
the remnant.

The results of numerical simulations conducted in the first part of the research for
the case of the room and pillar system with roof deflection showed that, in the 35th
computational step, during the reconstruction of the mining front, when the fifth strip was
created, a yielded zone suddenly (in one computational step) formed in the roof above
the edge of the remnant (Figure 9a,b). The transverse line of destruction in the roof was
formed near the left edge of the remnant and was inclined at an angle of approximately 60◦
in the direction of the gob area. These results indicate that a sudden fracturing and collapse
of rigid roof layers may occur on the edge of the remnant, mainly due to the exceeded
shear strength. This may cause a seismic event with high energy, potentially resulting in a
rockburst phenomenon, if appropriate conditions are met [11].

The analysis of the area of the yielded elements numerically calculated in the second
part of the research for the case with the room and pillar system with hydraulic backfill
in the vicinity of remnant indicates that yielded zones in the field are smaller than in the
case with roof deflection. Areas of yielded elements appear in particular above the gobs
and they are observed to grow in the successive steps of the simulated room and pillar
mining (Figure 10a,b). This indicates a progressing disintegration of roof layers above the
mined-out areas. Moreover, in the case with hydraulic backfill, no yielded zone forms
suddenly in the roof in the vicinity of the remnant edge over the entire period of mining
operations (Figure 10b). A comparison between Figures 9 and 10 also shows that, in both
of the analyzed cases, the remnant is stable. Yielded areas inside the remnant occur only
near its edges. Their reach increases in the successive steps of the mining operations. After
the reconstruction of the entire mining front (five strips on the right side of remnant), the
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reach of the yielded areas on the remnant edges does not exceed 2 m, while for a front
distance of approximately 470 m from the remnant edge the reach of yielded areas reaches
a maximum of approximately 3.5 m. During the reconstruction of the mining front, the
yielded zones above the strips amount to approximately 2.0–2.9 m.

Figure 9. Yielded zones for mining front: (a) approximately 50 m from the remnant edge—34th calculation step, (b) approxi-
mately 60 m from the remnant edge—35th calculation step [11].

Figure 10. Yielded zones for mining front: (a) approximately 60 m from the remnant edge—36th calculation step, (b) ap-
proximately 470 m from the remnant edge—65th calculation step.
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Figures 11–14 show the distribution of vertical stresses σy in the analyzed field for
the room and pillar system with roof deflection (Figure 11) and with hydraulic backfill
(Figures 12 and 13). It can be observed that stress concentration zones occur inside and in
the vicinity of the remnant. A comparison between Figures 11 and 12 shows that the violent
destruction in the roof above the remnant edge resulted in vertical stress redistributions
near the left edge of the remnant and reduced the values of vertical stresses σy in the area
of the yielded zone.

Figure 11. Distribution of vertical stresses σy for the front distance approximately 60 m from the remnant edge—35th
calculation step [11].

Figure 12. Distribution of vertical stresses σy for the front distance approximately 60 m from the remnant edge—36th
calculation step.

Analyses of vertical stress σy distribution in the roof above the 40 m wide remnant
(at distances of 5 m, 10 m, 20 m, and 40 m) for the room and pillar system with hydraulic
backfill indicate that this remnant affects the roof layers. The maximum values of vertical
stresses σy in the roof above the remnant (at distances of 5 m and 10 m) occur at a distance
from the edge and are respectively equal to 5 m—120 MPa, 10 m—100 MPa. Their values
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decrease rapidly towards the level of approximately 20–25 MPa over the hydraulic backfill.
With the increasing distance from the remnant, vertical stress σy values decrease and tend
towards the initial stress state. In the roof layers at a distance of 20 m and 40 m above the
remnant, the greatest values of vertical stress σy occur above its center (Figure 13). The
impact range of the remnant and the values of vertical stresses in its surroundings increase
in the successive steps of the simulated mining operations as the front progresses.

A comparison between the values of vertical stress σy in the roof 10 m above the
remnant for the cases of the room and pillar system with roof deflection and with hydraulic
backfill shows that the application of hydraulic backfill reduces the values of vertical
stresses in the roof. The values of these stresses near the left edge of the remnant can be
noticed to have decreased by a maximum of 20 MPa after the use of hydraulic backfill
for the front distance of approximately 470 m from the remnant edge. Moreover, the
difference in vertical stress σy between the roof deflection case and the hydraulic backfill
case increases in the successive steps of the mining operations (Figure 14).
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Figure 13. Vertical stress σy in the roof, for vertical distances of: (a)—5 m, (b)—10 m, (c)—20 m and (d)—40 m above
the remnant.
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Figure 14. Comparison between vertical stresses σy in the roof layer 10 m above the remnant for the roof deflection case and
the hydraulic backfill case, for the front distance of approximately: 60 m from the remnant edge—computational steps 35,
36, 146 m from the remnant edge—computational steps 41, 42), 470 m from remnant edge—computational steps 64, 65.

Figure 15 shows a comparison between the values of vertical stress σy inside the 40 m
wide remnant for the cases of the room and pillar system with roof deflection and with
hydraulic backfill. As can be seen, in both cases, the highest values of vertical stresses σy
occur at a distance of approximately 2 m from its edge. Their values decrease towards
the direction of the remnant’s center. Moreover, the values of vertical stress σy inside the
remnant increase in the successive steps of the mining operations. The maximum values of
these stresses near the edge as well as in the center of the remnant can be noticed to occur
in the case of the room and pillar mining system with roof deflection.

The greatest difference between vertical stress values σy inside the remnant in the
cases of the room and pillar system with roof deflection and with hydraulic backfill occur
on the right side of the remnant and is equal to 50 MPa for the maximum front distance
of approximately 470 m from the remnant edge. Similarly, in the center of the remnant,
the greatest difference between vertical stress values σy is noticed for the front distance of
approximately 470 m from the remnant edge and is equal to 15 MPa.
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Figure 15. Comparison between vertical stresses σy inside the 40 m wide remnant for the roof deflection case and the
hydraulic backfill case, for the front distance of approximately: 60 m from the remnant edge—computational steps 35, 36,
146 m from the remnant edge—computational steps 41, 42), 470 m from the remnant edge—computational steps 64, 65.

5. Conclusions

Due to a high level of mining concentration in Polish underground copper mines,
mining works are very often carried out in difficult geological and mining conditions,
resulting in high seismic and rockburst hazards. Frequent high-energy seismic events pose
a threat to crews working underground. Therefore, optimal solutions should be found
that will allow the extraction of copper ore deposits as safely and economically as possible.
This paper focuses on the problem of the application of hydraulic backfill in excavations
located in the vicinity of remnants, in order to improve the safety and efficiency of mining
operations. The results of the numerical simulations allowed conducting a qualitative
analysis and illustrating the occurrence of certain phenomena in the rock mass, in which
copper ore is mined with the room and pillar systems.

The results of the numerical simulations performed for the case study (a mining field
located in a Polish underground copper mine where undisturbed ore remnant 40 m in
width was left behind) indicate that:

− The application of hydraulic backfill in the vicinity of the remnant strongly improves
the geomechanical situation in the mining field, mostly by limiting rock mass defor-
mation and disintegration in the mining field.

− In the case of hydraulic backfill, yielded zones in the field are smaller than in the
case of roof deflection. They appear in particular above the gobs and increase in the
successive steps of the simulated room and pillar mining.

− When the room and pillar mining system with roof deflection is used, sudden fractur-
ing and collapse of rigid roof layers may occur on the edge of the remnant and cause
a high-energy seismic event. In the case with hydraulic backfill, no yielded zone is
suddenly formed in the roof in the vicinity of the remnant edge for the entire period
of mining operations in the analyzed field.
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− The application of hydraulic backfill also reduces the values of vertical stresses σy
inside and in the vicinity of the remnant.

The results of the performed analyses indicate that the application of hydraulic backfill
in the vicinity of the remnant has a number of very important advantages. It provides
progressive roof deflection over the mined-out areas, which eliminates the formation of
mining edges. Furthermore, it reduces stress concentrations at the remnant edges and
prevents roof layers above edges from collapsing (which may result in high-energy tremors
and rockbursts—shear raptures). It also increases the stability of the rock mass in the
mining field reduces the stress concentration inside and near the remnant, thus limiting
the risk of pillar rockburst. Further research based on numerical calculations showed that
increasing the area of the backfill zone near the remnant would further improve stress
distribution and reduce rock layer deformations in the mining fields.

The obtained results may facilitate decisions regarding the further development
of mining works in areas affected by the presence of remnants and will allow for the
verification of mining operation protocols and rockburst prevention methods. The results
are also intended not only to improve the safety of mining operations carried out in the
mining fields in which leaving a remnant is a necessity, but also to increase the efficiency of
copper ore mining.

Further research will include a 3D model of the analyzed field and a comparison of
the obtained results with the results of the 2D analysis.
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Abstract: This article discusses the work that resulted in the development of two battery-powered
self-propelled electric mining machines intended for operation in the conditions of a Polish copper ore
mine. Currently, the global mining industry is seeing a growing interest in battery-powered electric
machines, which are replacing solutions powered by internal combustion engines. The cooperation of
Mine Master, Łukasiewicz Research Network—Institute of Innovative Technologies EMAG and AGH
University of Science and Technology allowed carrying out a number of works that resulted in the
production of two completely new machines. In order to develop the requirements and assumptions
for the designed battery-powered propulsion systems, underground tests of the existing combustion
machines were carried out. Based on the results of these tests, power supply systems and control
algorithms were developed and verified in a virtual environment. Next, a laboratory test stand
for validating power supply systems and control algorithms was developed and constructed. The
tests were aimed at checking all possible situations in which the battery gets discharged as a result
of the machine’s ride or operation and when it is charged from the mine’s mains or with energy
recovered during braking. Simulations of undesirable situations, such as fluctuations in the supply
voltage or charging power limitation, were also carried out at the test stand. Positive test results were
obtained. Finally, the power supply systems along with control algorithms were implemented and
tested in the produced battery-powered machines during operational trials. The power systems and
control algorithms are universal enough to be implemented in two different types of machines. Both
machines were specially designed to substitute diesel machines in the conditions of a Polish ore mine.
They are the lowest underground battery-powered drilling and bolting rigs with onboard chargers.
The machines can also be charged by external fast battery chargers.

Keywords: battery drive; battery power; supply self-propelled mining machines; electric mining
machines; control algorithms

1. Introduction

The concept of working machine drive based on an electric motor or internal combus-
tion engine, i.e., the obtaining of mechanical energy that can be used to drive the carriage
system of the machine and its working systems, refers to complete drive units. Both internal
combustion engines and electric motors have been known and successfully used for many
years in stationary and mobile machines. However, electric motors do not consume oxygen
and do not emit exhaust fumes, which has a positive effect on the environment and human
health [1]. They do not generate as much noise, and their efficiency reaches the level of
more than 90% or even 98%, so they generate much less heat. In addition, the electric drive
unit is less complicated [2]. Therefore, wherever mains power can be used, the electric
drive wins. In the case of vehicles, mobile machines, or machines working far from the
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source of power supply, the internal combustion engine is commonly applied. However, if
we want to use battery power, which is also referred to as battery drive, additional serious
problems arise. The major drawback of battery power supply is the limited range or limited
operating time of the machine, especially when we take into account the long charging
time. The use of additional electrically powered systems, such as lighting, air conditioning,
or a mechatronic system, further shortens the working time. The key issue in the case
of such machines is, therefore, to manage and control the battery condition as well as to
optimize battery supervision systems [3]. In the case of underground mining, the operating
time reduction due to low temperatures is not the only problem. Apart from the technical
aspects, economic considerations related to the cost of purchase and battery operation are
also extremely important [4,5].

Very important factors related to the underground mining of metal ores are the costs
involved in the ventilation of workings and the negative impact of substances produced
during combustion of liquid fuels by the machines on the health of the working staff. In
order to reduce costs and improve the working conditions of the workers, it is advisable
to replace diesel engines with electric motors powered by the mains and battery. Such
a tendency is observed in many countries around the world, with Canada being the
precursor [2,6]. This applies in particular to self-propelled mining machines, such as drilling
and bolting rigs, LHD loaders, and haul trucks. It should be emphasized, however, that
the user expects electrically driven machines to have the same parameters and functional
properties as the ones powered by internal combustion engines. This is a serious challenge
because battery power still remains a new issue despite the fact that the electric drive is
known and widely used also in mining machines. In addition, it should be noted that the
difficulty results mainly from the specific conditions of underground mining and related
requirements.

The electric drive of mains-powered vehicles and working machines have been used in
industry for many years. It is applied not only in trams, trains, stationary machines, cranes
or gantries, but also in those working machines that move in a limited area or at a low
speed, or in machines that are transported to various workplaces and can be powered by
electrical energy supplied by a cable or pantograph, so the output or time of operation are
practically irrelevant. Selected examples include the Metso Nordberg NW 80 semi-mobile
crushing set, the John Deere autonomous farm tractor with a cable reel, the CAT 7495 cable
excavator, the Hitachi ZE85 excavator, or the Hitachi EH4000AC3 dump truck, which is
powered by a pantograph. These are, of course, only selected examples of electric working
machines. In addition, in underground mining, electric machines powered from the mine’s
mains are used wherever it is possible.

Of course, mobile machines pose a challenge, as opposed to stationary machines,
such as belt conveyors, fans, or even transfer points, i.e., grids. Typical electric and mains-
powered underground mining machines are also longwall shearers and roadheaders as well
as narrow-gauge loaders, which operate in a limited area. Typical mobile electric machines
include haul trucks and loaders, which are powered by mains and are therefore equipped
with a cable reel. Examples include the Aramine L150E mini loader for narrow excavations,
the Sandvik LH514E loader, the Epiroc Scooptram EST1030 loader, and the Philips HC12BE
dump truck. Battery-powered electric working machines are widely used in a variety of
industries. The best known are passenger cars, trucks, or increasingly used electric buses,
but in the case of these machines, we have practically only a chassis without demanding
working systems, and the working conditions are completely different. However, among
heavy working machines that perform various processes, there are also battery-operated
versions, especially excavators or agricultural machines, including tractors.

In underground mining, due to very difficult working conditions and high require-
ments, battery-powered machines began to be designed and used relatively late, mostly in
the last three years. Currently, several manufacturers have selected solutions of battery-
powered machines that are designed to work in various conditions:

• Aramine—L140B miniloader [7]
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• Artisan vehicles (since 2019, it has belonged to Sandvik) A4 and A10 loaders, Z50 haul
truck [8]

• Epiroc (until 2018 Atlas Copco)—Boomer M2 and E2 drilling rigs, Boltec M and E
bolting rigs, Scooptram ST14 loader, Minetruck MT42 haul truck, Easer L, Simba M4,
M6, and E7 raiseboring rigs [9]

• Komatsu (do 2017 Joy Global)—several models of haul trucks [10]
• MacLean Engineering—more than 20 models of auxiliary machines [11]
• Normet—a few auxiliary machines [12]
• Phillips Machine—haul trucks [13]
• Sandvik—LH518B loader, DD422iE drill rig, LZ101LE bulldozer [14]

Global companies Komatsu and CAT have announced that in the nearest time, they
are going to roll out battery-powered machines, such as drilling and bolting rigs [15], as
well as the LHD loader [16].

In the case of drilling, bolting, and auxiliary rigs, the working process is for some
time carried out in one place; therefore, the most common solutions are usually applied to
charge the battery at the workstation. On the other hand, LHD haul trucks and loaders are
in motion most of the time, hence the use of quick battery replacement systems combined
with quick charging or quick charging without replacing the battery. Additionally, braking
energy, which recharges the batteries, is quite often recovered for all types of battery-
operated machines [2]. Braking energy recovery is applied not only in self-propelled
mining machines on a wheel-tire chassis but also in cog-wheel railways used in coal
mining [17].

The results of simulation tests, however, show the advantage of fast charging, espe-
cially in long-term operation. In one of the studies [18], the authors have demonstrated
that in the case of five-year operation, fast charging is more advantageous from the point
of view of the efficiency and operating costs of machines. It is therefore advisable to use an
onboard charger, with the possibility of charging from the mains at the workplace and the
function of braking energy recovery. In addition, the machine can be charged with external
high-power chargers.

Designing machines for underground mining necessitates the use of modern methods
that make it possible to meet the requirements of users, taking into account extremely
difficult working conditions [19,20]. The battery power supply of machines is an addi-
tional design and economic challenge [21]. Other challenges in the design of modern
machines intended for underground operation include aspects related to occupational
health and safety, among others the problem of excessive noise, which is increasingly often
discussed [22], but also the rapidly developing robotization and automation [23] as well as
digitization [24,25].

The works carried out in cooperation with Mine Master, Łukasiewicz Research
Network—Institute of Innovative Technologies EMAG and AGH University of Science
were used in the design of two self-propelled mining machines, namely a drilling rig and
a bolting rig. Self-propelled drilling and bolting rigs perform drilling and bolting, which
belong to basic cutting processes applied in the room and pillar mining system. In the
case of these machines, the above-mentioned processes determine the working system’s
power demand. The bolting process is necessary and allows controlling the excavation sta-
bility [26,27]. Drilling is performed in the case of both drilling and bolting rigs. The energy
consumption and efficiency of the drilling process depend on many factors, especially on
the drilling method, hole diameter, type and condition of the tool, as well as the physical
and mechanical properties of the mined rock [28,29].

Both machines were manufactured and tested. Bench and operational tests were
carried out. The tests, which were mainly focused on the functional properties of battery
power supply, confirmed the correctness of the developed power systems and operation
algorithms. Technical data and additional information can be found in the catalog on the
website of the manufacturer (Mine Master Spółka z o.o., Poland, Wilków) [30]. It should be
clearly emphasized that these are the first machines in the world designed for low headings.
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The Roof Master RM 1.8KE bolting rig is 1.8 m high, whereas the Face Master FM 1.7LE
drilling rig has a height of 1.65 m (Figure 1). They can be maneuvered in workings having
a width of 4.5 m in the room and pillar mining system. It should be emphasized that both
machines have been equipped with onboard battery chargers, which enable direct charging
from the mine’s mains. The aforementioned solutions of the competing companies require
excavations with dimensions considerably exceeding 2 or even 3 m.

Figure 1. Mine Master battery-powered electric self-propelled mining machines: (a) Roof Master RM 1.8KE bolting rig, (b)
Face Master FM 1.7LE drilling rig.

The subject of mining battery machines has been widely discussed in recent years at
various conferences and in scientific journals. Manufacturers are offering more and more
new solutions to battery-powered mining machines that are designed for specific operating
conditions [31]. Due to the necessity of charging, these machines must be adapted to the
power grid of the future user. Detailed information on the settings and parameters of
power systems and control algorithms still remains the “know-how” of their manufacturers.
General control algorithms for a typical cycle of discharging and charging a battery can be
found in various variants in numerous studies. [32,33]. Especially in recent years, research
has been conducted on modern regulators and artificial intelligence [34,35]. There are also
algorithms that take into account other systems, for example, hybrid, charging with solar
panels or wind turbines [36,37].

The main problem was to design machines specially for a Polish ore mine that could
substitute currently operated diesel machines. However, battery-powered machines are
different, and it was necessary to carry out underground tests in the mine to specify
detailed requirements concerning power systems and control algorithms. One of the
biggest challenges was to design very low machines equipped with onboard chargers
and the possibility of using external fast chargers. As stated before, both machines are
considerably lower than 2 m, which is a significant achievement compared to competitor
products.
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The above-quoted selected items relate to machines working overground, especially
vehicles. Studies on underground battery-powered low machines, in particular those
regarding power systems and control algorithms, are unavailable. The existing research
and experiences concern battery-powered solutions applied only in overground machines,
so they are not useful in the discussed case. Due to various reasons, only some types of
batteries, power systems, and components can be used in underground mine conditions.
Batteries pose the biggest problem. It is possible to use many different batteries, such as
lead acid (VRLA), nickel cadmium (NiCd), lithium iron phosphate (LFP), lithium nickel
manganese cobalt (NMC), lithium nickel cobalt aluminum (NCA), and sodium nickel
chloride (Na-NiCl2). Sodium nickel chloride (Na-NiCl2) batteries are the best solution for
many reasons, including in particular the risk of explosion and fire, operating temperature,
ventilation, and durability. In the case of other components, the manufacturers’ recom-
mendations regarding operating conditions are applied [2]. This is an important issue in
underground mining machines, which needs to be further explored.

2. Materials and Methods

For each newly designed underground mining machine, it is necessary to define
requirements based on the working conditions and the user’s expectations. This is par-
ticularly important in the case of a completely new solution, such as battery-powered
self-propelled electric mining machines. The working conditions and user’s requirements
are different for each mine. Therefore, the first stage of works involved carrying out un-
derground research, which consisted of recording selected parameters of machines. The
recorded and analyzed data, as well as the collected comments and requirements of the
future machine user, were used to develop assumptions and guidelines for the designed
power system along with control algorithms. Next, power systems and control algorithms
were developed and checked in simulation tests in a PLC environment. During the research,
the properties of various types of batteries, as well as the structure and parameters of the
systems managing their operation, were considered. The control algorithms developed as
part of the described tests take into account the requirements resulting from the machine
operation schedule with the distinction of basic cycles such as standby, ride, operation, and
the adopted concept of the drive system. In order to carry out further investigations, it was
necessary to design and construct a laboratory stand allowing for the simulation of the
machine load and battery discharge, mains battery charging, and braking energy recovery.
Tests were performed for all possible combinations of parameters.

The analysis was carried out for typical cases and situations where the braking energy
was recovered for a fully charged battery or the battery was charged during the work of
the machine operational systems. The performed validation confirmed the correctness of
the developed power systems and control algorithms that were used in the self-propelled
drilling rig and self-propelled bolting rig. The operational tests of the manufactured
machines also proved the correctness of the power systems and control algorithms.

3. Underground Tests of Machines with a Combustion Engine

Underground tests were carried out for two internal combustion machines, the op-
erational parameters of which were similar to the planned battery-powered machines.
The Roof Master RM 1.8 bolting rig (Figure 2a) and the Face Master FM 1.7 drilling rig
were used for tests. The tests were conducted in the KGHM Polska Miedź S.A. mine
O/ZG Polkowice-Sieroszowice. The parameters of the drive system were recorded dur-
ing the machine ride, while the parameters of the working process and pressure in the
hydraulic system of the working parts were recorded during operation (Figure 2b). The
data were recorded during the drilling and bolting process as well as during rides to other
workstations and to the repair chamber.
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Figure 2. Underground tests in the KGHM mine: (a) Roof Master RM 1.8 diesel bolting rig, (b) recorded pressure courses in
the turret hydraulic system.
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Figure 2 presents a selected photo from the tests and an example of a graph of pressure
courses versus time.

Based on the analysis of the test results and the user’s requirements, the following
was determined:

• Typical schedules of machines operation;
• Actual parameters of the supply network;
• Speed of movement of machines, taking into account the slope and quality of the

ground;
• Profile of the route covered by the machines;
• Resistance to movement for various routes and floor conditions;
• Power demand for individual phases and operating conditions.

The performed analyses allowed developing a detailed concept of a self-propelled
vehicle with an equivalent electric drive powered by batteries.

4. Power System of the Drilling and Bolting Rig

One of the most important systems in the designed machine is the electric power
system. It is the electric power supply system that the mobility of the machine, and, in
consequence, its working parameters and performance characteristics, depend on. The
main electric circuit (high-current) has been designed to have the same configuration for
the drilling and bolting rig. The only difference is in the size of the main engine, battery,
or hydraulic systems. Based on the assumptions resulting from the functionality of the
machines in the combustion version, a power system was designed, the schematic diagram
of which is presented in Figure 3.

Figure 3. Schematic diagram of the machine power system.

The system is composed of three converters P1, P2, and P3. The P1 converter is used to
connect the AC (alternative current) network to the DC (direct current) bus on the machine.
For standard network parameters, the rectifier will work in the passive mode, which
consists of rectifying the voltage. Improvement in the active mode is achieved by installing
an LC (inductor-capacitor) filter on the inverter input. The P3 converter is used to charge
the battery, while the P2 inverter is used to supply and regulate the main drive motor M
(controller). The control is effected by the VCU (vehicle control unit), which contains a PLC
(programmable logic controller) with a program for controlling the machine.
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The P2 converter is used during the ride. The P3 converter connected to the battery
uses the DC/DC application and operates in the VCM (voltage control mode) with the
option of maintaining the voltage on the DC bus side. The P2 converter supplying the
drive motor operates in the DC/AC mode at that time. The diagram of the system during
the machine’s ride has been shown in Figure 3 (red frame). During the machine’s ride, the
engine draws power only from the battery. A significant advantage is the energy return to
the battery during the downhill ride.

Battery charging and operation take place in accordance with the system shown in
Figure 3. Owing to the battery charger incorporated in the machine, it is charged directly
from the mine’s mains. The work of both machines in the excavation, i.e., drilling and
bolting, is always carried out when the machine is connected to the mine’s mains. In
practice, however, voltage drops may occur in the power supply station, which results
in a break in the machine’s operation. To prevent these interruptions, the possibility of
supplying the hydraulic system with a battery has been provided in the system. In the case
of very difficult conditions occurring in the process of hard rock drilling, it is possible to
use battery power with increased power on the main motor.

According to the assumptions, the ride is battery-powered. The power consumed by
the motor is the power from the battery, decreased by losses in the converters. The power
flow during the machine ride is shown in Figure 4 (red line).

Figure 4. Diagram of power flow during the machine ride (red) and braking (green).

During the ride, energy will always flow from the battery to the main motor. In the
analyzed cases, the losses from the converters were not taken into consideration when
developing the power flow diagrams. The losses are converted into heat and carried away
by the cooling system.

Braking is an important element of the machine’s ride, which affects its safety. The
main role in this process is played by dynamic braking with the option of main motor
braking with energy return to the battery. Battery charging must always finish with a
certain reserve so that the battery has some capacity to receive the braking energy. The
power flow during braking is shown in Figure 4 (green line). Power flows from the motor
to the battery.

The battery is charged near the power supply station or in the repair chamber. Charg-
ing takes place via the P1 and P3 converters. Charging energy from the mains is stored in
the battery. Figure 5 (green line) shows power flow during charging.
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Figure 5. Diagram of power flow during charging of the machine.

After the machine has arrived at the workstation, it is possible to recharge the battery in
the time between the drilling of subsequent holes or between the installation of subsequent
bolts, or during the auxiliary processes. This allows using the machine’s working time
more efficiently. The master control system controls the total current drawn from the mains.
The power flow has been shown in Figure 5 (green line).

5. Control Algorithms

The next stage involved developing algorithms for controlling the electric power
system during the ride and operation of the machine, taking into consideration various
combinations. Due to the similar structure of the power electric circuits of the drilling and
bolting rigs, common algorithms were developed for both types of machines.

The P1, P2, and P3 converters were configured depending on the selected operat-
ing mode. The appropriate configuration ensures the correct operation of the machine
and allows applying appropriate limitations, which guarantees the safe operation of the
powered equipment. Particular attention was paid to the configuration of converters coop-
erating with the bank of batteries. The supervision system was configured to prevent deep
discharge of the battery and to ensure optimal charging conditions set by the battery man-
agement system (BMS). Depending on the mode (ride or operation), the relevant converters
are blocked or configured. After the appropriate machine operating mode has been selected,
the configuration of the equipment is performed automatically by the PLC controller, which
communicates by means of CAN (controller area network) transmission bus.

5.1. Algorithms for Switching on the Supply Voltage

The supply voltage is switched on according to two algorithms, depending on the
mode (operation or ride). The main supply voltage is the DC bus voltage for battery
operation and the AC voltage when the machine is in the operating mode (drilling or
bolting). Before the main voltages are switched on, the auxiliary voltage supplying the
circuits of PLC controllers and protection systems is switched on. The converters are
configured before switching on the main power.

The algorithm controlling the process of switching on the voltage during the machine
ride is shown in Figure 6. During the machine ride, a bank of batteries is used as a power
source. The unit checks all the systems one by one and prepares them for operation
according to the control algorithm. In this mode, the machine must not be connected
to an AC power source via cable, the power cord must not be unwound, and the power
supply system must function properly. Before the ride, the battery power system must be
prepared.
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Figure 6. Algorithm for the procedure of switching on the supply voltage in the ride mode.

The algorithm controlling the process of switching on the voltage in the operating
mode has been shown in Figure 7. In the operating mode, after switching on the auxiliary
voltage, the converters (P1, P2, and P3) are configured for work. While the machine is
in operation (dr illing, bolting), the mine’s AC network is used as a power source. As in
the case of machine rides, the power system is first prepared, and its correct operation
is checked. In the next step, the battery is connected, and the P1 and P3 converters are
connected to the circuit. The electrical system is now ready for operation.
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Figure 7. Algorithm for the procedure of switching on the supply voltage in the operating mode.

5.2. Algorithms for Controlling the Electric Power System of the Machine

The algorithm controlling the electric power system is also selected depending on
the operation or ride mode. The algorithm during the machine’s ride has been shown in
Figure 8. In the ride mode, after switching on the voltage, the electric system is ready for
riding. The converters (P2, P3) are configured for the ride mode. Before starting a ride, the
machine control system checks the state of charge of the batteries. Riding is not possible
when the battery is completely discharged. After receiving the command to ride, the control
system starts the electric motor of the ride drive. During the ride, the master control system
in the PLC continuously monitors the depth of battery discharge. The system informs the
operator about the battery discharge status on an ongoing basis. If the critical discharge
is reached, the machine must be stopped; otherwise, the battery management system
(BMS) will disconnect the battery. Riding cannot be continued unless the battery has been
recharged to the minimum value. In most cases, braking of the machine is accompanied
by energy return to the battery. In an emergency, when the bank of batteries has been
disconnected or the motor is stopped due to a failure of the inverter, the master control
system initiates emergency braking using mechanical brakes. The ride (switching on the
main motor) is continued when the system is ready for riding, i.e., after the cause of the
emergency stop has ceased and the errors are deleted.
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Figure 8. Algorithm controlling the electric power system during the ride.

The algorithm for controlling the electric power system during operation is shown
in Figure 9. After switching on the voltage in accordance with the procedure described
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above, the electrical system is ready for operation. The converters (P1, P2, and P3) are
configured for operation. In the operating mode, the state of charge of the battery is
constantly monitored by the controller of the master control system. After the work request
has been received by the master control system, the motor of the operating system pump is
turned on. After the supply voltage has been switched on, the condition of the insulation
resistance is constantly monitored. If a decrease in resistance is detected, the supply voltage
of the machine must be switched off.

Figure 9. Algorithm controlling the electric power system during operation.

6. Validation Tests

Laboratory validation tests were carried out for the developed power systems and
control algorithms. The tests of the electric drive system of the self-propelled drilling rig
and the self-propelled bolting rig in the riding and operation mode were conducted at a
special stand in the measuring system shown in Figure 10. The system uses a test platform
for PMSM (permanent-magnet synchronous motor), equipped with two synchronous
motors coupled with each other, an AC/AC frequency converter with an active rectifier,
enabling energy return to the supply network, a PLC logic controller, a switching and
measuring apparatus and an operator’s panel with a display. The stand with the motors
and the operator’s desk is shown in Figure 11.
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Figure 10. Measuring system for validation tests of the electric drive in the riding and operation mode.

Figure 11. Stand for testing the drive system.

The basic element of the system subjected to validation was the DC busbar. The
AC/DC converter (P1 diode rectifier), supplied with the voltage of 3 × 500 V from an
inductive regulator, is connected to the bus. The P3 DC/DC converter connects the bus
with the bank of batteries. The P2 DC/AC converter controls the main drive motor, i.e., the
M1 motor.

In order to check the behavior of the system during mains voltage fluctuations, the
AC/DC converter (diode rectifier) was supplied with the voltage of 3 × 500 V from
an inductive regulator, allowing for changes of this voltage within a range wider than
the expected tolerance range of 0.85 ÷ 1.2 UN. The DC bus can be powered during
standby/operation and, depending on the connection to the mains, from the AC/DC
converter or via the DC/DC converter from the main bank of batteries.

Due to the need to check the behavior of the system at different battery voltage values
and during mains voltage fluctuations, the stand was equipped with the M2 motor coupled
with the M1 machine motor, which was the loading machine (Figure 10). The main motor
load generated by the M2 motor can be regulated by the AC/AC converter controlling the
motor, and the value and direction of the torque for any value and direction of rotational
speed can be fully adjusted, from positive to negative values. This means that the M2
motor can both load and drive the M1 motor, which allows representing (simulating) the
downhill ride and, therefore, motor braking. When driving in a flat area or on a slope, the
M1 machine works as a drive motor, drawing energy via the DC/AC converter and the
DC bus from the bank of batteries. During drilling or bolting, the vehicle is connected to
a 3 × 500 V power supply network, and the M1 machine also functions as a drive motor
but draws energy via the DC/AC converter and the DC bus, in this case, from this power
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supply network. The electric energy generated in the load motor is returned to the supply
network via the AC/AC converter. This is the most typical type of operation of the vehicle
drive system.

The test of discharging the battery corresponded to long riding with a constant load
in the real system. Additionally, it was checked how the voltage at the battery terminals
changed as the depth of discharge, and the load increased. The tests were conducted using
a battery consisting of six modules connected in series with the following parameters:

• Rated voltage: 499 V;
• Rated capacity: 58.8 Ah;
• Rated energy: 30 kWh;

Max. voltage: 562 V;
• Nominal voltage: 390 V;
• Max. dynamic discharge current: 120 A;
• Max. dynamic charge current: 60 A;
• Continuous discharge power: 60 kW;
• Continuous charge power: 30 kW.

The battery was discharged by the loading drive in the following system: battery >
P3 converter > P2 converter > M1 machine drive motor M1 > M2 loading motor > energy
return to the mains 3 × 500 V.

The battery was discharged at approximately 30 kW (half the discharge power) to 35%
available energy. Further discharge was blocked by the battery management system (BMS).
The conducted tests allowed obtaining battery discharge characteristics (Figures 12–14),
which enable determining the battery discharge rate, the voltage drop in the state of charge
and time function, as well as the amount of load in the state of charge function. A non-linear
fitting was performed for voltage changes and a linear fitting for load change so as to
find formulas describing these characteristics. An almost perfect match of the functions
was achieved. In all the cases, the R-square (COD—coefficient of determination) value
is significantly above 0.99. The formulas and matching factors are given in the charts.
During the tests, the voltage changed from 504 to 486 V. Reducing the state of charge to
35% decreased the voltage by more than 3%. During battery discharging from 100% to
35%, a load of 37 Ah was consumed. The state of 35% charge was reached after nearly a 42
min operation. The function formula allows calculating that the battery will be completely
discharged after 135 min.

Figure 12. Battery discharge—battery voltage as a function of the state of charge.
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Figure 13. Battery discharge—load as a function of the state of charge.

Figure 14. Battery discharge—battery voltage versus discharge time.

Next, tests of charging the bank of batteries were carried out. The P3 charging
converter enables full control over the charging current and voltage. However, the basic
condition for obtaining the full required charging dynamics is that the voltage of the DC
bus must be greater than the voltage of the battery.

Charging tests were carried out in two modes, in accordance with the presented
configuration:

• Battery voltage setting mode (energy storage) with the setting of maximum charging
current limitation;

• Charging current setting mode with the setting of maximum voltage limitation on the
battery.

For the battery voltage setting mode, the preset voltage was the voltage of the fully
charged battery: Uzad = Ubat.max = 540 V, and the maximum charging current Imax.ład. = 60 A
was set as the charging current limitation. In this mode, charging with the current set by
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the battery management system (BMS) was continued until the battery was fully charged
(100%). The state of charge is indicated by the BMS of the battery used for battery tests.

For the charging current setting mode, the preset current was maximum charging
current Izad = Imax.load = 60 A, and the maximum battery voltage Ubat.max = 540 V was set
as voltage limitation. The charging current in this mode was also set by the BMS battery
management system up to a level of 100%.

Based on the research, it was found that both modes were identical in this case. This is
due to the fact that charging parameters are set by the battery management system (BMS),
which is the master unit for the charging converter. Therefore, the values of the charging
parameters set in the converter are treated each time as acceptable parameters, i.e., limit
parameters, which the BMS does not exceed.

Figure 15 shows the course of the battery charging current. To reduce the current fluc-
tuations around the mean value, it is recommended that a choke with a larger inductance
should be used. The inductance of the choke used in the tests was 0.3 mH.

Figure 15. Battery charging current waveform—average battery charging current 5A.

Next, dynamic tests were conducted with battery power and motor load in accordance
with the developed system. The dynamic tests involved wide-range changes of the drive
motor’s loading torque, from the positive to negative nominal value. Therefore, the M2
motor can both load and drive the M1 motor, which simulates riding with recovery due
to motor braking. During the simulation of a ride in a flat area or on a hill, the M1 motor
works as a drive that draws energy through the DC/AC converter and the DC bus from
the bank of batteries. During the battery discharge, there is no possibility of limiting the
current drawn from the battery by the P3 converter. However, the current can be limited
by the inverter supplying the motor. The tests of the work of the inverter powering the
drive motor were conducted in the following modes:

• Speed control;
• Torque control;
• Power control.

Speed control—increasing or decreasing the load (torque) during the drive’s operation
in the speed control mode causes an increase or decrease in the current and power con-
sumed by the drive system while maintaining a constant rotational speed (to the value set
in the converter of maximum current/power, beyond which the speed begins to decrease).

Torque control—increasing or decreasing the load (torque) during the drive operation
in the torque control mode causes a reduction or increase in the rotational speed until the
driving torque and load torque balance is achieved. The current and power consumed by
the drive system also change.
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Power control—increasing or decreasing the load (torque) during the drive operation
in the power control mode causes a reduction or increase in the rotational speed. The
current and power consumed by the drive system also change.

The motor braking tests with energy recovery for the battery involved changing the
sign of the torque of the machine loading the drive motor, as a result of which it changed
its function from loading to driving, and the tested M1 motor became a generator. The
electric power generated in this motor was transmitted through the P2 converter to the
DC busbars and, next, through the P3 converter to the BA bank of batteries. The smooth
transition of the M2 machine torque from the load torque to the driving torque resulted
in a smooth change of the sign of the power drawn from the bank of batteries to power
supplied to this battery in the full range of load torque changes. At this point, it should
be noted that the above tests were aimed at verifying the functionality of the proposed
electric drive system of the analyzed mining machines and not checking the quantitative
relationships, all the more so because the tested system was a model one and did not fully
reflect the real target system.

The attempt to limit the power consumed by the drive system was aimed at verifying
the possibility of limiting the power consumed by the drive system during drilling or
bolting supplied from the mains when the power available from the mains is limited to 65
kW. The test was carried out with mains power supplied through the P1 converter. As the
P1 converter cannot limit the power consumed, this limitation was effected through the P2
converter supplying the motor. After the drive motor reached the permissible power (limit
value), the drive torque was increased while the rotational speed was reduced. This is an
advantageous feature of this type of drive as it prevents the tool from jamming in the rock
mass. This is one of the standard limitations in converters working as inverters and can
be set in a wide range. The test was conducted for the limitation set at 50% motor rated
power with a positive result.

The attempt to limit the drive torque by the inverter supplying the drive motor was
aimed at checking the possibility of limiting the torque by the drive system during drilling
in order to prevent the tool from jamming in the rock mass. The test was carried out with
mains power supplied via the P1 converter while increasing the load torque above the set
limit torque. In addition, in this case, the limitation was effected through the P2 converter
supplying the motor. It is also one of the standard limitations in converters working as
inverters and can be set in a wide range. The test was performed for the limit set at 50%
rated torque. After exceeding the set torque limit, the speed of the drive motor began to
drop rapidly. The result of the driving torque limitation test was positive.

Another attempt to limit the current by the inverter supplying the drive motor was
undertaken to check the possibility of limiting the torque by the drive system during
operation (drilling) in order to prevent the tool from jamming in the rock mass. The test
was carried out with mains power supplied through the P1 converter. Increasing the load
torque causes the current of the drive motor to increase. When the limit current is reached,
the load current stabilizes, and the rotational speed is reduced, which should prevent tool
jamming. In addition, in this case, the limitation was effected through the P2 converter
supplying the motor. It is also one of the standard limitations in converters working as
inverters and can be set at any level. The test was performed for the limitation set at 50%
rated current. After exceeding the set current limit, the speed of the drive motor began to
drop rapidly. The current limitation test was positive.

7. Conclusions

Wherever machines powered by internal combustion engines are used, attempts
are undertaken to replace them with electric equipment. In the case of many working
machines and vehicles, the mains supply does not allow them to be fully operational;
hence, it is necessary to use a battery power supply. It is crucial for every working machine
that its battery-powered version meets the same requirements as the one powered by the
combustion engine. Therefore, the requirements in the target place of work in terms of
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battery power must always be specified. Underground mining is characterized by difficult
working conditions and requirements that do not allow implementing solutions applied
in other industries. Conditions in underground mines are so diverse that it is not always
possible to develop universal solutions and machines.

The aim of the works described in this article was to determine and describe the
operating states of the machine as well as to develop power systems and control algorithms
that enable work in all operating conditions occurring in the analyzed mine. After the
basic operating states of the machine had been described, the algorithms for controlling
the electric power system were determined. In simple words, it comes down to the states
of charging and discharging the battery under various possible conditions. The above-
discussed algorithms for switching on the main voltage, riding, and operation set control
over the converters and other elements of the electrical system so as to enable work with
electrical parameters corresponding to the rated data of the designed machine. Next, the
algorithms were checked during simulation tests and in the real electrical system. The
system was based on the currently available elements, but its configuration corresponded
to the layout of the designed machines. The developed concept, taking into account
the control method, was tested in a model system with properties similar to the actual
power supply system of the target machines. Machine operating states, such as riding,
braking during ride and operation, were checked and verified. The validation proved the
correctness and effectiveness of the power systems and control algorithms, which were
then implemented in the designed machines. The developed and tested self-propelled
electric bolting rig Roof Master RM 1.8KE and the drilling rig Face Master FM 1.7LE are
the best proof that the works were performed properly. These are the first fully electric and
battery-powered machines in Poland that have been designed and manufactured for the
conditions of KGHM S.A. Battery-powered machines are the inevitable future of mining,
which is also being created by Polish research units and Polish companies.

The drilling and bolting rigs are based on the above-presented power systems and
control algorithms, which makes them unique on a global scale. The applied power systems
and control algorithms are universal enough to be implemented in two different types
of machines. Both machines were specially designed to substitute diesel machines in the
conditions of a Polish ore mine. They are the lowest underground battery-powered drilling
and bolting rigs with onboard chargers. Additionally, the machines can also be charged
using external fast battery chargers. Machines offered by other manufacturers are much
higher, above 2 m, which is not a challenge. Despite the low height, the presented machines’
operation time without charging is similar to that of competitor products. Their limitation
lies in the fact that they can work successfully only in approximate conditions in terms of
user requirements and underground power grid parameters. However, some modifications
can be made to adapt the presented machines to different conditions.

The next step is to develop power systems and control algorithms. There are two
major directions. The first is to increase the working time without charging, whereas the
second is to enable charging not only in gaps between drilling or bolting but also at the
time of machine operation. There are also some general problems to be solved, for example,
how to reduce the consumption of energy needed for riding as well as drilling and bolting
processes.
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S.A. for enabling and supporting the underground tests.

Conflicts of Interest: The authors declare no conflict of interest.

References
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Gospod. Surowcami Miner. i Energią Pol. Akad. Nauk. 2017, 99, 47–56.

274



Energies 2021, 14, 4060

25. Wojtas, P.; Kozłowski, A.; Wojtas, M. Digitization of Polish mining industry by reducing costs and improving safety and quality
of finished product. Mininig-Inform. Autom. Electr. Eng. 2017, 3, 531. [CrossRef]

26. Skrzypkowski, K. Case Studies of Rock Bolt Support Loads and Rock Mass Monitoring for the Room and Pillar Method in the
Legnica-Głogów Copper District in Poland. Energies 2020, 13, 2998. [CrossRef]

27. Skrzypkowski, K.; Korzeniowski, W.; Zagórski, K.; Zagórska, A. Adjustment of the Yielding System of Mechanical Rock Bolts for
Room and Pillar Mining Method in Stratified Rock Mass. Energies 2020, 13, 2082. [CrossRef]

28. Bołoz, Ł. Interpretation of the results of mechanical rock properties testing with respect to mining methods. Acta Montan. Slovaca
2020, 25, 81–93. [CrossRef]

29. Kotwica, K.; Małkowski, P. Methods of Mechanical Mining of Compact-Rock—A Comparison of Efficiency and Energy Consump-
tion. Energies 2019, 12, 3562. [CrossRef]

30. Baterry Electri Rgis, Mine Master Spółka z o.o. Available online: https://www.minemaster.eu/battery-electric-rigs (accessed on
23 March 2021).

31. Weiss, H.; Winkler, T.; Ziegerhofer, H. Large lithium-ion battery-powered electric vehicles—From idea to reality. In Proceedings
of the ELEKTRO, Mikulov, Czech Republic, 21–23 May 2018; pp. 1–5. [CrossRef]

32. Kang, T.; Chae, B.; Suh, Y. Control algorithm of bi-directional power flow rapid charging system for electric vehicle using Li-Ion
polymer battery. In Proceedings of the 2013 IEEE ECCE Asia Downunder, Melbourne, VIC, Australia, 3–6 June 2013; pp. 499–505.
[CrossRef]

33. Chauhan, S.; Singh, B. Grid-interfaced solar PV powered electric vehicle battery system with novel adaptive digital control
algorithm. IET Power Electron. 2019, 12, 3470–3478. [CrossRef]

34. De Luca, F.; Calderaro, V.; Galdi, V. A Fuzzy Logic-Based Control Algorithm for the Recharge/V2G of a Nine-Phase Integrated
On-Board Battery Charger. Electronics 2020, 9, 946. [CrossRef]

35. Zhang, C.-W.; Chen, S.-R.; Gao, H.-B.; Xu, K.-J.; Yang, M.-Y. State of Charge Estimation of Power Battery Using Improved Back
Propagation Neural Network. Batteries 2018, 4, 69. [CrossRef]

36. Notton, G.; Lazarov, V.; Zarkov, Z.; Stoyanov, L. Optimization of Hybrid Systems with Renewable Energy Sources: Trends for
Research. In Proceedings of the Conference: Environment Identities and Mediterranean Area, ISEIMA ’06, Corte-Ajaccio, France,
9–12 July 2006; pp. 144–149. [CrossRef]

37. Hirech, K.; Melhaoui, M.; Malek, R.; Kassmi, K. A PV System Equipped with a Commercial and Designed MPPT Regulators. In
Proceedings of the Mediterranean Conference on Information & Communication Technologies 2015; Springer: Cham, Switzerland, 2016.
[CrossRef]

275





energies

Article

Open-Pit Mine Dewatering Based on Water
Recirculation—Case Study with Numerical Modelling
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Abstract: The layout of the dewatering system in open-cast mining must be adapted to mining
assumptions and to the size of expected inflows, which, in turn, depend on natural conditions and the
operation of other mines and groundwater intakes, affecting the arrangement of the hydrodynamic
field. This case study analyses possible dewatering solutions related to a change in the mining
drainage system: decommissioning by flooding of a depleted deposit and dewatering of a new
one located in the vicinity. As part of numerical modelling, a solution was sought to minimise the
environmental impact of drainage. Forecast calculations for two drainage alternatives were made.
One of the solutions follows the classic approach: independent dewatering of the new excavation.
The second solution assumes the recirculation of waters from dewatering of the new mine through
their discharge into a closed and flooded pit located in the vicinity. The results of the forecasts for
both variants point to the modification of the hydrodynamic field resulting from expected volumes of
inflows and different environmental effects. The use of numerical simulations assisted the selection
of the optimal dewatering solution.

Keywords: groundwater; dewatering optimisation; flow model; finite difference method; hydrogeo-
logical forecast; water recirculation

1. Introduction

The proper exploitation of mineral resources requires the exploitation project and
subsequent mining works to be adjusted to the natural conditions identified during the
documentation of the deposit. One of the analysed factors includes water conditions (hy-
drogeological and hydrological), which, in view of the growing environmental awareness,
are among the most important ones—both in the course of obtaining a mining license and
at the operational stage.

In most cases, the dewatering of open-cast mine workings is necessary to ensure
the safety of preparatory works and mining operations. In the case of waterlogging of
a section to be mined, a drainage system is constructed, which drains the rock mass up
to the depth of the bottom of the planned mining level. As a result, a zone of lowered
groundwater pressure (depression cone) is created, sometimes covering the area at a
considerable distance from the boundaries of the excavation. The size of inflows depends
on a number of factors, including the size of the excavation, the depth of mining and
dewatering, hydrogeological parameters of the rock mass, location of the excavation
in relation to surface watercourses, flow barriers, or climatic conditions [1]. Therefore,
significant amounts of water may have to be pumped out as part of dewatering. The
problem is further exacerbated by a high temporal variability of inflows, which also
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depends on the irregular variability of precipitation, which sometimes may even be short-
term in the form of torrential rainfall. That is why it is necessary to select parameters of the
used dewatering system properly, which must be able to cope with pumping out increased
inflows to ensure operation under specified design conditions. Sample characteristics of
inflows to mines are presented, among others, in [2–5].

Mine working dewatering generates additional costs of mine exploitation. The ex-
penses are connected with the purchase of particular components of the dewatering system,
their servicing, and, directly, with costs of electricity consumed. Therefore, a proper selec-
tion of dewatering system parameters—not only in strictly technical terms (e.g., parameters
of pumps) but also in environmental terms (proper spatial and depth location of pumping
devices, optimal use of water, and soil conditions by, e.g., water transfer)—is of great
importance. When it comes to cost calculation, it becomes increasingly necessary to include
the minimisation of negative environmental effects of drainage, as lowering the ground-
water level around the excavation significantly can cause, e.g., problems with vegetation,
problems with water supply, etc., often determining the possibility of mining works.

In order for large-scale dewatering operations to be carried out in an optimal manner,
they should be preceded by a multivariate and multicriteria analysis considering various
dewatering scenarios depending on the objective to be achieved. One of the ways of
limiting environmental costs of dewatering may include the recirculation of pumped
waters, which consists in their reintroduction to the rock mass directly (e.g., by injection) or
indirectly (by discharge into, e.g., inactive mine workings). Although the accumulation of
water in the reservoir and, consequently, in the rock mass may lead to the intensification of
inflows to the operating mine, the total effect, especially the environmental one, despite the
necessity of pumping increased amounts of water, may turn out to be more beneficial. The
scale of inflow increase will depend on rock mass parameters, distance of the flooded pit
and damming water level, and on the quantity of recycled water. An additional advantage
of this recirculation method is the use of the existing excavation with a specified capacity,
which is first filled with pumped water. The essence of the proposed solution is to achieve
the assumed environmental effects and to specify the optimum parameters for the operation
of such a combined system.

To make reliable predictions, methods of mathematical modelling of groundwater
flow processes should be used. Groundwater flow modelling is considered one of the
most accurate methods in hydrogeology related to the analysis of the hydrodynamic field,
taking into account various stresses [6–9]. Numerous examples equally demonstrate the
usefulness of this method in solving inflow issues in underground [10–14] and open-pit
mining [15–21]. The reliability of forecast calculations greatly depends on the correct
recognition of the water–soil environment. Methods for the assessment of hydrogeological
parameters and their use in mine flooding predictions are presented in [15,22], while
the possibilities of using groundwater flow modelling to optimise water abstraction are
presented in [23,24].

In practical applications, both the finite difference method—based on simulators of the
MODFLOW family [25]—and the finite element method—the FEFLOW programme [26]—
are used to model inflows in mining. Simulation calculations may be carried out for
steady-state or transient conditions. The calibrated model is used to carry out simulation
calculations with the aim to assess the impact of the conducted exploitation on the ground-
water environment and to predict changes in the hydrodynamic field as a result of the
application of new stresses resulting from the considered changes in the horizontal and
depth range of exploitation and dewatering. At the same time, analyses are carried out in
terms of the process of flooding workings as a result of rising waters in the rock mass after
shutting down the dewatering system.

In the case under consideration, the application of model tests made it possible for the
proposed mining solutions to assess the expected environmental effects (associated with
both dewatering and flooding of excavations). The ability to compare the results of the
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forecasts with the actual effect of flooding the workings, which started after conducting
this study and has been in progress for over 2 years, is also very valuable.

2. Materials and Methods

2.1. Characteristics of the Problem

Numerical modelling applied to simulate the effects of the designed technical solu-
tions was used to analyse changes in water relations in the surroundings of two adjacent
deposits—Radkowice-Podwole and Kowala Mała, located in the vicinity of Kielce in the
central southern part of Poland (Figure 1). In the case of the Radkowice-Podwole deposit,
the depletion of resources led to a decision to terminate exploitation and commence prepa-
rations for water reclamation. On the other hand, exploitation was continued in the Kowala
Mała deposit opened in 2010, which is located approximately 700 m to the east of the
Radkowice-Podwole deposit. Until now (2021), access and exploitation works have been
carried out to the depth corresponding to the ordinate of +230 m above sea level, within
the drained rock mass remaining in the range of a depression cone created as a result of
dewatering the neighbouring deposit to a level located 40 m below (+190 m above sea
level). In the final stage of the exploitation and dewatering of the Radkowice-Podwole
deposit, about 27,000 m3/day of water was drained, as a result of which the excavation
had the status of the largest drainage object in the area, exerting significant pressure on
the groundwater environment and distinctly lowering the groundwater table across a
considerable area.

 

Figure 1. Modelled area of the Gałęzice–Bolechowice–Borków syncline with schematic geological boundaries, location of
open pit mines, and exploitation wells marked with red dots (geology and cross-section according to [27]).

Along with the plans of deepening the exploitation of the Kowala Mała deposit and
simultaneous termination of the drainage of the Radkowice-Podwole deposit, it became
necessary to start draining the Kowala Mała deposit. Taking into account previous drainage
conditions, two alternative scenarios were considered. One of the scenarios assumed the
application of a “classic” solution, which was to flood the Radkowice pit with water coming
from the natural inflow (open-pit liquidated by self-sinking-natural groundwater inflow
from the aquifer only) and to dewater the Kowala Mała pit independently. The second
scenario also considered flooding the Radkowice pit, but with water from two sources: from
natural inflow and piped from the dewatering of the Kowala Mała pit. This assumption,
through partial recirculation of water, makes it possible to limit the negative impact on the
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environment. The analysis of the obtained model prognosis results supported the process
of making decisions concerning the designed dewatering system of the Kowala Mała mine.

2.2. Study Area

The Kowala Mała dolomite deposit is one of several neighbouring rock deposits
intensively exploited within the boundaries of the Gałęzice–Bolechowice–Borków syncline
(Figure 1). The syncline is a structural unit of the Świętokrzyskie Mountains, about 4–6 km
wide and 30 km long, filled mostly with permeable Devonian sediments, locally with
Carboniferous, Permian and Quaternary cover. The Dyminy and Chęciny anticlines that
surround it to the north and south are made up of low-permeability Lower Palaeozoic
sediments. In the north-western part, there are Triassic sediments, which are permeable in
a part of the profile.

The Gałęzice–Bolechowice–Borków syncline is a productive aquifer system charac-
terised by good water quality. The resources are used by water intakes that supply, among
others, a significant part of the nearby city of Kielce (population of about 200,000 inhabi-
tants). Carbonate water-bearing formations form a fissure-karstic aquifer with hydraulic
conductivity in the range of 2 × 10−6 ÷ 9 × 10−4 m/s [27]. Due to good hydrogeological
parameters, Major Groundwater Reservoir (MGR) No. 418 (Gałęzice–Bolechowice–Borków)
was identified within the boundaries of the syncline. According to the national Polish
classification [28], an MGR is a geological structure or its fragments with the highest water-
bearing and storage capacity in the scale of hydrogeological regions. Within the boundaries
of MGR No. 418, covering an area of 132.5 km2, disposable resources of 63,816 m3/day
were documented [27].

The groundwater of the Devonian aquifer belongs to low mineralised ones with the
specific electrolytic conductivity in the range of 550–650 μS/cm. Due to the carbonate envi-
ronment, it is characterised by a weakly alkaline reaction. With the predominance of ions
originating from the dissolution of dolomites and limestones, the water is described to be
of a bicarbonate–calcium (HCO3–Ca) or bicarbonate–calcium–magnesium (HCO3–Ca–Mg)
type. The sulphate concentrations observed throughout the region reach slightly elevated
values in the 50–70 mg/dm3 range. Incidentally, increases in chloride ion concentrations
can be observed. Concentrations of inorganic nitrogen compounds remain at low levels. In
conclusion, water from the network of observation wells in the vicinity of the pit should
be considered of good quality. Unfortunately, water quality analyses are not conducted
directly in the flooded pit.

Within the boundaries of the syncline, carbonate sediments—dolomites, limestones,
and marls—are mined. Intensive mining works are currently carried out by several mining
plants (Figure 1): Miedzianka, Jaźwica, Trzuskawica (two pits), Kowala, Kowala Mała,
and until recently also Radkowice. The first one is located at the north-western end of the
structure, while the other four are adjacent to each other in the central part of the syncline.

The Radkowice-Podwole dolomite deposit was cut by five excavation levels up to the
ordinate of +190 m a.s.l., descending over 60 m below the surface of the ground. Along with
the exhaustion of the Radkowice-Podwole deposit, the nearby Kowala Mała deposit was
explored, with its resources documented in 2005. Deposit exploitation commenced in 2010
and a few years later it was decided to terminate works within the Radkowice-Podwole
deposit. In the Kowala Mała excavation, at particular levels up to the level four inclusive,
which correspond to the ordinates: I +270 m a.s.l., II +255 m a.s.l., III +240 m a.s.l., and
IV +230 m a.s.l., works were carried out “dry” (without dewatering), as a result of the
pit remaining within the depression cone of the neighbouring Radkowice mine. In the
second quarter of 2020, works commenced at the next level–V (+215 m a.s.l.). Ultimately, in
accordance with the assumptions made on the model, exploitation will be carried out up to
+200 m a.s.l.

In the vicinity of the adjacent mines in the central part of the syncline, exploiting
raw materials from levels located below the original groundwater table and ongoing
dewatering operations led to the formation of depression cones, which over time merged
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and lowered the water table on a regional scale. In 2016 (for which the hydrodynamic state
was reconstructed on the model), the total water abstraction from groundwater intakes
reached 6037 m3/day, with a simultaneous volume of water abstracted by mine drainage
systems being almost 12 times higher (about 70,000 m3/day). The total volume pumped
out by intakes and drainage systems of the mines exceeds the disposable resources of
the aquifer (63,816 m3/day) [27], which is a very safe estimation. However, it should be
taken into account that a part of the water discharged within the drainage system also
originates from mostly forced river infiltration into rock mass. When planning further
mining activities in functioning opencast mines, the question of their impact on the water
and ground environment is crucial. This aspect may prevail in the decision-making process
of appropriate authorities and institutions and may determine the possibilities of further
mine exploitation.

2.3. Numerical Model of Hydrogeological Conditions

The numerical model of groundwater flow was prepared using the Processing Mod-
flow programme [29,30]. The geometry of the hydrogeological structure was represented in
the model by division into layers for which top and bottom elevations of lithostratigraphic
units were determined. Tables containing values of hydraulic conductivity (Table 1) and
effective recharge from the infiltration of precipitation were run on the model in a similar
way. The nature of changes in pressure or flow in individual cells is defined by determin-
ing the so-called boundary condition, which allows stresses affecting groundwater (e.g.,
exchange with surface water, drainage, etc.) to be mapped.

Table 1. Variation of hydraulic conductivity in different model layers—after model calibration.

Layer
Hydraulic Conductivity (m/Day)

Minimum Average Median Maximum

1 2.59 × 10−2 4.21 2.68 86.06
2 8.54 × 10−4 1.25 × 10−1 2.59 × 10−2 2.59
3 1.10 × 10−3 4.24 1.55 43.20
4 8.64 × 10−3 2.75 × 10−1 8.64 × 10−2 43.20

The developed model was prepared on the basis of a multilayered hydrogeological
model of the Gałęzice–Bolechowice–Borków syncline [31–33], which has been in use for
several years [34]. It was updated to include the amount of the discharged mine water
from 2016 and the ordinates of drainage in mine workings as of mid-2017. Subsequently,
recalibration was carried out using the current inflows to mines and measurements of the
water table position. The completed study covered the area of the Gałęzice–Bolechowice–
Borków syncline (Figure 1) spanning over 215 km2. The adopted range of the model makes
it possible to study groundwater flow in a regional system, which considers the interaction
between groundwater and surface water and local stresses caused by the existing drainage
centres related to the extraction of groundwater or mining drainage.

Groundwater recharge results mainly from the infiltration of precipitation and, to
a lesser extent, the infiltration of surface water from rivers and streams. Groundwater
and surface water are hydraulically connected with each other, which leads to their mu-
tual exchange. Under natural conditions, surface watercourses were drainage zones for
groundwater. As a result of the exploitation of groundwater intakes and the dewatering of
opencast mines, the original hydrodynamic field saw a transformation. In the vicinity of
the dewatered mine workings, the groundwater table dropped considerably, forcing an
increased infiltration of water from precipitation and surface watercourses.

The extent of the area covered by the model study was determined on the basis
of geological structure and hydrogeological conditions. The boundaries of the model
comprised mining pits and groundwater intakes whose activities shape the hydrodynamic
field within the considered water-bearing structure. The model is constrained from the
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south, north, and east by impermeable formations of the Middle Devonian and older
Palaeozoic. In the north-western direction, the boundary is based on the course of the
Łososina and Czarne Stoki Rivers (Figure 1).

Horizontally, the model study area was discretised based on an irregular grid. A basic
division into 250 m × 250 m square cells was adopted. In the central part of the modelled
area featuring numerous mine workings and groundwater intakes, the grid was linearly
doubled: the objects of larger importance (contours of dewatered pits and intake wells)
were mapped on the grid with a block size of 125 m × 125 m. The modelled area was
contained in a rectangle comprising of 85 rows and 196 columns, which corresponded to
the real size of 17.5 km × 38.25 km.

Vertically, the modelled area was divided into 4 numerical layers (Figure 2). Layer 1
comprises Quaternary water-bearing sediments (mainly sands and gravels in river valleys
and glacial deposits; the stratum is discontinuous, locally reaching the thickness of over
50 m). Layer 2 comprises formations occurring in the roof part of the older bedrock, with
lower values of filtration parameters (limestones of the lower part of the Upper Devonian,
mostly approximately 30 m thick). Layer 3 represents the main aquifer in the studied area
(mostly limestones and dolomites of the Middle Devonian; thickness within the model
boundaries ranges from approximately 80 to nearly 130 m). Within this layer, groundwater
is exploited using deep wells and mining excavations are drained. Layer 4 represents the
Devonian part of the aquifer below the primary layer, with lower filtration parameters.
For Layer 1, unconfined groundwater flow conditions were assumed. For the remaining
layers (2, 3, and 4), mixed confined/unconfined conditions with variable transmissivity
were adopted. This way best represents the existing hydrogeological conditions influ-
enced by changes in mining conditions (mine drainage). However, a side effect may be
numerical problems associated with rewetting of dry cells during the iterative solution, the
minimization of which may require the use of a MODFLOW-NWT solver.

 

Figure 2. Scheme of vertical discretisation into model layers (example cross-section along row 38, vertical exaggeration—20).

For the contours of mine workings within Layer 3, first-type (Dirichlet) boundary
conditions were assumed, allowing inflow to workings of a known drainage ordinate to
be simulated. This implementation method serves to correctly represent the functioning
dewatering systems. By assuming a known ordinate of the ongoing dewatering (lowest
exploitation level), the model was adjusted to actual measurements and observations at the
stage of calibration (in this case, the amount of pumped waters). Application of first-type
boundary conditions requires control and proper balancing of inflows to mines, obtained
in simulations. Alternatively, third-type (Robin) boundary conditions may be used (drain
module), but this in turn enforces the necessity of the correct assumption of the values of
drain hydraulic conductance.

Forecast calculations were performed under steady-state flow simulation. This re-
search method comes down to the determination of the target state resulting from the
assumed stresses, without indicating any intermediate states that characterise the temporal
variability of the considered phenomenon. This assumption does not require the use of
discretisation of the duration of the considered process and the presented results concern
the state after stabilisation of the hydrodynamic field in the simulated system of stresses.

In the table of initial hydraulic heads, corrections were required in blocks with first-
type boundary conditions, assumed for Layer 3, corresponding to the contours of dewa-
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tered pits. They were assigned values corresponding to the ordinates of the bottom of
dewatered levels of active open-cast mines, located within the modelled area, averaged
according to the state as of the middle of 2017. In the case of the Radkowice mine, the level
of +190 m a.s.l. was assumed.

The values of hydraulic conductivity (horizontal and vertical) corresponding to the
modelled aquifers were introduced in zones of cells and then modified during model
calibration. Karst phenomena, which are typical of carbonate aquifers, were obviously
documented, although their recognition is irregular and only local. Taking into account
the regional scale of the study and the adopted degree of discretisation (cell sizes), the
model calculations were based on parameter values typical of pore and fracture aquifers.
Modifications of filtration parameters were rather limited in some locations where archival
studies point to the local presence of karst phenomena.

The distribution of hydraulic conductivity of individual layers obtained after model
calibration is presented in the form of synthetic statistics in Table 1.

The average amount of effective recharge from infiltration of atmospheric precipitation
reached 4.64 × 10−4 m3/day/m2 after model calibration, which is about 27% of the volume
of mean annual precipitation recorded for Kielce (629 mm, [35]). Recharge from the
infiltration of precipitation was assumed as a second-type boundary condition, with the
option of recharge being applied to the highest active cells. The magnitude of the infiltration
rate varies depending on the permeability of rocks present in near-surface layers, degree
of land development, and location within the range of depression cones of mines and
groundwater intakes.

Within Layer 1, the rivers located in the study area were simulated (Figure 3). Due
to the limited hydraulic contact between surface water and groundwater, watercourses
were simulated with third-type boundary conditions. This way of modelling requires
information about the hydraulic conductance of the riverbed (including width and length
of watercourse sections) in individual cells and the representation of the hydraulic head.
During model calibration, the hydraulic conductance of the riverbed, which determines
the contact between surface water and groundwater, was slightly modified.

 

Figure 3. Mapping of rivers within Layer 1 (light blue blocks—rivers with limited hydraulic contact with groundwater,
third-type boundary condition).

Intake wells with a constant yield were simulated using second-type boundary condi-
tions. The model included numerous deep wells, from which regular water abstraction
was carried out in 2016. Constant well yields, defined as daily averages based on the

283



Energies 2021, 14, 4576

actual registered abstraction in 2016, were assumed to a total of 6037 m3/day, of which
1089 m3/day was within Layer 1 and 4948 m3/day in the boundaries of Layer 3. In each
of the variants, the majority of wells operate under conditions of cooperation, remaining
under the hydrodynamic influence of neighbouring intakes or dewatered pits.

3. Results

3.1. Model Calibration

For the numerical computation of groundwater filtration equations, a finite difference
method (FDM)-based simulator from the widely used MODFLOW family [8] was used,
with MODFLOW-2005 [25] being the most commonly used version at present. The GMG
iterative method (solver) was chosen. This method of implementation in the case of an
aquifer with significant filtration parameter variability ensures stable numerical calcula-
tions [9]. The prepared model was subjected to a calibration process using the results of the
authors’ own field measurements of the groundwater table depth conducted in mid-2017
in 53 boreholes where no direct water abstraction was carried out (3 boreholes filtered
within the Quaternary aquifer and 50 within the Devonian one) and using information
on the actual amounts of water discharged as part of dewatering operations performed
by individual mines (averaged for 2016). The trial-and-error method [8] was applied to
perform the calibration. The original model was previously calibrated to a different hydro-
dynamic state. Therefore, it can be considered that the calibration was verifying in nature
with respect to the earlier version of the model, calibrated to a different state. During the
calibration, the spatial distribution of hydraulic conductivity (mainly within Layer 3) was
modified and, to a lesser extent, parameters of the riverbed were modified. Only slight
changes to the recharge from precipitation were made.

As a result of the calibration, a numerical hydrogeological model was developed,
which generates results (water table arrangement and inflows to dewatered excavations)
similar to those observed in reality (the so-called Variant 0—the current hydrodynamic
state after model calibration). For the adopted calibration points, the differences between
the measured water table and that obtained as a result of the interpolation of the resulting
matrix distribution from the model were insignificant and, in principle, did not exceed
the value of a single meter. The arrangement of the measurement pointed directly in the
vicinity of the diagonal of the calibration plot (Figure 4), meaning that there was a good fit
of the model response to the actual observations.

 

Figure 4. Comparison of the water table ordinates (m a.s.l.) obtained from the model (calculated
values) and observed in reality (observed values) for the adopted calibration points (blue—middle
Devonian and red—Quaternary).
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Considered as the calibration criteria, the error rates were: mean error ME = 0.23 m
and mean absolute error MAE = 1.91 m. The normalised value, i.e., related to the amplitude
of the water table fluctuation in the considered structure (138 m), of the mean absolute
error was calculated to 1.39%. The volumes of inflows to individual pits obtained from the
model after the calibration (QM) in relation to the observed actual inflows, collected from
the operators of the pits (QR), differed to a very small degree (Table 2). Absolute differences
QM–QR did not exceed several tens of m3/day.

Table 2. Magnitudes of inflows to mine workings: actual, obtained after the model calibration, and
prognosed in individual variants.

Open-Pit Mine

Inflow to Open Pit Mine (m3/Day)

Actual Calibrated Prognosed

QR
Variant 0 (QM)

QM-QR

Variant 1 (Q1)

Q1-QM

Variant 2 (Q2)
Q2-QM

Radkowice 26,909.8 26,960.8
+51.0

0.0
−26,960.8

0.0
−26,960.8

Kowala Mała - - 6908.6
+6908.6

7934.6
+7934.6

Other open-pit mines 43,482.2 43,438.8
−43.4

44,345.0
+906.2

44,614.4
+1175.5

Total 70,392.0 70,399.6
+7.5

51,253.6
−19,146.0

52,549.2
−17,850.4

The total amount of water circulating in the considered structure for Variant 0 (re-
constructed current state) was about 131,000 m3/day (Table 3). On the inflow side,
this value was primarily determined by the effective infiltration of precipitation (about
97,000 m3/day—74% of total inflow), while the remaining part was formed by the infil-
tration of waters from surface watercourses (about 34,000 m3/day). The rivers, mapped
within the Quaternary layer, were rather draining in character, changing to infiltrating in
the areas where mines had a drainage effect. On the outflow side, the dominant factors
included the drainage of open-cast mine workings (about 70,000 m3/day—53.6% of the
entire structure drainage), outflow to surface watercourses (about 55,000 m3/day), and,
to a much lesser extent, exploitation of groundwater intakes (about 6000 m3/day)—both
Quaternary (Layer 1 of the model) and Devonian (Layer 3).

Table 3. Summary of the water circulation balance in the Gałęzice–Bolechowice–Borków syncline, obtained on the basis of
the model research.

Component

Inflow/Outflow (m3/d)

Calibrated Prognosed

Variant 0 Variant 1 Variant 2
In Out In Out In Out

Effective infiltration of atmospheric precipitation 97,311 0 97,258 0 97,258 0
River infiltration/drainage 34,116 54,998 18,841 58,817 18,588 65,203

Exploitation of groundwater intakes 0 6037 0 6037 0 6037
Drainage of open-pit mines 0 70,400 0 51,254 7935 1 52,549

Total 131,427 131,435 116,099 116,108 123,781 123,789
1 The amount of water from the drainage of the Kowala Mała mine, recirculated to the Radkowice mine.

The arrangement of the groundwater table in the Middle Devonian aquifer (Layer 3),
obtained after model calibration, was determined by the operation of rock mine drainage
systems. The exploitation and, simultaneously, drainage levels of the mines acted as
drainage bases for groundwater inflow (Figure 5). The dewatering ordinates assumed in
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the model, corresponding to the actual state in mid-2017, were significantly lower compared
to the original water table position before the dewatering started, which translates into the
volume of inflows to the dewatered workings.

  

Radkowice 

Other open pit 

Figure 5. Hydrodynamic field distribution of the middle Devonian aquifer in the central part
of Layer 3. Variant 0—calibrated state (mid-2017). Blue cells—contours of open-pits, red cell—
exploitation well.

The water balance and hydroisohypse arrangement show that the magnitude of inflow
to the Radkowice mine depended on the ordinates of exploitation and the extent of the
dewatered mine workings, but infiltration of water from the nearby Bobrza River also had
a significant impact. Exploitation and related dewatering operations carried out in mine
workings of neighbouring mines situated in groundwater flow directions also produced a
considerable effect on inflow to the Radkowice mine. The central and north-western parts
of the syncline make a particular contribution to the inflow.

3.2. Assumptions of Prognostic Variants

Forecast simulations were conducted for two variants (numbered 1 and 2). The key
objective of both variants was to predict the hydrodynamic field distribution and inflows
to the mine workings assuming that the exploitation and dewatering of the Radkowice
mine are abandoned and, at the same time, the Kowala Mała mine starts to be drained. A
common assumption for all variants was that the remaining mines continue to operate
within the horizontal extent of the workings and at dewatering ordinates consistent with
the status quo (model calibration stage—mid-2017). The same assumption was also made
for groundwater exploitation by intakes.

Both prognostic variants assume the discontinuation of the Radkowice pit dewatering,
which means flooding the existing workings to a level corresponding to hydrodynamic
equilibrium in the rock mass, taking into account the operation and drainage in other mines.
The dewatering of the workings was also considered in view of the planned deepening of
mining operations at the Kowala Mała mine to a level below the water table. The adopted
dewatering contour, in the form of first-type boundary conditions, corresponded to the
horizontal extent of the designed excavation. The ordinate of the lowered water table
reflected the assumed ordinate of the lowest exploitation level (+200 m a.s.l.). The main
difference between the variants was a different structure of the dewatering system of the
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Kowala Mała mine and the course of flooding the Radkowice mine. Variant 1 assumes a
typical solution, which is to discharge drainage water from the Kowala Mała mine into
ditches and surface watercourses, while their further fate was not subject to analysis. In this
solution, the Radkowice pit would be self-sinking with waters coming from natural inflow
from the aquifer. Variant 2 includes the pumping of waters coming from the dewatering
of the Kowala Mała mine to the abandoned pit of the Radkowice mine. In the Radkowice
open pit, additional water accumulation would occur, which would result in an increase in
the hydraulic gradient in the rock mass and, consequently, in an intensification of inflows
to the Kowala Mała mine.

3.3. Results of Prognostic Variants
3.3.1. Variant 1

A major change in groundwater pressure distribution would occur in the vicinity of
the abandoned Radkowice pit and in the neighbourhood of the deepened Kowala Mała
mine (Figure 6). The discontinuation of the Radkowice pit dewatering would result in the
damming of groundwater and flooding of the pit to the level of about +220 ÷ +221 m a.s.l.
Quite a large difference in groundwater pressure would be created between the flooded
Radkowice pit and the drained Kowala Mała pit at an ordinate of +200 m a.s.l. Due to a
relatively short distance between the nearest edges of both pits (about 700 m), a significant
hydraulic gradient could lead to the intensification of inflows to the Kowala Mała pit,
making it a local drainage base. The abandonment of the Radkowice pit dewatering would
result in a noticeable increase in the groundwater table in the Middle Devonian aquifer on
the side of the previously dominant inflows (N and NW).

 

Kowala Ma a 

Other open pit 

Figure 6. Hydrodynamic field distribution of the middle Devonian aquifer (Layer 3 in the model)—Variant 1. Blue
cells—contours of open-pits, red cell—exploitation well.
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The balance of inflows to particular mines (Table 2) revealed that the abandonment of
mining and dewatering operations at the Radkowice mine would result in the intensifica-
tion of inflows to almost all other mines. The highest increase in inflows would be seen
for the Kowala Mała mine (6909 m3/day). However, the total inflow to all mines would
be considerably lower (about 51,000 m3/day), meaning that the value of the decrease
compared to the calibrated state would amount to 19,000 m3/day (about 27%).

In the aggregated balance of water circulation in the Gałęzice–Bolechowice–Borków
syncline obtained from the model for Variant 1 (Table 3), the total amount of water (about
116,000 m3/day) would see a considerable decrease in comparison with the calibrated
state—by about 15,000 m3/day (11.6%). Recharge would originate mainly from unchanged
effective infiltration of precipitation (about 97,000 m3/day) and, to a lesser extent, from river
infiltration (about 19,000 m3/day). On the drainage side, apart from mine drainage systems
(about 51,000 m3/day), rivers would play an important role (about 59,000 m3/day), with
deep groundwater intakes playing a secondary role in the balance (about 6000 m3/day).
A significant decrease in inflows to the mines in the regional groundwater circulation
system means that less water has to be pumped (and discharged), bringing measurable
economic and environmental benefits. In relation to the summary of the water circulation
balance for the reproduced present conditions (Variant 0), a significant reduction of water
quantity from river infiltration (nearly halved) was noticeable. This would be a direct effect
of abandoning the exploitation and dewatering of the Radkowice pit situated in a close
vicinity of the Bobrza River.

3.3.2. Variant 2

As in the case of Variant 1, a substantial change in groundwater head distribution
would be seen in the vicinity of the abandoned (flooded) Radkowice pit and in the vicinity
of the deepened Kowala Mała mine (Figure 7). The impact of the assumed changes in
dewatering systems on the distribution of the hydrodynamic field would be additionally
intensified as a result of the transfer of waters from the Kowala Mała mine dewatering
to the flooded pit of the Radkowice mine. As a result, the water table in the Radkowice
reservoir would stabilise several meters higher in relation to the prognosed value for
Variant 1—at the level of about +225 ÷ +226 m a.s.l. The Kowala Mała excavation would
still be drained at the ordinate of +200 m a.s.l., as a result of the difference in hydrostatic
pressures between the Radkowice reservoir and the Kowala Mała excavation that could
reach approximately 25 m. Due to a relatively short distance between the nearest edges
of both pits (about 700 m), a significant hydraulic gradient (3.5%) could contribute to the
intensification of inflows to the Kowala Mała pit in the long run.

The analysis of the detailed water balance of particular mines (Table 2) points to a
further intensification of inflows to almost all remaining pits as a result of the discontinued
exploitation and dewatering of the Radkowice mine. In the most distant mines, the increase
in inflows would be small. The largest increase in inflows would occur at the Kowala
Mała mine, up to about 8000 m3/day, i.e., 1000 m3/day more than for Variant 1. The
simulation for Variant 2 assumes that the total amount of water flowing from the rock mass
into the Kowala Mała workings is to be treated as a supply (inflow to the rock mass) in
cells mapping the contour of the water reservoir in the abandoned Radkowice pit. This
approach corresponds to the inflow of waters coming from the dewatering of the Kowala
Mała mine into the water reservoir forming in the flooded Radkowice pit. The total inflow
to the workings of all mines would be considerably smaller than at the model calibration
stage, reaching about 53,000 m3/day. As a result of the water transfer to the Radkowice
reservoir, the total inflow to all mine workings simulated for Variant 2 would be slightly
higher than for Variant 1.
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Radkowice 

Kowala Ma a 

Other open pit 

Figure 7. Hydrodynamic field distribution of the middle Devonian aquifer (Layer 3 in the model)—
Variant 2. Blue cells—contours of open-pits, red—exploitation well, purple cells—flooded pit of the
Radkowice mine.

The total amount of circulating waters in the Gałęzice–Bolechowice–Borków syncline
(Table 3) obtained from model tests under Variant 2 would reach about 124,000 m3/day. In
relation to the calibrated state, this would mean a decrease in the amount of circulating
waters by approximately 7600 m3/d, while in relation to Variant 1, the total amount of cir-
culating waters would be higher by 7700 m3/day. The inflow side would be quantitatively
dominated by effective infiltration of precipitation (approximately 97,000 m3/day), with
the rest coming from river infiltration (nearly 19,000 m3/day). On this side of the balance,
the amount of water discharged into the flooded Radkowice pit from the dewatering of
the Kowala Mała mine should also be considered (almost 8000 m3/day). On the side of
the rock mass drainage, the outflow of groundwater to rivers would dominate—about
65,000 m3/day, but a very significant contribution to the predicted drainage levels would
be made by the dewatering of mine workings—amounting to almost 53,000 m3/day in
total. As in the case of Variant 1, a significant decrease in the amount of waters originating
from river infiltration is observed in the water circulation balance for Variant 2, which
should be associated with the new arrangement of the hydrodynamic field in the vicinity
of the flooded Radkowice pit.

4. Discussion

The obtained prognostic variants were based on assumptions—both target (Kowala
Mała and Radkowice mines) or simulated at the model calibration stage—related to mine
drainage (extents of workings and their ordinates, Radkowice mine—drainage discontinua-
tion). The presented results of the predictions do not consider intermediate states, but only
the final state resulting from the assumed stresses. In fact, until the new conditions are fully
established, both inflows and groundwater levels could reach intermediate values between
the reconstructed and forecasted ones for the target conditions. A precise determination
of the times of reaching intermediate and target conditions would require model tests in
transient flow simulation. Such predictive simulations are much more sophisticated and
require knowledge of rock mass capacitance parameters (porosity and specific yield). The
results of additional laboratory and tracer tests may form the basis for supplementing
the model with information on rock mass capacitance parameters, making it possible to
recalibrate the model. The model completed in this way is the only one that could be used
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for the prognostic evaluation of the course of the considered hydrodynamic processes,
allowing for time schedules of mining works in individual mines to be taken into account.

The obtained results of the model tests support the arguments that led the investor to
opt for the second variant, i.e., transferring water from the deepened pit at the Kowala Mała
deposit to the flooded Radkowice pit. The self-sinking process began in March 2019. The
relatively stable hydrodynamic field formed as a result of long-term mine exploitation was
strongly disturbed as a result of the discontinuation of the Radkowice mine dewatering.
Observations carried out since then point to a gradual recovery of the groundwater table
in the neighbouring rock mass of the flooded pit (Figure 8). At the end of July 2019, the
observed water table in the formed reservoir reached the ordinate of about 212 m above
sea level, with the sinking process itself slightly slowing down (increase in the water table
in the reservoir by about 0.07 m per day). In the last quarter of 2020, the water table in the
flooded reservoir slightly exceeded +221 m a.s.l. The gradually conducted observations
indicate that the state of hydrodynamic equilibrium in the rock mass is yet to be achieved
and the process of the water table rise is still underway, with the rate of these processes
being already very limited.

 

Figure 8. Water table elevation in the flooded Radkowice pit.

Currently (the first quarter of 2021), the water table elevation in the flooded Radkowice
pit rose to the level corresponding to the height predicted for Variant 1. At present, the ex-
traction of dolomite from the Kowala Mała deposit was conducted at level IV (+230 m a.s.l.).
Works on an excavation to gain access to level V (+215 m a.s.l.) were commenced in
mid-2020 and the opening pit was formed in the first quarter of 2021. This means that
current dewatering operations were performed at a level higher than assumed in the
predicted variants.

The implemented dewatering system used a gradually developed system of drainage
ditches (both permanent and temporary) within the excavation level to feed, by gravity,
the sump with water from the rock mass. Outside the excavation area, water is transported
through two 400 mm diameter pumping pipelines, one of which has a backup function.
The water is then transported to the neighbouring Radkowice pit, which is in the process
of flooding, via a 700 m long transfer pipeline. Works on the transmission system and
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the sump at a level of +215 m a.s.l were completed recently. The target sump will be
created for the exploitation of the next level—+200 m a.s.l. Only then, after the conditions
have stabilised, the actual state will correspond to that modelled for Variant 2 and the
comparison of the actual ordinates in the flooded excavation to the predicted ones will
be justified.

The completion of installation works in recent months did not make it possible to
collect reliable data on actual inflows. However, no significant volumes are expected in
the current phase. The exploitation level of +230 m a.s.l. is above the present water table
ordinate, originally formed at 226.7 ÷ 228.6 m a.s.l. The opening pit of small dimensions,
made to the level of +215 m a.s.l., will cause only slight inflows whose recirculation through
redirecting to the reservoir in the recultivated Radkowice excavation will not significantly
affect the rate of flooding and the ordinate of the water surface.

The actual inflow to the Kowala Mała pit may slightly differ from the numerical prog-
noses. It will be determined by pressure differences between the flooded Radkowice pit
and the dewatered Kowala Mała mine and by filtration parameters of the rock mass (mainly
in the zone between the two pits). In reality, a significant hydraulic gradient between the
workings (3.5%; approximately 25 m difference in the water table position at a distance of
about 700 m) would lead to the saturation of the vadose zone that reactivated preferential
flow paths. The prognostic simulations were carried out on the basis of the calibrated
variant, without making any modifications to rock mass filtration parameters. It is not
possible to precisely and clearly determine to what extent the intensification of the flow
between the workings will affect the reactivation of formerly inactive flow paths. Working
simulations, which hypothetically assume the intensification of water flow through addi-
tional migration routes to a different extent, estimate that the actual inflows may increase
by 20–25% in comparison with the quantities obtained in the prognoses (Variants 1 and 2).
This applies mainly to the Kowala Mała open pit, where care should be taken to ensure an
adequate drainage system reserve. The possibility of an increase in inflows to the mine
workings also results from the possible occurrence of karst phenomena in the rock mass,
which cannot be excluded in the case of geological data from the studied area.

The results of the predictive calculations were obtained using a model calibrated to
assume that inflows to the drainage systems averaged over the actual 2016 inflow. However,
the effective recharge from precipitation infiltration was determined based on multiyear
average precipitation. In reality, inflows to the pits considered over short time intervals may
differ from the projected average inflows. This is due to the relatively fast response of the
aquifer system to not exactly predictable changes in precipitation. The predicted inflows
to the mine workings should be considered the average inflows for a longer time interval,
corresponding to the average meteorological conditions, generally for medium states. In
periods of increased precipitation, the actual inflows to the mine workings may temporarily
exceed the predictions as a result of both direct surface runoff and increased infiltration
into aquifers. Due to the uneven spatial and temporal intensity of precipitation and the
probability of short-term heavy rainfall, which is possible in the long run, the necessity
to ensure appropriate reserve capacity for draining or retaining excessive water inflow
should be taken into account when designing the drainage system of the mine workings.

The fact that actual inflows to individual mines will, to a large extent, depend on the
exploitation and drainage conditions of the neighbouring mines should also be considered.
With this in mind, the presented results obtained with the use of model research should be
treated as representative for a longer time horizon assuming that the mining and operation
conditions of the neighbouring open-pit mines do not change.

The presented results of the prognoses apply to the state of full hydrodynamic equilib-
rium in the entire aquifer after complete water table stabilisation. In reality, the state of this
type will most probably not be fully achieved within a certain period of time as a result
of further changes in the exploitation and drainage of individual mines and changes in
the volumes of exploited groundwater for municipal purposes. It can be assumed that the
actual water table will reach a quasi-steady state close to the steady state obtained in the

291



Energies 2021, 14, 4576

prediction only after some time from the occurrence of the stresses provided that there are
no considerable changes in the range of exploitation and dewatering in other mines.

5. Conclusions

The variant analysis of changes in hydrogeological conditions in the vicinity of the
Kowala Mała deposit in the perspective of deepening the exploitation and flooding of
the neighbouring depleted Radkowice-Podwole deposit contributed to the selection of
the drainage concept. Among the considered factors, the impact of the forecast mining
drainage on the surrounding groundwater environment was of particular importance.

As an extensive and productive aquifer, the Gałęzice–Bolechowice–Borków syncline
has, for several decades, been subject to intensive drainage, primarily due to the develop-
ment of the exploitation of rock materials and, to a lesser extent, the intake of water for
municipal purposes. MGR No. 418, covering most of the syncline, is yet to be provided
with hydrogeological documentation establishing available resources. The calculations
from a decade ago [27] estimate the available resources to be 63,816 m3/day. In the light of
further research [34], this value seems to be underestimated. The total consumption result-
ing from both mine drainage systems and groundwater intakes (e.g., from 2016—Table 3)
seem to indicate that the available resources of the aquifer were being overexploited. In
light of this knowledge, the environmental decision-making process of relevant offices
and institutions pays particular attention to further plans for the operation of mines in the
context of their impact on the aquatic environment.

The consequences of water discharge from dewatering carbonate resource deposits
are not particularly threatening to the environment. Discharged waters originate from
natural inflow with neutral physicochemical parameters (having no negative impact on
the quality of receiving waters). The practicality of the proposed changes comes down to
the possibility of using existing drainage infrastructure (Variant 2 vs. Variant 1) in order to
reduce investment costs. Fundamental environmental problems result from drainage. The
combined depression cones formed around the neighbouring mines created a zone of the
groundwater table that was lowered more than the local range. Diverting pumped waters to
the neighbouring flooded pit, within the same aquifer, limited the spread of the depression
cone by increasing the disposable resources of the aquifer and decreasing river infiltration.
On a regional scale, the amount of circulating water decreased significantly, resulting in
an overall improvement to the aquatic environment of the overexploited reservoir. The
mining entity, to a less measurable extent, became better perceived by state institutions
dealing with environmental protection issues, which, in the future, should translate into a
better negotiating position when obtaining subsequent environmental decisions.

Through the termination of the Radkowice-Podwole deposit exploitation and the
decision to flood the existing excavation, both prognostic variants pointed to a significant
improvement in water balance on a local scale, which was a significant benefit for the
natural environment. With a considerable reduction in the total mining water consumption
from about 70,000 m3/day to just over 50,000 m3/day, the total amount of water involved
in the circulation in the aquifer was reduced, and the amount of river infiltration almost
halved. Due to the more favourable environmental effect, the second variant was selected
for implementation, which assumes the transfer of water from the deepened excavation
in the Kowala Mała deposit to a water reservoir formed as a result of self-sinking in the
Radkowice excavation. The cessation of discharging waters from drainage to the Bobrza
River by directing them to the adjacent water reservoir will result in an increase in the water
table level in the reservoir and in the surrounding rock mass in line with the predictions.
The resulting depression cone will be limited in the west and north-west directions, as
a result of which the Bobrza River will regain its drainage function to a considerable
extent. At the same time, with the increased hydraulic gradient, the inflows to the Kowala
Mała mine will rise due to the increased seepage of recirculated waters through the pillar
between the workings. The projected growth in inflows of about 1000 m3/day will further
burden the mine drainage system and directly contribute to higher operating costs. Still, the
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assumed environmental benefits related to the reduction of the negative drainage effects
and the simplification of the drainage system combined with a simultaneous reduction in
investment outlays (shorter transmission pipelines as water is discharged into the reservoir
rather than the river) were prioritised and ultimately prevailed in the analysis of benefits
and losses of the proposed solutions.
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Abstract: Underground mining engineers and planners in our country are faced with extremely
difficult working conditions and a continuous shortage of money. Production disruptions are frequent
and can sometimes last more than a week. During this time, gate road support is additionally exposed
to rock stress and the result is its progressive deformation and the loss of functionality of gate roads.
In such an environment, it is necessary to develop a low-cost methodology to maintain a gate road
support system. For this purpose, we have developed a model consisting of two main phases.
The first phase is related to support deformation monitoring, while the second phase is related to
data analysis. To record support deformations over a defined time horizon we use laser scanning
technology together with multivariate singular spectrum analysis to conduct data processing and
forecasting. Fuzzy time series is applied to classify the intensity of displacements into several
independent groups (clusters).

Keywords: support deformation; laser scanning; multivariate singular spectrum analysis; forecasting;
fuzzy time series clusters

1. Introduction

Due to hard working conditions and a chronic shortage of money, the underground
mining in our country is very a difficult task. Most underground mines are characterized
by low mechanized mining methods and production disruptions can happen often. Such
mining methods are characterized by a long production cycle, and if we add disruptions
then it is obvious that the gate road support is exposed to the rock stress much longer than
is the case with the application of modern mechanized methods. In such a production
environment, the maintenance of the gate road stability is almost impossible and is per-
formed in an unsystematic way. In order to improve such a difficult situation, we use a
laser scanner to obtain high accuracy deformation data, and multivariate singular spectrum
analysis to process them and forecast the future state of deformations. Fuzzy time series
is used to classify deformation data into several independent groups with respect to the
magnitude of deformation intensity. In this way, we are enabling underground mining
engineers to develop a plan to support maintenance. They can plan activities related to the
identification of support states in the future, time of reconstruction, and type of support
that can be used to decrease the progressive deformation. An effective deformation forecast
can result in a decrease of costs and delays.

There are many different approaches to obtaining future states of support deformation.
Ding-Ping Xu et al. [1] compared the predictions from the rock–soil composite material
model, where an analytic method, along with existing data from physical model tests,
was applied to acquire results. Good consistency, both in terms of strength and failure
mode, was provided when a comparison of these three types of information was done [1].
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Danial Jahed Armaghani et al. [2] applied three-nonlinear forecasting methods, namely a
non-linear multiple regression, an artificial neural network, and an adaptive neuro-fuzzy
inference system, in order to estimate the uniaxial compressive strength of rock.

Grey system prediction models were developed by Xiaobo Xiong [3] for forecasting
rock tunnel displacement considering the non-linear parameters of the deformation of the
tunnel. Ping Tang [4] forecasted the working face underground pressure by applying a grey
system theory and genetic algorithm. Sun Yu et al. [5] proposed a time series prediction
model based on a generalized regression neural network to predict the long-term potential
deformation trends of surrounding rocks in a soft rock roadway tunnel. Haiming Chen
et al. [6] built an intelligent displacement back analysis network of a deep mine roadway
surrounding rock that is based on MATLAB NN toolbox. Francesca Bozzano et al. [7] used
terrestrial SAR interferometry to support the management of each phase of tunneling. Qian
Zhang et al. [8] made a numerical simulation for advanced displacement of tunnel with
weak and broken surrounding rock in order to reveal the adjusting process of displacement
in the main parts of a tunnel.

Grossauer et al. [9] developed an efficient way to predict displacements caused by
tunnel excavation based on the use of analytical functions that describe the movements
as a function of time and the face advance. A procedure based on analytical functions
has been developed to support the prediction of the tunnel performance and surface
movements. Merlini and Falanesca [10] illustrated the comparison between the prognosis
and the crosscheck of the support methods and the replacement solutions. Several back-
analyses were carried out in order to achieve the correct validation of the interventions and
an optimal understanding of the deformation behavior of the rock mass. Bao-Zhen Yao
et al. [11] has presented a multi-step-ahead prediction model, based on a support vector
machine, for tunnel surrounding rock displacement forecasting.

This paper is divided into five sections. In the section Materials and Methods, we de-
scribe the model of forecasting based on observed data and multivariate singular spectrum
analysis. We introduce the fuzzy time series concept to make clusters describing the gate
road support configuration deformation for every time point over observed and forecasted
periods. A computational process is performed in the Numerical Example section to repre-
sent the possibilities of model and conclusions are provided in the Results and Conclusion
section. Obtained results show a high level of correlation of original and reconstructed
series of the support deformations. Based on these results, it can be concluded that the
model is reliable and applicable for solving real-time problems in terms of predicting gate
road support deformations.

2. Materials and Methods

2.1. Dynamic of Support Deformations

The dynamic behavior of support is induced by the rock stress surrounding the gate
road. Deformation dynamics is the study of time varying response of support under dy-
namic loads. These loads are primarily considered a change of rock stress intensity induced
by mining activities. As a stope approaches the gate road, the rock stress intensity increases.

In order to describe deformations of a gate road support, we consider the time de-
pendent displacements only in the vertical cross-section (planar problem). Let S(t) be a
surface of the support bounded by B(t) =[Bl(t),Bu(t)] at the current time t, where Bl(t)
represents the lower edge and Bu(t) represents the upper edge of the support. Without
loss of generality, we equal the upper edge with the lower and transform the surface of
the support into one line, i.e., we reduce a real two-dimensional support to an artificial
one-dimensional support; S(t = 0) ∈ R2 → Bl(t = 0) ∈ R , (Figure 1).

The initial configuration of Bl(t), t = 0 is undeformed and known (recorded by laser
scanning). The motion of each point on Bl(t), t = 0, from the initial to the current configu-
ration, is completely defined by a time dependent mapping function. Since the equation of
this function is unknown and it is necessary to make monitoring of support deformations
at equal or nonequal time intervals. Monitoring at equal intervals is much more applicable
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for forecasting deformations of a gate road. It is very important to use the same coordinate
system to describe deformations over the time of monitoring.

Figure 1. Transformation of real two-dimensional support to an artificial one-dimensional support.

The position of the marker m
( →

v , t
)

, induced by rock stress, changes according to the
following vector equation (Figure 2):

→
v (t) =

→
v (t − 1) +

→
u (t), t = 1, 2, . . . , N , (1)

where→
v (t)—the position vector of the marker m in the current support configuration.

→
v (t − 1)—the position vector of the marker m in the previous support configuration.
→
u (t)—the vector of displacement.
N—time of monitoring.

Figure 2. Change of the marker position over time.

In the xz-coordinate plane, the position of the marker m(x, z, t) is defined as follows:

x(t) = x(t − 1) + Δx(t)
z(t) = z(t − 1) + Δz(t),

(2)

The gate road support domain Bl(t) is divided into a finite number of segments “con-
nected” at the marker’s position. Support configuration at current time t is defined by the
set Bl(t) ={mt,i},i = 1, 2, . . . , M, where M is the total number of markers. Let us define a
section of the initial support configuration by the set Dl(t = 0) ⊂ Bl(t = 0); Dl(t = 0) =
{m0,1, m0,2, m0.3}. At time t = 1, the section of initial support configuration will be
transformed and defined by the set Dl(t = 1) ={m1,1, m1,2, m1,3}. At time t = 2, the
topology of the section is defined by the set Dl(t = 2) ={m2,1, m2,2, m2,3}. The time-
dependent path of the section topology transformation for t = 0, 1, 2 is defined as follows:
Dl(0, 1, 2) ={m0,1, m0,2, m0,3} → {m1,1, m1,2, m1,3} → {m2,1, m2,2, m2,3} (Figure 3).
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Figure 3. Change of the section of support configuration over time interval [0, 2].

In conventional matrix form, the data of position of all markers obtained by scanning
for 1 ≤ t ≤ N can be expressed by the time-dependent position vectors as follows:

→
V(t) =

[→
v ij

]
M×N

=

⎡
⎢⎢⎢⎢⎣

→
v 11

→
v 12

→
v 13 · · · →

v 1N→
v 21

→
v 22

→
v 23 · · · →

v 2N
...

...
...

. . .
...

→
v M1

→
v M2

→
v M3 · · · →

v MN

⎤
⎥⎥⎥⎥⎦, (3)

The position of each marker is represented by each row of the previous matrix, while
each column represents the configuration of the gate road support over time. According to
Equation (2), x and z coordinates of observed markers are defined as follows:

X(t) =
[
xij
]

M×N =

⎡
⎢⎢⎢⎣

x11 x12 x13 · · · x1N
x21 x22 x23 · · · x2N

...
...

...
. . .

...
xM1 xM2 xM3 · · · xMN

⎤
⎥⎥⎥⎦, (4)

Z(t) =
[
zij
]

M×N =

⎡
⎢⎢⎢⎣

z11 z12 z13 · · · z1N
z21 z22 z23 · · · z2N

...
...

...
. . .

...
zM1 zM2 zM3 · · · zMN

⎤
⎥⎥⎥⎦, (5)

As can be seen, the obtained data can be treated as a multichannel time series. Multi-
variate singular spectrum analysis is a very useful tool to process such datasets.

2.2. Gateroad Support Deformation Forecasting Algorithm

Our forecasting algorithm is based on the methodology of the multivariate singular
spectrum analysis (MSSA). In the paper by Harris and Yuan [12], the basic SSA (singular
spectrum analysis) algorithm was presented. Hassani and Zhigljavsky [13] showed that
SSA is a powerful method for time-series analysis and forecasting. Hassani and Mahmoud-
vand [14] pointed out that this method can be applied both to single series and jointly for
several series (MSSA). When it is a case of a two or more series, we are talking about MSSA.
The application of the SSA technique was found to be very useful for time series analysis in
many different fields, such as medicine, biology, genetics, finance, engineering and many
others [15]. The basic concept of the singular spectrum analysis is well presented in the
paper by Hassani et al. [16].
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According to Equation (2), x and z coordinates of the marker m over time correspond
to one channel time series. If we take into consideration the total number of markers is M,
then we are faced with an M-channel time series.

Consider an M-channel time series with a series length of Ni; V(i)
Ni

=
(

v(i)1 , . . . , v(i)Ni

)
,

(i = 1, . . . , M), where N is the time of monitoring. Here, we provide the procedure for the
x coordinates of the markers. The procedure for the z coordinates is completely the same.

At the first stage of the algorithm, the decomposition, includes the following two
steps: embedding and singular value decomposition (SVD) [14,16].

Embedding is a mapping that transfers a one dimensional time series of coordinates
X(i)

Ni
=
(

x(i)1 , . . . , x(i)Ni

)
into a multidimensional matrix

[
Y(i)

1 , . . . , Y(i)
Ki

]
with vectors Y(i)

j =(
x(i)j , . . . , x(i)j+Li+1

)T ∈ RLi , where Li(1 < Li < Ni) is the window length for each series

with length Ni and Ki = Ni − Li+1. The result of this step is the trajectory matrix Y(i) =[
Y(i)

1 , . . . , Y(i)
Ki

]
= (ymn)

Li ,Ki
m,n=1. The trajectory matrix Y(i) is known as a Hankel matrix. Thus,

the above procedure for each series separately provides M different Li × Ki trajectory
matrices Y(i)(i = 1, . . . , M). To form a new block Hankel matrix in a vertical form, we
need to have K1 = . . . = KM= K. The result of this step is the following block Hankel
trajectory matrix:

YV =

⎡
⎢⎣

Y(1)

...
Y(M)

⎤
⎥⎦, (6)

where YV indicates that the output of the first step is a block Hankel trajectory matrix
formed in a vertical form; index V means vertical.

In the second step, we perform the SVD of YV. Denote λV1 , . . . , λVLsum
as the eigen-

values of YVYT
V , arranged in decreasing order

(
λV1 ≥ . . . λVLsum

≥ 0
)

and UV1 , . . . , UVLsum
,

the corresponding eigenvectors, where Lsum = ∑M
i=1 Li. Note also that the structure of the

matrix YVYT
V , is as follows:

YVYT
V =

⎡
⎢⎢⎢⎢⎣

Y(1)Y(1)T Y(1)Y(2)T · · · Y(1)Y(M)T

Y(2)Y(1)T Y(2)Y(2)T · · · Y(2)Y(M)T

...
...

. . .
...

Y(3)Y(1)T Y(3)Y(2)T · · · Y(3)Y(M)T

⎤
⎥⎥⎥⎥⎦, (7)

The structure of the matrix YVYT
V is similar to the variance-covariance matrix in

the classical multivariate statistical analysis literature. The matrix Y(i)Y(i)T , which is
used in the univariate SSA, for the series X(i)

Ni
appears along the main diagonal, and the

products of two Hankel matrices Y(i)Y(i)T (i �= j) that are related to the series X(i)
Ni

and

X(j)
Nj

appear in the off-diagonal. The SVD of YV can be written as YV = YV1 + . . . + YVLsum
,

where YVi =
√
λiUVi U

T
Vi

and VVi = YT
V UVi /

√
λVi ,

(
YVi= 0 i f λVi = 0) . UVi are called factor

empirical orthogonal functions and VVi are the left and right eigenvectors of the trajectory
matrix, often called principal components.

The second stage of the algorithm, called reconstruction, includes the following two
steps: grouping and diagonal averaging or Hankelization [14,16].

The grouping step corresponds to splitting the matrices YV1 , . . . , YVLsum
into several

disjointed groups and summing the matrices within each group. The split of the set of
indices {1, . . . , Lsum} into disjointed subsets I1, . . . , Ik corresponds to the representation
of YV = YI1 + . . . + YIk . The procedure of choosing the sets I1, . . . , Ik is called grouping.
For a given group I, the contribution of the component YVI is measured by the share
of the corresponding eigenvalues: ∑i∈I λVi /∑dV

i=1 λVi , where dV is the rank of YVI and
I ⊂ {1, . . . , Lsum}. In a simple case where we have only signal and noise components, we
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use two groups of indices, I1 = {1, . . . , r} and I2 = {r + 1, . . . , Lsum} and associate the
group I1 with the signal component and the group I2 with the noise.

The purpose of diagonal averaging is to transform the reconstructed matrix ŶVi

into a Hankel matrix, which can subsequently be converted into a time series. Let Ỹ(h)

be the approximation of Y(i) obtained from the diagonal averaging step. If ỹ(i)mn stands

for an element of a matrix Ỹ(i), then the jth term of the reconstructed series X̃(i)
Ni

=(
x̃(i)1 , . . . , x̃(i)j , . . . , x̃(i)Ni

)
is achieved by arithmetic averaging ỹ(i)mn over all (m, n) such that

m + n − 1 = j.
The third stage of the algorithm concerns the future positions of the markers and

is based on the vertical multivariate singular spectrum analysis recurrent procedure
(VMSSA-R).

Let us have M-channel series X(i)
Ni

=
(

x(i)1 , . . . , x(i)Ni

)
and corresponding window length

Li, 1 <Li ≤ Ni, i = 1, . . . , M. Optimal values of the window length are discussed in chapter
4 of the paper by Hassani and Mahmoudvand [14].

The VMSSA-R forecasting algorithm for the h-step ahead forecast is as follows:
For a fixed value of K, construct the trajectory matrix Y(i) =

[
Y(i)

1 , . . . , Y(i)
K

]
= (ymn)

Li ,K
m,n=1 for each single series separately; construct the block trajectory matrix YV

as follows:

YV =

⎡
⎢⎣

Y(1)

...
Y(M)

⎤
⎥⎦, (8)

let UVj =
(

U(1)
j , . . . , U(M)

j

)T
be the jth eigenvector of the YVYT

V , where U(i)
j with length Li

corresponds to the series X(i)
Ni

(i = 1, . . . , M); consider ŶV =
[

Ŷ1 : . . . : ŶK
]

= ∑r
i=1 UVi U

T
Vi

YV the reconstructed matrix achieved from r eigentriples:

ŶV =

⎡
⎢⎣

Ŷ(1)

...
Ŷ(M)

⎤
⎥⎦, (9)

consider matrix Ỹ(i)
= H× Ỹ(i)

= H Ỹ(i)
(i = 1, . . . , M) as the result of the Hankelization

procedure of the matrix Ỹ(i) obtained from the previous step, where H is a Hankel operator;
assume U(i)∇

j denotes the vector of the first Li−1 components of the vector U(i)
j and π

(i)
j is

the last component of the vector U(i)
j (i = 1, . . . , M); select the number of r eigentriples

for the reconstruction stage that can also be used for forecasting purposes; define matrix
U∇M =

(
U∇M

1 , . . . , U∇M
r

)
, where U∇M

j is as follows:

U∇M
j =

⎡
⎢⎢⎢⎣

U(1)∇
j
...

U(M)∇
j

⎤
⎥⎥⎥⎦, (10)

define matrix W as follows:

W =

⎡
⎢⎢⎢⎢⎣

π
(1)
1 π

(1)
2 · · · π

(1)
r

π
(2)
1 π

(2)
2 · · · π

(2)
r

...
...

. . .
...

π
(M)
1 π

(M)
2 · · · π

(M)
r

⎤
⎥⎥⎥⎥⎦, (11)
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if the matrix
(

IM×M−WWT)−1 exists and r ≤ Lsum−M, then the h-step ahead VMSSA
forecasts exist and is achieved by the following formula:

[
x̂(1)j1

, . . . , x̂(M)
jM

]T
=

⎧⎨
⎩
[

x̃(1)j1
, . . . , x̃(M)

jM

]
, ji = 1, . . . , Ni

(IM×M − WWT)
−1WU∇MT

Zh, ji = Ni + 1, . . . , Ni + h
, (12)

where Zh =
[

Z(1)
h , . . . , Z(M)

h

]T
and Z(1)

h =
[

x̂(i)Ni−Li+h+1, . . . , x̂(i)Ni+h+1

]
(i = 1, . . . , M). It

should be noted that Equation (12) indicates that the h-step ahead forecasts of the refined
series are obtained by a multi-dimensional linear recurrent formula (LRF).

2.3. Displacement Time Series Clustering

The time displacement intensity vector of marker m is defined as follows:

Δv(t) =
√

Δx2(t) + Δz2(t), t = 1, 2, . . . , N, (13)

The universe of displacement (clustering) is defined as the union of the two following
sets:

ΔV = ΔV(i)
Ni

∪ ΔV̂(i)
Ni+h, (14)

where ΔV(i)
Ni

is related to the observed displacement series and Δ V̂(i)
Ni+h to the the h-step

ahead forecasts of the refined displacement series. Note that clustering is performed for
each set separately.

To create the clusters within a defined universe of clustering, we apply the concept of
fuzzy time series. Such series, which were first proposed by Song and Chissom, ref. [17]
are based on fuzzy set theory proposed by Zadeh [18,19]. The most important advantage
of fuzzy time series approaches is to be able to work with a very small set of data and
not to require the linearity assumption. In the process of measuring the cross-section of
the underground roadways, certain measurement errors can occur (conditioned by the
error of the measurement method, instrumental error, personal error by the operator of
the instrument, or the error due to the working environment itself), the nature of fuzzy
time series is a good choice for a credible presentation of displacements of the markers and
its clustering.

Let ΔVM×N be the universe of observed displacement. Data obtained by monitoring
can be clustered in different ways, for example, a cluster composed of marker displacement
over time separately (Δ v12, Δv32, Δv24, . . .), a cluster composed of each row or column
data of the matrix ΔV. We focus on each column data in order to see how displacement
intensity of configuration of the gate road support changes over time. For that purpose, we
apply the concept of fuzzy time series with multiple observations [20–22].

A fuzzy set A of ΔVM×N is defined as follows:

A =
fA(Δv11)

Δv11
+

fA(Δv12)

Δv12
+ . . . +

fA(Δv̂MN)

Δv̂MN
, (15)

where fA is the membership function of A, and fA : ΔV → [0, 1] . The symbol “+” de-
notes the union operator. Membership function represents the degree of membership
of Δvi in A, where fA(Δ vi) ∈ [0, 1], 1 ≤ i ≤ M × N. Let ΔV (t) be the universe of dis-
placement on which fuzzy sets fi(t), (i = 1, 2, . . .) are defined and F(t) is a collection of
f1(t), f2(t), . . . , F(t) that is referred to as a fuzzy time series of ΔV (t). Here, F(t) is viewed
as a linguistic variable and fi(t) represents possible linguistic values of F(t). If F(t) is
caused by F(t – 1) only, the relationship can be expressed as [23]. If the maximum degree of
membership of F(t) belongs to Ai then F(t) is considered to be Ai. Hence, F(t − 1) → F(t)
becomes Ai(t − 1) → Aj(t) .

The algorithm of a fuzzy time series model for multiple observations is composed of
the following steps [23]:
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Step 1: define the fuzzy sets for the fuzzy time series. We set the beginning and the
end of the universe of displacement as l =minΔVM×N and u =maxΔVM×N , respectively.
The observed data are sorted in ascending order. The distance of any two consecutive
values of displacement is calculated as follows:

d = |Δvi+1 − Δvi|, i = 1, 2, . . . , (M × N)− 1, (16)

Now it is necessary to compute the corresponding average value d and standard
deviation σd. The intention is to eliminate the outliers from the sorted data and obtain an
average distance value free of distortion. Outliers are values that are either abnormally
high or abnormally low in the sorted dataset. The process of elimination of outliers is
performed as follows:

d − σd ≤ d ≤ d + σd, (17)

Since the process of elimination is completed, a revised average distance value dR
is calculated for the remaining values in the sorted data set. Accordingly, the universe of
displacement is also revised and defined as follows:

ΔVR = [lR, uR] =
[
l − dR, u + dR

]
, (18)

The number of equal intervals n is given by the user and each interval is characterized
by an adequate linguistic variable. The variable whose values are words or sentences
in a natural or artificial language is called a linguistic variable. We use five linguistic
variables n = 5 to describe displacement intensity of configuration of the gate road support;
A1 =(very small), A2 =(small), A3 =(medium), A4 =(high), and A5 =(very high). The
length of interval can be calculated by the equation:

L =
uR − lR
n + 1

, (19)

Each interval is obtained as: Δv1 = [lR, lR + L], Δv2 = [lR + L, lR + 2L], . . . ,Δvn =
[lR + (n − 1)L, lR + nL]. Linguistic variable Ai (i = 1, 2, . . . , 5) can now be defined ac-
cording to defined intervals as follows:

A1 =
{

1
Δv1

, 0.5
Δv2

, 0
Δv3

, 0
Δv4,

0
Δv5

}
A2 =

{
0.5
Δv1

, 1
Δv2

, 0.5
Δv3

, 0
Δv4,

0
Δv5

}
A3 =

{
0

Δv1
, 0.5

Δv2
, 1

Δv3
, 0.5

Δv4,
0

Δv5

}
A4 =

{
0

Δv1
, 0

Δv2
, 0.5

Δv3
, 1

Δv4,
0.5
Δv5

}
A5 =

{
0

Δv1
, 0

Δv2
, 0

Δv3
, 0.5

Δv4,
1

Δv5

}
(20)

The triangular fuzzy number is used to quantify the linguistic variable. It can be
defined as a triplet (a, b, c). The corresponding membership function is defined as [24]:

μA(Δv) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

0, Δv < a
Δv−a
b−a , a ≤ Δv ≤ b

c−Δv
c−b , b ≤ Δv ≤ c

0, Δv > c

, (21)

Step 2: determine a fuzzy observation of displacement. Triangular fuzzy number
O(t) =(a(t), b(t), c(t)) is also used to represent displacement of all markers at time point t,
where a(t), b(t), c(t) are the left, middle and right values of the triangular fuzzy number,
respectively. These values are defined in the following way:
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a(t) = min(Δv1t, Δv2t, . . . , ΔvMt)

b(t) = Δv1t+Δv2t+...+ΔvMt
M

c(t) = max(Δv1t, Δv2t, . . . , ΔvMt), t = 1, 2, . . . , N,
(22)

In other words, for every observation (column of matrix), it is necessary to separate
minimum, maximum, and average values of displacement for all markers.

Step 3: calculate the fuzzy relationship, Y(t), between each fuzzified observation and
defined fuzzy time series as in Step 1.

Y(t) = (μ1(t), μ2(t), . . . , μn(t)) = ∑n
i=1 max•min(O(t), Ai), μi(t) ≥ 0, (23)

Fuzzified observation of displacement at time point t belongs to cluster Ai if and only
if their intersection has the highest value of membership function; μi(t) → max.

Each μi(t) is calculated according to Figure 4, representing the intersection between a
fuzzy observation of displacement O(t) and fuzzy time series consisting of A1, A2, . . . , Ai.

Figure 4. Relationship between fuzzy observation and fuzzy time series.

The calculation of the membership function value of intersection is based on the
following approach:

1
b(t)− a(t)

=
μi(Δvi)

Δvi − a(t)
, (24)

1
ci − bi

=
μi(Δvi)

ci − Δvi
, (25)

From Equations (24) and (25), we can calculate the value of μi(t) as follows:

μi(Δvi) =
ci − a(t)

b(t)− a(t) + ci − bi
, (26)

3. Numerical Example

Artificial data related to displacement of markers are generated in order to verify
the validity of the proposed forecast model. A cross section of the gate road support and
positions of the markers are represented by Figure 5. The coordinate system origin is
located at the left lower corner of the gate road support (marker 1). The time resolution of
observation is five days.

Coordinate data obtained after six observations are represented in Tables 1 and 2 and
Figure 6.
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Figure 5. Gate road cross section with marker positions.

Table 1. X coordinates of the markers (m).

Marker t = 0 t = 1 t = 2 t = 3 t = 4 t = 5

1 X(1) 0.000 0.011 0.025 0.039 0.055 0.068
2 X(2) 0.000 0.019 0.035 0.053 0.071 0.085
3 X(3) 0.000 0.022 0.047 0.079 0.104 0.135
4 X(4) 0.000 0.030 0.072 0.111 0.153 0.207
5 X(5) 0.058 0.095 0.132 0.192 0.230 0.281
6 X(6) 0.233 0.258 0.340 0.384 0.473 0.517
7 X(7) 0.502 0.549 0.630 0.646 0.720 0.732
8 X(8) 0.859 0.876 0.927 0.934 1.010 1.038
9 X(9) 1.278 1.299 1.360 1.351 1.308 1.343

10 X(10) 1.700 1.700 1.730 1.700 1.741 1.729
11 X(11) 2.122 2.089 2.119 2.079 2.054 2.027
12 X(12) 2.541 2.521 2.468 2.449 2.447 2.408
13 X(13) 2.898 2.830 2.814 2.726 2.721 2.665
14 X(14) 3.167 3.108 3.080 3.031 2.995 2.903
15 X(15) 3.342 3.300 3.260 3.184 3.120 3.081
16 X(16) 3.400 3.372 3.339 3.287 3.257 3.226
17 X(17) 3.400 3.387 3.364 3.341 3.313 3.286
18 X(18) 3.400 3.394 3.376 3.357 3.341 3.326
19 X(19) 3.400 3.391 3.379 3.365 3.351 3.341

Table 2. Z coordinates of the markers (m).

Marker t = 0 t = 1 t = 2 t = 3 t = 4 t = 5

1 Z(1) 0.000 0.000 0.000 0.000 0.000 0.000
2 Z(2) 0.624 0.625 0.622 0.621 0.617 0.614
3 Z(3) 1.245 1.231 1.239 1.221 1.235 1.219
4 Z(4) 1.860 1.846 1.853 1.835 1.826 1.823
5 Z(5) 2.305 2.284 2.266 2.266 2.263 2.269
6 Z(6) 2.723 2.669 2.610 2.615 2.579 2.549
7 Z(7) 3.072 2.998 2.916 2.899 2.851 2.843
8 Z(8) 3.371 3.261 3.188 3.133 3.057 2.982
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Table 2. Cont.

Marker t = 0 t = 1 t = 2 t = 3 t = 4 t = 5

9 Z(9) 3.538 3.386 3.251 3.163 3.101 3.044
10 Z(10) 3.590 3.388 3.308 3.207 3.126 3.026
11 Z(11) 3.537 3.344 3.258 3.124 3.031 2.930
12 Z(12) 3.371 3.219 3.146 3.079 3.017 2.936
13 Z(13) 3.072 2.939 2.890 2.815 2.778 2.730
14 Z(14) 2.723 2.662 2.634 2.606 2.587 2.552
15 Z(15) 2.305 2.271 2.241 2.239 2.219 2.209
16 Z(16) 1.860 1.853 1.844 1.839 1.820 1.812
17 Z(17) 1.245 1.241 1.238 1.249 1.244 1.242
18 Z(18) 0.624 0.622 0.621 0.620 0.620 0.622
19 Z(19) 0.000 0.000 0.000 0.000 0.000 0.000

Figure 6. Configuration of the gate road support over the time of observation.

Measurements for t = 0, 1, . . . , 5 are used to create a forecast model, while the
measurement for t = 6 is used as a control series. Detail calculation is provided for the x
coordinates. Figure 7 represents x coordinates of the marker 10 obtained by observation.

The inputs needed to perform multivariate singular spectrum analysis are:

• the number of markers (series) M = 19,
• the time series length needs to be equal to each marker (series) N = 6,
• the window length for each marker (series) L = 3,
• parameter K also needs to be equal to each marker (series) K = 4.

The trajectory matrix of marker 1 is obtained as follows: from the original series X(1) =
(0.000 0.011 0.025 0.039 0.055 0.068), we create the following trajectory matrix of dimension
L × K = 3 × 4.

Y(1) =

⎡
⎣ 0.000 0.011 0.025 0.039

0.011 0.025 0.039 0.055
0.025 0.039 0.055 0.068

⎤
⎦, (27)
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The above procedure is performed for each series separately and provides nineteen
different L × K = 3 × 4 trajectory matrices Y(i) (i = 1, 2, . . . , 19). The result of this step is
the following vertical formed block Hankel trajectory matrix:

YV =

⎡
⎢⎢⎢⎢⎣

Y(1)

Y(2)

...
Y(19)

⎤
⎥⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0.000 0.011 0.025 0.039
0.011 0.025 0.039 0.055
0.025 0.039 0.055 0.068
0.000 0.019 0.035 0.053
0.019 0.035 0.053 0.071
0.035 0.053 0.071 0.085

...
...

...
...

3.400 3.391 3.379 3.365
3.391 3.379 3.365 3.351
3.379 3.365 3.351 3.341

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (28)

The eigenvalues of YVYT
V , arranged in decreasing order are λV1= 1066.7105; λV2 =

0.2704;λV3= 0.0135;λV4= 0.0080. The values of the corresponding eigenvectors UV1 , UV2 ,
UV3 , UV4 are represented in Table 3.

Figure 7. x coordinates of marker 10.

Table 3. Corresponding eigenvectors of YVYT
V .

Marker UV 1 UV 2 UV3
UV4

1
0.0011 −0.0570 −0.0017 −0.0151
0.0020 −0.0639 −0.0113 −0.0075
0.0029 −0.0640 0.0038 0.0064

2
0.0016 −0.0761 −0.0163 0.0108
0.0027 −0.0764 −0.0050 −0.0085
0.0037 −0.0744 0.0027 0.0238

. . . . . . . . . . . .

. . . . . . . . . . . .

. . . . . . . . . . . .

19
0.2072 −0.0705 −0.0268 0.0102
0.2065 −0.0628 −0.0298 −0.0064
0.2057 −0.0649 −0.0375 −0.0386

The rank of the matrix YV is d = 4. The contribution of the component YVI is measured
by the share of the corresponding eigenvalues (Table 4).
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Table 4. Share of the eigenvalues.

Eigenvalue ∑i∈IλVi /∑
4
i=1λVi

Share (%)

λV1 = 1066.7105 1066.7105/1067.0024 99.9726
λV2 = 0.2704 0.2704/1067.0024 0.02534
λV3 = 0.0135 0.0135/1067.0024 0.00126
λV4 = 0.0080 0.0080/1067.0024 0.00075

Sum: 1067.0024

To perform the reconstruction stage, it is necessary to calculate the principal compo-
nents VVi = YT

V UVi /
√

λVi . The results of this calculation are represented in Table 5.

Table 5. Values of VVi .

VV1 VV2 VV3 VV4

0.5061209 0.6596638 0.1650227 −0.5318409
0.5020078 0.2372012 −0.5817402 0.5924250
0.4982835 −0.2396131 0.7359443 0.3984461
0.4935079 −0.6718575 −0.3059158 −0.4548699

The reconstructed trajectory matrix of all markers achieved from four eigentriples is
presented in Table 6.

The reconstructed series of marker M1 expressed in the form of principal components

achieved by arithmetic averaging of Ŷ(1)
V1

, Ŷ(1)
V2

, Ŷ(1)
V3

, Ŷ(1)
V4

are represented in Table 7 and
Figure 8 separately.

Figure 8. The reconstructed series of x coordinates of the marker M1 decomposed on principal components: (a) the first
principal component 99.9726%; (b) the second principal component 0.02534%; (c) the third principal component 0.00126%;
(d) the fourth principal component 0.00075%.
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Within the grouping step, we only have signal and noise components and we use
two groups of indices, I1 =

{
λV1 , λV2

}
and I2 =

{
λV3 , λV4

}
and associate the group I1 with

signal component and the group I2 with noise. The reconstructed series of x coordinates of
the marker M1 composed of the signal components are represented in Table 8.

Table 8. The reconstructed series of the marker M1 composed of the signal components.

~
x
(1)
0

~
x
(1)
1

~
x
(1)
2

~
x
(1)
3

~
x
(1)
4

~
x
(1)
5

X̃(1)
V1

+ X̃(1)
V2

−0.001369 0.011073 0.025299 0.039269 0.054865 0.069102

Figure 9 represents the original and reconstructed series of x coordinates of the marker
M1 using only signal group (I1).

Figure 9. Original and reconstructed series of x coordinates of M1.

The reconstructed series X̃(i)
Ni

, i = 1, 2, . . . , 19 achieved by arithmetic averaging of
YV(I1) are represented in Table 9.

Table 9. Reconstructed series of x coordinates of markers based on the signal components.

Marker t = 0 t = 1 t = 2 t = 3 t = 4 t = 5

1 X(1) −0.001 0.011 0.025 0.039 0.055 0.069
2 X(2) 0.000 0.018 0.035 0.052 0.070 0.086

. . . . . . . . . . . . . . . . . . . . .
19 X(19) 3.401 3.390 3.379 3.366 3.353 3.338

The error of the reconstruction stage is calculated according to the following equation
of mean absolute percentage error (MAPE):

MAPEi =
1
N

N

∑
Ni=1

∣∣∣∣∣∣
X̃(i)

Ni
− X(i)

Ni

X(i)
Ni

∣∣∣∣∣∣× 100%, (29)

The aggregated mean absolute percentage error (AMAPE) of the reconstruction stage
is calculated as follows:

AMAPE =
1
M ∑M

i=1 MAPEi, (30)

MAPEi and AMAPE are represented in Table 10.
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Table 10. Error of reconstruction stage.

Marker MAPE(0)
i MAPE(1)

i MAPE(2)
i MAPE(3)

i . MAPE(4)
i MAPE(5)

i MAPEi(%)

1 0.14 0.66 1.20 0.69 0.25 1.62 0.76
2 0.03 7.18 0.96 1.05 1.62 0.74 1.93

. . . . . . . . . . . . . . . . . . . . . . . .
19 0.03 0.02 0.00 0.02 0.06 0.08 0.04

AMAPE 0.95

Signal components used for the reconstruction stage were also used for the forecasting
purpose. Vector U(i)∇

j , j = 1, 2, composed of the first Li−1 components of the vector

U(i)
j , j = 1, 2, 3, 4, is represented in Table 11.

Table 11. Components of the vector U(i)
j , j = 1, 2.

Marker UV 1 UV 2

1
0.0011 −0.0570
0.0020 −0.0639

2
0.0016 −0.0761
0.0027 −0.0764

. . . . . . . . .
. . . . . .

19
0.2072 −0.0705
0.2065 −0.0628

Vector π(i)j , j = 3, composed of the last component of the vector U(i)
j , (i = 1, . . . , M),

is represented in Table 12.

Table 12. Components of the vector π(i)j , j = 3.

Marker UV 1 UV 2

1 0.0029 −0.0640
2 0.0037 −0.0744

. . . . . . . . .
19 0.2057 −0.0649

Forecasted x coordinates of the markers for h = 1 step ahead are obtained according to
Equation (12) and represented in Table 13.

Table 13. Forecasted x coordinates for h = 1.

Marker t = 6 t = 7 t = 8

1 0.083 0.096 0.108
2 0.102 0.117 0.131

. . . . . . . . . . . .
19 3.323 3.303 3.281

The analogous procedure is performed for z coordinates. The reconstructed series

Z̃(i)
Ni

, i = 1, 2, . . . , 19 are represented in Table 14.
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Table 14. Reconstructed series of Z coordinates of markers based on the signal components.

Marker t = 0 t = 1 t = 2 t = 3 t = 4 t = 5

1 Z(1) 0.000 0.000 0.000 0.000 0.000 0.000
2 Z(2) 0.624 0.624 0.622 0.620 0.617 0.615

. . . . . . . . . . . . . . . . . . . . .
19 Z(19) 0.000 0.000 0.000 0.000 0.000 0.000

The difference between the original and reconstructed series for marker 2 is repre-
sented in Figure 10.

Figure 10. Original and reconstructed series of z coordinates of M2.

Aggregated mean absolute percentage error (AMAPE) of reconstruction stage of z
coordinates is 0.18%. Forecasted z coordinates of the markers for h = 1 step ahead are
obtained according to Equation (12) and represented in Table 15.

Table 15. Forecasted z coordinates for h = 1.

Marker t = 6 t = 7 t = 8

1 0.000 0.000 0.000
2 0.612 0.611 0.609
. . . .

19 0.000 0.000 0.000

The time displacement intensity vector of marker m for t = 0, 1, . . . , 5 and t = 6, 7, 8 is
represented in Table 16.

Table 16. Displacement intensity vector ΔV.

Marker Δv(t = 0) Δv(t = 1) Δv(t = 2) Δv(t = 3) Δv(t = 4) Δv(t = 5) Δv(t = 6) Δv(t = 7) Δv(t = 8)

1 0.000 0.011 0.014 0.014 0.016 0.013 0.015 0.013 0.012
2 0.000 0.019 0.016 0.018 0.018 0.014 0.017 0.015 0.015
... ... ... ... ... ... ... ... ... ...
19 0.000 0.009 0.012 0.014 0.014 0.010 0.018 0.020 0.022

The universe of displacement is defined as follows: D =[l, u], where l =minΔV19×19= 0
and u =maxΔV19×19 = 0.2020. The observed and forecasted data are sorted in the fol-
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lowing ascending order: 0, 0, . . . , 0.0063, 0.0090, . . . ,0.1958, and 0.2020. The distance of
any two consecutive values is: 0, 0, . . . , 0.0027, . . . ,0.0062. The corresponding average
value d and standard deviation σd of obtained distances are: d= 0.0011, σd= 0.0038. The
process of elimination of outliers is performed with respect to the following condition:
−0.00265 ≤ d ≤ 0.00503. A revised average distance is dR= 0.000695. A revised universe of
displacement is ΔVR = [−0.0007, 0.2027 ]. According to Equation (19) the length of interval
is 0.0338.

Quantification of the linguistic variables by the triangular fuzzy numbers is repre-
sented in Table 17.

Table 17. Variables obtained by quantification.

Variable ai bi ci

A1 −0.0007 0.0332 0.0671
A2 0.0332 0.0671 0.1010
A3 0.0671 0.1010 0.1349
A4 0.1010 0.1349 0.1688
A5 0.1349 0.1688 0.2027

According to Equation (22), displacement intensity of configuration of the gate road
support for t = 1 is: O(1) = (a(1), b(1), c(1)) = (0.0632, 0.0758, 0.2020 ) (Figure 11).

Fuzzy relationships between fuzzified observation O(1) =(a(1), b(1), c(1)) for t = 1
and defined fuzzy time series are: μA1(1)= 0.587; μA2(1)= 0.754; μA2(1)= 0.915; μA3(1)
= 0.842; μA3(1)= 0.727; μA4(1)= 0.631; μA4(1)= 0.359; μA5(1)= 0.419; μA5(1)= 0. Fuzzi-
fied observation of displacement intensity of configuration of the gate road support for
t = 1 belongs to the cluster A2 because the intersection between O(1) and A2 has the
highest value of membership function, μA2(1)= 0.915, (Figure 11).

Figure 11. Fuzzy relationships between O(1) and A1, A2, A3, A4, and A5.

4. Results

Finally, the obtained sequences of displacement intensity of configuration of the gate
road support over observed and forecasted time is as follows: A2→A2→A2→A2→A2→A1
→A1→A1, see Figure 12.
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Figure 12. Topology of the gate road support over time, blue color-observed and red color-forecasted
configuration.

5. Conclusions

Efficiency of underground mine production directly depends on functionality of the
main gate roads. Due to hard geological conditions and mining activities, deformations of
gate roads are very intensive and happen frequently. Having the ability to monitor and
forecast deformations is recognized as a key role to maintaining the stability of gate roads,
i.e., to maintain their functionality. The signal and noise of deformations are isolated by
multivariate singular spectrum analysis and it is also used to forecast future deformations
with respect to different combinations of obtained principal components. Clustering based
on fuzzy time series enables us to see how the configuration of the gate road support
has generally changed over time and defines the intervals of deformation by adequate
triangular fuzzy numbers. Making decisions and plans based on the intervals is much
more reliable and suitable than performing such activities based on crisp values.

The developed model enables mine planners to create an effective plan to support
repairs, including duration time and costs of reparation with respect to forecasted deforma-
tions. Future research will be focused on carrying an in situ measuring of the deformations
in an underground mine to quantify the quality of the method. Furthermore, the focus will
be on the making of a 3-D model of gate road support deformation forecasting.
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