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Dejan Brkić holds a Ph.D., M.Sc., and B.Sc. from the University of Belgrade, in Belgrade, Serbia, 
Department of Petroleum and Natural Gas Engineering, and M.Sc. from the University of Niš, in Niš, 
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Preface to ”Safe, Secure and Sustainable Oil and Gas

Drilling, Exploitation and Pipeline Transport

Offshore”

The Special Issue “Safe, Secure and Sustainable Oil and Gas Drilling, Exploitation and Pipeline

Transport Offshore” was focused on regulations, including technical and operational standards,

safety technologies, and organizational factors, which can greatly contribute to the occurrence of

accidents in the offshore oil and gas sector. All methods, computational procedures, innovations,

and technologies, which can increase the production rate, safety of pipelines, usability, and efficiency,

were also of interest, as were all aspects related to the production of oil and gas and drilling, both

offshore and onshore, and those related to an increased degree of utilization and efficiency of drilling,

all safety aspects, and all aspects of security of supply. Contributions from academia, standardization

and regulatory bodies, manufacturers of equipment, service and exploitation companies, and from all

other types of industry were welcome. This Special Issue contains 13 papers and one editorial paper.
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Dejan Brkić 1,2,* and Pavel Praks 1,*
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The Special Issue “Safe, Secure and Sustainable Oil and Gas Drilling, Exploitation
and Pipeline Transport Offshore” was focused on regulations, including technical and
operational standards, safety technologies, and organizational factors, which can greatly
contribute to the occurrence of accidents in the offshore oil and gas sector.

All methods, computational procedures, innovations and technologies which can
increase the production rate, safety of pipelines, usability and efficiency were also of
interest, as well as all aspects related to the production of oil and gas and drilling, both
offshore and onshore, and those related to an increased degree of utilization and efficiency
of drilling, all safety aspects, and all aspects of security of supply. Contributions from
academia, standardization and regulatory bodies, manufacturers of equipment, service
and exploitation companies, and from all other types of industry were welcome.

This Special Issue contains 13 papers:

1. The purpose of [1] is to demonstrate the possibility of using a mathematical model of
a k-out-of-n system to support decision-making in the preventive maintenance of an
unmanned underwater vehicle to monitor the condition of a subsea pipeline;

2. To improve oil spill detection, combined with underwater image processing tech-
nology, an unsupervised detection algorithm for oil spill in underwater pipelines is
proposed for the first time in [2];

3. The purpose of [3] is to demonstrate the possibilities of assessing the reliability of
oil and gas industry structures with the help of mathematical models of k-out-of-n
systems;

4. Tuned Mass Damper could effectively reduce the vibration response of the Top
Tensioned Risers, as described in [4], where the modal superposition method is used
to calculate the model while current loading in the South China Sea was then applied
to the riser;

5. The strength characteristic of blast wall on drillship based on the blast load profile
from fire and explosion risk analysis results, as well as the ability of the current
design scantling of the blast wall to endure the blast pressure during the well test are
examined in [5];

6. To improve the anti-explosion performance of blast wall in offshore platforms, an
auxetic re-entrant blast wall is proposed and designed based on the indentation
resistance effect of an auxetic structure, as described in [6];

7. The objective of [7] is to reveal the freak wave effects on dynamic behaviours of
offshore pipelines for deepwater installations;

8. The aim of [8] is to study the variation in drag force, vertical offset angle, resistance,
and attitude for towing operations with a view towards optimizing these operations;

9. In [9], the characteristic of natural convection under yawing motion is studied sys-
tematically to clarify the interaction between yawing motion and thermal-dynamic
behaviour;
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10. The thermal and hydraulic characteristics of the liquid hold were investigated under
different combinations of dimensionless parameters, and the combined effect of
rolling and fluid non-Newtonian behavior is investigated in [10];

11. The purpose of [11] is to provide a structural review of the progress made on the
detection and localization of leaks in pipelines by using approaches based on the
Kalman filter;

12. The “International Electrotechnical Commission System for Certification to Standards
Relating to Equipment for Use in Explosive Atmospheres” (IECEx) and European “At-
mosphere Explosible” (ATEX) schemes are compared in [12], and a recommendation
about their use in offshore oil and gas offshore industry is made;

13. In [13], how technical standards and procedures, which are recognized worldwide
by the petroleum industry, can be accepted by various standardization bodies is
discussed, as well as how to select the most appropriate technical standards that can
increase the overall level of safety and environmental protection whilst avoiding the
costs of additional certifications.
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13. Brkić, D.; Praks, P. Proper Use of Technical Standards in Offshore Petroleum Industry. J. Mar. Sci. Eng. 2020, 8, 555. [CrossRef]

2



Journal of

Marine Science 
and Engineering

Technical Note

Offshore Oil and Gas Safety: Protection against Explosions
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Abstract: Offshore oil and gas operations carry a high risk of explosions, which can be efficiently
prevented in many cases. The two most used approaches for prevention are: (1) the “International
Electrotechnical Commission System for Certification to Standards Relating to Equipment for Use
in Explosive Atmospheres” (IECEx) and (2) European “Atmosphere Explosible” (ATEX) schemes.
The main shortcoming for the IECEx scheme is in the fact that it does not cover nonelectrical
equipment, while for the ATEX scheme, it is due to the allowed self-certification for a certain category
of equipment in areas with a low probability of explosions, as well as the fact that it explicitly
excludes mobile offshore drilling units from its scope. An advantage of the IECEx scheme is that it
is prescribed by the US Coast Guard for protection against explosions on foreign mobile offshore
drilling units, which intend to work on the US continental shelf but have never operated there
before, with an additional requirement that the certificates should be obtained through a US-based
Certified Body (ExCB). Therefore, to avoid bureaucratic obstacles and to be allowed to operate with
minimized additional costs both in the US and the EU/EEA’s offshore jurisdictions (and very possibly
worldwide), all mobile offshore drilling units should be certified preferably as required by the US
Coast Guard.

Keywords: safety legislation; market access; explosions; ATEX; IECEx; offshore oil and gas; certified
equipment; hazardous area classification; gas atmospheres; international standards

1. Introduction

The offshore oil and gas industry involves many risks of explosions for personnel and
installations. Explosions can occur under certain conditions in the presence of a mixture of air
and released hydrocarbon gases due to a number of different reasons, including blowouts,
the use of inadequate equipment or its malfunction, negligence, lack of training, poor or
incomplete maintenance, etc., while sources of ignition can include naked flames, electrical
sparks, static electricity, hot surfaces, friction, ionizing radiation, ultrasound, hot gases, etc.
(e.g., methane is capable to cause an explosion in concentration between 4.4% and 16.5% in its
mixture with air, while the ignition temperature for methane should be ≥595 ◦C).

Protection against explosions on mobile offshore drilling units needs to be arranged
through worldwide accepted regulations at the lowest possible cost, which will be ac-
cepted by most host countries, while on fixed platforms, it needs only to fulfill legislative
requirements of the host country. Two main approaches for protection against explosions
are the “International Electrotechnical Commission System for Certification to Standards
Relating to Equipment for Use in Explosive Atmospheres” (IECEx) [1] and the European
“ATmosphere EXplosible” (ATEX) schemes (the ATEX approach can be treated as a regional
European version of the IECEx approach, while certain differences can be noted) [2–4].

Offshore oil and gas operations typically start with a relatively short one-off drilling
phase performed by mobile offshore drilling units [5], which is shortly after replaced
with a long-lasting exploitation phase that can take several years and even decades and is
performed from fixed production platforms. Legislative requirements for protection against

J. Mar. Sci. Eng. 2021, 9, 331. https://doi.org/10.3390/jmse9030331 https://www.mdpi.com/journal/jmse
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explosions on fixed platforms and offshore drilling ships are very often different (also, the
legislatures treats a certain type of ships as fixed platforms, e.g., floating production storage
and offloading units are typical ships in terms of shape, navigation, and propulsion, but
they are treated as fixed facilities in terms of legislative requirements for protection against
explosions because, as a rule, they are settled for a long time or even permanently at one
place; although anchored in a similar way as ships).

The EU/EEA and the USA require different levels of protection against explosions
for oil and gas mobile offshore drilling units compared with their related requirements
imposed for fixed offshore platforms and offshore (Table 1). Both the ATEX and IECEx
schemes provide a high level of protection against explosions but with some differences
that are described in this note [6,7].

Table 1. Protection scheme against explosion on the US and the EU/EEA continental shelf 1.

ATEX IECEx

Fixed platforms (including equipment
onboard) on the EU/EEA continental shelf

Mobile units (including equipment onboard)
on the EU/EEA continental shelf 2

Facilities and equipment onshore the EU/EEA Foreign mobile units (including equipment
onboard) on the US continental shelf 3

1 US onshore installations and US domestic mobile units (including equipment onboard) operating on the US
continental shelf are covered through the US National Electrical Code (NEC) and need to be certified through a
Nationally Recognized Testing Laboratory (NRTL). 2 Practically prescribed by the IMO MODU Code. “Code for
the Construction and Equipment of Mobile Offshore Drilling Units” by the International Maritime Organization.
3 Need to be certified through a US-based “International Electrotechnical Commission System for Certification to
Standards Relating to Equipment for Use in Explosive Atmospheres” (IECEx) body if they intend to operate on
the US continental shelf but had never operated before there (foreign mobile units with equipment onboard that
frequently operate on the US continental shelf need to follow the same rules as US domestic vessels).

2. Main Certification Schemes for Protection against Explosions

The principles for the classification of equipment proofed for use in areas with a
higher risk of explosions are similar in most countries, and they are based on requirements
introduced by the International Electrotechnical Commission (IEC) [8]. Despite this fact,
many local modifications and variants exist.

ATEX protection is described in Section 2.1 and IECEx in Section 2.2. Although based
on the almost same principles but with some modifications, as described in Section 2.3,
various certification schemes for protection against explosions are available and required
for use in different countries. Section 2.3.1 describes the situation in the USA, Section 2.3.2
in Canada, Section 2.3.3 in the Eurasian Union (Armenia, Belarus, Russia, Kazakhstan, and
Kyrgyzstan), Section 2.3.4 in China, Section 2.3.5 in Brazil, and Section 2.3.6 in Australia,
together with New Zealand.

2.1. European “ATmosphere Explosible” (ATEX)

Two European ATEX directives are available for protection in explosive atmospheres
(ATEX is a French acronym for “ATmosphere EXplosible”):

(1) 1999/92/EC ATEX directive for the protection of the user (personnel and workers)—
“Minimum requirements for improving the safety and health protection of workers
potentially at risk from explosive atmospheres”;

(2) 2014/34/EU ATEX directive for product safety—“Equipment and protective systems
intended for use in potentially explosive atmospheres,” a new version of 94/9/EC.

Using the ATEX scheme, equipment shall be certified through one of the European
notified bodies listed in the “New Approach Notified and Designated Organizations”
(NANDO) database. The obligatory certification has been in force since 1 July 2003 through
the 94/9/EC directive and since 20 April 2016 through the related recast 2014/34/EU
of the previous directive. Both ATEX directives for product safety (2014/34/EU) and
the protection of the user (personnel and workers) (1999/92/EC) are mandatory in the
EU/EEA.
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The new goal-oriented European approach [2], which has been in force since 2000, al-
lows the use of any available technical standard that can assure application of the obligatory
directives, such as ATEX. Instead of referring to a certain list of harmonized standards (the
European Standards Committee (CEN) and the European Committee for Electrotechnical
Standardization (CENELEC) define the harmonized standards), the directives prescribe
Essential Health and Safety Requirements (EHSRs) that shall be fulfilled. The use of harmo-
nized technical standards gives only a presumption of conformity to the directives, while
compliance only to the Essential Health and Safety Requirements (EHSRs) is considered
full conformity (to achieve that, any appropriate available technical standard can be used).

The ATEX directive for product safety covers electrical equipment, nonelectrical
equipment such as mechanical, hydraulic (pumps), and pneumatic equipment, including
assemblies, protective systems, components (push button, relays, valves), controlling and
regulating devices, etc. The ATEX directive for product safety deals with both electrical
and nonelectrical equipment. Such equipment is divided into (i) Groups and (ii) Categories
and can be placed in (iii) Zones, as shown in Table 2.:

Table 2. Groups, Categories, and Zones prescribed by the “ATmosphere EXplosible” (ATEX) directive.

(i) Groups

Group I Relevant to underground coal mines, where the occurrence of dust and
methane firedamp is frequent [9–14]

Group II Relevant to the oil and gas industry and refers to potentially gaseous
explosive atmospheres

(ii) Categories

Category 1 Most strict and intended for use in areas with the highest risk of explosions
Category 2 For use in areas in which explosive atmospheres are likely to occur
Category 3 For areas with a low probability for explosions

(iii) Hazardous Zones

Zone 0 An explosive atmosphere is present continuously, for long periods,
or frequently

Zone 1 An explosive atmosphere is likely to occur occasionally in
normal operation

Zone 2
An explosive atmosphere is not likely to occur during normal operations

(if it occurs, it only persists for a
short period)

For Categories 1 and 2, the procedure to affix the CE marking following appropriate
type-examination procedures shall be issued by a notified body, while for Category 3, the
manufacturer can ensure full conformity. The European auxiliary “Ex” mark, together
with the European general mark for conformity “CE,” shall be affixed on the certified
equipment.

Group II of equipment for use in offshore oil and gas installations is divided into
Categories, which can be used or installed in hazardous Zones, as given in Table 3.

Table 3. Use of Group II of equipment in Hazardous Zones depending on its Category.

Zone Category

Zone 0 Category 1
Zone 1 Category 1 or 2
Zone 3 Category 1, 2, or 3

Categories of equipment and Hazardous Zones [15–19] can be determined by using
any of the available technical standards. For electrical equipment, IEC 60079: Explosive
atmospheres—CENELEC 60079 series can be used, and for nonelectrical equipment, EN
13463 series (EN ISO 80079) can be used. The types of protection are given in Table 4.

5
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Table 4. Examples of types of protection for a certain Zone1.

Zone Types of Protection Technical Standard

Zone 0
Ex ia—Intrinsic safety (higher grade) IEC EN 60079-11

Ex s—Specifically designed for Zone 0 IEC 60079-33

Zone 0 and 1

Ex ib—Intrinsic safety (lower grade) IEC EN 60079-11
Ex d—Flameproof enclosures EN 13463-3 and IEC EN 60079-1

Ex e—Increased safety IEC EN 60079-7
Ex p—Pressurizations IEC EN 60079-2 and 13

Zone 0, 1, and 2
Ex n—Type of protection IEC EN 60079-15

Ex o—Oil immersed IEC EN 60079-6
Ex q—Powder filled IEC EN 60079-5

1 Certain technical standards such as EN 13463-3 cover nonelectrical equipment, and such standards do not have
an IEC equivalent, while certain such as IEC 60079-33 are not harmonized with the ATEX directive and hence not
marked as EN (not developed by the CEN/CENELEC) but can be used if they meet the Essential Health and
Safety Requirements of the ATEX directive.

Zones are determined by the grade of release: (1) continuous grade, (2) periodically
or occasionally, and (3) normally not to expect; by the degree of ventilation: (1) high,
(2) medium, and (3) low; and by availability of ventilation: (1) good, (2) fair, and (3) poor.
The potentially explosive atmosphere can be prevented from igniting if the surface temper-
ature of the item of equipment is lower than the ignition temperature of the surrounding
gas, while the temperature classes for Europe and the USA are maximal (T1 = 450 ◦C,
T2 = 300 ◦C, T3 = 200 ◦C, T4 = 135 ◦C, T5 = 100 ◦C, and T6 = 85 ◦C (subcategories exist in the
USA)). The gas groups are I—methane, IIA—propane, IIB—ethylene, IIC—acetylene, and
hydrogen, etc. (ignition energy is I—280 μJ, IIA—160 μJ, IIB—80 μJ, and IIC—20 μJ) [20,21].

Use of the 2014/34/EU directive for product safety is obligatory in the EU/EEA, both
onshore and offshore, with the exception of mobile drilling units operated on the EU/EEA
continental shelf. On the other hand, the 2013/30/EU directive for overall oil and gas
offshore safety requires the use of all the best worldwide available technical standards [22]
and prescribes the use of the IMO MODU Code, “Code for the Construction and Equipment
of Mobile Offshore Drilling Units” by the International Maritime Organization, which, in
practice, requires the use of the IECEx scheme for protection on mobile drilling units.

2.2. “International Electrotechnical Commission System for Certification to Standards Relating to
Equipment for Use in Explosive Atmospheres” (IECEx)

The “International Electrotechnical Commission System for Certification to Standards
Relating to Equipment for Use in Explosive Atmospheres” (IECEx) scheme is not manda-
tory [1], but it is widely used in the offshore oil and gas industry and especially on mobile
offshore drilling units in the US and EU/EEA’s offshore jurisdictions.

The IECEx certification scheme is operated by International Electrotechnical Com-
mission (IEC), and it is based on its technical standards [23–26]. Around 30 nations
participate in the IECEx scheme for protection against explosions, and many are based
on it, such as the already described European ATEX, as well as many others described in
Section 2.3. A nation without its own national scheme for protection against explosions can
adopt the IECEx scheme to fill its legislative gaps using a pretailored model for regulation
in the sector of equipment used in environments with an explosive atmosphere through
the United Nations Economic Commission for Europe (UNECE) [27].

The offshore oil and gas industry under the IECEx scheme uses the same classification
of equipment as under the ATEX protective scheme: Groups, Categories of equipment,
and Hazardous Zones (Technical Committee 31 of the IEC is responsible for equipment for
explosive atmospheres). The IEC 60079 series of Technical Standards can be used, but in the
offshore industry, the Recommended Practice by the American Petroleum Institute API505
“Classification of Locations for Electrical Installations at Petroleum Facilities Classified as
Class I, Zone 0, Zone 1, and Zone 2” is more used (a similar approach is used in the US
onshore industry through the NEC505, as described in Section 2.3.1) [16]. The requirements
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between these two approaches for Hazardous Zones are similar; the IEC 60079 is more
analytical, while the RP API505 is more prescriptive [6].

Certificates issued by the IECEx scheme are listed on its website; therefore, their
validity can be verified in a very convenient way. Under the IECEx scheme, four types of
certificates can be issued:

(1) Equipment—Only technical standards issued by Technical Committee 31 “Equipment
for explosive atmospheres” of the International Electrotechnical Commission (IEC) can
be used for the certification of equipment (only electrical equipment can be certified),
while the certification through an IECEX Certification Body (ExCB) is required for all
Categories of equipment (Categories 1, 2, and 3 in IECEx Ga, Gb, and Gc, respectively)
(ATEX allows for the self-certification of equipment by the manufacturer in Category 3);

(2) Service Facilities—In addition to the certification of equipment, the IECEx scheme
allows the certification of the repair and overhaul of equipment (nothing similar is
available in the ATEX scheme);

(3) Persons—Certification for qualified persons who were properly trained and meet
the prerequisites to implement safety requirement required by the IECEx scheme
(nothing similar is available in the ATEX scheme);

(4) Conformity Mark—It is issued by approved IECEx Certification Bodies (ExCBs) for
the equipment manufactured and tested using appropriate IEC technical standards.

2.3. Other Main Certification Schemes for Protection against Explosions

Possession of the IECEx or ATEX certifications cannot replace the obligatory certifi-
cation imposed by most countries but can facilitate and support a procedure to apply for
it. The IECEx Test Report is likely to be accepted as a base for national certification in the
USA, Canada, Russia, Ukraine, Belarus, China, South Korea, India, Brazil, Argentina, Chile,
South Africa, etc. Some countries, such as China, also accept the ATEX certificate as a base
for its national certification. On the other hand, the ATEX Test Report can be used as a base
for a national certificate in Hong Kong (special administrative region of China), Taiwan (de
facto different legislation apply, but de jure part of China), Vietnam, Indonesia, etc. Finally,
in some countries, such as in Japan, many domestic tests are required, and the IECEx or
the ATEX Test Reports cannot facilitate the procedure.

2.3.1. USA

The Occupational Safety and Health Administration (OSHA) requires certification
against explosions through one of its Nationally Recognized Testing Laboratories (NRTLs).
In the National Electrical Code and National Fire Protection Association prescript NEC/
NFPA 70 for hazardous areas, NEC500 is based on a two-division classification of hazardous
locations, while NEC505 is based on a three-zone classification. The three-zone area
classification system is compatible with the IEC 60079 series of technical standards for
explosive atmospheres; such an approach is compatible with the IECEx scheme and can be
used as a basis for obtaining certification for the protection of equipment installed/or used
on mobile offshore drilling units on the US offshore continental shelf. Certified equipment
for use in areas protected against explosions shall be marked with a label of a Nationally
Recognized Testing Laboratory (NRTL). In the offshore sector in the USA, the Bureau of
Safety and Environmental Enforcement (BSEE) has authority over fixed platforms and
the United States Coast Guard (USCG) over mobile units (ruling published in the Federal
Register (Vol. 80, No. 61) on 31 March, 2015, and came into force on 2 April 2018). The
IECEx certificates are not directly accepted under the National Electrical Code (NEC) in the
USA, but the IECEx Test Report can facilitate appropriate US certification (only electrical
equipment can be certified against explosions).

2.3.2. Canada

Similar rules for protection against explosions as in the USA are in force in Canada.
The Standards Council of Canada (SCC) requires certification through one of its recog-
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nized certification bodies, while product approval related to electrical safety is under the
jurisdiction of Provincial Governments. Classification of hazardous areas is based on the
three-zone classification, as prescribed by the Canadian Electrical Code (CEC) (two-division
classification is also accepted) and is compatible with the IEC 60079 series of technical
standards for explosive atmospheres. Certified equipment shall be marked with a label of
a recognized Canadian certification body. The IECEx certificate can be used as a basis for
obtaining Canadian certification.

2.3.3. Eurasian Union

The Eurasian Union (ex. Customs Union; Armenia, Belarus, Russian Federation,
Kazakhstan, Kyrgyzstan) requires technical regulations GOST/CU-TR on the safety of
equipment in explosion hazardous environments issued by the Euro-Asian Council for
Standardization, Metrology, and Certification (EASC). Only electrical equipment can be
certified (in practice, only equipment that satisfies at least the ATEX level of protection
can be certified). The appropriate product conformity mark of the Eurasian Union shall be
affixed on the certified equipment.

2.3.4. China

The Chinese State Administration for Market Regulation (SAMR) requires a China
Compulsory Certificate (CCC) Ex certification for protection against explosions (ATEX and
IECEx certificates are not accepted, but if they exist, they can significantly reduce the work
and preparation effort for the CCC certification). The China Compulsory Certificate mark,
commonly known as a CCC mark, shall be affixed on the certified equipment.

2.3.5. Brazil

The Brazilian Ministry of Development, Industry and Foreign Trade, requires a cer-
tification against explosions by the National Institute of Metrology, Standardization and
Industrial Quality (INMETRO). Brazilian certification bodies accept IECEx tests as a base
for the certificate [28]. The INMETRO mark shall be affixed on the certified equipment.

2.3.6. Australia and New Zealand

In Australia and New Zealand, an ANZEx certification against explosions is required.
To obtain it, an IECEx certificate is sufficient, and only certain national differences need to be
tested additionally (the IECEx certification will be directly accepted for Group II equipment).

3. Differences between the ATEX and IECEx Certification Schemes

Historically, the National Electrical Code (NEC), established in 1947 as a concept of
areas with two Divisions, followed by the American Petroleum Institute (API), which
started related work in 1951 on its area classification document API500 based on Divisions
(API500A for electrical installations in petroleum refineries was finalized in 1955, initially
without the suffix “A;” API500B for electrical installations at drilling rigs and production
facilities on land and marine platforms was finalized in 1961; and API500C for electrical
installations at pipelines was finalized in 1966. These merged in 1991 into a single API
500 document [29]). API 500 is based on a hazardous area classification based on two
Divisions, while API 505, introduced in 1997 [30], is based on three Zones (both the ATEX
and IECEx schemes are based on Zone classification) [31] (Table 5 and Figure 1). After
these early efforts, which were made in the USA and followed by many countries, the first
international system for protection against explosions is dated in 1996 when IECEx was
established and in 2003 when the first certificates were issued (IEC-60079-10-1 is compatible
with US API 505 for the classification of hazardous areas). In Europe, the history of ATEX
directives started also in the 1990s.
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Table 5. Zone and Division systems: a comparison.

API 505, IEC-60079-10-1 Zone 0 Zone 1 Zone 2

Presence of explosive gases >1000 h/year 10 to 1000 h/year <10 h/year

API 500 Division 1 Division 1 Division 2
Presence of explosive gases >10 h/year >10 h/year <10 h/year

Figure 1. Zone and Division Systems: an illustrative example.

Categories of equipment in the ATEX and IECEx schemes are equivalent are given in
Table 6, where G refers to gaseous potentially explosive atmospheres.

Table 6. Categories of equipment in the ATEX and IECEx schemes.

ATEX Group 1G Group 2G Group 3G

IECEx Group Ga Group Gb Group Gc

The main differences between the ATEX and IECEx protection schemes are:

• In the EU/EEA, the ATEX scheme is mandatory, and it is developed by the European
Commission (government), while the IECEx scheme is operated by the International
Electrotechnical Commission (IEC), i.e., regulated through an industry representative
at international level.

• Safety of personnel is regulated under the ATEX scheme through the mandatory use of a
separate directive, 1999/92/EC, while nothing similar is available through the IECEx.

• A certificate through an ATEX Notified Body is mandatory for equipment in Categories
1 and 2, while self-certification by the manufacturer is allowed for equipment in
Category 3 (on the other hand, the IECEx scheme requires attestation of all categories
of equipment through its Certified Bodies (ExCBs)).

• The ATEX scheme requires certification through any available technical standards that
can meet Essential Health and Safety Requirements of the ATEX directives, while the
IECEx requires use of the technical standards developed only by the International
Electrotechnical Commission (IEC).

• Although the ATEX scheme uses terms “equipment” and “protective systems,” it
covers both electrical and nonelectrical equipment (EN 13463 and EN ISO 80079
“Non-electrical equipment for explosive atmospheres”), while the IECEx covers only
electrical equipment.

• Protection of certain Categories of equipment is sometimes different in the ATEX and
IECEx schemes (every individual case should be studied if different protections are
required) [32–34].

• The ATEX scheme explicitly does not include mobile offshore drilling units in its scope.

Different marking of equipment is required using the ATEX and IECEx schemes
(Figure 2).
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Figure 2. Marking according to the ATEX and the IECEx schemes for protection against explosions.

4. Conclusions

All European Directives are designed to protect the European single market in the
first place, but in respect to protection against explosion on mobile offshore units for oil
and gas drilling in the EU/EEA offshore continental shelf, some concerns exist if the
European market is fully protected. Furthermore, mobile units in the EU/EEA offshore
jurisdiction are excluded out of the scope of the ATEX Directive 2014/34/EU-ATEX by
Article 1, Section 2(e): “This Directive shall not apply to: seagoing vessels and mobile
offshore units together with equipment on board such vessels or units.” On the other
hand, the US market is fully protected due to the fact that the US Coast Guard requires
the use of domestic protection scheme on the US offshore continental shelf for foreign
mobile drilling units, while foreign-flagged vessels that have never operated, but intend to
operate under the US offshore jurisdiction, should be certified through the IECEx scheme
against explosions by a domestic US-based Certified Body (ExCB). In all other cases, full
compliance with US regulations is obligatory.

No main differences between the ATEX and the IECEx systems for protection against
explosions are detected. A shortcoming for the ATEX scheme is due to the allowed self-
certification for the equipment Category 3, which should be placed in Hazardous Zone 2,
while for the IECEx in the fact that it does not cover nonelectrical equipment.

Mobile offshore drilling units [35–38] should be preferably certified through a US-
based Certified Bodies (ExCB)) using the IECEx protective scheme against explosions
because such units will be allowed to operate with minimized additional costs, both in US
and EU/EEA’s offshore jurisdictions (and very possible worldwide). On the other hand,
fixed offshore platforms should be certified strictly following the rules of host countries.
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2014/34/EU ATEX European directive (a new version of 94/9/EC): Equipment and protec-
tive systems intended for use in potentially explosive atmospheres
ANZEx: certification scheme against explosions in Australia and New Zealand
API: American Petroleum Industry
API500: “Classification of Locations for Electrical Installations at Petroleum Facilities
Classified as Class I, Division 1, and Division 2;” API505a, b, and c merged in 1991 in a
single API 500 document
API500A for electrical installations in petroleum refineries, finalized in 1955, initially
without suffix A
API500B for electrical installations at drilling rigs and production facilities on land and on
marine platforms, finalized in 1961
API500C for electrical installations at pipelines, finalized in 1966
API505: “Classification of Locations for Electrical Installations at Petroleum Facilities
Classified as Class I, Zone 0, Zone 1, and Zone 2;” issued in 1997
ATEX: in French: ATmosphere Explosible
Brazilian Ministry of Development, Industry and Foreign Trade
BSEE: Bureau of Safety and Environmental Enforcement
Categories: Categories of equipment (1 or Ga—very high protection, 2 or Gb—moderate, 3
or Gc—lowest protection against explosions)
CCC Ex: Chinese mark for protection against explosions
CE: EU/EEA conformity mark
CEC: Canadian Electrical Code
CEN: European Standards Committee
CENELEC: European Committee for Electrotechnical Standardization
CENELEC IEC 60079 “Explosive atmospheres;” a series of technical standards
Coast Guard: deal with protections against explosion on mobile units in US waters; Federal
Register (Vol. 80, No. 61) on 31 March 2015 and in force from 2 April 2018
EASC: Euro-Asian Council for Standardization, Metrology, and Certification
EEA: European Economic Area
EHSRs: Essential Health and Safety Requirements of a European directive
EN 13463 and EN ISO 80079 “Non-electrical equipment for explosive atmospheres”: Tech-
nical standards
EU: European Union
Eurasian Union (ex. Customs union): Armenia, Belarus, Russia, Kazakh-stan, Kyrgyzstan
Ex: EU/EEA conformity mark for equipment certified for use in potentially explosive atmospheres
ExCB: IECEX Certification Body
GOST/CU-TR: Eurasian Union Technical Standards
Group: Group of equipment (I—dust and II—gas)
Hazardous Areas: probability of explosions; based on Zones or Divisions
IEC: International Electrotechnical Commission
IECEx: International Electrotechnical Commission System for Certification to Standards
Relating to Equipment for Use in Explosive Atmospheres
IMO MODU code: Code for the Construction and Equipment of Mobile Offshore Drilling
Units by the International Maritime Organization
INMETRO: Brazilian National Institute of Metrology, Standardization, and Industrial Quality
ISO: International Technical Standards
NANDO database: New Approach Notified and Designated Organizations
NEC/NFPA 70: US National Electrical Code for hazardous areas
NEC500: related to the API500
NEC505: related to the API505
New Approach: goal-oriented European approach for the application of obligatory directives
NFPA: National Fire Protection Association
Notify Body: an ATEX certification body
NRTL: US Nationally Recognized Testing Laboratory
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OSHA: US Occupational Safety and Health Administration
SAMR: Chinese State Administration for Market Regulation
UNECE: United Nations Economic Commission for Europe
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Abstract: Ships for drilling need to operate in the territorial waters of many different countries
which can have different technical standards and procedures. For example, the European Union and
European Economic Area EU/EEA product safety directives exclude from their scope drilling ships
and related equipment onboard. On the other hand, the EU/EEA offshore safety directive requires the
application of all the best technical standards that are used worldwide in the oil and gas industry.
Consequently, it is not easy to select the most appropriate technical standards that increase the overall
level of safety and environmental protection whilst avoiding the costs of additional certifications.
We will show how some technical standards and procedures, which are recognized worldwide by
the petroleum industry, can be accepted by various standardization bodies, and how they can fulfil
the essential health and safety requirements of certain directives. Emphasis will be placed on the
prevention of fire and explosion, on the safe use of equipment under pressure, and on the protection
of personnel who work with machinery. Additionally considered is how the proper use of adequate
procedures available at the time would have prevented three large scale offshore petroleum accidents:
the Macondo Deepwater Horizon in the Gulf of Mexico in 2010; the Montara in the Timor Sea in 2009;
the Piper Alpha in the North Sea in 1988.

Keywords: equipment certification; maritime safety; offshore accidents; oil and gas; technical
standards; petroleum engineering

1. Introduction

Today, when the protection of the environment is a top priority, it is also imperative to protect
oceans from pollution. Oceans know no national borders, and hence one oil and gas accident can have
a large impact on many states. In the current world, we witness huge amounts of gas being burnt,
unused on the flares of offshore oil fields or on distant onshore oil fields [1,2]. On the other hand, even
the trade of quotas for the gasses with greenhouse effects exists, and some unused sources of natural
gas are being investigated by energy companies for possible future exploration. In such a controversial
world, it is important to re-evaluate current practices in the application of legislation for oil and gas
drilling that are used worldwide [3,4]. For example, every region has its own characteristics, where, for
example, drilling in cold regions [5–8] has additional requirements compared with drilling in moderate
climatic regions. Similar to nuclear accidents, the probability that a major offshore oil and gas accident
will occur is relatively low, but if it happens the consequences can be catastrophic. The offshore
petroleum industry is complex, with different hazards, such as from leakage [9], pressure [10], moving
objects, fatigue [11], fire, explosions, and in different various shocking events [12–15].

Devices and equipment which are used in the offshore petroleum industry are highly sophisticated,
complex and they are developed, designed, and manufactured using certain technical standards. Some
technical standards are developed on the national level, but in practice, if they are widely accepted as a
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good example of the best practice by the worldwide offshore petroleum industry, informally they are
treated as international. Obviously, the recommended best procedures ought to be accepted and used
around the world, but this should be done carefully to avoid damages to the domestic industry of a
host country [16–18].

Offshore petroleum industries are based on a variety of overlapping philosophies with very
different approaches to achieving high levels of safety. A very short overview of three offshore accidents
to describe the complexity of this industry follows (two accidents from drilling mobile units and one
from a production permanent platform): (1) the Macondo Deepwater Horizon oil spill in the Gulf of
Mexico; (2) the Montara in the Timor Sea; (3) the Piper Alpha accident in the North Sea:

(1) The Macondo Deepwater Horizon oil spill occurred in the Gulf of Mexico on 20 April 2010 on the
Macondo prospect, around 60 km seaward from the Louisiana coast, where British Petroleum
(BP) was the oil company operator while Transocean was the rig contractor. It is to date the
largest offshore petroleum accident ever in terms of hydrocarbon release [19–24]. It should be
noted that the mentioned spill was caused by the Macondo Deepwater Horizon semi-submersible
rig, operated by Transocean Ltd., the world’s second largest offshore drilling contractor who is
based in Switzerland but also with offices in many other countries. The rig was registered by the
American Bureau of Shipping (ABS) and operated under a Marshall Islands flag of convenience
and was built by South Korean company Hyundai Heavy Industries. The rig was chartered to
British Petroleum, headquartered in London, the United Kingdom, which was the developer of
the Macondo prospect with 65% stake, while the United States-based now defunct Anadarko
Petroleum Corporation had 25% stake. Last but not least, United States-based MOEX Offshore
2007, a subsidiary of large company, Japanese Mitsui had 10% stake. The cause of the accident
was a failure of the cement to form a proper shield of concrete at the base of the Macondo well at
the level at which it was supposed to contain oil and gas.

(2) The Montara oil spill occurred on 21 August 2009 in the Montara offshore oil field northwest of
the Australian coast in the Timor Sea. Although much smaller in terms of hydrocarbon release
compared with the Macondo Deepwater Horizon accident, the Montara oil spill was the first
such accident in this part of the world for 25 years [25]. The West Atlas jack-up drilling rig at
the Montara prospect was built by Keppel Fels at the Keppel Shipyard in Singapore in 2007 and
was one of the largest in the world. The West Atlas rig was owned by the Norwegian–Bermudan
Seadrill and operated by PTTEP Australasia (PTTEPAA), a subsidiary of PTT Exploration and
Production (PTTEP), an oil and gas exploration company from Thailand. The cause of the accident
was a failure of the cement to form a barrier of concrete (failure to install a pressure containment
cap on the well).

(3) The Piper Alpha accident occurred on 6 July 1988, offshore in the North Sea about 190 km northeast
of Aberdeen, Scotland [26]. It is, to date, the deadliest offshore petroleum accident. The Piper
Alpha was a large fixed production platform located at the offshore Piper oilfield, which was
operated by Occidental Petroleum (Caledonia) Limited-OXY, a US company. The platform, which
had four modules separated by firewalls, was constructed partly by McDermott Engineering in
Scotland and partly by the Union Industrielle d’Entreprise in France. The cause of the accident has
been unclear to date, but most probably it was due to bad maintenance management—the release
of as little as 30 kg of condensate (mainly propane) over thirty seconds through an unsecured
blind flange, where a pressure safety relief valve had been removed as part of maintenance on the
standby condensate pump [27].

From these three examples, it is obvious that devices and equipment for the offshore petroleum
industry are manufactured in different countries and most probably using many different technical
standards. Besides, it can be foreseen that such equipment and devices installed and used on drilling
units will, by default, often be transferred during their lifetime from one country to another (sometimes
possibly avoiding custom duties and related technical controls). This can cause problems if the technical
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standards in the different host countries are incompatible. Therefore, selecting the appropriate and the
best technical standards is complex, as some countries prescribe exactly which standards should be
used, while in others the best worldwide available appropriate technical standards are expected to be
used (sometimes without going into too much detail about how to choose such standards).

Here we will describe the specific situation in the European Union and European Economic Area
(EU/EEA), where the product safety directives explicitly exclude from their scope offshore mobile units
for drilling, and in some cases, related equipment on board (with some extensions to the well-control
equipment under pressure, which is used onshore). Details about these exclusions will be explained
especially in the spotlight of the EU/EEA offshore safety directive, which explicitly requires the use of
the best worldwide available technical standards. Some notes about the prevention of major or other
types of accidents in the offshore petroleum industry will be examined, mostly in respect to the safe
use of equipment under pressure, protection against fire and explosions, the protection of staffwho
work with machinery, etc.

2. Legislation and Technical Standards

European Union directives are legally binding pieces of legislation in the European Union (EU)
and also in the European Economic Area (EEA), which includes Norway, Iceland, and Lichtenstein
(and in the UK, after leaving the EU during the transitional period, at least until the end of 2020, and
in some other countries through bilateral agreements, such as Switzerland, which is out of both the
EU and the EEA). All EU/EEA directives are principally designed to protect the single market of the
EU/EEA [28].

The directives relevant for the offshore petroleum industry are (i) Directive 2013/30/EU on
safety of offshore oil and gas operations (used as an umbrella Directive for offshore safety) and
(ii) the product safety directives (these directives are relevant but, as explained in Section 2.1, they
explicitly exclude from their scope drilling ships and related equipment)—(ii-1) the ATEX directive
2014/34/EU, for prevention against explosions; (ii-2) the pressure equipment directive 2014/68/EU; (ii-3)
the machinery directive 2006/42/EC. Some others, such as the EU/EEA marine equipment directive
2014/90/EU, apply to equipment installed and used on-board ships that are registered in the EU and the
EEA, but does not interfere with oil and gas drilling (therefore the “Wheelmark” sign; i.e., certification
according to this directive does not apply to oil and gas equipment intended for drilling).

Conformity with the EU/EEA directives can be achieved through the harmonized technical
standards, which are nonbinding pieces of regulation. To prevent technical barriers and to assure
freedom of trade in the EU/EEA where various standards existed or still exist, even the use of
harmonized technical standards are sometimes not sufficient to assure full compliance with the
essential health and safety requirements prescribed by the directives (some directives refer only to
the essential safety requirements). In general, all other available technical standards can be used in
addition to the harmonized standards if they can assure full conformity with the prescribed essential
requirements. In Section 2.2. we will analyze the role of harmonized and other technical standards
in the EU/EEA offshore petroleum industry and interactions among different standardization bodies.
Technical standards should be used in the EU/EEA to provide easier compliance with the provisions of
the essential health and safety requirements of the relevant directives (consequently, the Conformité
Européenne “CE” sign could be affixed to a product. Certifications should be done in general by the
notified bodies listed in the EU/EEA NANDO database (the New Approach Notified and Designated
Organizations).

2.1. Explicit Exclusions from EU/EEA Product Safety Directives

In general, all equipment and machinery in the EU/EEA need to fulfil the essential health and
safety requirements of the relevant directives, or only safety requirements in the case of directives which
primarily protect equipment and only secondarily humans (e.g., the machinery directive 2006/42/EC
deals with essential health and safety requirements, but the pressure equipment directive 2014/68/EU
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only deals with essential safety requirements). Additionally, as a rule in the EU/EEA, required by
the “New Legislative Framework” [29] from 2008, which is an EU/EEA package of measures that
aim to improve market surveillance and boost the quality of conformity assessments, the mandatory
Conformité Européenne “CE” mark must be affixed on equipment and machinery that complies with
the directives. This ensures fair competition by holding all companies accountable to the same rules
(combining equipment manufactured using technical standards of different countries in an assembly is
strongly discouraged—it is also not permitted to then affix the CE marking to components).

The importance of offshore environmental protection [30,31] and safety is noted in the European
Parliament resolution, “Facing the challenge of the safety of offshore oil and gas activities”. EU/EEA
oil and gas offshore safety is based on the 2013/30/EU Directive, which deals with major accidents,
while in general the product safety directives should be used for protection against all other types of
accidents. However, the three mentioned product safety directives that are relevant for offshore safety
in the EU/EEA—(1) the ATEX directive 2014/34/EU for prevention against explosions; (2) the pressure
equipment directive 2014/68/EU; (3) the machinery directive 2006/42/EC—explicitly do not cover mobile
offshore drilling units and, under certain conditions, related equipment on board. The exclusions are
as follows:

(1) From the ATEX directive 2014/34/EU: In article 1, section 2(e) “seagoing vessels and mobile
offshore units together with equipment on board such vessels or units”;

(2) From the pressure equipment directive 2014/68/EU (essential safety requirements are designed to
protect the equipment against hazards caused by pressure): in article 1, section 2(a): “pipelines
comprising piping or a system of piping designed for the conveyance of any fluid or substance
to or from an installation (onshore or offshore) . . . ”; section 2(i): “well-control equipment used
in the petroleum, gas or geothermal exploration and extraction industry and in underground
storage which is intended to contain and/or control well pressure; this shall comprise the wellhead
(Christmas tree), the blow out preventers (BOP), the piping manifolds and all their equipment
upstream”; section 2(j–ii) “ . . . compressors, pumps . . . ”; section 2(n): “ships, rockets, aircraft
and mobile off-shore units, as well as equipment specifically intended for installation onboard or
the propulsion thereof”;

(3) From the machinery directive 2006/42/EC (the essential health and safety requirements of this
directive protect workers and personnel primarily): in article 1, section 2(f): “seagoing vessels
and mobile offshore units and machinery installed onboard such vessels and/or units”.

In general, so-called other types of accidents that should be covered by the product safety
directives, in the worst-case scenario, can lead to major accidents with catastrophic consequences
through a chain of unpredicted events. In addition to climatic changes or significant damage to the
environment, the term “major accident” is defined in the directive 2013/30/EU as an incident with an
explosion, fire, loss of well control, release of dangerous fluids or any other cause that has significant
potential to cause fatalities or severe injuries to five or more people, and can lead to significant
damage to an installation. Instead, through the product safety directives, drilling ships and oil and gas
equipment onboard has been covered through the International Convention for the Safety of Life at
Sea (SOLAS) and more specifically through the Code for the construction and equipment of Mobile
Offshore Drilling Units of the International Maritime Organization (the MODU code). The MODU code
has been developed to protect any ship as a vessel, and its integrity and stability in the first place in
terms of navigation [32–35], emphasizing the additional requirements caused by drilling activities [36],
but does not include requirements for the drilling of subsea wells or the procedures for their control
(such drilling operations are subject to control by the coastal state). The MODU code is used in relation
to the EU/EEA product safety directives as follows: (1) Protection against explosions; (2) Protection of
pressure equipment; (3) Protection of personnel who works with machinery:

(1) Protection against explosions: The ATEX directive 2014/34/EU protects equipment onshore
and on offshore fixed platforms and the ATEX directive 1999/92/EC protects personnel [37].
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However, as prescribed by the MODU code, protection against explosions onboard mobile
drilling units in the EU/EEA waters goes through the International Electrotechnical Commission
System for Certification to Standards Relating to Equipment for Use in Explosive Atmospheres
(IECEx). The IECEx was developed mostly for electrical devices [38] and hence explosions
caused by mechanical equipment is not extensively covered through this scheme. For the many
decades during which mechanical equipment has been used in hazardous areas without causing
damage, some accidents have undoubtedly occurred, mostly due to friction and overheating [39].
Following that reasoning, the EU/EEA also included anti-explosive protection for machinery
through the ATEX scheme [40]. On the other hand, the main shortcoming under the ATEX
scheme is that it allows self-certification in some zones (manufacturer can demonstrate the safety),
which is not allowed in the IECEx scheme [41–46]. Additionally, the ATEX scheme refers only to
equipment and protective systems and does not make any distinction between machinery and
electrical equipment [47–50]. Some other requirements are prescribed in other countries, such as
in Russia [51,52].

(2) Protection of pressure equipment: Some equipment under pressure used offshore in the EU/EEA
which is not specifically modified by adding, for example, moving compensators [53] (to annul
the effect of waves at sea) are under the scope of the pressure equipment directive 2014/68/EU.
The pressure equipment directive 2014/68/EU also excludes from its scope almost all equipment
under pressure for drilling, exploitation or transport used in petroleum industries, including
well-control equipment [54–57], both offshore on fixed or mobile units, or onshore. Besides,
pumps are in the scope of the pressure equipment directive 2014/68/EU only if technical analyses
show that the hazard, due to pressure, is the dominant and main factor of risk. Additionally, all
assemblies under pressure need to be certified through the notified bodies listed in the EU/EEA
NANDO database (the New Approach Notified and Designated Organizations), even when all
parts of such assemblies have already been individually attested.

(3) Protection of personnel who works with machinery: Machinery which is used in the EU/EEA
onshore or on fixed offshore platforms are under the scope of the machinery directive 2006/42/EC.
The transfer of such machinery from mobile units to fixed platforms or onshore without the
proper EU/EEA certification, or avoiding payments of custom duties is problematic.

2.2. Certification Using Technical Standards

Technical standards are not legally binding documents, but they are widely accepted in engineering
practice. In the EU/EEA, they should be used to support the application of the relevant directives. In the
EU, conformity with the appropriate directives can be achieved by using the appropriate harmonized
standards. With the “New approach” of the Council of the European Union from 1985, there is an
obligation of results (i.e., to meet the essential health and safety requirements, and not of means). For
the application of imposed standards, any standard may be used, provided that it meets the essential
health and safety requirements [38,58].

The most relevant standards for the offshore petroleum industry are by the Norwegian NORSOK
(Norsk Sokkels Konkurranseposisjon—the Norwegian shelf’s competitive position), by the United
States’ American Petroleum Institute (API), and by the International Organization for Standardization
(ISO) Technical Committee TC 67. On the other hand, standards developed by classification societies
and private institutions can be used in the offshore petroleum industry, but only in addition to the
abovementioned technical standards. The role of classification societies in the shipping industry is to
establish and maintain technical standards for the construction, operation, and classification of ships
and offshore structures.

Harmonized standards are developed by the recognized European Standards Organizations,
the Comité Européen de Normalisation (CEN), and the Comité Européen de Normalisation
Électrotechnique (CENELEC). Although adherence to the standards is ultimately voluntary, these
standards are created to support manufacturers, other economic operators, and conformity assessment
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bodies to demonstrate that products, services, and processes comply with the relevant directives.
These two European Standardization Organizations—CEN and CENELEC—are officially recognized
as competent in the area of voluntary technical standardization in Regulation 1025/2012. Besides, in the
EU/EEA, ultimately any standard may be used provided that it meets the essential health and safety
requirements of the relevant directives. For certain directives, only essential safety requirements are
required, where the application of the harmonized CEN/CENELEC standards gives only a presumption
of conformity to these directives.

The use of all the best worldwide available technical standards is also prescribed by the umbrella
directive for offshore oil and gas safety in the EU/EEA: Directive 2013/30/EU (harmonized standards
with this directive are not available). Here it should be noted that harmonized standards, which can
support the product safety directives exist; they are extensively developed for the machinery directive
2006/42/EC and for the pressure equipment directive 2014/68/EU, but only partially for the ATEX
directive 2014/34/EU. Due to the lack of harmonized standards, all other available technical standards
should be used if they can assure full compliance with the essential health and safety requirements of
the ATEX directive 2014/34/EU.

The International Organization for Standardization (ISO) develops technical standards for the
offshore petroleum industry through its Technical Committee TC 67 “Materials, equipment and offshore
structures for petroleum, petrochemical and natural gas industries”. Some of the ISO standards are
developed jointly with the American Petroleum Institute (API) [59]. Sometimes, the API standards
are recognized by the ISO through TC 67, where they can be harmonized with appropriate EU/EEA
directives through the Vienna agreement. The Vienna Agreement on technical co-operation between
ISO and CEN, signed in 1991, was drawn up to prevent duplication of efforts of CEN and ISO, and
reducing time spent preparing standards (a similar agreement exists between IEC and CENELEC—the
Frankfurt agreement). The path for the harmonization of API standards with the relevant EU/EEA
directives through these two agreements is depicted with a red arrow in Figure 1.

 

Figure 1. CEN/CENELEC harmonization of API standards with the appropriate EU/EEA directives
through ISO/IEC following the Vienna and Frankfurt Agreements.

Some concerns exist regarding the combination of devices to form an assembly where some of
the devices in the assembly are certified using different technical standards. Prior to being used, such
assemblies must again be certified, but this time as a whole.

Even the best standards, such as ISO and API, can have shortcomings, and therefore additional
re-evaluations or additional checks can be useful.
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3. Conclusions

The technical standards used in the offshore petroleum industry are high level, but sometimes
they are inadequately applied. For example, the three accidents mentioned in this technical note
could have been prevented: (1) The Macondo Deepwater Horizon accident—that the concrete at the
bottom of the Macondo borehole did not create a seal would easily be detected by performing a cement
bond log; a measurement to verify the presence and quality of the cement used to seal the oil and
gas-bearing rock formations; (2) The Montara accident:—there is no doubt that the Montara oil spill
in Australia would not have happened in other countries, such as the UK and Norway, where the
regulatory framework requires the mandatory inspection of wells during and at the completion of
construction; (3) The Piper Alpha accident—proper maintenance management would most probably
have been sufficient to prevent the disaster at the Piper Alpha platform.

Offshore drilling ships, including equipment onboard, which by definition operate in various
countries, are very modern and therefore can usually be certified easily following many different
legislative and technical norms. However, these parallel certifications are costly and should be
simplified through international collaboration to avoid overlapping by signing agreements for mutual
recognition among various countries (e.g., such as through Mutual Recognition Agreements (MRAs)
and the designated Conformity Assessment Bodies (CABs)).

In the current situation, most drilling ships and equipment onboard are certified through various
certification rules, which assure high levels of safety. These certifications are recognized or tolerated
worldwide and they are complementarily used with domestic standards (in some countries, such
domestic standards for offshore oil and gas drilling are not fully developed). All re-evaluations
should be done carefully, and only if the additional cost would increase the overall level of safety and
environmental protection significantly.

Related to the offshore petroleum activities in the EU/EEA waters, special care should be taken to
the following:

− In the past, harmonized standards developed by CEN or CENELEC assured full conformity, while
today to remove barriers for trade in the EU/EEA, any other available technical standards can be
used if they can assure compliance to the health and safety requirements of the relevant directives.
The umbrella directive 2013/30/EU for oil and gas offshore safety in the EU/EEA allows, and even
requires, the use of the best available standards, which are recognized internationally.

− Due to exemption from the scope of the product safety directives, the machinery directive
2006/42/EC, the pressure equipment directive 2014/68/EU, and the ATEX directive 2014/34/EU,
drilling ships and, in certain cases, oil and gas equipment used offshore are out of their scope
(therefore are not required to fulfil the essential health and safety requirements of these directives
and to be certified according to them). However, the use of some of their harmonized standards
can be recommended if such practice can increase the overall level of safety. Additionally, it
should be double-checked if the observed equipment is really excluded from the scope in every
observed particular case (in case of exclusion, the international MODU code applies).

− Well-control equipment is also out of the scope of the pressure equipment directive 2014/68/EU
onshore, and it is not required to follow its essential safety requirements (this directive does not
refer to essential health requirements). Besides, well-control equipment onshore and offshore
on fixed platforms is under the scope of the machinery directive 2006/42/EC and the relevant
essential health and safety requirements of this directive should be satisfied.

− Protection against explosions on fixed offshore platforms goes through the European ATEX
scheme, while on mobile offshore units through the IECEx scheme.
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Notations: The following are used in this paper:

European Union directives:

− Offshore safety directive 2013/30/EU-Directive on safety of offshore oil and gas operations (used as umbrella
Directive for offshore oil and gas safety)

− Product safety directives: (1) ATEX directive 2014/34/EU; (2) pressure equipment directive 2014/68/EU;
(3) machinery directive 2006/42/EC

− Marine equipment directive 2014/90/EU
− ATEX directive 1999/92/EC for protection of personnel

Documents, Regulations, and Databases:

− New Legislative Framework package, that reinforces the application and enforcement of internal market
legislation in the EU/EEA

− Facing the challenge of the safety of offshore oil and gas activities: 2011/2072(INI), Motion for a European
parliament resolution from 26 July 2011

− IECEx: International Electrotechnical Commission System for Certification to Standards Relating to Equipment
for Use in Explosive Atmospheres

− International Convention for the Safety of Life at Sea (SOLAS) from 1974 and in force since 25 May 1980
− MODU code: “Code for the construction and equipment of Mobile Offshore Drilling Units of the International

Maritime Organization” from 2009
− NANDO: New Approach Notified and Designated Organizations Information System (Conformity

Assessment and Acceptance of Industrial Products Notification Bodies)
− Regulation (EU) No 1025/2012, related to European standardization
− “New approach”: Council Resolution of 7 May 1985 on a new approach to technical harmonization

and standards

Standardization and other bodies:

− NORSOK: Norwegian Technical standards
− API: American Petroleum Institute
− ISO: International Organization for Standardization
− TC 67: Technical committee of the ISO “Materials, equipment and offshore structures for petroleum,

petrochemical and natural gas industries”
− CEN: Comité Européen de Normalisation
− CENELEC: Comité Européen de Normalisation Électrotechnique
− IEC: International Electrotechnical Commission
− ANSI: American National Standardization Institute
− CABs: Conformity Assessment Bodies

Agreements:

− Vienna agreement—technical cooperation between ISO and CEN
− Frankfurt agreement—technical cooperation between IEC and CENELEC
− MRAs—Mutual Recognition Agreements promote trade in goods between the EU and third countries and

facilitate market access

Offshore accidents:

− Macondo Deepwater Horizon: the Gulf of Mexico in 2010 (offshore drilling rig, to date the biggest in terms of
hydrocarbon release)

− Montara: the Timor Sea in 2009 (offshore drilling rig)
− Piper Alpha: the North Sea in 1988 (fixed production platform, to date the deadliest offshore

petroleum accident)

Companies:

− British Petroleum (BP)
− MOEX Offshore-subsidiary of Mitsui
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− Occidental Petroleum (Caledonia) Limited-OXY
− Anadarko Petroleum Corporation—Now defuncted
− PTTEP Australasia (PTTEPAA)—Subsidiary of PTT Exploration and Production (PTTEP)
− Transocean: rig contractor
− Norwegian–Bermudan Seadrill: rig contractor
− Keppel Fels: rig manufacturer
− Hyundai Heavy Industries: rig manufacturer
− McDermott Engineering: platform manufacturer
− Union Industrielle d’Entreprise: platform manufacturer

Oil fields and Wells:

− Macondo (the Gulf of Mexico)
− Montara (the Timor Sea)
− Piper (the North Sea)

Rigs and platforms:

− Deepwater Horizon: semi-submersible rig
− West Atlas: jack-up drilling rig
− Piper Alpha: fixed production platform

Ship registers:

− American Bureau of Shipping (ABS)

Product marking:

− Conformité Européenne “CE” sign: general conformity with the relevant EU/EEA Directives
− “Wheelmark” sign: conformity with marine equipment Directive 2014/90/EU

Equipment:

− BOP—Blow out preventers
− “Christmas tree”—Wellhead
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Abstract: A crude oil tanker usually encounters a rolling motion during sea transportation, which leads
to rotational movement and sometimes a sloshing of the liquid hold. This rolling-induced body
motion seriously affects the thermal and hydraulic behavior of the liquid hold, which then affects
the heating process and heat preservation of the tanker. Clarification of the involved thermal and
hydraulic characteristics is the basic requirement for establishment of a scientific heating scheme
and heat preservation method. A two-phase 3D model considering the free liquid surface and
non-Newtonian behavior of the fluid was established for the thermal calculation of the liquid holds
in oil tankers. The thermal and hydraulic characteristics of the liquid hold were investigated under
different combinations of dimensionless parameters, and the combined effect of rolling and fluid
non-Newtonian behavior was investigated. It was found that rolling intensifies the heat transfer
based on the combination of the Richardson number (Ri) and the rotation-strength number (ω∗),
and non-Newtonian behavior of the fluid effectively affects the heat transfer in a rolling motion.
This research is expected to provide a reference for design and optimization of the heating and heat
preservation method for oil tanker operation.

Keywords: oil tanker; rolling motion; mixed convection

1. Introduction

Tanker transportation is one of the most important ways for crude oil transportation, especially
during international crude oil trade. Some high-pour point or high-viscosity crude oil requires heating
during transportation to ensure good flow ability for flexible offloading. This heating process consumes
large amounts of energy, and a scientific heating scheme bears great potential to save energy. However,
such a scientific heating scheme is based on the full understanding of the thermal and hydraulic
behavior of the crude oil in the ocean condition. The thermal-hydraulic behavior of crude oil in ocean
conditions is much more complicated than that in static conditions, since the flow and heat transfer is
influenced by the motion-induced additional forces, such as centrifugal force, Euler force, Coriolis
force, and buoyancy forces induced by these forces, in addition to the forces for static cases. The motion
of the tanker during sea transportation includes oscillations of six degrees of freedom, such as linear
motions, including heaving, swaying, and surging, and rotational motions, including rolling, pitching,
and yawing. Among these movements, the rolling motion has a more important influence on the
thermal-hydraulic behavior [1]. Therefore, only the rolling motion is investigated in this research.

There are many studies regarding the effect of a rolling motion on flow and heat transfer within
oil tankers in the open literature. Hiroharu [2] studied the heat transfer characteristic of oil in a 1/50
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scale model of a tanker in a rolling condition, finding that oil temperature in the tanker becomes
uniform with rolling motion, and the heat transfer coefficient increases with increasing of amplitude
and frequency of rolling. Yu et al. [3] studied the temperature drop of an oil tanker with a free liquid
surface subjected to a rolling motion, indicating that the heat transfer of oil is dominated by mixed
convection rather than natural convection under a rolling condition, and the temperature drop rate
increases with the oscillation frequency. Similarly, only a small-size model tanker was investigated.
Doerffer et al. [4] studied the influence of low-frequency harmonic oscillation on the natural convection
occurring at the vertical walls of a tanker, pointing out that the dimensionless group Gr/(Re2Pr1/3)
(Gr, Re, Pr are Grashof number, Reynolds number and Prandtl Number respectively) can be regarded
as the principal criterion for this kind of mixed convection and it decreases corresponding to the
increasing participation of forced convection in mixed convection. Akagi et al. [5] studied the mixed
convection heat transfer in an oil tanker subjected to a rolling motion, taking the inertia forces, including
the centrifugal force and Coriolis force into consideration, indicating that forced convection plays
an important role during a rolling motion.

Similar research can also be found in the area of convection heat transfer in pipe flow or channel
flow. Most of these studies also indicated that the rolling affected the thermal-hydraulic behavior.
Tan et al. [6,7] studied single-phase natural circulation heat transfer in a pipe system with a rolling
motion. They found that the fluid flow fluctuates periodically due to the rolling motion, and the
heat transfer coefficient increases with the rolling amplitude and frequency. Yu et al. [8] studied the
fluid temperature fluctuation at the outlet of the test section in a single-phase natural circulation loop
with a heat narrow rectangular channel under rolling motion conditions, indicating that the average
temperature of fluid at the outlet of the test section under rolling motion conditions is higher than
that under static conditions because of the decreasing cycle averaged flow rate. In addition, Liu et
al. [9] studied the safety boundary of flow instability and critical heat flux for parallel channels in static
and ship motion. Wu et al. [10] studied the thermal-hydraulic behavior of a nuclear reactor core in
an ocean environment. Xing et al. [11] studied the effects of ocean conditions on coolant flow in nuclear
power systems in sea transportation. Besides, Hu et al. [12] studied the hydraulic dynamics behavior
in floating LNG (Liquefied Natural Gas) systems under ocean conditions. Grotle et al. [13] studied the
thermal response in marine LNG fuel tanks by experiments and modelling. Jiang et al. [14] analyzed
the effect between ship motion response and internal sloshing flow. Cercos-Pita [15] investigated the
coupled nonlinear dynamics of a vessel with a free surface tank onboard. All this research indicates
rolling has obvious effects on flow and heat transfer.

It can be found from the above literature review that there are many researchers focusing on
the heat and flow characteristic of fluid in a rolling system, but their models are restricted to either
small-size geometry or a single combination of influencing factors, and the general flow and heat
transfer characteristics are not systematically investigated. In addition, another important factor—the
non-Newtonian behavior of the crude oil—is not taken into consideration. In this paper, the convection
heat transfer under different combinations of dimensionless numbers as well as the flow-behavior
index n for characterizing the non-Newtonian behavior will be investigated.

2. Physical and Mathematical Model

2.1. Physical Model

The full physical model of a real tanker should be a three-dimensional one, as shown in Figure 1
(top). However, the calculation of a 3D model is too much time-consuming, since the geometry of
the oil tanker is usually very large. Considering the longitude temperature gradient is very weak
compared to the transverse one, the physical model can be simplified to a two-dimensional one shown
in Figure 1 (bottom), in which the red part is crude oil, the green part is ballast water, and the blue part
is air (inert gas).
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For the convenience of establishment and computation of the mathematical model, the following
assumptions were made:

(1) The upper part of the oil tank is a single layer wall without any building above, which directly
touches the air;

(2) The oil tank contains two thirds of the oil; the initial temperature of the oil is 323.15 K;
(3) The four wing spaces at the bottom are filled with ballast water, while the other wing tanks are

filled with air. The initial temperature of water and air is 293.15 K;
(4) The tanker’s draught is two thirds of its height;
(5) The outside boundary of the tanker is subjected to the third boundary conditions. The temperature

of the external sea water and air are both 291.15 K, and the convective heat transfer coefficient
between walls and sea water was set to be 1250 W/(m2·K), and that between walls and air was
50 W/(m2·K), respectively [16].

Figure 1. Physical model of the thermal system of an oil tanker.

2.2. Mathematical Model

The mathematical model was established in a non-inertial coordinate system shown in Figure 2.
The origin of the coordinates was located at the center of the bottom wall. The xoy coordinate system is
a non-inertial coordinate system at rest relative to the model; the x′oy′ coordinate system is a static
coordinate system. At t = 0, the model is stationary, and the model starts to move since t > 0 with the
following parameters. ⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

θ = θm sin
(

2π
Tc

t
)

ω = 2π
Tc
θm cos

(
2π
Tc

t
)

dω
dt = − 4π2

Tc
2
θm sin

(
2π
Tc

t
) (1)

Here, θm and Tc are the amplitude and period of the rolling motion, respectively.
During the rotation, the crude oil in the tanker is subjected to the inertial force caused by

the rotation, including centrifugal force, Euler force, and Coriolis force. All the inertial forces are
listed below:

(1) Gravity force, ρg;

29



J. Mar. Sci. Eng. 2019, 7, 94

(2) Centrifugal force, −ρω× (ω× r);

(3) Euler force, −ρ dω
dt × r;

(4) Coriolis force, −2ρω× u.

y'
y

x'

x

o

 

Figure 2. Non-inertial coordinate system.

In the non-inertial coordinate system, the direction of gravity acceleration changes with time,
and Rodrigues’ rotation formula [17] is used to determine the gradational acceleration in the non-inertial
coordinate system, that is

g∗ =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
−gsinθ
−gcosθ

0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠. (2)

With the Boussinesq assumption, the governing equations are given as follows.
The continuous equation:

∂ux

∂x
+
∂uy

∂y
= 0. (3)

The momentum equation:

∂(ρ0ux)
∂t +

∂(ρ0uxux)
∂x +

∂(ρ0uxuy)

∂y = −∂pe f f
∂x + ∂

∂x (μ
∂ux
∂x ) + ∂

∂y (μ
∂ux
∂y )

+ρ0β(T − T0)gsinθ− ρ0β(T − T0)ω2x + ρ0
dω
dt y + 2ρ0ωuy

(4)

∂(ρ0uy)

∂t +
∂(ρ0uyux)

∂x +
∂(ρ0uyuy)

∂y = −∂pe f f
∂y + ∂

∂x (μ
∂uy
∂x ) + ∂

∂y (μ
∂uy
∂y )

+ρ0β(T − T0)gcosθ− ρ0β(T − T0)ω2y− ρ0
dω
dt x− 2ρ0ωux

(5)

From Equations (3)–(5), ux and uy are velocities in x and y direction, respectively; ρ0 is the reference
density of the crude oil, and the subscript “0” here indicates the reference value; β is the thermal
expansion coefficient; ω is the rotation angular velocity. pe f f is the effective pressure defined as:

− ∂pe f f

∂x
= −∂p
∂x
− ρ0gsinθ+ ρ0ω

2x (5a)

− ∂pe f f

∂y
= −∂p
∂y
− ρ0gcosθ+ ρ0ω

2y. (5b)
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The energy equation:

∂(ρ0T)
∂t

+
∂(ρ0uxT)
∂x

+
∂(ρ0uyT)
∂y

=
∂
∂x

(
λ
cp

∂T
∂x

) +
∂
∂y

(
λ
cp

∂T
∂y

). (6)

Here, λ and cp are conductivity and specific heat capacity of the crude oil.
Gas-liquid phase distribution function:

∂αq

∂t
+
∂
(
uxαq

)
∂x

+
∂
(
uyαq

)
∂y

= 0. (7)

Here, αq is the volume fraction of the qth phase.
Surface tension is considered in the calculation, based on the continuum surface force model (CSF)

proposed by Brackbill et al. [18]; surface tension is added as a source term to the momentum equation

Fcs f =
∑
i< j

σi j
αiρikj∇aj + α jρ jki∇ai

1
2 (ρi + ρ j)

. (8)

In this model, because there are only two phases, air and crude oil, in a cell, the equation can be
simplified as follows.

Fcs f = σ12
ρk1∇a1

1
2 (ρ1 + ρ2)

(9)

Here, ρ is the volume averaged density and determined by ρ = α1ρ1 + (1− α1)ρ2.
In addition, the Nu number used in this paper is calculated by the following formulas [19].

NuX = −∂Θ
∂X

, NuY = −∂Θ
∂Y

, NuX =

max∫
min

NuXdX, NuY =

max∫
min

NuYdY (10)

Governing Equations (3)–(7) are transformed into dimensionless form using the following formulas,
and the dimensionless equations are given by Equations (13)–(17).

X = x
l , Y =

y
l , U = ux

ωl , V =
uy
ωl , Θ = T−T0

Th−T0
, P =

pe f f

ρω2l2

τ = ωt,ω∗ = ωl2
α ,μ∗ = μ

μ0
, Pr = ν0

α , Ra =
gβΔTl3

ν0α
, Raw =

ωlβΔTl3

ν0α

Re = ωl2
ν , Ri = Gr

Re2 = 1
ω∗2 PrRa

(11)

In Equation (11), Raw is the rotational Rayleigh number, ω∗ is the rotation-strength number
characterizing the importance of centrifugal force relative to diffusivity, Ri is the Richardson number,
l is the reference length which equates the width of the largest tank, and ω is the average angular
velocity calculated by Equation (12).

ω =

2
∫ T

4

− T
4
ωdt

Tc
=

4θm

Tc
(12)

Dimensionless governing equations are written as follows.

∂U
∂X

+
∂V
∂Y

= 0 (13)
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∂U
∂τ +

∂(UU)
∂X +

∂(UV)
∂Y = − ∂P∂X + Pr

ω∗
∂
∂X (μ

∗ ∂U
∂X ) + Pr

ω∗
∂
∂Y (μ

∗ ∂V
∂Y )

+RiΘ sin(θm sin τ) −RiΘg∗Xθ2
m cos2 τ− θmY sin τ+ 2θm cos τV

(14)

∂V
∂τ +

∂(UV)
∂X +

∂(VV)
∂Y = − ∂P∂Y + Pr

ω∗
∂
∂X (μ

∗ ∂V
∂X ) +

Pr
ω∗
∂
∂Y (μ

∗ ∂V
∂Y )

+RiΘ cos(θm sin τ) + RiΘg∗Yθ2
m cos2 τ+ θmX sin τ− 2θm cos τU

(15)

∂(Θ)

∂τ
+
∂(UΘ)

∂X
+
∂(VΘ)

∂Y
=

1
ω∗

(
∂2Θ
∂X2 +

∂2Θ
∂Y2

)
(16)

∂αq

∂τ
+
∂
(
Uαq

)
∂X

+
∂
(
Vαq

)
∂Y

= 0 (17)

In Equations (14) and (15), g∗ is the dimensionless centrifugal acceleration and is determined by
g∗ = ω2l/g.

It can be found from Equations (13)–(17) that there are four independent dimensionless parameters,
Pr,ω∗, Ri, and θm. In this research, the properties and amplitude of rolling are fixed, soω∗ and Ri are the
independent variables that regulate the flow and heat transfer behavior. Besides, in the non-Newtonian
behavior cases, which will be introduced in detail below, flow-behavior index n, ω∗, and Ri are the
three independent dimensionless variables.

Boundary conditions:

L/2 < x < L/2, y = H : T = 293.15 K, h = 50 W/(m2·K)

x = −L/2, 0 < y < 2L/3 : T = 291.15 K, h = 1250 W/(m2·K)

x = −L/2, 2L/3 < y < L : T = 293.15 K, h = 50 W/(m2·K)

x = L/2, 0 < y < 2L/3 : T = 291.15 K, h = 1250 W/(m2·K)

x = L/2, 2L/3 < y < L : T = 293.15 K, h = 50 W/(m2·K)

−L/2 < x < L/2, y = 0 : T = 291.15 K, h = 1250 W/(m2·K)

(18)

For easy reference, boundary conditions are also illustrated in Figure 3.

Figure 3. Boundary conditions of the mathematical model.

3. Numerical Methods and Their Validation

3.1. Numerical Methods

The basic equations for the present three-dimensional unsteady rotating cavity flow were solved
numerically in the framework of the control-volume method by Ansys-Fluent 17.0 solver. In particular,
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the power-law scheme was used to discretize Equations (3)–(7) on a non-staggered grid system with
the pressure and temperature defined at the mesh centers. The convection terms were discretized by
a second-order upstream scheme, and the diffusion terms were discretized by the central differencing
scheme. The resulting finite difference equations were solved by the SIMPLE algorithm [20] with a k-e
model for turbulence effect. To resolve the steep velocity and temperature gradients in the near-wall
region, a non-uniform grid shown in Figure 4 was used.

Figure 4. The structural grids generated by ICEM-CFD (Integrated Computer Engineering and
Manufacturing code for Computational Fluid Dynamics).

3.2. Grid-Independence Test

A grid-independence test was carried out for a rolling case with Ri = 144.5 and ω∗ = 4.86× 105,
on three different grids—16,000 cells, 32,000 cells, and 64,000 cells—and the average temperatures
are compared in Figure 5. It was found that the results calculated from the grid of 32,000 cells were
very close to that calculated from the grid of 64,000 cells. Thus, all the calculations in this paper were
performed on the grid of 32,000 cells.
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Figure 5. Average temperature calculated on different grid systems.
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3.3. Model Validation

The numerical validations were performed with two cases—a partially-filled cavity subjected
to a linear acceleration motion for validating the phase interface, and a constant-velocity rotational
natural convection case for validation of the heat transfer and flow.

In the first validation case, a partially-filled cavity was accelerated at 3 m/s2 on a horizontal
flat surface. The free surface of the liquid can be determined by an analytical correlation given by
Equation (19). The two-phase flow problem was solved by the proposed model at the same time and
compared with the analytical correlation, which is shown in Figure 6. In the figure, the black dashed
line indicates the analytical results of the free surface, while the contour shows the distribution of the
liquid and gas phase. It can be found that the numerical results agree well with the analytical results.

y = arctan
3

9.8
x + 0.5 = 0.3x + 0.5 (19)

Figure 6. Comparison of phase interface between numerical results and analytical results.

In addition, a natural convection in a rotation system with respect to a horizontal axis, which was
an ideal case for the rolling motion in this research, was employed to validate the flow and heat
transfer. The numerical results were compared with those calculated by Tso et al. [21] (middle) and the
experimental data performed by Saleh et al. [22] (right), as shown in Figure 7. It was found that the
numerical results agree well with the results in the literature.
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(a) 50,Ra 3 10 , 17.5 rpmφ = = × Ω =  

   
(b) 53 2,Ra 3 10 , 15.5 rpmφ π= = × Ω =  

   
(c) 5,Ra 3 10 , 17.5 rpmφ π= = × Ω =  

Figure 7. Comparison of computed isotherms between present work (left) with Tso et al. [21]
(middle) and Saleh et al. [22] (right) results under (a) φ = 0, Ra = 3 × 105, Ω = 17.5 rpm,
(b) φ = 3π/2, Ra = 3 × 105, Ω = 15.5 rpm, and (c) φ = π, Ra = 3× 105, Ω = 17.5 rpm.

4. Results and Discussion

It was discussed in Section 2.2 that Pr, ω∗, Ri, and θm are four dimensionless parameters regulating
the flow and heat transfer behavior. In this research, the properties and amplitude (10 degrees) of
rolling were fixed (a medium value with the normal range [4] was selected), so ω∗ and Ri were the only
two dimensionless independent variables.

When the tanker was subjected to a rolling motion, the surface of the crude oil oscillated accordingly,
as shown in Figure 8. Thus, the mechanism of the heat transfer in this research was a mixed convection
heat transfer, which can be described by the Richardson number (Ri)—the forced convection dominates
the heat transfer when Ri < 0.1, natural convection dominates when Ri > 10, and both dominate
when 0.1 < Ri < 10. Thus, the selection of Ri ensures the coverage of different ranges. The selection
of rotation-strength number ω∗ considers the popular angular velocity and tank size in real practice.
In this section, 12 cases were designed to investigate effects of different dimensionless parameters
as well as non-Newtonian behavior in terms of the flow-behavior index on flow and heat transfer.
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The combinations of the dimensionless parameters for case 1 to 12 are listed in Table 1, in which cases
7–12 consider the non-Newtonian behavior, while cases 1–6 do not consider this behavior. In this
research, non-Newtonian behavior is described by a power law with a flow-behavior index n; different
n indicates different non-Newtonian behavior. It should be noted that case 1 was the reference case
that was not subjected to a rolling motion. The designed cases were calculated with the combinations
of the dimensionless parameters listed in Table 1.

 
(a) (b) 

Figure 8. The gas-liquid phase distribution images at two time instants in case 2: (a) τ= 27, (b) τ= 54.

Table 1. The combinations of the dimensionless parameters for cases 1 to 12.

Case Ri ω* n

Case 1 ∞ 0 1
Case 2 1 1.67× 108 1
Case 3 5 1.67× 108 1
Case 4 10 1.67× 108 1
Case 5 5 1.67× 107 1
Case 6 5 1.67× 106 1
Case 7 5 1.67× 108 0.5
Case 8 5 1.67× 108 0.7
Case 9 5 1.67× 108 0.9
Case 10 ∞ 0 0.5
Case 11 ∞ 0 0.7
Case 12 ∞ 0 0.9

4.1. The Effect of Ri with Fixed ω∗

As discussed at the beginning of Section 4, the Richardson number Ri represents the importance
of the natural convection relative to the forced convection, and ω∗ characterizes the importance of
centrifugal forces due to the rolling motion, relative to diffusivity. It can be concluded that Ri and ω∗
have effects on the thermal-hydraulic behavior of the crude oil. In this part, three different Ri, lying in
different ranges of mixed convection, were investigated with fixed ω∗ in cases 2 to 4. The results were
compared with each other and with those of the reference case (case 1).

First, the temperature and the velocity fields at τ = 11, 500 are compared in Figure 9. It can be
found that the temperature field presents a forced convection dominated distribution when Ri was
low. When Ri increases, the flow and heat transfer was gradually dominated by natural convection.
Figure 10 compares the dimensionless temperature drop of different Ri. Together with Figure 9, it was
found that the temperature drops faster at lower Ri, since forced convection enhances the heat exchange.
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(a) Case 1: =Ri ∞  

  

(b) Case 2: =1Ri  

  

(c) Case 3: =5Ri  

  

(d) Case 4: =10Ri  

Figure 9. The temperature and the velocity fields for cases 1–4 at τ = 11, 500: (a) Case 1, (b) Case 2,
(c) Case 3, (d) Case 4.
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Figure 10. Comparison of temperature drop among cases 1 to 4.

For further analysis of the effect of rolling on the thermal process, the cycle-averaged Nusselt
numbers on some typical boundaries shown in Figure 11 at five different time instants were compared
among cases 1 to 4 in Figure 12. It was found that the largest Nusselt number corresponded to the
lowest Ri, and the smallest Nusselt number corresponded to the largest Ri. However, for moderate Ri,
such an obvious characteristic was not found, since the influence of angle effect on natural convection
plays an inevitable role.

Wall5

Wall6

Wall1

Wall3

Wall2

Wall4

Figure 11. Walls under observation for Nusselt numbers.
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(c)                                         (d) 
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(e)                                       (f) 

Figure 12. The Nu number on different walls in cases 1, 2, 3, and 4: (a) Nu on wall 1, (b) Nu on wall 2,
(c) Nu on wall 3, (d) Nu on wall 4, (e) Nu on wall 5, (f) Nu on wall 6.

4.2. The Effect of ω∗ with Fixed Ri

For the rolling motion encountered by the oil tanker, the rotational angular velocity is small and
usually changes in a narrow range. Therefore, large variation in ω∗ is usually caused by the change of
geometry size. Therefore, ω∗ is dominated by the geometry size, which is different from a small-size
model. In this part, three different ω∗ were investigated with fixed Ri in cases 3, 5, and 6. The results
were compared with each other, and some instantaneous temperature and velocity fields are shown in
Figure 13. It was shown that the temperature drops faster at lower ω∗, since lower ω∗ corresponded to
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smaller geometry size within a small angular velocity range, and thus led to a faster temperature drop.
Figure 14 further indicates that lower ω∗ corresponded to a faster temperature drop.

 

(a) Case 3: 9* =1.4 10ω ×  

 

(b) Case 5: 8* =1.4 10ω ×  

 

(c) Case 6: 7* =1.4 10ω ×  

Figure 13. The temperature field and the velocity field for cases 3, 5, and 6 at τ = 11, 500: (a) Case 1,
(b) Case 2, (c) Case 3.
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Figure 14. Comparison of temperature drop among cases 3, 5, and 6.
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The comparisons of boundary Nusselt numbers are shown in Figure 15. It was also found that
lower ω∗ corresponded to a larger Nusselt number.
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Figure 15. Comparison of boundary Nusselt numbers between cases 3, 5, and 6: (a) Nu on wall 1,
(b) Nu on wall 2, (c) Nu on wall 3, (d) Nu on wall 4, (e) Nu on wall 5, (f) Nu on wall 6.

4.3. The Effect of Non-Newtonian Behavior with Fixed ω∗ and Ri

When the fluid was subjected to a rolling motion, the flow velocity was larger, which can be
found in Figures 9 and 13. Thus, the shear rate in the rolling case should be large, which influences
the viscosity of non-Newtonian fluids. In this part, the effect of different non-Newtonian behavior,
represented by the flow-behavior index n, was studied for the static case and the rolling case, and the
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influence of non-Newtonian behavior on thermal-hydraulic process was clarified. The viscosity of
non-Newtonian behavior is described by a power law shown in Equation (20).

μ =

{
0.07, γ ≤ 1

0.07γn−1, γ > 1
(20)

Figure 16 compares the temperature and the velocity fields at τ = 11, 500 among cases 7 to 9 which
correspond to the rolling case, and Figure 17 compares those among cases 10 to 12 which correspond to
the static case. It was found that with these rolling cases that the stronger the non-Newtonian behavior
(lower n), the faster the temperature drop.

Obviously, as n increases the average temperature becomes higher. In case 7, the crude oil
flow velocity field is slightly stronger. Comparison of average temperature drop also validates this
conclusion. However, it can be found in both Figures 16 and 18 that different non-Newtonian behavior
does not induce obvious differences in the thermal process for the static case.

 

(a) Case 7 

 

(b) Case 8 

 

(c) Case 9 

Figure 16. The temperature field and the velocity field (from top to bottom, respectively, are cases 7, 8,
and 9): (a) Case 7, (b) Case 8, (c) Case 9.
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(a) Case 10 

 

(b) Case 11 

 

(c) Case 12 

Figure 17. The temperature field and the velocity field (from top to bottom, respectively, are cases 10,
11, and 12): (a) Case 10, (b) Case 11, (c) Case 12.
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Figure 18. Comparison of temperature drop among case 2 and cases 7–12.
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5. Conclusions

In this paper, the effects of Ri, ω∗, and non-Newtonian behavior on the thermal-hydraulic process
of crude oil subjected to a rolling motion were investigated numerically. The following conclusions
were obtained with the designed cases:

(1) A rolling motion induces mixed convection, which intensifies the heat transfer depending on the
Richardson number Ri; the lower the Ri, the faster the heat transfer.

(2) For a large-size geometry model, such as an oil tanker, the rotation-strength number ω∗ has
a negative effect on heat transfer, i.e., the larger the ω∗, the weaker the heat transfer, since ω∗ is
dominated by geometry size.

(3) The total effect of the rolling motion on thermal-hydraulic behavior is determined by the
combined effect of Ri and ω∗, the effect of their combination may be different for small-size cases
and large-size cases.

(4) Non-Newtonian behavior plays an important role in thermal-hydraulic process of crude oil in
rolling cases, and a smaller flow-behavior index corresponds to stronger heat transfer; however
its influence in the static case is weak.
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Abstract: Natural convections subjected to multi-Degree of Freedom (DoF) motion are much more
complex than those in static case, and those subjected to yawing motion are the simplest and ideal case
for investigating their characteristics due to less interactive parameters. In this paper, the characteristic
of natural convection under yawing motion was studied systematically to clarify the interaction
between yawing motion and thermal-dynamic behavior. First of all, the mathematical model was
established in a non-inertial coordinate system, and the dimensionless governing equations were
derived. Subsequently, the governing equations were discretized in the framework of the finite volume
method, and a computer code was developed and validated. After that, the natural convection under
yawing motion was calculated with different combinations of dimensionless parameters, and the
influence of rotation frequency and amplitude on heat and mass transfer was investigated. It was
found that the yawing motion plays a notable role in flow and heat transfer, depending on the
relative magnitudes of rotation-induced velocity and buoyancy-induced velocity: At a lower Rayleigh
number of 104, the Nusselt number on hot boundary is enhanced by approximately 25% when the
rotation period is changed from 12 s to 2 s; while the changing in rotation period from 12 s to 2 s did
not induce obvious difference in hot-boundary Nusselt number for a higher Rayleigh number of 105.
It is concluded that the vertical-axis harmonic rotation enhances heat transfer if the rotation-induced
velocity dominates the flow. The clarification of natural convection characteristic in yawing motion
provides convenience for analyzing that in other multi-DoF systems.

Keywords: natural convection; yawing motion; vertical-axis harmonic rotation; non-inertial
coordinate system

1. Introduction

Multi-DoF motion is frequently encountered for different types of systems during sea transportation.
Natural convection in multi-DoF motion system is frequently encountered with the heat exchangers
mounted in marine or vehicles, either in heat exchangers of a ship, or the heating system in an oil
tanker, or the circulation pipe in the nuclear reactor core. The six-DoF motions include rolling, pitching,
yawing, swaying, heaving, and surging, as shown in Figure 1. Due to the influence of additional
forces (Coriolis, tangential, centrifugal forces, etc.) caused by oscillating motion, the natural convection
in such a system is more complex than that in a static system. The effects of ocean conditions on
the thermal-hydraulic characteristics have attracted interest in recent years, some experiments and
numerical simulations have been carried out, however, the simulations were only for some simple
cases. Therefore, the general heat transfer characteristic of the system under multi-DoF motion is not
clear and needs to be investigated. Natural convection in yawing motion is much simpler than that in
other DoF-motion, since there is no angle effect. So in the paper, the characteristic of natural convection
in yawing motion will be investigated systematically so as to investigate more complex heat transfer in
other DoF motion.

J. Mar. Sci. Eng. 2019, 7, 204; doi:10.3390/jmse7070204 www.mdpi.com/journal/jmse47
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Figure 1. Six-Dof movements of a ship during sea transportation.

1.1. Experimental and Numerical Simulations for Specific Applications

Most of the researches regarding the effect of harmonic rotation motion on heat and mass transfer
were by experiments and confined to some specialized system (i.e., there were not fundamental
researches). Although a few numerical researches were found in the open literature, they were limited
to one-dimensional or two-dimensional cases, which were not sufficient to analyze the detailed flow
and heat transfer behavior involved in the multi-DoF system. A large proportion of these researches
concerned the flow and heat transfer in pipe flow or channel flow of a certain system under rolling or
pitching motion. The experimental studies of Murata et al. [1] and Tan et al. [2] showed that the heat
transfer coefficient of rolling conditions is greater than that of the non-rolling case, and the heat transfer
coefficient of the rolling case increases with the increase in rolling amplitude and frequency. Yan [3,4]
studied the heat transfer with laminar pulsating flow in a channel or tube in rolling motion, showing
that the oscillating amplitude of Nusselt number increases with the increase of Prandtl number, and
there is an approximate linear relation between the oscillating amplitude of Nusselt number and
rolling frequency. Wang et al. [5] experimentally studied the single-phase heat transfer characteristics
of pulsating flows induced by rolling motion in a circular pipe, indicating that the relative pulsation
amplitude of Nusselt number increases with the increase of the maximum rolling angle, and decreases
with the increase of rolling period and cycle-averaged flow rate, while the pulsating flow induced by
rolling motion does not lead to significant variations in cycle-averaged heat transfer characteristics.
Yuan et al. [6] found from their experiment that the average Nusselt number increases with the rolling
amplitude and frequency in transitional flow regime, however rolling motion does not affect the
Nusselt number in turbulent regime obviously. Yu [7] also found that rolling motion has influence on
heat and fluid flow, but this influence is also dependent of the Reynolds number or flow regime. Yan’s
numerical investigation [8] on the flowing and heat transfer characteristics of turbulent flow in tubes
and rectangular channels in rolling motion also indicate that the Nusselt number is affected by rolling
frequency, but the degree of influence also depend on the flow velocity.

1.2. Fundamental Researches

Fundamental study on the natural convection in rotation systems mainly concerned the
constant-velocity rotation system, which is a special case for the harmonic rotation in this research.
In these researches, the cavities rotate about either a horizontal axis [9–15] (orthogonal to the gravity
axis) or a vertical axis [16–19]. These vertical rotations are the special cases (constant angular velocity)
of yawing motion, which will be investigated in this study. It was reported in [15] that the effect
of Coriolis force and centrifugal force are small but are differentiated from those of other forces.
Baig [9] studied the natural convection in the horizontal rotating and differentially heated square
enclosure, indicating that significant enhancement in heat transfer is achieved due to rotational effects.
Jin [11] also showed that rotation enhances the heat transfer. Hamidy’s experimental and numerical
research showed that that the Coriolis and centrifugal buoyancy forces arising from rotation have
a remarkable influence on the local heat transfer when compared with the nonrotating results [10].
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However, Tso [15] found that the effects of Coriolis force and centrifugal force on the natural convection
are small by their numerical investigation on the natural convection in a horizontal-axis rotation
cavity. Kumar [13] numerically studied the effect of Rayleigh number with rotation on the flow and
heat transfer characteristics in a differentially heated enclosure rotating about the horizontal axis.
For the vertical-axis rotation cases, it is also found that rotation has effect influence on the natural
convection. Ker’s results [18] clearly revealed that significant reduction of heat transfer only occurs at
low rotation rate, while high-speed rotation results in increase of heat transfer. Lee [19] numerically
studied the transient three-dimensional mixed convection of air in a differentially heated vertical cubic
cavity rotating about a vertical axis through the cavity center. The centrifugal and Coriolis forces
were found to exhibit significant effects on the flow and heat transfer in the cavity when they are
high enough. It was also found that the thermal buoyancy driven flow is strengthened at increasing
centrifugal force but weakened in the near-wall regions by the increasing Coriolis force. The space
average heat transfer from the isothermal plates is substantially reduced by the Coriolis force but is
insensitive to the centrifugal force. Chori [16] investigated the laminar natural convection heat transfer
in three-dimensional molten Lithium filled differentially heated enclosure, rotating about the vertical
ridge is studied numerically. It was found that increase of the Taylor number significantly reduce the
heat transfer, however, high rotational Rayleigh number values are found to significantly enhance the
heat transfer. These constant-angular-velocity vertical rotations are the special cases of the yawing
motion, which will be investigated in this study.

It is concluded from the above analysis that there are some experiment researches focusing on the
natural convection undergoing oscillations, but these researches concerned some specialized cases
which are not convenient for extrapolation and reference for application in different research area,
and that numerical studies were one-dimensional or two-dimensional, and yawing motion cannot
be described. Although the investigation for constant-velocity rotation is very mature and sufficient,
large difference exists with the harmonic rotation. The harmonic rotation has some influencing factors
such as Eulerian force and time-vary Coriolis force, so the characteristic should be much different. In
this paper, a three-dimensional mathematical model for the natural convection under yawing motion
will be established first of all, and the computer code will be developed and validated thereafter. With
the validated code, the thermal and hydraulic characteristic of natural convection in a vertical-axis
rotation system will be investigated; the influencing factors and sensitivity of natural convection to
which will be clarified. This fundamental research should provide an effective reference for researchers
in different research areas, since it is easy to extend to other fields, and the results are easy for reference
in a different area.

2. Mathematical Modeling and Solution Method

2.1. Mathematical Model

The schematic representation of the physical system under investigation is shown in Figure 2.
A cubic cavity which contains air as the working fluid is considered. Initially at time t = 0, the
enclosure is rolling about the z axis at ϕ = 0 and is isothermal at temperature T0. At time t > 0, the wall
temperatures of the enclosure are suddenly raised and lowered to some uniform constant temperature
conditions in the following manner. The surface at y = 0.5L is subjected to a uniform temperature Th
and the surface at y = −0.5L, is subjected to a different uniform temperature Tc. The rest surfaces are
thermally well insulated from the surroundings.
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(a) (b) 

Figure 2. Schematic of the vertical-axis harmonic rotation: (a) 3d model, (b) top view.

It is usually assumed that yawing motion is set as a sine function, i.e., ϕ = ϕm sin(2π/tct), where
ϕ is the angular position of the enclosure, ϕm is the amplitude of the rolling, and tc is the period of the
harmonic rotation. It should be noted that, the angular velocity is defined positive when it rotates
counterclockwise, and the ϕ is defined positive in the first half of the cycle, and negative in the second
half of the cycle.

Thus the air flow inside the enclosure is simultaneously driven by the harmonic rotation and
the thermal buoyancy. By using the Boussinesq approximation [20] in which linear density variation
with temperature (i.e., ρ = ρ0[1− β(T − T0)]) is considered in both the body force and centrifugal force
terms, the governing equations and boundary conditions become
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Energy equation:
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λ
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In Equations (1)~(7), u, v, and w are three velocity components defined on the coordinates x, y,
and z rotating with the cavity, as shown in Figure 2, Ω denotes the time-varying rotation angular
velocity, T represents the temperature of the fluid, λ and cp are thermal conductivity and heat capacity
respectively, pe f f is the effective pressure, ρ0 and β are reference density and thermal expansion factor
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of the air respectively. The forces on the right-hand side of Equations (2) and (3) will be explained in
Equations (10) and (11).

The corresponding initial and boundary conditions are

t < 0, u = 0, v = 0, w = 0 and T = T0 = Th f or all x, y, z
t ≥ 0, x = L/2 u = v = w = 0, ∂T∂x = 0

x = −L/2 u = v = w = 0, ∂T∂x = 0
y = L/2 u = v = w = 0, T = Th
y = −L/2 u = v = w = 0, T = Tc

z = L/2 u = v = w = 0, ∂T∂z = 0
z = −L/2 u = v = w = 0, ∂T∂z = 0

(8)

To derive the non-dimensionless governing equations, the following non-dimensional variables
are defined.

Y = x
L , Y =

y
L , Z = z

L , U = uL
α , V = vL

α , W = wL
α , Θ = T−Tc

Th−Tc
, τ = tα

L2 ,

P = pe f f L2/ρ0α2, T̃a =
4(2π/tc)

2L4

ν2 , Ra =
gβ(Th−Tc)L3

να , R̃aω =
(2π/tc)

2Hβ(Th−Tc)L3

να .

Here, X, Y and Z indicate the dimensionless coordinates; U, V and W are dimensionless velocity
profiles; α is the thermal diffusivity (α = λ/

(
ρcp
)
), Θ denotes the dimensionless temperature; T̃a is

defined as the nominal Taylor number describing the general strength of the harmonic rotation motion,
in a similar way with the definition of Taylor number for constant-velocity rotation; Raω is defined as
the nominal rotation Rayleigh number in the harmonic rotation system.

With the dimensionless parameters defined above, the governing equations, initial and boundary
conditions then become
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∂(Θ)

∂τ
+
∂(UΘ)

∂X
+
∂(VΘ)

∂Y
+
∂(WΘ)

∂Z
=
∂2Θ
∂X2 +

∂2Θ
∂Y2 +

∂2Θ
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Accordingly, the dimensionless boundary conditions become

t < 0, U = 0, V = 0, W = 0 and Θ = 0 f or all X, Y, Z
t ≥ 0, X = 0.5 U = V = W = 0, ∂Θ∂X = 0

X = −0.5 U = V = W = 0, ∂Θ∂X = 0
Y = 0.5 U = V = W = 0, Θ = 1
Y = −0.5 U = V = W = 0, Θ = 0
Z = 0.5 U = V = W = 0, ∂Θ∂Z = 0
Z = −0.5 U = V = W = 0, ∂Θ∂Z = 0

(14)

The above formulations indicate that the flow and heat transfer to be examined is governed by the
Prandtl number Pr, nominal Taylor number T̃a, Rayleigh number Ra and nominal rotational Rayleigh
number R̃aω, here R̃aω = Ra(2π/tc)

2L/g. Hence the rotational buoyancy becomes important when
the rotating speed is high or when cavity size is large, that is when (2π/tc)

2L is much larger than g.
In addition to examining the time evolution of the velocity and temperature fields, results for the
local and space-average Nusselt numbers Nu and Nu on the heated or cooled plates are important in
thermal design and can be evaluated from Equations (15) and (16), respectively.

Nu = − ∂Θ
∂Z

∣∣∣∣∣
Z=Zmin,Z=Zmin

(15)

Nu =

∫ Ymax

Ymin

∫ Xmax

Xmin

∂Θ
∂Z

dXdY. (16)

2.2. Solution Method

The highly nonlinear and coupled Equations (9)–(13), with the corresponding boundary conditions,
Equation (12), are discretized in the framework of the finite volume method on a 3D non-staggered
grid shown in Figure 3. To resolve the steep velocity and temperature gradients in the near-wall
region, non-uniform grid was used. Specifically, the grid lines passing through volume size in each
direction satisfies a sine function, XCV(I) = 1.0×SIN(FLOAT(I)/L1×3.14159), and then XCV(I) = XCV(I)
×∑XCV(I)/, here L1is the number of the nodes in each dimension (x, y, z) and I is the sequence number
of the nodes. The convection terms are discretized by a stability-guaranteed second-order difference
(SGSD) scheme [21], and the diffusion terms are discretized by the central differencing scheme. The
resulting discretized equations were solved by a computer code which was developed by the author
based on the IDEAL algorithm [22], which is found to show good convergence.

Figure 3. Grid system employed in the calculation.
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2.3. Code Validation

In view of the complex flow and heat transfer to be investigated, stringent validation tests should
be performed to verify the computer code developed. For this purpose, our numerical code is validated
against well-known Ansys Fluent results in yawing motion and against those reported in the literature
regarding the natural convection flow within cubic enclosure filled with air undergoing vertical-axis
rotation with constant-velocity. The vertical-axis rotation with constant-velocity is a special case of the
harmonic rotation in this research.

First, the code results were compared with Ansys Fluent results calculated based on dynamic
mesh, with Ra = 1 × 106 and tc = 1s. Since dynamic mesh method and inertial coordinate system
method are two independent methods, this validation is meaningful. Figure 4 shows the comparison
between code results and Ansys Fluent results, in which the left column corresponds to the Ansys
Fluent results and right column corresponds to the code results. In this figure, (+) and (-) indicates the
clockwise rotation and counterclockwise rotation respectively. Good agreement can be found from this
comparison. In addition, similar numerical simulations are performed with the same parameters in
Lee’s research [19]. The Nusselt number on both hot boundary and cold boundary are compare in
Table 1. It is found that both results are in good agreement.

Table 1. Comparison of computed Nusselt number at hot wall between the present work and those
from Lee and Lin [19].

Nu at X = 0.5 Nu at X = −0.5

τ Present Lee and Lin [19] Present Lee and Lin [19]

0.05 4.712 4.727 3.698 3.625
0.10 4.172 4.152 3.872 3.834
0.15 4.007 3.987 3.925 3.894
0.20 3.956 3.939 3.942 3.912

Steady-state 3.933 3.926 3.949 3.916

With the validation above, the results of the numerical procedure proposed in this research is
believable. With the validated code, the test cases in Table 2 will be studied one by one. The results
and findings are discussed in the rest part of this paper.

Table 2. Parameters in calculation.

Cases Ra tc R̃aw T̃a ϕm

1 1× 104 2 s 512 1,109,892 π/4
2 1× 104 6 s 57 123,321 π/4
3 1× 104 12 s 14 30,830 π/4
4 1× 106 2 s 51161 1,109,892 π/4
5 1× 106 6 s 5985 123,321 π/4
6 1× 106 12 s 1421 30,830 π/4
7 1× 104 2 s 512 1,109,892 π/8
8 1× 104 6 s 57 123,321 π/8
9 1× 104 12 s 14 30,830 π/8

10 1× 106 2 s 51161 1,109,892 π/8
11 1× 106 6 s 5985 123,321 π/8
12 1× 106 12 s 1421 30,830 π/8
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(a)

 
(b)

  
(c)

  
(d) 

Figure 4. Comparison between code results (right) and Ansys-Fluent results with Dynamic mesh (left)
with Ra = 106 and tc = 1s: (a) ϕ = 0 (+); (b) ϕ = ϕm; (c) ϕ = 0 (−); (d) ϕ = −ϕm.
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3. Results and Discussions

In contrast to the stationary case, the harmonic rotation introduces Coriolis forces, centrifugal
forces, the Eulerian forces, and the buoyancy caused by these forces. So the characteristic of the natural
convection under the interactive effect of these forces is much more complex than that in static case.
Therefore, in this part, the characteristic of the natural convection under the coupling effect of these
forces will be studied and the effect of the harmonic rotation on the flow and heat transfer will be
clarified. According to Equations (9)–(13), the dimensionless parameters governing this kind of flows
are Rayleigh number (Ra), Prandtl number (Pr), nominal rotational Rayleigh number (Raw), and
nominal Taylor number (Ta). The Pr is chosen to be 0.71, which corresponds to the air. An appropriate
choice of other parameters is required to obtain stable and converged solutions. Hence, for this purpose
we have chosen these parameters as listed in Table 2, in which 12 cases are designed with different
combinations of influencing factors. The 12 cases are calculated and the results are analyzed.

Figure 5 shows the velocity vector distributions in the x-o-y plane at Z = 0.5 for Case 1. In the
figure, ϕ is the rotation angle as shown in Figure 2b, and (+) and (-) indicates the clockwise rotation and
counterclockwise rotation respectively. It can be seen from the figure that due to the periodic change
in the magnitude and direction of the Eulerian force, the magnitude and direction of the velocity
also change correspondingly. The direction of the Eulerian force is opposite to the direction of the
tangential acceleration, so in the first half of the cycle, the counterclockwise angular velocity gradually
increases, and when it reaches 1/2 cycle, it increases to the maximum (Figure 5e). In the second half
of the cycle, due to the change of the direction of the Eulerian force, the clockwise velocity began
to accumulate, and when it reaches the whole cycle, the clockwise velocity reaches the maximum
(Figure 5a). Form counterclockwise circulation to clockwise circulation, there is a transition state at
which the counterclockwise velocity was almost weakened by the opposite-direction velocity, as shown
in Figure 5c,g. After that, the clockwise velocity dominates the whole flow gradually. Since the Eulerian
forces are larger at the position farther away from the rotation axis, so the transition appear firstly near
the wall and then in the core region. It can also be found from the figure that the thickness of the flow
boundary layer increases or decreases periodically, being thinnest at the amplitude position and the
largest at the equilibrium position. This is because the Coriolis force, pointed to the rotation axis, is the
largest and smallest at the equilibrium position and amplitude position, respectively.

Due to the angular velocity in x-o-y plane, the temperature fields in this plane also show the
rotation effect, as shown in Figure 6. Figure 6 shows the temperature fields in x-o-y plane at Z = 0.5.
It can be seen that the hot and cold boundaries present a larger influencing region due to the rotation
effect. It can also be found that the thickness of the thermal boundary layer changes periodically with
the rotation.

The periodical clockwise and counterclockwise flows in the x-o-y plane will be subjected to a
Coriolis force pointing to the rotation axis. The counterclockwise velocity induced by gravitational
buoyancy in the y-o-z (higher temperature on the right) will be pulled towards the rotation axis (z axis)
periodically due to rotation, presenting an elliptical motion trajectory as shown in Figure 7. This
motion trajectory is different with those in static case. As can be seen from Figure 7, when the Coriolis
force is large, the flows near the left and right boundaries move closer to the rotation axis, resulting in
a thicker flow boundary layer. When the Coriolis force is zero, the flow boundary layer becomes very
thin, and the thickness of the boundary layer changes periodically. Similarly the temperature field also
presents a thermal boundary layer changing periodically, as shown in Figure 8.

Figure 9 shows the velocity field in the x-o-z plane at y = 0.5. It can be seen from the figure that
the velocity vector is mainly dominated by the natural convection in the square cavity, which is still
counterclockwise. Such a velocity field results in the flow field as shown in Figure 10.
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(a)                             (b) 

(c)                           (d) 

(e)                           (f) 

(g)                             (h) 

Figure 5. Velocity vector at x-o-y plane for Case 1: (a) ϕ = 0 (+); (b) ϕ = ϕm/2 (+); (c) ϕ = ϕm;
(d) ϕ = ϕm/2 (−); (e) ϕ = 0 (−); (f) ϕ = −ϕm/2 (−); (g) ϕ = −ϕm; (h) ϕ = −ϕm/2 (+).
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(a)                                   (b) 

       
(c)                                    (d) 

       
(e)                                  (f) 

       
(g)                                  (h) 

Θ Θ

Θ Θ

Θ Θ

Θ Θ

Figure 6. Temperature field evolution at x-o-y plane for Case 1: (a) ϕ = 0 (+); (b) ϕ = ϕm/2 (+);
(c) ϕ = ϕm; (d) ϕ = ϕm/2 (−); (e) ϕ = 0 (−); (f) ϕ = −ϕm/2 (−); (g) ϕ = −ϕm; (h) ϕ = −ϕm/2 (+).
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(a)                              (b) 

       
(c)                              (d) 

       
(e)                               (f) 

       
(g)                                  (h) 

Figure 7. Velocity vector at y-o-z plane for Case 1: (a) ϕ = 0 (+); (b) ϕ = ϕm/2 (+); (c) ϕ = ϕm;
(d) ϕ = ϕm/2 (−); (e) ϕ = 0 (−); (f) ϕ = −ϕm/2 (−); (g) ϕ = −ϕm; (h) ϕ = −ϕm/2 (+).
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(a)                                (b) 

       
(c)                                (d) 

      
(e)                             (f) 

       
(g)                             (h) 
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Θ Θ

Θ Θ

Θ Θ

Figure 8. Temperature field evolution at y-o-z plane for Case 1: (a) ϕ = 0 (+); (b) ϕ = ϕm/2 (+);
(c) ϕ = ϕm; (d) ϕ = ϕm/2 (−); (e) ϕ = 0 (−); (f) ϕ = −ϕm/2 (−); (g) ϕ = −ϕm; (h) ϕ = −ϕm/2 (+).
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(a)                               (b) 

      
(c)                             (d) 

      
(e)                               (f) 

      
(g)                              (h) 

Figure 9. Velocity vector evolution at x-o-z plane for Case 1: (a) ϕ = 0 (+); (b) ϕ = ϕm/2 (+);
(c) ϕ = ϕm; (d) ϕ = ϕm/2 (−); (e) ϕ = 0 (−); (f) ϕ = −ϕm/2 (−); (g) ϕ = −ϕm; (h) ϕ = −ϕm/2 (+).
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(g)                                     (h) 
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Figure 10. Temperature field evolution at x-o-z plane for Case 1: (a) ϕ = 0 (+); (b) ϕ = ϕm/2 (+);
(c) ϕ = ϕm; (d) ϕ = ϕm/2 (−); (e) ϕ = 0 (−); (f) ϕ = −ϕm/2 (−); (g) ϕ = −ϕm; (h) ϕ = −ϕm/2 (+).
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As can be seen from the vector distributions in the three planes, the Eulerian force-induced velocity
is far greater than gravitational buoyancy-induced velocity. Therefore, the change of Eulerian force
will seriously affect the change of flow field.

The above analysis is regarding the flow and heat transfer at low Rayleigh number, and in the
following part the situation of larger Ra will be discussed. Figures 11–13 show the velocity vector
distributions and temperature fields in plane x-o-y, plane y-o-z and plane x-o-z, respectively, when the
Ra increases to 106 (Case 4). Compared with Figure 5, it can be seen from the Figures 11–13 that when
the Rayleigh number is larger, the flow boundary layer and the thermal boundary layer will become
thinner due to the enhancement of natural convection, as shown in Figures 11 and 12. Moreover,
the temperature field at y-o-z plane is stratified, resulting in a uniform temperature distribution in the
core region in x-o-y plane. Due to the strong flow generated by natural convection in the square cavity,
the flow field formed in the x-o-z plane is also relatively complex. Moreover, with the influence of
periodical Coriolis, the velocity is periodically pulled towards the rotation axis. It can also be seen
from the figure that the flow intensity of natural convection is slightly higher than that generated by
the Eulerian force, so with this Rayleigh number, the flow is dominated by natural convection.

From the perspective of velocity fields and temperature fields, the flow and heat transfer
characteristics in a vertical-axis rotation system are comparatively studied between a higher Ra and
a lower Ra. It can be found from the figure that the flow and heat transfer characteristics are more
complicated than those of static case due to the Eulerian force, Coriolis force, centrifugal force generated
by rotation and the buoyancy force introduced by these forces. When the rotation-induced velocity is
stronger than that induced by gravitational buoyancy, the flow and heat transfer characteristics are
seriously affected by rotation. However, when natural convection is dominated, the effect of rotation
is not as significant as that of lower Ra. In order to compare the velocity dominance under different
Ra conditions, velocity profiles on three center lines of the cavity shown in Figure 14 are compared.
Figure 15 shows the velocity profiles on the three center lines when Ra is 1.0× 104. It can be seen from
the figure that the velocities U and V in x-o-y plane caused by rotation dominate the flow, while the flow
caused by natural convection and other forces are obviously weaker than that generated by rotation.
Figure 16 shows the velocity distribution on three center lines when Ra is 1.0× 106. As can be seen
from the figure, the z-direction velocity caused by natural convection dominates the flow, followed by
the velocity caused by rotation. Therefore, when the Rayleigh number is 1.0× 104, rotation-induced
velocity dominates the flow, while at 1.0× 106, natural convection-induced velocity dominates the flow.

62



J. Mar. Sci. Eng. 2019, 7, 204

       
(a)                                 (b) 

       
(c)                                   (d) 

       
(e)                                    (f) 

       
(g)                                    (h) 

Θ Θ

Θ Θ

Θ Θ

Θ Θ

Figure 11. Temperature field evolution at x-o-z plane for Case 4: (a) ϕ = 0 (+); (b) ϕ = ϕm/2 (+);
(c) ϕ = ϕm; (d) ϕ = ϕm/2 (−); (e) ϕ = 0 (−); (f) ϕ = −ϕm/2 (−); (g) ϕ = −ϕm; (h) ϕ = −ϕm/2 (+).
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Figure 12. Temperature field evolution at x-o-z plane for Case 4: (a) ϕ = 0 (+); (b) ϕ = ϕm/2 (+);
(c) ϕ = ϕm; (d) ϕ = ϕm/2 (−); (e) ϕ = 0 (−); (f) ϕ = −ϕm/2 (−); (g) ϕ = −ϕm; (h) ϕ = −ϕm/2 (+).
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Figure 13. Temperature field evolution at x-o-z plane for Case 4: (a) ϕ = 0 (+); (b) ϕ = ϕm/2 (+);
(c) ϕ = ϕm; (d) ϕ = ϕm/2 (−); (e) ϕ = 0 (−); (f) ϕ = −ϕm/2 (−); (g) ϕ = −ϕm; (h) ϕ = −ϕm/2 (+).
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Figure 14. Observed centerlines for the cavity.

Figure 15. Velocity profiles on the center lines shown in Figure 14 for Case 1.

Figure 16. Velocity profiles on the center lines shown in Figure 14 for Case 4.

In the following part, the heat transfer characteristics of natural convection under different
Ra, rotation period tc and amplitude ϕm will be comparatively investigated from the perspective
of boundary heat transfer rate. Figure 17 compares the hot-boundary Nu under different Ra and
rotation periods with amplitude of π/4. The left and right columns of the figure correspond to Ra
of 1.0× 104 and 1.0× 106, respectively. As can be seen from the figure, when the Rayleigh number is
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low, the hot-boundary Nu decreases with the increase of the period, that is, the hot-boundary Nu is
proportional to the rotation frequency; however, when Ra is higher, changing the period of the rotation
within a certain range has no obvious influence on Nu on the hot boundary. This is because the flow
rate is dominated by rotation at low Ra, while the flow is dominated by natural convection at high
Ra. In addition, under the same Rayleigh number, the smaller the period, the greater the range of the
hot-boundary Nu. Figure 18 shows the results for a smaller amplitudes, π/8. Compared with Figure 17,
it can be found that the Nu is larger if the amplitude is larger, with other parameters remaining same.

  
(a) Ra = × , cT s=  (b) Ra = × , cT s=  

  

(c) Ra = × , cT s=  (d) Ra = × , cT s=  

  
(e) Ra = × , cT s=  (f) Ra = × , cT s=  

Figure 17. Average Nu on the hot face under different cases at ϕm = π/4: (a) Ra = 1× 104, Tc = 2s;
(b) Ra = 1× 106, Tc = 2s; (c) Ra = 1× 104, Tc = 6s; (d) Ra = 1× 106, Tc = 6s; (e) Ra = 1× 104, Tc = 12s;
(f) Ra = 1× 106, Tc = 12s.
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(a) Ra = × , cT s=  (b) Ra = × , cT s=  

  

(c) Ra = × , cT s=  (d) Ra = × , cT s=  

  
(e) Ra = × , cT s=  (f) Ra = × , cT s=  

Figure 18. Average Nu on the hot face under different cases at ϕm = π/8: (a) Ra = 1× 104, Tc = 2s;
(b) Ra = 1× 106, Tc = 2s; (c) Ra = 1× 104, Tc = 6s; (d) Ra = 1× 106, Tc = 6s; (e) Ra = 1× 104, Tc = 12s;
(f) Ra = 1× 106, Tc = 12s.

4. Conclusions

The tangential force (Euler force) and Coriolis force induced by harmonic rotation have important
effect on the natural convection in a vertical-axis harmonic rotation system. The periodical-changing
tangential force results in circle-like flow circulation in x-o-y plane, and this circulation is either
clockwise or clockwise or a transition one. This rotation-induced circulation will be subjected to
Coriolis force which is pointed to rotation axis. As a result, the velocities induced by gravitational
buoyancy near the hot and cold wall will be pulled periodically towards the rotation axis due to the
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Coriolis force, and the boundary layer becomes thicker or thinner periodically due to the change in
Coriolis force. Consequently, the Nusselt number on the hot and cold boundary varies periodically:
At ϕ = 0, Coriolis force is the largest and the boundary layer is the thickest, and at ϕ = ϕm, the Coriolis
is the smallest, so the boundary layer is thinnest and thus the Nusselt number is highest. On the other
hand, the Nusselt number is also positively influenced by the angular velocity near the hot boundary.
With the same Ra, the larger the rotation frequency, the higher the Nusselt number. However, the
effect of rotation on natural convection also depends on the relative magnitudes of rotation-induced
velocity and buoyancy-induced velocity: when the rotation-induced velocity dominates the flow, the
harmonic rotation has obvious effect on flow and heat transfer; otherwise the rotation has limited effect
on natural convection.
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Nomenclature

cp heat capacity
g magnitude of gravity acceleration
L the length of the cavity
Nu local Nusselt number
P dimensionless pressure
p dimensional pressure
pe f f dimensional effective dynamic pressure
Pr Prandtl number
Ra Rayleigh number
R̃aω nominal rotational Rayleigh number
T temperature
tc period of the harmonic rotation
T̃a nominal Taylor number
Th temperature on the hot wall
Tc temperature on the cold wall
T0 initial fluid temperature
t, τ dimensional and dimensionless time
u, v, w dimensional velocities in x, y, z directions
U, V, W dimensionless velocities in X, Y, Z directions
X, Y, Z dimensionless coordinate variables
x, y, z dimensional coordinate variables
Greek symbols
α thermal diffusivity, α = λ/

(
ρcp
)

β thermal expansion coefficient
λ thermal conductivity
ν kinematic viscosity
ρ air density
ρ0 reference air density
ϕ rolling angle, ϕ = ϕm cos(ωt)
ϕm amplitude of rolling
Ω magnitude of rotation angular velocity, Ω =

dϕ
dt

Ω vector of rotation angular velocity
Θ dimensionless temperature
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Abstract: The study of the Tuned Mass Damper (TMD) on Top Tensioned Risers (TTRs) through
the application of numerical analysis is of great significance for marine engineering. However, to
the best knowledge of the author, neither the in-field riser data nor the ocean current data used in
published papers were from engineering design, so the research results provide limited guidance to
the actual engineering project. In view of this problem, this study designed a single TMD to suppress
the vibration of the engineering TTR under the action of the actual ocean current. First, the dynamic
model of a riser-TMD system was established, and the modal superposition method was used to
calculate the model. The non-resonant modal method of the flexible structure was used to design
the TMD parameters for the engineering riser. Ocean current loading in the South China Sea was
then applied to the riser. The vibration of the riser without and with TMD was compared. The result
showed that TMD could effectively reduce the vibration response of the riser. When compared
without TMD, the maximum value of displacement envelope and the RMS displacement were reduced
by 26.70% and 17.83% in the in-line direction, respectively. Moreover, compared to without TMD,
the maximum value of displacement envelope and RMS displacement were decreased by 17.01%
and 22.05% in the cross-flow direction, respectively. In the in-line direction, the installation position
of TMD on the riser was not sensitive to the effect of the displacement response; meanwhile, in the
cross-flow direction the installation position of TMD on the riser was more sensitive to the effect of
the displacement response.

Keywords: tuned mass damper (TMD); top tensioned riser; numerical analysis; marine dynamics

1. Introduction

Suppressing the vibration of marine risers is a popular research direction. Spiral strakes, fairings,
or other forms of passive vibration suppression devices are usually installed on the riser to suppress
vibration [1]. The most commonly installed type is the helical strake. Strakes can destroy vortex
shedding in the flow direction and reduce the effect of the vortex on the riser, which is a method to
reduce the energy input. In contrast to passive vibration suppression devices, another device such as
the tuned mass damper (TMD) can increase the energy consumption. TMDs are widely used in the field
of civil engineering, such as in truss bridges [2], high-rise buildings [3], high towers [4], and structures.

Although some scholars have conducted TMD research on marine risers, they are still in the
research state of numerical analysis and preliminary laboratory tests, and there is still a long way
to go before applications [1,5,6]. Jaiswal [5] carried out an experimental study in a towed pool at
MIT and numerically analyzed the effect of the stiffness of the TMD on the vibration displacement
of the flexible riser. The results showed that the TMD could reduce the vibration displacement
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of the flexible riser. However, the author did not show the detailed experimental results so far.
The slenderness ratio of the experimental model was 7.62 = 0.381 m/0.05 m and the Cauchy number was
CY = ρL3U2/(16B) = 4.06e− 6 [7], similar to that of a rigid cylinder. Nikoo [6] used a pipe-in-pipe (PIP)
instead of a traditional TMD to conduct numerical research on vortex-induced vibration suppression,
and the results showed that 84% of the vortex-induced vibration could be suppressed. The slenderness
ratio of its numerical model was in the range of 5–13, which is different from the slenderness ratio
of engineering marine flexible risers, 102–103. Obviously, in the above article, the riser was a rigid
structure, but the actual marine riser was a flexible structure, which caused the TMD to suppress the
vibration effect of the riser to be exaggerated. As the TMD is usually designed for a certain resonant
mode (target resonant mode), when the structure is flexible the tuned absorber not only experiences the
support motion of the resonant mode, but also the support motion of other usually higher-frequency
modes, and only a part of the force transmitted by the absorber enters the target resonant mode.
When the structure is rigid, the tuned absorber only experiences the support motion of the resonant
mode [8]. Therefore, the TMD suppresses the vibration effect of rigid risers better than the vibration
effect of flexible risers.

Chaojun [1] studied the suppression of experimental riser vibration in the Gulf of Mexico using
TMD and a semi-active tuned mass damper (STMD) through numerical analysis, and analyzed the
dynamic response displacements under uniform flow and the Gulf stream. The results showed that the
STMD’s vibration suppression effect was better than the TMD’s vibration suppression effect. However,
the TMDs and STMDs were evenly distributed along the entire length of the flexible riser, which would
lead to the installation of many damper components. The increase in the cross-sectional area of the
damper cannot be ignored. This results in a larger load on the riser, a greater installation difficulty,
difficulty in maintenance, and a higher cost.

In summary, due to the lack of engineering data in the numerical calculation, the actual effect
of TMDs in suppressing riser vibration cannot be accurately quantified, so the practical guidance of
the calculation results for the project is also limited. Accurate numerical calculation is the basis of
engineering application. Therefore, this study uses a TMD to suppress marine flexible riser vibration in
the actual ocean current load, and quantitatively analyzes the vibration suppression effect of the TMD.

The structure of the paper is as follows. Section 2 establishes the dynamic model of the TMD
acting on flexible marine risers. Section 3 uses the modal superposition method to carry out numerical
analysis on a flexible marine riser such as a Top Tensioned Risers (TTR). In Section 4, the numerical
results are discussed. The conclusion is in Section 5.

2. Dynamic Model of TTR Marine Riser with TMD

The tuned mass damper (TMD) consists of a ring, a viscous damper, and a spring. It is installed
on the outer surface of the riser, as shown below in Figure 1.

Figure 1. Schematic of the TMD and TTR model.

72



J. Mar. Sci. Eng. 2020, 8, 785

Vibration control equation in the XY plane:

EI
∂4y(z, t)
∂z4

− T
∂2y(z, t)
∂z2 + mz

∂2y(z, t)
∂t2 + c

∂y(z, t)
∂t

− f (z, t) − δ(z− s) fTMD(z, t) = 0, (1)

fTMD(s, t) = −kTMD(yTMD(s, t) − y(s, t)) − cTMD

(
∂yTMD(s, t)

∂t
− ∂y(s, t)

∂t

)
= mTMD

∂2yTMD(s, t)
∂t2 , (2)

δ(z− s) =
{ ∞ z = s

0 z � s

}
,
∫ L

0
δ(z− s) f (z)dz = f (s), (3)

where y represents the transverse displacement of the riser. The vibration control equation is also valid
in the x-direction. z represents the length position. t represents the time. EI represents the bending
stiffness, and T is the tension. mz represents the uniform mass per unit length of the riser. c represents
the structural damping coefficient. f (z, t) represents the transverse force per unit length. fTMD(z, t)
represents the transverse force of TMD. δ is the Dirac function. kTMD represents the spring stiffness of
the TMD, and mTMD represents the mass of TMD. yTMD(s, t) and y(s, t) represent the TMD transverse
displacement and the transverse displacement of the riser at time t and riser position s, respectively.
cTMD represents the damping coefficient of TMD.

The transverse force per unit length f (z, t) of Equation (1) can be decomposed into the drag force
in the in-line direction and the lift force in the cross-flow direction [9,10], as follows:

fD(z, t) = 1
2ρ f CD(z, t)U(z, t)2D + AD cos(4π fvt + β)

fL(z, t) = 1
2ρ f CL(z, t)U(z, t)2D cos(2π fvt + α)

, (4)

where ρ f is the sea water density. CD(z, t), CL(z, t) is the drag force and lift force coefficient. U(z, t)
is the velocity of the current. D is the diameter of the riser. The non-dimensional vortex shedding
frequency is fv = StU

D . St is the St Number, usually taken as 0.2. AD is 20% of the first term of fD (z,t). α
and β are the phase angles.

The boundary conditions are simply supported; the displacement is 0, and the bending moment
is 0, as shown below:

y(0, t) = 0, EI ∂
2 y(0,t)
∂z2 = 0

y(L, t) = 0, EI ∂
2 y(L,t)
∂z2 = 0

. (5)

Since the marine riser’s vibration is a small amplitude, the modal superposition method is used to
solve the above partial differential equation. First, the natural frequency and mode are calculated, and
the non-conservative force in Equation (1) is set as 0, then one obtains:

EI
∂4y(z, t)
∂z4

− T
∂2y(z, t)
∂z2 + mz

∂2y(z, t)
∂t2 = 0. (6)

Assume that the solution of formula (6) has the form:

y(z, t) = φ(z)q(t), (7)

where φ(z) represents the mode shape. q(t) represents the mode displacement.
Inserting Equation (7) into Equation (6),

EIφ′′′′ (z)q(t) − Tφ′′ (z)q(t) + mzφ(z)
..
q(t) = 0

EIφ′′′′ (z) − Tφ′′ (z)
φ(z)

=
−mz

..
q(t)

q(t)
= mzw2
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where w is unknown. “′” denotes the derivative of position z, and “.” denotes the derivative of time. t.

EIφ′′′′ (z) − Tφ′′ (z) −mzw2φ(z) = 0. (8)

The boundary condition Equation (5) becomes:

φ(0) = 0,φ′′ (0) = 0
φ(L) = 0,φ′′ (L) = 0

. (9)

Introducing hypothesis φ(z) = Ceλz into Equation (8), we obtain:

EIλ4 − Tλ2 −mzw2 = 0

The above Equation is a quartic equation of one element, and the four roots can be solved.

λ1 = −i

√ √
T2+4EImzw2−T

2EI ,λ2 = i

√ √
T2+4EImzw2−T

2EI

λ3 = −
√

T+
√

T2+4EImzw2

2EI ,λ4 =

√
T+
√

T2+4EImzw2

2EI

Thus, φ(z) = C1eλ1z + C2eλ2z + C3eλ3z + C4eλ4z. After further simplification, using trigonometric
and hyperbolic functions to replace the exponential form, we get:

φ(z) = A sin δz + B cos δz + Csinhεz + D cosh εz

where δ =

√ √
T2+4EImzw2−T

2EI , ε =

√
T+
√

T2+4EImzw2

2EI .
Bringing the boundary condition Equation (9) into the above formula, we get sin δL = 0.

Because sin nπ = 0, n = 1, 2, · · · ,∞, so δnL = nπ. Further, we get the natural frequency wn,

wn = nπ
L

√(
nπ
L

)2 EI
mz

+ T
mz

and the mode shape φn(z) = sin nπz
L , n = 1, 2, · · · ,∞.

Since the displacement y (z,t) is a combination of any number of modals, the expression of y (z,t) is:

y(z, t) =
∞∑

n=1

qn(t)φn(z). (10)

Bringing the mode shape φn(z) into Equation (10), one obtains:

y(z, t) =
∞∑

i=n

qn(t) sin
nπz

L
. (11)

Taking Equation (11) into Equation (1) and simplifying it, we obtain:

mz

∞∑
n=1

qn(t)φn(z)w2
n + mz

∞∑
n=1

..
qn(t)φn(z) + c

∞∑
n=1

.
qn(t)φn(z) − f (z, t) − δ(z− s) fTMD(z, t) = 0. (12)

To simplify the calculation complexity, we set the structural damping c in the modal damping
ratio:

c = 2mzwnξ. (13)

According to the characteristics of trigonometric functions,

∫ L

0
φn(z)φm(z)dz =

⎧⎪⎪⎨⎪⎪⎩0 n � m

L/2 n = m
. (14)
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Multiply each term of Equation (12) by φm(z), integrate from 0 to L, and take Equations (13) and
(14) into Equation (12), and we get:

mzqn(t)
∫ L

0 φ
2
n(z)w2

ndz + mz
..
qn(t)

∫ L
0 φ

2
n(z)dz + 2mzwnξ

.
qn(t)

∫ L
0 φ

2
n(z)dz

−∫ L
0 f (z, t)φn(z)dz− fTMD(z, t)φn(s) = 0

. (15)

After further simplification, we can obtain:

..
qn(t) + 2wnξ

.
qn(t) + w2

nqn(t) =
1

Mn
Pn(t), (16)

where the Nth order mode mass is Mn =
∫ L

0 φ
2
n(z)mzdz, and the Nth order mode force is Pn(t) =∫ L

0 f (z, t)φn(z)dz + fTMD(z, t)φn(s).

The displacement of the riser connected to the TMD is y(s, t) =
∞∑

i=n
qn(t) sin nπs

L . Bring the

displacement into Equation (2), where cTMD = 2mTMDwnTMDξTMD, and we obtain:

fTMD(s, t) = −kTMD

(
yTMD(s, t) − ∞∑

n=1
qn(t) sin nπs

L

)
−2mTMDwnTMDξTMD

(
∂yTMD(s,t)
∂t − ∞∑

n=1

.
qn(t) sin nπs

L

)
= mTMD

∂2 yTMD(s,t)
∂t2

. (17)

Simultaneously in (16) and (17), the dynamic equations of the system can be obtained with infinite
degrees of freedom:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

..
qn(t) + 2wnξ

.
qn(t) + w2

nqn(t) = 1
Mn

Pn(t)

fTMD(s, t) = −kTMD

(
yTMD(s, t) − ∞∑

n=1
qn(t) sin nπs

L

)
−2mTMDwnTMDξTMD

(
∂yTMD(s,t)
∂t − ∞∑

n=1

.
qn(t) sin nπs

L

)
= mTMD

∂2 yTMD(s,t)
∂t2

. (18)

3. Numerical Analysis

3.1. Establishing Numerical Equations

When the mode superposition method is used in the project, the mode mass participation
coefficient is required to be above 90% [11], so N is taken as the first five orders, and the mode mass
participation coefficient is 92.31%.

..
q1(t) + 2w1ξ

.
q1(t) + w2

1q1(t) = 1
M1

P1(t)
..
q2(t) + 2w2ξ

.
q2(t) + w2

2q2(t) = 1
M2

P2(t)
..
q3(t) + 2w3ξ

.
q3(t) + w2

3q3(t) = 1
M3

P3(t)
..
q4(t) + 2w4ξ

.
q4(t) + w2

4q4(t) = 1
M4

P4(t)
..
q5(t) + 2w5ξ

.
q5(t) + w2

5q5(t) = 1
M5

P5(t)

mTMD
∂2 yTMD(s,t)
∂t2 + kTMD

(
yTMD(s, t) − 5∑

n=1
qn(t) sin nπs

L

)
+2mTMDwnTMDξTMD

(
∂yTMD(s,t)
∂t − 5∑

n=1

.
qn(t) sin nπs

L

)
= 0

. (19)

Sorting out the above formula, we get the following:

M
..
U + C

.
U + KU = P, (20)
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where U =
{

q1(t) q2(t) q3(t) q4(t) q5(t) yTMD(s, t)
}T

.

M =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 mTMD

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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L −A sin 3πs
L −A sin 4πs

L −A sin 5πs
L A
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1

M1
P1(t) 1

M2
P2(t) 1

M3
P3(t) 1

M4
P4(t) 1

M5
P5(t) 0

}T
3.2. Select Model Parameters

The design of TMD has a large degree of freedom. In this paper, TMD is designed according to
the design method proposed in [8], which considers the non-resonant modal contribution of flexible
structures. The first-order modal damping ratio of a system consisting of a riser and a TMD is set to
ζd = 0.10, and the remaining parameters are shown in Tables 1 and 2 below.

Table 1. Risers and TMD parameter table.

Parameters Value Parameters Value

Riser Length L (m) 1000 Outside Diameter of Riser (m) 0.2
Mass Per Unit Length (kg/m) 15 Sea Water Density (kg/m3) 1024
Structural damping ratio % 5 Flexural rigidity EI (N/m2) 4 × 109

Pretension F (N) 1.2 × 106 Drag coefficient Cd 1
Drag force amplitude AD 0.2 phase angle α 0
Lift force coefficient CL 1 phase angle β 0

TMD Mass (kg) 306 TMD damping ratio % 10.1
TMD spring stiffness (N/m) 245 TMD mass/Riser full length mass 0.02

Table 2. Natural vibration frequency of the riser (Hz).

Modal Order 1 2 3 4 5

Natural vibration frequency 0.1437 0.3009 0.4830 0.6989 0.9546

The data is based on actual measurement data in the South China Sea for one year, and the depth
is close to 1000 m, as shown in Figure 2. The data is a mixture of waves and currents. Since it cannot
be separated and the current is dominantly away from the water surface, it is considered to be all
ocean currents. The direction of the current is not exactly the same in the whole water depth, and the
direction of the current is opposite in most months. Most ocean currents are negative at a depth of
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(−300,0) m and positive at a range of (−1000,−300) m. The negative velocity is greater than the positive
velocity, the (−100,0) m velocity near the sea surface has the highest velocity, and the (−800, −1000)
m velocity near the seafloor is almost zero. The max speed of the current in December is −35 cm/s.
Compared with the uniform flow and shear flow often used previously in riser calculation, the actual
operating current velocity in the field is not large, but the flow direction in full depth is more than a
single direction and can be the opposite. It can be seen that the actual current is complicated.

Figure 2. Typical current velocity map from January to December in the South China Sea.

The riser calculation is based on the most unfavorable December current data. The two directions’
dynamic response are calculated, respectively, for the in-line (y) direction and the cross-flow (x)
direction. We take the drag force fD (z,t) of Equation (4) into Equation (20) to calculate the dynamic
response in the in-line direction, and take the lift force fL (z,t) of Equation (4) into Equation (20) to
calculate the dynamic response in the cross-flow direction. The initial state is static, the displacement
is 0, the velocity is 0, and the acceleration is 0. Using the numerical integration Newmark-β method,
α = 0.5, β = 0.25, and the average constant acceleration method is unconditionally stable.

4. Numerical Results

4.1. In-Line Direction

The influence of the TMD installation position on the vibration of the riser is analyzed. Figure 3
shows the displacement envelope without and with the TMD installed in different positions (100–900 m,
every 100 m). It can be seen that, without TMD, the maximum value of displacement envelope is
0.0876 m at 550 m, and the minimum displacement envelope value is −0.0003 m at 750 m.

Figure 3. Envelope diagram of the vibration displacement of the riser in the in-line direction when the
TMD is installed in different positions.
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The target mode of TMD design is mode 1. The maximum displacement of the mode shape of
mode 1 is at the center of the riser (500 m). Therefore, in theory, the TMD installed in the center
of the riser is the best place to control the riser vibration. However, the calculation shows that the
maximum value of displacement envelope of TMD installed at 800 m is the smallest. Moreover, the
displacement value at 550 m is 0.0642 m, which is 26.70% lower than that of the riser without TMD.
The best installation of TMD at 800 m instead of at 500 m is due to the unevenly distributed current.

The riser displacement envelope value of TMD installed at any position of (0,1000) m is smaller than
the riser displacement envelope value without TMD. Besides this, the difference in the displacement
envelope value of the riser installed at any position is small and almost coincident. Moreover, the
maximum difference is only 3.49% when the TMD is installed at 200 m and 700 m.

Figure 4 is the root mean square (RMS) diagram of the vibration displacement of the riser
without the TMD and the riser with the TMD installed in different positions (100–900 m, every 100 m).
The maximum displacement response without the TMD is 0.0559 m at 350 m, while the maximum
displacement response with the TMD is 0.0459 m at 200 m, and the maximum reduction in the
displacement is 17.83%. Thus, the position of the maximum displacement of the two is different.
The displacement of the TMD installed at (0,150) m is slightly larger than that without the TMD, while
the displacement of the TMD installed at (150,1000) m is significantly smaller than that without the
TMD. It can be seen that the TMD installation can effectively reduce the RMS displacement of the riser.

Figure 4. RMS of the vibration displacement of the riser in the in-line direction when the TMD is
installed at different positions.

4.2. Cross-Flow Direction

Figure 5 shows the envelope diagram of vibration displacement of riser when the TMD is installed
at different positions. Because there is only current and no wave, the envelope diagram shows a
symmetrical figure with the displacement of 0 axes—that is, the positive and negative envelope values
are symmetrical. The displacement envelope value without TMD completely envelops the displacement
envelope value with TMD. Therefore, the TMD reduces the displacement response. Specifically, when
the TMD is not installed, the maximum value of displacement envelope is 0.0911 m at 700 m, and the
minimum value is −0.0911 m at 700 m. While the TMD is installed at 400 m, the maximum value of
displacement envelope is 0.0756 m, which is 17.01% lower than the displacement without TMD, and
the minimum displacement envelope value is −0.0762 m in the same position, which is 16.36% lower
than the displacement without the TMD.

Figure 6 shows the RMS diagram of the vibration displacement of the riser in the cross-flow
direction when the TMD is installed at different positions. When the TMD is not installed, the vibration
displacement is the largest, which is 0.0390 m at 700 m. While the TMD is installed, the vibration
displacement becomes smaller. In other words, with the TMD installed at 400 m, it is 0.0304 m at 700 m
in the z-direction, which is 22.05% lower than that without the TMD. Besides this, the displacement
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without the TMD at 500 m in the z-direction is 0.0370 m, and the displacement with the TMD installed
at 500 m in the z-direction is 0.0234 m, which is 38.38% lower than the displacement without the TMD.

Figure 5. Envelope diagram of vibration displacement of the riser in the cross-flow direction when the
TMD is installed at different positions.

Figure 6. RMS of the vibration displacement of the riser in the cross-flow direction when the TMD is
installed at different positions.

The TMD installation position has different effects on the displacement suppression in the in-line
and cross-flow directions. Specifically, in the in-line direction, the installation position of the TMD is not
sensitive to the vibration displacement control of the standpipe. However, in the cross-flow direction,
the installation position of the TMD is more sensitive to the vibration displacement control of the riser.
For example, in Figure 5, when the TMD is installed at 100 and 400 m in the z-direction, its maximum
displacement envelope is 0.0865 and 0.0756 m, respectively. Compared with the displacement without
the TMD, the decrease is 5.05% and 17.01%. The displacement reduction effect of installing TMD at
400m is 3.37 times as much as that of installing TMD at 100m.

5. Conclusions

In this study, a single TMD was used to suppress the vibration of the engineering TTR under the
action of the actual ocean current. The dynamic model of a riser-TMD system was established, and the
model was calculated using the modal superposition method. The influence of TMD on the vibration
displacement of the riser under the South China Sea current was numerically and quantitatively
analyzed, which is very helpful for engineering applications. We drew the following conclusions:

1. The TMD could effectively restrain the vibration displacement of the riser. When compared to
the condition without the TMD, the maximum value of displacement envelope and the RMS
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displacement were reduced by 26.70% and 17.83% in the in-line direction, respectively. Besides,
compared to without the TMD, the maximum value of displacement envelope and the RMS
displacement were decreased by 17.01% and 22.05% in the cross-flow direction, respectively.

2. In the cross-flow direction, the vibration displacement control was sensitive to the TMD installation
position, and the TMD installation should be near the best place (at 400 m in the z-direction
of a 1000 m riser); but in the in-line flow direction, the vibration displacement control was not
sensitive to the TMD installation position.

The next step is to prepare for experimental verification.
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Abstract: In underwater towing operations, the drag force and vertical offset angle of towropes are
important considerations when choosing and setting up towing equipment. The aim of this paper is
to study the variation in drag force, vertical offset angle, resistance, and attitude for towing operations
with a view to optimizing these operations. An underwater experiment was conducted using a 1:8
scale physical model of a subsea module. A comprehensive series of viscous Computational Fluid
Dynamics (CFD) simulations were carried out based on Reynolds-averaged Navier–Stokes equations
for uniform velocity towing. The results of the simulation were compared with experimental data
and showed good agreement. Numerical results of the vorticity field and streamlines at the towing
speeds were presented to analyze the distribution of vortexes and flow patterns. The resistance
components were analyzed based on the numerical result. It was found that the lateral direction was
a better direction for towing operations because of the smaller drag force, resistance, and offset angle.
Similar patterns and locations of streamlines and vortexes were present in both the longitudinal and
lateral directions, the total resistance coefficient decreases at a Reynolds number greater than that of
a cylinder.

Keywords: drag model test; vertical offset angle; drag force; resistance coefficient; CFD simulation;
flow field

1. Introduction

The oil and gas industry are engaging in offshore operations in deeper and more distant areas.
As a result, subsea modules are becoming larger and more complex [1–3]. A key issue is how to
transport subsea modules with the lowest risk and cost. Most approaches to addressing these issues
can be divided into two categories: (1) the subsea module can be transported on the deck of a vessel
and lowered through the surface near the subsea module site, and (2) in wet tow methods, the module
can be lowered through the splash zone at inshore sheltered areas and towed on the surface of the water
or underwater [4]. When the body is towed on the surface, the floating state, stability, and drag force of
the towed body should meet the requirements of the towing operation and take into account the effects
of wind and waves. The platform is one of the most commonly towed bodies, and excessive roll and
pitch motions in stormy seas can lead to damage to the structure and to the overturning of the platform.
For bodies with a large height, the wind load is also an important factor. The towed body can be linked
to the vessels either directly by towropes or indirectly by pencil buoys when it is towed underwater [5].
The underwater towing method is used in marine exploration to obtain high-resolution seismic images
of the subsurface, including shallow sediments in a deep-sea environment [6]. Unlike the surface
towing method, the body is totally underwater and away from the surface, hence the wave and wind
loads are no longer significant parameters. Subsea towing does not require vessels with large decks
and high lifting capacity and avoids the effects of working in extreme sea states [7].
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In recent years, several studies on towing operations have been carried out using numerical or
experimental methods. Kang et al. [8] analyzed a specific jack-up model during surface towing by
considering the roll, pitch, and heave motions in a stochastic wave input process. They created a
reliability-based stochastic analysis method and considered the probability of deck overtopping and
instability for roll and pitch. Zhang et al. [9] studied the surface towing dynamic behaviors of an
offshore integrated meteorological mast (OIMM) with different towing conditions in various wind and
wave conditions using MOSES software developed by Ultramarine. The OIMM with a low draft had
the most significant pitch motion fluctuations because of the small righting force, but heave motion
showed increases in middle draft states. Ding et al. [10] found that higher mooring positions and
towing velocities can achieve moderate dynamic response amplitudes. Their results also showed that
the wind load is dominant when the drag force of the towed body is small and that the drag resistance
fluctuates greatly because of the influence of the free surface. In the underwater towing method,
the drag force is an important parameter in towing operations. Rattanasiri et al. [11] investigated the
viscous interaction between autonomous underwater vehicles (AUVs) and studied the influence of
their shape using ANSYS CFX 12.1 software, and found that the spacing between hulls determines the
drag force of AUVs, and that increasing the spacing results in a lower interaction. The configuration’s
shape had no positive effect on the drag force for the fleet. Wu et al. [12] designed a controllable
underwater towing system and examined the hydrodynamic and control behaviors using towing
experiments and the Charge Coupled Device (CCD) underwater photogrammetric technique. Go and
Ahn [13] proposed a method for determining hydrodynamic coefficients by using the Computational
Fluid Dynamics (CFD) method to simulate the working conditions of a towed-fish. The hydrodynamic
model obtained can be used to simulate the motion of a towed-fish. Due to the effect on the stability
of the towed body, the hydrodynamic performance and shape variation in the towrope should be
considered in the towing system. Sun et al. [14] carried out a new nodal position finite element
method to avoid the accumulated errors from time steps over a long-time simulation, and used the new
method for towing simulations. To improve the stability of the towed vehicle, a two-part underwater
towing method has been developed experimentally and numerically [15,16]. It is preferable to select
a sufficiently long secondary cable to improve the hydrodynamic behavior of the towed vehicle for
heave and pitch motions [17]. The vertical offset angle of the towrope is limited by the size of the
moon-pool, or by heave compensation equipment in subsea towing, and thus the vertical offset angle
of the towrope is an important factor to be considered, in addition to the drag force. Jacobsen and
Leira [18] investigated the variation in dynamic drag force and offset angle for towropes in different
wave and heave periods using both towing experiments and software simulation of marine operations
(SIMO) developed by Det Norske Veritas. They also studied the influence of the bottom proximity
effects of the added mass.

The aforementioned research provides a description of towing methods, including surface towing
and subsea towing. There are two important parameters in the subsea towing method: the drag force
and the vertical offset angle of towropes. To study the hydrodynamic performance and characteristics
of a subsea module, a subsea towing analysis should be conducted. Different towing directions
matched with different towing speeds can form different towing cases. Studies should be carried out to
determine which case is better for underwater towing of this subsea module, and to explain why this
is so. This involves studying how the towing conditions affect the drag force and offset angle. In the
present study, numerical results of the vorticity field and streamlines at different towing speeds were
presented to analyze the distribution of vortexes and flow patterns and to explain the effects of drag
force, offset angle, and resistance coefficients. The main objective of the present study is to analyze the
drag force, vertical offset angle, attitude of the module, and flow characteristics for uniform towing
motions using physical towing experiments and numerical simulations (STAR-CCM+ 13.04).

The paper is organized as follows: first, module configuration and towing tests in a calm water
are described, and the experimental results of drag force coefficients, vertical offset angle, and the
attitude of the module are presented. A brief description of the numerical method used is then
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presented, followed by a description of the numerical model setup, mesh generation, and validation
of the numerical results. Subsequently, the relationships between the drag force coefficients, vertical
offset angle, and towing velocities are analyzed. Results of the flow characteristic studies based on the
numerical analysis are then presented. In the last section, the components of resistance were analyzed,
and the frictional and pressure resistance coefficients were obtained.

2. Tests Using a Physical Model

2.1. Geometry and General Parameters

The model of the subsea module is shown in Figure 1. The subsea module was designed by
Offshore Oil Engineering Co., Ltd. for the subsea pipeline from the Wenchang gas fields to the Yacheng
pipeline. The data presented in this paper have been rescaled according to Froude’s similarity law
with a scale ratio λm= 8. The test model is made of Q235 carbon steel. The model consisted of a set of
intersecting steel pipes that were welded together between two trusses, with plates that were divided
into three parts and welded below the trusses. The trusses were made using a universal beam, using
H300A steel for the upper trusses and H300B for the lower ones. Three types of steel pipes were used:
ϕ273× 13, ϕ168× 9, and ϕ140× 8. The steel pipes were welded at the inner panel point. The lower
truss and perforated plate create a large amount of rectangular space. In accordance with actual
construction requirements, it was necessary to punch in each rectangular space. As shown in Figure 2,
the diameter of each drain hole on the lowest surface plate was ϕ = 6.250 mm. Three perforated
plates were enclosed by skirt plates and form a large rectangular cavity under the perforated plate.
The thickness of the perforated plate and skirt is 94 mm. The model was 2.210 m long (L), 1.500m wide
(B), and 0.440 m deep (H), and its total weight was 104 kg. The submerged weight is 852 N. In this
experiment, the Reynolds number Re = 3.78 × 105 > 3.5 × 105.

 
Figure 1. Photograph of the physical model.

(a) (b) 

Figure 2. Cont.
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(c) 

 

(d) 
Figure 2. Principal layout of the test module: (a) side view, (b) front view, (c) isometric drawing,
(d) top view.

2.2. Experimental Setup

The model tests were conducted in the towing tank at Harbin Engineering University. The tank is
110 m long, 7 m wide, and 3.5 m deep, and the water temperature was 14 ◦C. The vertical position
of the center of gravity from the bottom was 0.191 m and the horizontal position from the head
was 1.105 m. The arrangement of the experimental equipment, north-east-down coordinate system
(O-xyz), and the coordinate system of gravity (G-xyz) are shown in Figure 3. The Ox axis is along
the longitudinal of the water tank, O is the location of the spin center, and G is the center of gravity.
An offset angle transducer was fixed on the carriage and was connected to the main towrope with a
force ring. The offset angle transducer can only measure the angle of the main towrope about the Oy
axis, the range of measurement is ±20◦, and the accuracy is 0.01◦. The model was suspended from
the force ring through four branches, each 10 mm thick. The branches of the towropes were linked to
four points equidistant from the center of gravity on the frame. The coordinates of the four points
were (0.760, 0.440, −0.249) m, (0.760, −0.440, −0.249) m, (−0.760, −0.440, −0.249) m, and (−0.760, 0.440,
−0.249) m. The model was underwater at all times. The force ring used in this experiment was an
elastic force sensor. When the force sensor was stretched or compressed axially, the force signal was
converted into a voltage signal, and the numerical value was output by the data acquisition system.
The force sensor has a measuring voltage of 5 V, a measuring range of 10,000 N, and an accuracy of 1 N.
A camera was used to record the attitude of the model. The camera is installed on the carriage in the
third octant of the initial position of G-xyz.

Figure 3. Arrangement of experimental equipment.

84



J. Mar. Sci. Eng. 2019, 7, 384

To precisely investigate the variation of drag force and offset angle with velocities, each case
was applied twice. The test conditions are shown in Table 1. The longitudinal (Gx) direction of the
model was along the lengthwise direction of the water tank (Ox) and stable before the X-direction
cases. The lateral (Gy) of the model direction was along the lengthwise direction of the water tank
(Ox) and stable before the Y-direction cases. The data for the force ring were cleared before each case,
and thus the wet weight was excluded.

Table 1. Towed test cases.

Towing Direction: X Velocity/m·s−1 Towing Direction: Y Velocity/m·s−1

Case 1 0.2 Case 6 −0.2
Case 2 0.3 Case 7 −0.3
Case 3 0.4 Case 8 −0.4
Case 4 0.5 Case 9 −0.5
Case 5 0.6 Case 10 −0.6

2.3. Physical Modeling of the Module

The force analysis of an object with a submerged weight W suspended by a wire is shown
in Figure 4. At any vertical position z of the wire, the system satisfied the following equilibrium
function in the Oz direction, with a towing speed of U:

F(z) cosα = W − FL + ρgaz + mgl(z) − ∫ l(z)
0 q sinαds (1)

where F(z) is the drag force at the end of the wire, q and mg are the drag force and submerged weight
per unit length, respectively, α is the offset angle, a is the cross-sectional area of wire with a length of
l(z), and FL indicates lift force. In the Ox direction, the equilibrium function is

F(z) sinα = Ft +
∫ l(z)

0 q cosαds− p0(z) sinα (2)

The first term is total resistance (frictional resistance F f and pressure resistance Fpv). The second term
is the horizontal component of the drag force acting on the wire and p0(z) is the pressure at level z.

Figure 4. The force analysis of an object suspended by a wire.

Equations (1) and (2) can be approximated and simplified to (3) and (4). The length of wire is
small and its hydrodynamic force has little effect when compared with the drag force and weight of
the module. Thus, the weight and drag force of the wire can be ignored.

F(z) cosα = W − FL (3)

(F(z) + p0(z)a) sinα = Ft (4)
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2.4. Experimental Results

In this section, the drag force and offset angle are analyzed considering the submerged weight
of the module. The data obtained from the two cases in the same state were in good agreement
with each other. As shown in Figure 5a,b, the drag force (FX,EXP) and the offset angle (αX,EXP) in
the X-direction tow increased rapidly as the model accelerated and reached a maximum, FX,EXP and
αX,EXP then decreased slowly. The maximum drag force increased as the towing velocities increased,
but the maximum in Case 1 was not obvious. There was a peak after the maximum in Cases 2, 3,
4, and 5, and the peak value also increased as the velocities increased. Finally, FX,EXP and αX,EXP

reduced with the model acceleration until stable. After considering the submerged weight of the
module, the maximum drag forces in the X and Y directions increased nonlinearly with the towing
speed, and the values were very similar. The maximum relative difference was 8.6%. This occurred
when the drag speed was 0.4 m/s. The maximum drag force of 1119.037 N occurred when the speed
was 0.6 m/s in the X-direction. The maximum drag force was 131.3% of the submerged weight,
while the minimum drag force of 917.615 N occurred at a speed of 0.2 m/s, also in the X-direction,
and was 107.7% of the submerged weight. The average drag force for a uniform state in the X-direction
increased noticeably at two-speed ranges: 0.2 m/s–0.3 m/s and 0.5 m/s–0.6 m/s, and the maximum rate
of increase was 66.1%. The minimum rate of increase was 7.4% and appeared in the speed range of
0.3 m/s–0.5 m/s. The average drag force in the Y-direction showed a different trend: a peak occurred at
a speed of 0.3 m/s with a value of 908.026 N, while the drag force increased nonlinearly after 0.4 m/s.
The model was affected by vortex-induced oscillation, and hence the measurements, especially for
drag force, are oscillating when the model is towed in a uniform motion. The amplitude of oscillation
increased with increased velocities. The maximum oscillation rate was 6.45% and appeared in Case 3.
The maximum change in the drag force was 3.662 N and appeared in Case 5. Vortex-induced vibration
had little effect on the offset angle. The maximum relative fluctuation rate was 1.28% and appeared in
Case 1. The maximum vertical deflection angle was 0.0977◦ and occurred in Case 5.

Figure 5c,d shows time series results from the experiments for the drag force (FY,EXP) and offset
angle (αY,EXP) in the Y-direction tow. Compared with the X-direction tow, the maximum FY,EXP value
is close to maximum FX,EXP, and their maximum difference is 8.6%, which occurred when the velocity
was 0.4 m/s. FY,EXP and αY,EXP still have oscillations under stable towing, but FY,EXP and αY,EXP are
closed under different velocities. The values of αY,EXP show different trends to those of as αX,EXP:
the values of αY,EXP stop reducing for a period of time in Cases 8, 9, and 10. In this paper, stable towing
means that the drag force and offset angle of the module vary within a certain range. The maximum
oscillation rate was 59.8% and appeared in Case 3, and the maximum change in drag force was
29.908 N. The maximum relative fluctuation rate of 1.77% appeared in Case 1, and the maximum
vertical deflection angle was 0.0488◦. The maximum offset angle for all towing tests appeared at the
speed of 0.6 m/s for αX,max,EXP = 15.879◦. The minimum offset angle appeared at the same speed
for αY,max,EXP = 2.863◦. The maximum difference between maximum offset angles (αX,max,EXP and
αY,max,EXP) was 14.5%, and the minimum was 1.0%.

When the carriage stopped, the offset angle decreased at first, and then increased to the peak
value in the opposite direction. The drag force appeared as another peak and finally decreased rapidly.
These phenomena occurred because the carriage stopped with a large acceleration in a short time.
In the X-direction towing cases, these peak values were greater than the average offset angle in Cases 1
and 2, and the maximum rate was 142.6%. These peak values were less than the average offset angle in
Cases 3, 4, and 5, and the maximum rate was 88.3%. Except for Cases 1 and 2, the drag forces do not
show peak value as the offset angles, they only decrease rapidly when the carriage stops because the
oscillation is greater. The peak values were 100.4% and 101.1% of the average drag forces in Cases 1
and 2, respectively. In the Y-direction cases, the peak values of the offset angle in the stopping state
were greater than the peaks in the X-direction and the average values in the Y-direction. The maximum
difference of the peaks in the X and Y-directions was 100.4% at a speed of 0.6 m/s, and the minimum
difference was 38.4% at a speed of 0.2 m/s. As for the drag force, peak values occurred in Cases 6, 7,
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and 8. The peak values were 100.9%, 102.4%, and 101.3% of the average values, respectively. It can,
therefore, be concluded that the drag force and offset angle in the Y-direction were more easily affected
by centripetal forces in the stopping state.

(a) (b) 

(c) (d) 

Figure 5. Time histories of drag force and vertical offset angle with different speeds: (a) Offset angle
variation for X-direction towing, (b) Drag force variation for X-direction towing, (c) Offset angle
variation for Y-direction towing, (d) Drag force variation for Y-direction towing.

The relationship between the average drag coefficient (Cd), the average drag force (F), the wetted
area (A), and drag velocity (U) is given by [19]:

Cd =
2F
ρAU2 (5)

where ρ is the density of water. The module is too irregular to be treated as a cylinder and has a large
scale like that of a ship. Consequently, the wetted area was selected as a non-dimensional parameter
where A = 17.290 m2.

The comparisons of variation in the average drag coefficient and offset angle with velocity in
different towing directions are shown in Table 2 and Figure 6. The average drag force was calculated
from the average of FY,EXP and FX,EXP in a stable towing state. As illustrated in Table 2, the drag
coefficients decrease with velocity, and they change little in high-velocity states. The maximum
average drag coefficients occurred at a speed of 0.2 m/s (CdX,EXP = 2.607 and CdY,EXP = 2.603) and
the minimum coefficients occurred at a speed of 0.6 m/s (0.316 and 0.299). The average drag force
coefficients CdX,EXP and CdY,EXP are very similar but CdX,EXP is larger than CdY,EXP for the same towing
speed. The maximum difference between CdX,EXP and CdY,EXP was only 5.4% at the speed of 0.6 m/s.
The reason for this difference is that the resistance in the X-direction is greater than in the Y-direction,
especially for pressure resistance. A more detailed discussion is provided in Section 4.4.
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Table 2. Variation in drag coefficient and offset angle with velocity.

Velocity/m·s−1 CdX,EXP CdY,EXP ΔCd% αX, EXP/
◦ αY,EXP/

◦ Δα%

0.2 2.607 2.603 0.15 1.490 1.063 28.7
0.3 1.180 1.167 1.1 2.794 2.168 22.4
0.4 0.667 0.652 2.2 5.301 4.072 23.2
0.5 0.431 0.419 2.8 9.053 6.535 27.8
0.6 0.316 0.299 5.4 13.430 9.073 32.4

 

(a) (b) 

Figure 6. Comparison of average drag coefficients and offset angles: (a) Drag force coefficient variation
for X and Y-direction towing, (b) Offset angle variation for X and Y-direction towing.

The vertical offset angle increased with velocity, the average offset angle in the X-direction towing
shows a clear non-linear variation, but the maximum offset angle shows an almost linear increase.
In stable towing states, the maximum average offset angle αX,EXP = 13.430◦ at 0.6 m/s, and the minimum
offset angle αY,EXP = 1.063◦ at 0.2 m/s. The maximum difference between the average offset angles in
the X and Y-direction tests (αX,EXP and αY,EXP) was 32.4%, and the minimum was 22.4%. As shown
in Figure 6, the difference in the drag force coefficients was very small. However, there was an
obvious difference between offset angles in the X and Y-direction and αY,EXP was less than αX,EXP.
Thus Y-direction towing could be a better choice if the offset angle limit is more important for towing
operations, especially for high speed towing.

Figure 7 shows a series of images of the attitude of the model at different times when the speed
is 0.4 m/s. Other cases show the same phenomenon. The blue arrow indicates the towing direction.
In Figure 7a, it can be seen that the longitudinal of the model is parallel with the velocity, and at this
time the offset angle is the largest. As shown in Figure 7b, the model starts to rotate when the offset
angle decreases. Then, as shown in Figure 7c,d, the model clearly starts yaw motion, and the drag force
and offset angle gradually stabilize. Finally, the model maintains the attitude as shown in Figure 7e:
the longitudinal is almost vertical to the towing direction, and the heading angle changes repeatedly
over a small range. Due to the asymmetry in the model shape, in the transition from acceleration to
stable towing, the point of application of fluid forces moves with the fluctuation of the towing velocity
and the change of the attitude. This forms an unbalanced hydrodynamic force that makes the heading
angle of the model unstable. Finally, the heading angle of the model changes until the hydrodynamic
force is symmetrically distributed again, and the model is stable and moves forward with an almost
fixed heading angle.
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(a) 

 

(b) 

 

(c) 

   
 (d)                                (e) 

Figure 7. Change in attitude of the model in the towing experiment: (a) offset angle is at a maximum,
(b) offset angle decreasing, (c) transitional phase, (d) transitional phase, and (e) stable.

3. Numerical Simulations

To verify the experimental results presented above, a series of CFD simulations, with both
X-direction and Y-direction towing were carried out. Furthermore, a detailed study of the flow field
was made to reconstruct the vortex patterns. In this section, details of the numerical setup are provided
using the X-direction towing test as an example.

3.1. Mathematical and Numerical Models

Each case was simulated using the Reynolds-Average Navier-Stokes equation (RANS)
method. Numerical simulations used the CFD software STAR-CCM+ 13.04, developed by SIEMENS in
Berlin, Germany. The governing equation was modeled using RANS [20]:

∂ρ

∂t
+ ∇(ρ v) = 0 (6)

∂
∂t
(ρ v) + ∇(ρ v⊗ v) = −∇ pI + ∇(T + Tt) + fb (7)

where ρ is the fluid density, v and p are the mean velocity and pressure, respectively, I is the identity
tensor, T is the viscous stress tensor, fb is the resultant of the body force, and Tt is Reynolds stress tensor.

The finite volume method was employed to discretize the governing equations with the
Segregated Flow Solver. The RANS equation was solved using the Semi-Implicit Method for Pressure
Linked Equations (SIMPLE) pressure-velocity coupling algorithms to decouple pressure and velocity.
To provide closure of the governing equations, the Eddy viscosity model was introduced to the model
in terms of the mean flow quantities. The k− εmodel was chosen. This is a two-equation model that
solves transport equations for the turbulent kinetic energy k and the turbulent dissipation rate ε to
determine the turbulent eddy viscosity. The specified equations are described as follows:

∂
∂t
(ρk) + ∇ · (ρkv) = ∇ ·

[(
μ+
μt

σk

)
∇k
]
+ Pk − ρ(ε− ε0) + Sk (8)
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∂
∂t
(ρε) + ∇ · (ρεv) = ∇

[(
μ+
μt

σε

)
∇
]
+

1
Te

Cε1Pε −Cε2 f2ρ
(
ε
Te
− ε0

T0

)
+ Sε (9)

where μ is the dynamic viscosity, and σk, σε, Cε1, and Cε2 are model coefficients. Pε and Pk represent
production terms. The damping function is represented by f2, while Sk and Sε are user-specified
source terms. The larger-eddy time-scale Te = k/ε. The relationship between the specific time-scale T0,
the model coefficient Ct, the kinematic viscosity ν, and the ambient turbulence value ε0 is defined by:

T0 = max
(

k0

ε0
, Ct

√
ν
ε0

)
(10)

The RANS method and k− εmodel have been successfully used in ocean engineering and provide
a good compromise between robustness, computational cost, and accuracy [21].

The force on the surface along direction vector n f is computed as:

F =
∑

f

(
f

pressure
f + fshear

f

)
· n f (11)

where f
pressure
f and fshear

f are the pressure and shear force vectors, respectively, on the surface face f .

The pressure force vector f
pressure
f along direction vector a f on the surface face f is related to the face

static pressure p f and the reference pressure pre f according to:

f
pressure
f =

(
p f − pre f

)
a f (12)

The sheer force vector on the surface face f is computed as:

fshear
f = −T f · a f (13)

3.2. Boundary Conditions

To simulate the vorticity field around the model, a calculation domain was first established for the
whole body. In this study, the domain size shown in Figure 8 was adopted. It can be seen that the
domain extends for 2 L in front of the overset, 4 L behind the overset, 1.5 L to the side, 1 L below the
overset, and 1.1 L above the overset. The distance between the boundaries of the calculation domain
and module is more than 2 L in the longitudinal direction and more than L in the lateral and vertical
direction when the module has its maximum moving range [22]. The flow is stable between the module
and the inlet surface and does not cause backflow within 2 L [23].

The boundary conditions are specified as follows: the model is considered as a moving boundary,
and a no-slip condition is imposed on the model surface, symmetry conditions are used for the top,
bottom, and side boundaries, at the velocity inlet, the flow velocity is defined as the tested velocity in
each case, and at the pressure outlet, the initial hydrostatic pressure is defined as constant.

In this study, we used a spherical joint coupling to replace towropes. The spherical joint restricts
the relative motion of the two bodies to a pure rotation about the joint position. A relative translation
of the two rigid bodies is not allowed. The spherical joint coupling is often called a ball-and-socket
joint. The motion of the spherical joint is the same as for towropes.
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(a) 

(b) 
Figure 8. Computational domain and boundary conditions: (a) Side view of the computational domain,
(b) Front view of the computational domain.

3.3. Mesh Generation

Because the model has a large movement, a dynamic mesh was adopted. As shown in Figure 9,
a trimmed cell mesh was used for the discretization of the whole domain. The mesh generation was
conducted carefully to ensure computational accuracy. The computational domain was separated into
three regions: stationary, transition, and overset [24]. The target size of the mesh was 0.025 m in the
overset and transition region to avoid half grids and equates to B/60 and nearly 0.01 L. The minimum
size was 2 mm, which can precisely describe the structure of the module. To stabilize the calculation
on the interfaces, the boundaries of the overset region were set above four layers from the module.
The area of the transition mesh was large enough to include the range of motion, and the boundaries
were more than 10 layers from the boundaries of the overset region, even when the offset angle
approached the maximum. The model moves with the overset region in the transition region using
the overset mesh and Dynamic Fluid Body Interaction (DFBI) solver. The stationary and transition
regions did not change during the dynamic mesh process [25]. The total number of cells in the grid was
3,200,593. This fine mesh size provides a good distribution of most of the variables around the model.
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(a) 

 

(b) 

Figure 9. Computational mesh: (a) Mesh arrangement in the computational domain, (b) Mesh
arrangement on the model.

4. Result and Discussion

4.1. Validation of Numerical Prediction

Figure 10 shows the calculated drag force coefficient and the vertical offset angle in comparison
with experimental measurements for each case. The drag coefficients decreased non-linearly with
velocity. The agreement was reasonable overall for all cases, and the relative error was usually
less than 10%. For X-direction towing, the discrepancy between the drag force coefficient from
the experimental data (CdX,EXP) and numerical data (CdX,CFD) was moderately high, especially for
Case 2, where the relative difference was 5.4% (the absolute error was only 0.064). In other cases,
the relative errors are less than 5%. The vertical offset angle in the X-direction tests (αX,EXP) and
in simulations (αX,CFD) showed good agreement at the highest speeds: their relative difference was
lower than 6.4%. The maximum error was 13.1%. However, the maximum absolute error in Cases 1
and 2 was just 0.284◦. For Y-direction towing, the relative errors between CdY,EXP and CdY,CFD in the
numerical simulations and the experiments all varied between 1.0% and 3.2%, which meets the needs
of engineering applications. The maximum discrepancy of 0.056 occurred in Case 6. The maximum
deviation between the offset angle in experiments (αX,CFD) and simulations (αY,CFD) was 8.4% and the
average was 5.8%. Although the average error of the offset angle in Y-direction towing appears large,
the numerical difference was only about 0.218◦, on average.
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(a) (b) 

 

(c) (d) 
Figure 10. Drag coefficient and offset angle variations with velocity in experiments and simulations:
(a) The variation of drag coefficient with towing speed in X-direction towing, (b) The variation of drag
coefficient with towing speed in Y-direction towing, (c) The variation of offset angle with towing speed
in X-direction towing, (d) The variation of offset angle with towing speed in Y-direction towing.

The comparison of the attitude of the numerical and physical model in a stable towing state is
shown in Figure 11. The towing direction is along the X axial of the coordinate system in the Figure.
The longitudinal of the model is almost perpendicular to the towing direction and shows the same
phenomenon as in Figure 11b. Therefore, the validity of the numerical method is proven.

 

(a) 

 

(b) 
Figure 11. Stable towing state in Case 4: (a) Attitude of the module in the simulation, (b) Attitude in
the experiment.
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4.2. Detailed Vorticity Field Analysis

Figure 12 illustrates cross-sections of the flow field where the local velocity component along the
negative of the X axial is equal to the speed of Cases 1–5. The cross-sections are colored according to
vorticity magnitude. To clearly and carefully describe the flow, two-color bars were adopted. As is
shown in Figure 12, there were two main vortexes that appeared in Case 1: one series of the vortex was
generated at the top corner in the inlet section of the model (hereafter called vortex A), and another
arose at the lower end (hereafter called vortex B). Both vortex A and B occurred mainly along the
upper edge of the steel structure, while there was a little vortex at the end of the model in the outlet
section. In Case 2, the main vortexes are still vortex A and B, but the distribution is larger than in Case
1. In addition, there were some vortexes being created in the middle of the model behind the steel pipe
in the inlet section (hereafter called vortex C). For the intermediate towing velocities (Cases 3 and 4), in
addition to vortex A and B, another series of vortexes was generated at the top corner in the outlet
section (hereafter called vortex D). For the high towing velocity (Case 6), the distribution of vortex
A, B, and C was larger than in the other cases, and another series of vortexes was generated at the
lower end of the model in the outlet section (hereafter called vortex E). The reason for the occurrence
of vortexes D and E is that the increasing trim angle caused an increase in the area of the incident flow
surface in the outlet section. The arrows indicate the direction of the flow.

 

(a) (b) 

 

(c) 

 

(d) 

 

(e) 

Figure 12. Cross-sections of the vortex flow field colored according to vorticity magnitude for X-direction
towing: (a) Case 1, αX,CFD = 1.295◦, (b) Case 2, αX,CFD = 2.510◦, (c) Case 3, αX,CFD = 5.073◦, (d) Case 4,
αX,CFD = 9.634◦, and (e) Case 5, αX,CFD = 13.038◦.
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According to the discussion above, the highest number of vortices and the largest distribution of
the vortex field occur at high velocities. Therefore, top and bottom views of the vorticity visualization
on the surface of the model in Case 5 are shown in Figure 13. The arrow indicates the direction of
flow. As illustrated in Figure 13a, some of the high vorticity areas (over 214 Hz) arise at the upper
surface on the truss in the outlet section, while others appear in the inlet section of the skirt plates,
steel pipes, and at the front of the model. As shown in Figure 13b, there are three main areas with
vorticity above 128 Hz under the perforated plates, and they all occur around the holes in the inlet
section in rectangular spaces. Even though there are no large areas with high vorticity, the vorticity
around the holes was over 192 Hz.

 

(a) 

 

(b) 

Figure 13. Vorticity visualization on the surface of the model in Case 5: (a) The top view of the flow
field, (b) Lower view of the flow field.

For the Y-direction towing simulations, as shown in Figure 14, vortex A and B appeared in Case
6 to Case 10, and their distribution became wider and larger with the increase in velocity. Vortex C
appeared mostly in Cases 7 to 10 and extended from the inlet section to the middle of the model.
What is different from Case 1 is that vortex C was found in Case 6 and had a larger extent because there
were more complex structures than for the X-direction towing at the inlet section. Vortex D occurred in
Cases 8, 9, and 10. What is different from the X-direction towing cases is that the distribution of the
vortex was narrower but longer for the same towing speed. Vortex E was not obvious in Y-direction
towing cases because the longer perforated plate induced lower vorticity. The existence of the vortexes
is the reason for the oscillation in the experimental data. The arrows indicate the direction of the flow.

 

(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 14. Cont.
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(e) 

Figure 14. Cross-sections of flow field colored according to vorticity magnitude for Y-direction towing:
(a) Vortex field in Case 6, αY,CFD = 0.974◦, (b) Vortex field in Case 7, αY,CFD = 2.018◦, (c) Vortex field
in Case 8, αY,CFD = 3.838◦, (d) Vortex field in Case 9, αY,CFD = 6.218◦, (e) Vortex field in Case 10,
αY,CFD = 8.770◦.

The vorticity visualization on the surface of the model in Case 10 for top and bottom views is
shown in Figure 15. In terms of the direction of flow, the vortex distribution in Y-direction towing is
similar to that in Case 6. The difference is that the vortex distribution in Case 10 is nearly symmetrical
because of an almost symmetrical model. It is interesting that there are no large areas with a vorticity
above 106 Hz, and that there are only two large areas with a vorticity of over 64 Hz. The areas with a
vorticity of over 64 Hz are in the outlet section under the perforated plates.

(a) (b) 

Figure 15. Vorticity visualization on the surface of the model in Case 10: (a) Top view of the flow field,
(b) Bottom view of the flow field.

4.3. Detailed Flow Patterns Analysis

According to the analysis in the previous section, the flow field in the inlet section is more
complex than that in the outlet section. Therefore, the detail of the flow pattern for the inlet section
is needed. A more detailed set of visualizations is provided in Figures 16–19. The streamline inlet
line is located near the holes above the perforated plate in the inlet section and is perpendicular
to the direction of velocity. In Figure 16, there are two main observed flow patterns: pattern A
and pattern B. The streamlines of pattern A, originating from the inlet, propagate according to a
recirculating path below the perforated plate induced by external water flow from the velocity inlet
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surface. The recirculating path is mainly formed by the reflection of the skirt panel in pattern A.
The streamlines of pattern B propagate from the inlet line to the middle of the model and then flow
below the perforated plate because of the effect of the perforated plate, and finally converge on the
streamlines of pattern A. The proportion of pattern A streamlines increased with velocity, and the
recirculating path appeared in almost the same place. The recirculating path was not obvious in Case 1
because it was mainly caused by the flow through the holes on the perforated plate at a low velocity.
As the towing velocity increased, more streamlines flowed over the perforated plate and were reflected
by the skirt panel in the outlet section. The streamlines of pattern B become denser in low-velocity
cases, and the streamlines flowed through the top of the perforated plate in Cases 1 and 2 because
the trim angle was small and the streamlines were not significantly hindered by the perforated plate,
especially in Case 1.

 

(a) (b) 

 

(c) (d) 

 

(e) 

Figure 16. Flow patterns in the inlet section for X-direction towing cases: (a) Flow patterns in Case 1,
(b) Flow patterns in Case 2, (c) Flow patterns in Case 3, (d) Flow patterns in Case 4, (e) Flow patterns in
Case 5.
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(a) 
(b) 

Figure 17. Plan view of streamlines from the inlet section in Case 6: (a) top of the flow field, (b) bottom
of the flow field.

Figure 17 shows plan views of streamlines from the inlet section in Case 6. The streamlines in front
of the model flow through the perforated plate and speed up, and are then separated by the steel pipes
and flow below the perforated plate in the outlet section, and finally divide into two parts to converge
with streamlines from far-field. Some of the front streamlines form large recirculating paths under the
perforated plate and are forced to the back of the model. The streamlines at the back of the model
flow through the side of the skirt plate to the bottom and form another recirculating path. Some of the
streamlines flow down the perforated plate and speed up to converge with streamlines from far-field.

Figure 18 shows inlet flow patterns for Y-direction towing cases. The propagation of streamlines
in patterns A and B was similar to that in X-direction cases. The difference is that the recirculating
path clearly appears either in low-speed or high-speed cases. This occurs because the length between
skirt panels in the Y-direction is larger than in the X-direction, and because there are more holes in
the inlet section in the Y-direction. The reason why another distinct recirculating path arises at the
middle of the model in Cases 7 and 8 is that the streamlines reflected by the skirt panel can only form
an obvious recirculating path in the outlet section at the highest speeds, but the first recirculating path
moves back when the speed is too high. Hence, two parts of the recirculating path combine together
and are continuously distributed from the inlet section to the middle of the model in Case 10.

Figure 19 shows the perspective view of streamlines from the inlet section in Case 10. As with
X-direction towing, the streamlines in front of the model flow through the perforated plate and speed
up, are separated by the steel pipes, and then flow below the perforated plate in the outlet section.
What is different in the Y-direction towing cases is that the streamlines were divided into three parts,
which converge with streamlines from the far-field. The streamlines on the side flow down to the
perforated plate to form a recirculating path and flow to the middle of the model. The streamlines in
the middle of the model flow to the side because of the flow induction on the side of the model after
acceleration, which causes little direct streamline flow through the middle of the model.
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(a) (b) 

 

(c) (d) 

 

(e) 
Figure 18. Flow patterns in the inlet section for the Y-direction towing cases: (a) Case 6, (b) Case 7, (c)
Case 8, (d) Case 9, and (e) Case 10.
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(a) (b) 

Figure 19. Perspective view of streamlines from the inlet section in Case 10: (a) top view of the flow
field, (b) bottom view of the flow field.

4.4. Resistance Component Analysis

Once the total drag force has been obtained, the frictional and pressure resistance components can
be calculated. The RANS method calculates the hydrodynamic drag using an integral over the wetted
surface [26]. The frictional, pressure and total resistance coefficients are calculated as follows [19]:

C f = F f /
1
2
ρAU2 (14)

Cpv = Fpv/
1
2
ρAU2 (15)

Ct = Ft/
1
2
ρAU2 (16)

As shown in Figure 20 by the dotted line, the frictional, pressure, and total resistance all increase
nonlinearly with velocity. In the X-direction, the frictional resistance F f x increases slowly at high
speeds and is very small compared with pressure resistance Fpvx. The proportion of F f x to Fpvx is 0.69%
in the case of 0.3 m/s. The reason for the small ratio of frictional resistance to pressure resistance is
that a lot of vortexes appear behind the module, as shown in Figure 12. These vortexes are created by
the separation of the boundary layer and the increase in the net pressure difference, and hence the
increase in Fpvx. The distribution of vortexes increases in the high-speed towing cases and reduces
the increase in F f x induced by velocity. In the Y-direction, the frictional resistance F f y is greater than
that in the X-direction at the same towing speed because the vortexes are thinner. This is caused by
the lag of the separation of the boundary layer. Furthermore, the pressure resistance is less than in
the X-direction because of the decrease in the net pressure difference. Since the pressure resistance is
the main component of total resistance, the total resistance in the X-direction is greater than in the
Y-direction [27].
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Figure 20. The variation of the resistance coefficients: (a) frictional resistance coefficient in the
X-direction, (b) frictional resistance coefficient in the Y-direction, (c) pressure resistance coefficient in
the X-direction, (d) pressure resistance coefficient in the Y-direction, (e) total resistance coefficient in the
X-direction, (f) total resistance coefficient in the Y-direction.

As shown in Figure 20a,b in solid lines, the frictional drag coefficients in the X-direction (C f x) and
the Y-direction (C f y) decreased as the velocity increased. C f y was larger than C f x for the same towing
velocity, and the maximum relative difference (66.3%) was evident at a towing velocity of 0.6 m/s.
In contrast, the pressure drag coefficient in the X-direction (Cpvx) was larger than in the Y-direction
(Cpvy). The maximum relative difference (74.8%) appeared at a towing velocity of 0.4 m/s. Initially,
Cpvx reached its minimum at 0.3 m/s. The reason for this is that the Re number is greater than 3× 105
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and laminar flow becomes turbulent before the separation of the laminar boundary layer. The pressure
resistance induced by the net pressure difference increased slightly when the turbulent boundary layer
separated. Therefore, Cpvx clearly decreased, indicating the same phenomenon but with a different
threshold for the Re number as a cylinder [28]. With increased towing speed, Cpvx increased to around
0.062 when the Re number was greater than 9.6 × 105 because the location of the boundary layer
separation stops moving forward. In the Y-direction, the turbulent boundary layer separated after
0.3 m/s, and the Cpvy reached its minimum at the speed of 0.4 m/s. However, Cpvy still increased
because the location of the boundary separation was still moving forward. Finally, Cpvy reaches its
maximum (0.0477) at 0.6 m/s. The variation in the total drag coefficient (Ct) was similar to that of Cpv

because of the larger pressure drag component.

5. Conclusions

The present study initially used a physical model to investigate the drag force and vertical offset
angle of the towrope of a subsea module, and to analyze the underwater attitude and flow field
characteristics. It is interesting to note that the drag force and offset angle are smaller in lateral direction
towing cases. The difference between the offset angles of longitudinal and lateral direction cases is
more obvious than the difference between the drag force coefficients. These characteristics were then
reproduced in a numerical simulation.

The numerical simulation results for the drag force coefficient and offsets angle were in agreement
with the physical model results. Most of the differences in the drag force coefficients and offset angles
were less than 10%. Thus, it was shown that the CFD solver, numerical methods, and computing
grids can be applied for the purpose of accurate and efficient drag force and offset angle estimation in
relation to underwater towing operations.

By analyzing the detailed vorticity fields around the module, we found that there were three
kinds of vortexes in the inlet section that appeared in both the longitudinal and lateral direction
towing cases. However, the distribution of vortexes in the lateral direction was narrower than in the
longitudinal direction. In addition, the detailed flow field in the inlet section was analyzed: two main
flow patterns were found and were broadly similar for longitudinal direction and lateral direction
towing. Streamlines flow through holes and form recirculating paths in high-speed cases, and another
recirculating path appears in middle-speed cases in lateral-direction towing because of the longer
length between the skirt panels. Further analysis was provided of 3D flow in the longitudinal direction
and lateral direction towing cases at the highest speed. The phenomena presented by fluid flow is in
agreement with the experimental data. Thus, the CFD method used in this paper can reflect the flow
detail of the module.

Finally, the frictional, pressure, and resistance coefficients were studied. The distribution of
vortexes affects resistance significantly. There were greater frictional resistance and less pressure
resistance in the lateral direction, ultimately leading to less total resistance. According to the comparison
of the pressure coefficients, the turbulence boundary layer separates at greater Reynolds numbers,
and the location of the separation was further forward in the lateral direction than in the longitudinal
direction. Thus, it is clear that resistance coefficients need to be assessed when considering different
towing directions.

In general, lateral-direction towing is more effective for towing operations of the module than
longitudinal-direction towing. In the lateral direction, the offset angle and drag force at low speeds
are smaller. The drag force and its oscillation increase slightly with the towing speed. The resistance
is smaller, and this reduces potential damage to the structure. Attention should be paid to a sudden
increase in drag force and offset angle when increasing the velocity of tugboats, even in low-speed
towing operations. Towing operations also place restrictions on the attitude of the module, especially
in the starting state, because the heading angle of the module will change from the initial state.
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Abstract: Freak waves are an extreme marine environment factor in offshore structure design and
become a potential risk, particularly for laying oil-gas pipelines in deep waters. The objective of this
study was to reveal the freak wave effects on dynamic behaviors of offshore pipelines for deepwater
installation. Thus, a dedicated finite element model (FEM) for deepwater pipeline installation by the
S-lay method was developed with special consideration of freak waves. The FEM also took pipelay
vessel motions, pipe–stinger roller interactions, and the cyclic contacts between the pipeline and
seabed soil into account. Real vessel and stinger data from an actual engineering project in the South
China Sea were collected to obtain an accurate simulation. Moreover, an effective superposition
approach of combined transient wave trains and random wave trains was introduced, and various
types of freak wave trains were simulated. Extensive numerical analyses of a 12 inch gas pipeline
being installed into a water depth of 1500 m were implemented under various freak wave conditions.
The noticeable influences of freak waves on the pipeline and seabed responses were identified, which
provides significant awareness of offshore pipelines for deepwater installation design and field
operation monitoring.

Keywords: offshore pipeline; installation simulation; deepwater; freak wave; S-lay method

1. Introduction

Freak waves occur unexpectedly far out at sea with remarkably large wave heights and are
deemed to be an extreme marine environment condition. The irregular distribution of freak wave
heights does not comply with the basic law of Rayleigh distribution for normal ocean waves, especially
in deep waters. The unique feature of freak waves makes it difficult for marine structural engineers
to sufficiently consider the huge wave loads in the design stage. In the past, plenty of tremendous
accidents, including shipwrecks and massive destruction of offshore structures, have been caused
by the great impact of freak waves [1,2]. These accidents have produced a striking warning on the
potential risk of freak waves for lay barge and offshore structures and have attracted wide attention on
the investigation into freak-wave-induced structural responses.

The offshore pipeline is a representative type of marine structure that is widely utilized for crude
oil and natural gas transportation from subsea well sites to surface processing facilities. In recent
years, the great demand for energy resources has facilitated the expansion of oil-gas exploitation
into deepwater areas. The S-lay approach is one of most common methods of deepwater pipeline
installation to the sea floor owing to its excellent adaptability and workability [3]. In this pipelay
technique, numerous section pipes with designed lengths are welded and inspected on the operating
lines of the vessel. The qualified pipeline is drawn by the tensioners and slides over the stinger to
arrive at the seabed. The overall pipeline is characterized as an S-shaped curve and divided into two
regions, as displayed in Figure 1. The upper curved section of the pipeline from the tensioner to the
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lift-off point (LOP) is denoted as the overbend, and the suspended section from the LOP to the seabed
is known as the sagbend. The whole process of laying the pipeline generally takes months or even
longer periods, and is more likely to encounter the occurrence of freak waves. Therefore, to assess
the influences of freak waves on the dynamic behaviors of S-laying pipelines in deep waters is highly
significant for the purpose of pipelay design and operation safety.
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Figure 1. Deepwater pipeline installation by the S-lay method under exposure to freak waves.

A reasonable wave generation method is necessary to simulate freak waves and explore their
impact on marine structures. A numerical technique is extensively employed due to its convenient
simulation and good repeatability. Davis and Zarnick [4] initially proposed a wave focusing method
to simulate freak waves by controlling the focalized time and space. Subsequently, Baldock et al. [5]
applied the technique to accumulate numerous water waves and produce a huge transient wave group.
Fochesato et al. [6] superposed wave trains of different directions to generate three-dimensional (3D)
freak waves. Zhao et al. [7,8] presented four focusing models to generate the freak wave trains and
numerically simulated the wave effect on a floating structure. Liu et al. [9] developed a modified
phase modulation approach to focus wave trains with the specified phase and obtained the precise
wave spectrum that coincided well with the target results. Hu et al. [10] employed a probability-based
superposition method to calculate the generation probability of a freak wave. Recently, Tang et al. [11]
improved the phase modulation model to generate a freak wave and investigated its effect on the
dynamic responses of the Floating Production Storage and Offloading (FPSO) and Single Point Mooring
(SPM) system. Pan et al. [12] conducted extensive tests to observe the great differences in cylinder
motion responses under irregular waves and freak waves and obtained the important influencing factors.
The wave focusing and superposition techniques were demonstrated to effectively generate freak wave
trains, which provided a prior simulation of the wave impact on pipeline installation in deepwater areas.

Under the excitation of surface waves and vessel motions, the laying pipelines usually exhibit
sophisticated non-linear, dynamic responses. The complicated S-lay problems mainly result from large
pipeline deflections, pipe material plasticity, hydrodynamic loads, and boundary interactions. These
non-linear features could cause some difficulties for analytical approaches and experimental tests to
obtain accurate and comprehensive simulations. As a consequence, numerical techniques are preferred
for modeling systematical behaviors of offshore pipelines in the S-lay process [13–15]. Gong et al. [16]
and Gong and Xu [17] developed a full FEM on the basis of OrcaFlex to simulate the structural behaviors
of pipeline installation and explored the influence of normal sea states on the pipeline responses.
Ivić et al. [18,19] established a pipeline laying model by the use of non-linear elastic beam elements to
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analyze the static behaviors of the S-laying pipe and formulated a specialized optimization method for
the pipeline laying operation. Xie et al. [20] investigated the dynamic loading history of laying pipelines
in light of a test-verified FEM and confirmed obvious pipeline plastic deformations resulting from the
S-lay operation. Cabrera-Miranda and Paik [21] quantified the probabilistic distribution of loads on a
marine riser and observed the highly random characteristic of the loads to aid in the determination of
nominal design values. Wang et al. [22] pointed out the probable underestimation of pipeline dynamic
behaviors for practical engineering and built a real-time installation monitoring system to predict
on-site pipeline responses. Recently, Liang et al. [23,24] presented a refined FEM to take account of the
complex surface contact behaviors of overbend pipes and reproduced the pipe laying process of a deep
S-lay case in the laboratory. Kim and Kim [25] employed the FEM-based linear beam element to present
an efficient, linearized, dynamic analysis approach for pipeline installation design. The aforementioned
studies usually adopted normal random waves as the input ocean conditions to calculate the dynamic
responses of laying pipelines. The neglect of the freak wave effect could result in the inadequacy of
pipeline installation design for field operation safety.

The objective of this study was to thoroughly investigate the freak wave effects on the dynamic
responses of offshore pipelines during deepwater S-lay installation. A new extended FEM with
particular consideration of freak waves was developed on the basis of our previous model [16] for S-lay
pipelines. This model took the induced vessel motions, pipe–stinger roller contacts, and pipe–seabed
soil interactions into account. The real vessel, stinger roller, and seabed soil data from an actual
engineering project in South China Sea were collected to obtain an accurate simulation. Furthermore,
an effective superposition technique was employed to generate freak waves by combining transient
wave trains and random wave trains. The insertion of various freak wave trains into the S-lay FEM was
then implemented to carry out a large number of numerical analyses of a 12 inch gas pipeline being
installed into a 1500 m water depth. Finally, the influences of the freak wave energy ratio coefficient,
focusing location, phase range, and peak value were sufficiently assessed on the pipeline and seabed
responses. The dynamic amplification factors (DAFs) of the axial tension, bending moment, von Mises
stress, longitudinal strain, pipeline embedment, and seabed resistance are discussed in detail in relation
to pipeline installation design and field operation safety.

2. Deepwater Pipeline Installation Simulation

A reasonable FEM for S-lay system was presented by Gong et al. [16] to explore the random wave
effects on the dynamic behaviors of deepwater pipeline installation. This model, developed within
the framework of OrcaFlex [26], was validated with acceptable accuracy and effective applicability
by an actual engineering case of S-laying pipelines. In this study, a new extension of the FEM
was implemented to consider the freak waves with wave-induced pipeline behaviors, pipe–stinger
roller contacts, pipe–seabed soil interaction, and pipelay vessel motions, as displayed in Figure 1.
The following section presents a concise description of the main features of the deepwater pipeline
installation model by the S-lay technique.

2.1. Pipeline Model

In the FEM of the S-lay system, the entire pipeline, from the tensioner to the sea floor, was
discretized into a sequence of mass nodes connected together by massless line segments, as displayed
in Figure 2. The local xyz-frames of references for the node and line segment were established, and the
mechanical properties of the pipe weight, buoyancy, drag force, and so on for each half-segment were
concentrated on its adjacent node. At either side of the node, two rotational springs and dampers were
employed to model the bending stiffness and damping of the line segment. At the center of the line
segment, an axial spring with a damper was utilized to represent its axial stiffness and damping, and a
torsional spring with a damper was applied to characterize its torsional stiffness and damping. For the
detailed calculation derivation of the tension force, bending moment, and torque moment, one can
refer to the literature [16], and their expressions are given by
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Te = Tw(ε) + (1− 2ν) · (PoAo − PiAi) + EAnom · ξ · (dL/dt)/L0 (1)

M2 = Mb(κ2) + ς · (dκ2/dt) (2)

Tt = Tor(φ/L0) + ζ · (dφ/dt) (3)

where Te and Tw are the effective tension and wall tension relating to the axial strain; Pi and Po are the
internal pressure and external pressure; Ai and Ao are the internal and external cross-section areas; ν is
the Poisson’s ratio; EAnom is the nominal axial stiffness defined at zero strain; L is the instantaneous
length of the line segment; L0 is the unstretched length of the line segment; Mb is the bending moment
relating to the curvature κ2; Tor is the torque moment relating to the twist angle ϕ; and the damping
coefficients ξ, ς and ζ separately represent axial, bending, and torsional effects of structural damping.

The oil-gas pipelines installed in deep waters comprise carbon–manganese steel with a distinct
yield point and some plastic deformation capability. The pipeline material features were simulated by
the J2 flow theory of plasticity performance with isotropic strain hardening. The Ramberg–Osgood
model [27] was applied to represent the non-linear stress and strain relationship of the adoptive X65
line pipe, which could be expressed as

ε(σ) = σ/E + B(σ/σy)
n (4)

where σy is the effective yield stress, E is the elastic modulus, and B and n are the coefficient and the
power exponent of the constitutive model.
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Figure 2. Node and line segment model of the S-lay pipeline.

2.2. Pipe–Stinger Roller Interaction

In the overbend, the sections of the pipeline were continuously supported by 10 roller boxes that
were regularly spaced and settled on the articulated stinger, which was 75 m in length, as illustrated
in Figure 3. The stinger with three sections of truss structure was collected from the actual design
for the Hai Yang Shi You (HYSY) 201 pipelay vessel [28]. A group of pipe segments was employed
to simulate the stinger’s geometrical and mechanical properties. The clashing contacts between the
pipeline and stinger rollers would vary with the vessel motions. Before the calculation of pipe–stinger
roller interactions, an inspection had to be implemented to confirm whether the pipeline was in contact
with the roller. If a mutual interaction was identified, the contact force was calculated and applied to
the pipe and the roller, which was given by

Fr = [1/(1/k1 + 1/k2)] × [d− (r1 + r2)] (5)
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where k1 and k2 are the contact stiffness of the pipe and the roller, d is the shortest separation distance
of the center lines between them, and r1 and r2 are the corresponding radii.

Roller box 

Roller 

Pipe 

(a)

(b) 

Figure 3. Schematic diagram of the deepwater S-lay stinger: (a) Pipe–roller interaction; (b) articulated
stinger of the Hai Yang Shi You (HYSY) 201 vessel.

2.3. Pipe–Seabed Soil Interaction

At the touchdown zone (TDZ), the laying pipeline was freely supported by the seabed soil, which
was liable to be trenched and remolded under dynamic installation in deep waters. In the vertical plane,
the dynamic features of the cyclic pipe–seabed interactions were simulated by a non-linear hysteretic
soil model with hyperbolic secant stiffness formulations [29], as shown in Figure 4. In this model,
four types of pipe–soil penetration modes were applied to characterize the cyclic variations of the
pipeline periodic embedment into the seabed. For the not-in-contact pattern, the seabed resistance P(z)
is naturally zero. For other three patterns, including initial penetration, uplift, and repenetration, the
relationships between the seabed resistance P(z) and the penetration z non-linearly vary in hysteretic
cycles with the incessant shift of the penetration modes.
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z
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Figure 4. Non-linear hysteretic seabed soil model [29].

In another view of the horizontal plane, the lateral and axial pipe–seabed interactions were
simulated by the modified Coulomb friction model, which expressed the lateral resistance and axial
friction force with the deflection as a bilinear equation, as illustrated in Figure 5. When the lateral
displacement y varies from −ybreakout to +ybreakout, the linear friction force is given by Fy = −ksAy,
in which ks refers to the seabed shear stiffness and A represents the contact area. When the lateral
displacement y exceeds the range between−ybreakout and+ybreakout, the friction force of the pipe is equal
to μP(z), where P(z) is the vertical seabed resistance and μ is the soil friction coefficient. This model
could effectively avoid the discontinuous nature of the friction force at zero lateral displacement and
was conveniently implemented in the numerical program [30].
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Figure 5. Modified Coulomb friction model.

2.4. Pipelay Vessel Motions

According to the geometrical features of the HYSY 201 vessel, a pipelay vessel model was built
with a length of 204.65 m and breadth of 39.2 m. The wave frequency motion of the vessel was
simulated by use of the displacement response amplitude operators (RAOs), which define the vessel
motion responses for each degree of freedom (DoF) to one specified wave direction and wave period.
Considering the six DoFs of vessel motions (surge, sway, heave, roll, pitch, and yaw), the motion
response spectra of the vessel at the stinger base were derived in light of the RAOs of the HYSY 201
vessel, as illustrated in Figure 6. Almost all six DoFs of the vessel motion responses were greatly
noticeable for the quartering seas, in which the heave motion was comparatively remarkable for all
seas. It is noted that the slow drift motion of the vessel was restrained to be very small by the advanced
dynamic positioning system [31], so it was not taken into consideration in the following analyses due
to its small effect on the pipeline dynamic behaviors.
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Figure 6. Motion response spectra of the HYSY 201 pipelay vessel at the stinger base.

3. Freak Wave Generation

Based on a large amount of ocean observations and laboratory tests, a great many generation
models of freak waves have been developed to investigate the phenomenon of rogue wave impact [32,33].
In contrast with the non-linear model, the linear superposition model is simply understood by offshore
structure engineers and can be rapidly simulated by researchers. It is also noted that during deepwater
installation, the pipeline usually experiences large tension forces of the tensioners, and the influence
of hydrodynamic forces induced by non-linear wave factors is very small. A time history train of
freak waves must be inserted into the developed installation FEM for the dynamic analysis of an S-lay
pipeline. Therefore, the linear superposition technique was employed to generate the freak wave trains.

3.1. Linear Superposition Approach

In the linear superposition method, freak waves are described as a combination of transient
wave trains with random wave trains for different energy proportions. The transient waves were
simulated by the wave focusing model which converges the wave energy of a certain number of wave
components at a specified position at the assigned time. The random waves were deemed to be a
stationary stochastic process of dispersed energy. The standard JONSWAP spectrum was employed to
represent the random sea states in the South China Sea. The generation formula of freak waves can be
expressed as

η(x, t) = Ep1

N∑
i=1

⎡⎢⎢⎢⎢⎣
∫ fi

fi−1

2S( f )d f

⎤⎥⎥⎥⎥⎦
1
2

cos[ki(x− xp) −ωi(t− tp)] + Ep2

N∑
i=1

⎡⎢⎢⎢⎢⎣
∫ fi

fi−1

2S( f )d f

⎤⎥⎥⎥⎥⎦
1
2

cos[kix−ωit + φi] (6)

where Ep1 and Ep2 are the energy ratio coefficients of transient waves and random waves; the spectral

density function is S( f ) = αg2/(16π4 f 5) exp
[
−1.25( f / fm)

−4
]
γβ; α is the spectral energy coefficient;

and g is the gravitational constant. β = exp
[
−( f − fm)2/

(
2τ2 f 2

m

)]
, in which τ is the spectral width

parameter; f m is the peak frequency; γ is the peak enhancement factor; N is the number of wave
components; ki, ωi, and φi are the wave number, angular frequency, and phase lag of the ith wave
component; and xp and tp are two constants separately representing the focusing position and time of
transient waves.

3.2. Case Study

Before the generation of freak waves, there should be a clear mathematical definition. The popularly
acceptable criterion for freak waves was adopted in this study, which defines the maximum wave
height to be more than two times its significant wave height. Based upon the ocean statistics in the
South China Sea, the significant wave height, Hs = 2.0 m, and the peak period, Tp = 8.7 s, were
specified for the JONSWAP spectrum, as illustrated in Figure 7. The corresponding peak frequency,
fm = 0.115 Hz, and the spectral energy coefficient, α = 0.002, were calculated along with the peak
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enhancement factor, γ = 3.3. Besides, the spectral width parameter σ was varied with the value of
wave frequency. If f ≤ fm, τ = 0.07; otherwise, f > fm, τ = 0.09.
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Figure 7. JONSWAP spectrum for Hs = 2.0 m.

The selected wave spectrum was discretized into 900 components by use of the equal energy
approach. These wave components were then gathered in the numerical flume to constitute a sequence
of transient wave trains and random wave trains. The energy proportions for both wave trains were set
as Ep1 = 0.4 and Ep2 = 0.6, and the distribution range ϕ of the phase lag was taken as 1.1π. The wave
focusing time and position were set at tp = 1000 s and xp = 0 m. Figure 8 illustrates a part of the time
history trains of generated freak waves, and the beginning simulation time point was shifted to 750 s
with the duration of 500 s so as to cover the maximum wave height in the globe time domain. It can be
observed that the freak wave amplitude suddenly surged to a great wave crest of 5.1 m at the focusing
time of 1000 s. The maximum wave height attained 7.8 m, which is 3.9 times larger than its significant
wave height. The wave time history trains properly reflect the basic characteristic of freak waves in the
ocean sea and satisfy the wave amplitude criterion for its definition.
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Figure 8. Time history trains of the freak wave.

3.3. Sensitive Analysis

The time history trains of freak waves are crucial for the investigation into their effects on the
dynamic behaviors of S-laying pipelines. The sensitive analyses of generation factors for the freak
wave train must be conducted. Four input parameters, including the wave energy ratio coefficient,
focusing position, phase range, and peak value, were selected for the wave simulation by the linear
superposition technique. Plenty of freak wave trains were obtained, and a group of represented trains
with the duration of 500 s are illustrated in Figure 9. Significant differences in the wave crest and wave
trough at the middle time were observed under different initial conditions.
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Figure 9. Time history trains of freak waves under different input conditions: (a) energy ratio coefficient;
(b) focusing position; (c) phase range; (d) wave peak value.

Figure 10 displays the maximum wave heights of freak wave trains with the variation of the initial
input parameters. It can be seen that the maximum wave height linearly increases with the increase of
the energy ratio coefficient Ep1, which denotes the energy proportion of the transient wave in the freak
wave trains. When the focusing location occurred from the distance xp = −200 m to xp = 200 m, the
maximum wave height firstly augmented and then reduced, and the crest value attained 7.86 m at the
point xp = 0 m. As the phase range added from 1.0π to 1.4π, the maximum wave height gradually
decreased. Oppositely, along with the augmentation of the wave peak value from 3.6 to 5.6 m, the
maximum wave height linearly magnified.
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Figure 10. Variation of the maximum freak wave height with different input conditions: (a) energy
ratio coefficient; (b) focusing position; (c) phase range; (d) wave peak value.
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4. Numerical Implementation of Pipeline Installation under Freak Waves

4.1. Pipelay Parameters

According to a practical engineering case, a 12 inch pipeline was installed into a water depth of
1500 m in the Liwan3-1 (LW3-1) gas field in the South China Sea. The laying pipeline parameters listed
in Table 1 were adopted, which included the outer diameter D, wall thickness t’p, steel pipe density ρp,
elastic modulus E, Poisson’s ratio v, effective yield stress σy, thickness tc and density ρc of the corrosion
coatings, weight per unit length in air wa, and submerged weight per unit length ws.

Table 1. Laying pipeline parameters.

D (mm) t’p (mm) ρp (kg/m3) E (MPa) v σy (MPa) tc (mm) ρc (kg/m3) wa (N/m) ws (N/m)

323.9 23.8 7850 2.07 × 105 0.3 448 3.0 950 1754.9 917.2

X65 material grade was used for the steel pipe, whose stress–strain relationship curve is displayed
in Figure 11 on the basis of the Ramberg–Osgood model. The non-linear relationship between the
bending moment and curvature of the steel pipe shown in Figure 12 was obtained by use of the
hysteretic bending model, which gave a precise simulation of the bending state of the overbend pipeline
under the cyclic clashing contacts with stinger rollers.
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Figure 11. Stress–strain curve for the Ramberg–Osgood model.
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Figure 12. Non-linear hysteretic moment–curvature relationship.

The vertical distribution of the current speed among various water depths is illustrated in
Figure 13 in light of the field measurement. The current direction was set as 0◦ in line with the
pipelay heading. The ocean current was considered as a two-dimensional steady flow in the vertical
plane. The hydrodynamic loads were calculated by means of Morison’s equation [34] and are given by
Fd = (Δ · aw + Ca · Δ · ar) + 0.5 ·CD · ρw ·A · vr|vr|, in which Δ is the mass of fluid displaced by the pipe,
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αw is the fluid acceleration relative to the earth, Ca is the added mass factor, αr is the fluid acceleration
relative to the pipe, CD is the drag coefficient, ρw is the density of sea water, A is the drag area, and νr

is the fluid velocity relative to the pipe. For the hydrodynamic calculation, Ca was taken as 1.0, and the
CD for the axial and the normal directions was assumed to be 0.024 and 1.2, respectively.
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Figure 13. Current speed distribution with various water depths.

With regard to the non-linear hysteretic soil model applied in this study, a group of seabed soil
parameters was selected to describe the basic features of soft clay in the deep water, as listed in
Table 2. The ultimate penetration resistance Pu(z) and the nominal bearing capacity factor Nc(z/D) are
non-linearly related to the penetration z and are given by [29]

Pu(z) = Nc(z/D) · Su(z) ·D (7)

Nc(z/D) = a · (z/D)b (8)

where the soil undrained shear strength refers to Su(z) = Su0 + Sugz, in which Su0 is the mudline shear
strength and Sug is the shear strength gradient, and a and b are the non-dimensional penetration factors.
The saturated soil density ρsoil and normalized maximum stiffness Kmax were taken for the soft clay;
other soil model parameters for different penetration patterns were specified as the defaults, including
the suction ratio f suc and the decay factor λsuc, repenetration coefficient λrep and soil buoyancy factor f b.
In addition, the seabed soil friction coefficient μ and shear stiffness ks were adopted for the simulation
of axial and lateral pipe–seabed interactions [35].

Table 2. Seabed soil model parameters.

Su0 (kPa) Sug (kPa/m) ρsoil (t/m3) a b Kmax f suc λsuc λrep f b μ ks (kN/m3)

1.5 1.5 1.5 6.0 0.25 200 0.6 1.0 0.3 1.5 0.55 33.3

4.2. Calcultion Method

The dynamic calculation of laying pipeline responses induced by freak waves contained two
modules: one was the S-lay model and another was the freak wave train. Firstly, a global S-lay model
with the framework of OrcaFlex was established at a water depth of 1500 m. This model comprised the
pipelay vessel, tensioner, stinger, pipeline, and seabed. Under the combined actions of self-weight,
buoyancy, and internal forces, the equilibrium positions of the laying pipeline from the tensioner on the
vessel via the stinger to the seabed were initially determined by utilization of the catenary technique.
Subsequently, the hysteretic bending stiffness and the clashing mutual contacts of pipe-stinger rollers
were further taken into account to obtain the full equilibrium configurations of the pipeline. The final
static results of the S-lay system were taken as the initial values of the dynamic simulation.
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Based upon the linear superposition technique, a series of time history trains of freak waves
were obtained from the MATLAB program. These freak wave trains were then inserted into the
developed S-lay model as the input conditions of extreme sea states. The geometric non-linearities of
the laying pipeline, spatial variations of hydrodynamic forces, and clashing contacts were sufficiently
incorporated in the simulation. The time domain calculations of the S-lay system under freak waves
were conducted by use of the explicit dynamic integration approach. Besides, critical damping and
target damping were utilized to cut down the spurious non-physical high frequency responses, and
they were demonstrated to have little effect on the pipeline behaviors. Finally, the whole motion
equations for the vessel and all line nodes were solved by iterative update of the forces and moments
on the nodes and segments at each time step.

4.3. Time History Response of Pipelay Vessel Motions

The pipelay vessel motions are significant top excitation boundaries of the S-laying pipeline and
cause dynamic responses. Under the generated freak wave trains shown in Figure 8 for the extreme
quartering sea, the time history responses of six DoFs of pipelay vessel motions were calculated by
use of displacement RAOs, as displayed in Figure 14. The heave motion among vessel translation
responses was more prominent than the surge and the sway motion, and the pitch motion among
vessel rotation responses was larger than the roll and the yaw motion. These results validate the
above-mentioned response spectra of the pipelay vessel. Moreover, all six DoFs of the vessel motion
response amplitudes abruptly rose and attained maximum values near the middle time of 250 s, which
also reflects the basic time history characteristic of freak waves.
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Figure 14. Time history responses of pipelay vessel motions under freak waves.

5. Results Analysis

5.1. Effect of the Wave Energy Ratio Coefficient

In the simulation of freak wave trains, the energy ratio coefficient directly dominates the energy
proportion of transient waves and random waves. By selecting four energy ratio coefficients, Ep1 = 0.30,
0.35, 0.40 and 0.45, a group of freak wave trains in Figure 9a was utilized as the input marine
environment conditions for the dynamic analyses of the S-laying pipeline. The pipeline and seabed
response results, which includes the axial tension, bending moment, von Mises stress, longitudinal
strain, pipeline embedment, and seabed resistance, are illustrated in Figure 15.

As the energy ratio coefficient Ep1 increased from 0.30 to 0.45, the axial tension of the overall
pipeline noticeably rose, and its maximum value at the top end increased by 39.9% from 3512.57 to
4915.02 kN. The bending moments of the pipeline had some differences between the overbend and the
sagbend, and the maximum results appeared at the last contact roller location in the overbend with a
minor increase of 12.1% from 585.86 to 656.95 kN·m. In the sagbend, the maximum bending moment
occurring near the touchdown point (TDP) had a prominent augmentation of 202.3% from 151.97 to
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459.33 kN·m, and some bending moment crests along the touchdown pipeline formed as a result of
pipe bending and soil softening. Under the combined axial tension, bending moment, and hydrostatic
force, the von Mises stress of the pipeline increased to some extent and attained 20.8% of the maximum
value from 461.27 to 557.10 MPa. Similarly, the maximum longitudinal strain of the pipeline rose
by 23.9% from 0.285% to 0.353%. Moreover, the maximum pipeline embedment had a remarkable
enlargement of 1139.5% from 0.043 (0.130D) to 0.533 m (1.616D), and the maximum seabed resistance
grew by 199.8% from 1.837 (2.701ws) to 5.507 kN/m (8.097ws). It is demonstrated from these results
that the energy ratio coefficient has an obvious effect on the pipeline dynamic behaviors and seabed
resistance. Especially, when the Ep1 reaches 0.45, the freak wave causes drastic dynamic responses of
the pipeline and seabed interaction in the TDZ.
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Figure 15. Dynamic responses of the S-laying pipeline under various freak wave energy ratio coefficients:
(a) tension; (b) bending moment; (c) stress; (d) strain; (e) pipeline embedment; (f) seabed resistance.

5.2. Effect of the Wave Focusing Location

A noticeable characteristic of freak waves is the crest value appearing at the focusing position
where the wave energy accumulates. To explore the influence of the wave focusing location on the
dynamic responses of the laying pipeline, five focusing locations, xp = −200, −100, 0, 100, 200 m, were
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assumed to simulate the freak waves shown in Figure 9b, which were separately taken as the input
surface wave conditions to perform a dynamic analysis of pipeline installation. The pipeline and
seabed response results illustrated in Figure 16 are the axial tension, bending moment, von Mises
stress, longitudinal strain, pipeline embedment, and seabed resistance.
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Figure 16. Dynamic responses of the S-laying pipeline under various freak wave focused positions:
(a) tension; (b) bending moment; (c) stress; (d) strain; (e) pipeline embedment; (f) seabed resistance.

When the wave focusing location varied from −200 m to 200 m, the pipeline and seabed responses
firstly rose and then dropped. The maximum responses occurred at the center position xp = 0 m
with a peak axial tension of 4550.13 kN, bending moment of 654.13 kN·m, von Mises stress of 536.49
MPa, longitudinal strain of 0.340%, pipeline embedment of 0.406 m (1.231D), and seabed resistance of
4.685 kN/m (6.889ws). The pipeline responses and seabed resistance at xp = 100 m and xp = 200 m
were slightly larger than the corresponding results at xp = −100 m and xp = −200 m, for which the
freak waves produced by the forward focusing location led to more prominent motion responses of
the pipelay vessel. Evidently, the dynamic behaviors of the laying pipeline and seabed resistance are
greatly influenced by the wave focusing location.
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5.3. Effect of the Wave Phase Range

The wave phase range plays a significant role in generating freak waves and, to some degree,
determines the wave height by controlling the phases of wave components in a specified region.
Five groups of the wave phase range, ϕ = 1.0π, 1.1π, 1.2π, 1.3π and 1.4π, were selected to produce
the freak wave trains shown in Figure 9c, and the influence of the wave phase range on the pipeline
behaviors was explored by the combination of these wave trains with the developed S-lay FEM for
time domain dynamic analyses. The pipeline and seabed response results on aspects of axial tension,
bending moment, von Mises stress, longitudinal strain, pipeline embedment, and seabed resistance are
displayed in Figure 17.
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Figure 17. Dynamic responses of the S-laying pipeline under various freak wave phase ranges:
(a) tension; (b) bending moment; (c) stress; (d) strain; (e) pipeline embedment; (f) seabed resistance.

With the increase of the wave phase range from 1.0π to 1.4π, all the pipeline and seabed responses
had prominent decreases. The reductions in the maximum values were 45.0% for the axial tension,
from 5034.62 to 2769.11 kN; 23.6% for the bending moment, from 661.99 to 506.08 kN·m; 29.0% for
the von Mises stress, from 565.67 to 401.41 MPa; and 32.4% for the longitudinal strain, from 0.361%
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to 0.244%. Moreover, the maximum pipeline embedment reduced by 97.2%, from 0.649 (1.967D) to
0.018 m (0.055D), and the maximum seabed resistance dropped by 81.1%, from 5.793 (8.518ws) to
1.097 kN/m (1.613ws). When the wave phase range was 1.0π, the bending moment and von Mises stress
of the pipeline in the TDZ tremendously jumped to form some crests, as illustrated in Figure 17b,c.
This phenomenon can be explained from the peak curves of pipeline embedment and seabed resistance
shown in Figure 17e,f as the cyclic motions of the pipeline penetrating into and uplifting from the seabed,
resulting in the softening and trenching of seabed soil, and the drastic pipe–seabed interactions induced
by freak waves causing great pipeline flexural deflections. These results adequately demonstrate
that the phase range of freak waves greatly influences the dynamic behaviors of the pipeline and the
seabed, particularly for the entire axial tension and pipeline embedment as well as seabed resistance in
the TDZ.

5.4. Effect of Wave Peak Value

Another noteworthy feature of freak waves is the peak value which generally represents the
impact levels on offshore structures. In order to better understand the wave peak value effect on
the dynamic behaviors of the S-laying pipeline, the five representative freak wave trains shown in
Figure 9d were generated with their corresponding wave peak values of 3.6, 4.1, 4.6, 5.1, and 5.6 m.
A time domain analysis of pipeline installation under these freak waves was conducted to obtain the
pipeline and seabed response results, as shown in Figure 18.

Since the wave peak value gradually became larger from 3.6 to 5.6 m, all the pipeline and seabed
responses showed an obvious increase. The axial tension of the overall pipeline became greater,
and the maximum tension enlarged by 32.6%, from 3647.71 to 4838.41 kN. The bending moment
of the pipeline mildly increased by 9.7% for its maximum value, from 602.24 to 660.69 MPa, in the
overbend. Meanwhile, the bending moment in the sagbend had a great increase with the increment of
its maximum value, attaining 103.2%, from 197.25 to 400.83 kN·m. Likewise, the maximum von Mises
stress of the pipeline rose by 17.1%, from 471.98 to 552.47 MPa, and the maximum longitudinal strain
of the pipeline rose by 19.5%, from 0.293% to 0.350%. Additionally, the maximum pipeline embedment
and seabed resistance remarkably enlarged by 507.0% and 127.3%, respectively, from 0.086 (0.261D) to
0.522 m (1.582D) and from 2.387 (3.510ws) to 5.426 kN/m (7.978ws). Therefore, the increase in the freak
wave peak value would result in great augmentation of pipeline behaviors and seabed resistance.
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Figure 18. Dynamic responses of the S-laying pipeline under various freak wave peak values: (a) tension;
(b) bending moment; (c) stress; (d) strain; (e) pipeline embedment; (f) seabed resistance.

6. Discussion and Implications

The deepwater S-lay FEM is a complicated, non-linear structural system, and dynamic response
analysis of the laying pipeline under freak waves is difficult and time-consuming for marine structure
engineers. A simplified technique was presented to estimate the pipeline dynamic response amplitudes
by means of the dynamic amplification factors (DAFs), which are defined by the maximum responses
relative to the corresponding static results. As a consequence, the dynamic response amplitudes of the
laying pipeline can be easily determined if the static responses and DAFs are given.

As shown in Figure 19a, the pipeline and seabed DAFs in the parametric analyses were obtained
with the variation of the energy ratio coefficient. Along with the increase of the energy ratio coefficient
Ep1, the DAFs of axial tension, bending moment, stress, and strain gradually increased, in which the
tension DAF was relatively prominent from 1.69 to 2.37. The pipeline embedment DAF largely rose
from 3.75 to 46.41, and the seabed resistance DAF increased from 2.35 to 7.04. Figure 19b shows the
variation in pipeline and seabed DAFs with the wave focused position, and all the DAFs firstly rose
up and then dropped down. The maximum tension DAF reached 2.19, and the maximum pipeline
embedment and seabed resistance DAFs reached 35.35 and 5.99, respectively. Moreover, the pipeline
and seabed DAFs with the variation in the wave phase range are illustrated in Figure 19c. As the wave
phase range increased, all of the DAFs reduced step by step. The DAF reductions were from 2.43 to
1.34 for axial tension, from 56.50 to 1.57 for pipeline embedment, and from 7.40 to 1.40 for seabed
resistance. Oppositely, the pipeline and seabed DAFs enlarged stage by stage with the augmentation
of the wave peak value, as displayed in Figure 19d, the DAF increment in axial tension was from 1.42
to 1.56, and the DAF increments in pipeline embedment and seabed resistance were from 7.49 to 45.44
and from 3.05 to 6.93. These obtained DAFs of the pipeline and seabed behaviors could offer intuitional
knowledge for offshore pipeline engineers, which could be used to consider the freak wave effects in
the initial design stage.
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Figure 19. Effect of freak wave conditions on dynamic amplification factors of pipeline behaviors and
seabed resistance: (a) energy ratio coefficients; (b) focused position; (c) phase range; (d) peak value.
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7. Conclusions

This paper presented a profound investigation of freak wave effects on the dynamic responses of
offshore pipelines for deepwater installation. For this purpose, an extended FEM of the S-lay system
was developed in OrcaFlex with the particular consideration of freak waves. The linear superposition
method of combined transient wave trains and random wave trains was applied to generate a series of
freak wave trains. The wave induced pipelay vessel motions, pipe–stinger roller interactions in the
overbend, as well as the cyclic contacts between the pipeline and seabed in the TDZ were also taken
into account in the dynamic analysis of laying pipelines. The influences of the freak wave energy ratio
coefficient, focusing location, phase range, and peak value on the pipeline and seabed behaviors were
estimated in detail, and the DAFs of the axial tension, bending moment, von Mises stress, longitudinal
strain, pipeline embedment, and seabed resistance were derived. Some significant conclusions were
obtained as follows:

(1) The reasonable selection of wave parameters can effectively generate a variety of freak wave trains
by the linear superposition model. The maximum heights of freak wave trains are obviously
different with variations in the energy ratio coefficient, focusing position, phase range, and peak
value. The freak wave trains could be steadily incorporated into the developed S-lay FEM to
implement the dynamic analysis of deepwater pipeline installation.

(2) The energy ratio coefficient has a great influence on the generation of freak waves and the induced
pipeline dynamic responses. With an increase in the energy ratio coefficient for transient waves,
all the pipeline behaviors and seabed resistance remarkably increase. Especially, when the Ep1

reaches 0.45, the interaction responses of the touchdown pipeline and seabed soil are drastically
noticeable, which causes tremendous variation in the bending moment, von Mises stress, and
pipeline embedment in the TDZ.

(3) The dynamic behaviors of the laying pipeline and seabed resistance are also strongly influenced
by the wave focusing location. When the focusing wave is located at the center position xp = 0 m,
the responses of the offshore pipeline and seabed resistance are the most significant. Besides, the
axial tension, pipeline embedment, and seabed resistance for the forward wave focusing location
are slightly larger than the corresponding results for the negative wave focusing location.

(4) The phase range and peak value of freak waves were proven to be important influencing factors in
the pipeline and seabed responses. As the wave phase range increases, the axial tension, bending
moment, von-Mises stress, longitudinal strain, pipeline embedment, and seabed resistance as
well as their DAFs remarkably decrease. On the contrary, when the wave peak value becomes
larger, the pipeline behaviors and seabed resistance obviously augment.
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Nomenclature

Ai internal cross-section area
Ao external cross-section area
B coefficient of the Ramberg–Osgood model
Ca added mass coefficient
CD drag coefficient
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d shortest separation distance of the center lines between the pipe and roller
D pipe outer diameter
E elastic modulus
Ep1 energy ratio coefficient of a transient wave
Ep2 energy ratio coefficient of a random wave
EAnom nominal axial stiffness
f m peak frequency
g gravitational constant
k1 pipe contact stiffness
k2 roller contact stiffness
ki wave number of the ith wave component
Kmax soil normalized maximum stiffness
ks soil shear stiffness
L instantaneous length of a line segment
L0 unstretched length of a line segment
Mb bending moment
n power exponent of the Ramberg–Osgood model
N number of wave components
Nc soil nominal bearing capacity factor
Pi internal pressure
Po external pressure
Pu(z) soil ultimate penetration resistance
r1 pipe radius
r2 roller radius
S(f ) spectral density function
Su0 soil mudline shear strength
Sug soil shear strength gradient
tc corrosion coating thickness
tp wave focusing time
t’p pipe wall thickness
Te effective tension
Tw wall tension
Tor torque moment
wa pipe weight per unit length in air
ws pipe submerged weight per unit length
xp wave focusing position
α spectral energy coefficient
γ peak enhancement factor
κ2 curvature
μ soil friction coefficient
ν Poisson’s ratio
ρc pipe corrosion coating density
ρp pipe density
ρsoil saturated soil density
ρw sea water density
ωi angular frequency of the ith wave component
φi phase lag of the ith wave component
σy effective yield stress
ϕ twist angle
τ spectral width parameter
ξ axial damping coefficient
ς bending damping coefficient
ζ torsional damping coefficient

124



J. Mar. Sci. Eng. 2020, 8, 119

References

1. Kjeldsen, S.P. Measurements of freak waves in Norway and related ship accidents. In Proceedings of
the Royal Institution of Naval Architects International Conference-Design and Operation for Abnormal
Conditions III, London, UK, 29–30 April 2004.

2. Slunyaev, A.; Didenkulova, I.; Pelinovsky, E. Rogue waves in 2006–2010. Nat. Hazards Earth Syst. Sci. 2011,
11, 2913–2924.

3. Bruschi, R.; Vitali, L.; Marchionni, L.; Parrella, A.; Mancini, A. Pipe technology and installation equipment
for frontier deep water projects. Ocean Eng. 2015, 108, 369–392. [CrossRef]

4. Davis, M.C.; Zarnick, E.E. Testing ship models in transient waves. In Proceedings of the 5th International
Symposium on Naval Hydrodynamics, Bergen, Norway, 10–12 September 1964; David Taylor Model Basin
Hydromechanics Lab: Washington, DC, USA, 1964.

5. Baldock, T.E.; Swan, C.; Taylor, P.H. A laboratory study of nonlinear surface wave in water. Philos. Trans.
Math. Phys. Eng. Sci. 1996, 354, 649–676.

6. Fochesato, C.; Grilli, S.; Dias, F. Numerical modeling of extreme rogue waves generated by directional energy
focusing. Wave Motion 2007, 44, 395–416. [CrossRef]

7. Zhao, X.Z.; Sun, Z.C.; Liang, S.X. Efficient focusing models for generation of freak waves. China Ocean Eng.
2009, 23, 429–440.

8. Zhao, X.Z.; Ye, Z.T.; Fu, Y.N.; Cao, F.F. A CIP-based numerical simulation of freak wave impact on a floating
body. Ocean Eng. 2014, 87, 50–63. [CrossRef]

9. Liu, Z.Q.; Zhang, N.C.; Yu, Y.X. An efficient focusing model for generation of freak waves. Acta Oceanol. Sin.
2011, 30, 19–26. [CrossRef]

10. Hu, Z.Q.; Tang, W.Y.; Xue, H.X. A probability-based superposition model of freak wave simulation.
Appl. Ocean Res. 2014, 47, 284–290. [CrossRef]

11. Tang, Y.G.; Li, Y.; Wang, B.; Liu, S.X.; Zhu, L.H. Dynamic analysis of turret-moored FPSO system in freak
wave. China Ocean Eng. 2016, 30, 521–534. [CrossRef]

12. Pan, W.B.; Zhang, N.C.; Huang, G.X.; Ma, X.Y. Experimental study on motion responses of a moored
rectangular cylinder under freak waves (I: Time-domain study). Ocean Eng. 2018, 153, 268–281. [CrossRef]

13. Gong, S.F.; Chen, K.; Chen, Y.; Jin, W.L.; Li, Z.G.; Zhao, D.Y. Configuration analysis of deepwater S-lay
pipeline. China Ocean Eng. 2011, 25, 519–530. [CrossRef]

14. Marchionni, L.; Alessandro, L.; Vitali, L. Offshore pipeline installation: 3-dimensional finite element modelling.
In Proceedings of the 30th International Conference on Offshore Mechanics and Arctic Engineering, Rotterdam,
The Netherlands, 19–24 June 2011.

15. O’Grady, R.; Harte, A. Localised assessment of pipeline integrity during ultra-deep S-lay installation.
Ocean Eng. 2013, 68, 27–37. [CrossRef]

16. Gong, S.F.; Xu, P.; Bao, S.; Zhong, W.J.; He, N.; Yan, H. Numerical modelling on dynamic behaviour of
deepwater S-lay pipeline. Ocean Eng. 2014, 88, 393–408. [CrossRef]

17. Gong, S.F.; Xu, P. The influence of sea state on dynamic behaviour of offshore pipelines for deepwater S-lay.
Ocean Eng. 2016, 111, 398–413. [CrossRef]

18. Ivić, S.; Čanađija, M.; Družeta, S. Static structural analysis of S-lay pipe laying with a tensioner model based
on the frictional contact. Eng. Rev. 2014, 34, 223–234.
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Abstract: The existing oil spill detection methods mainly rely on physical sensors or numerical
models cannot locate the spill position accurately and in time. To solve this problem, combining
with underwater image processing technology, an unsupervised detection algorithm for oil spill
in underwater pipelines is proposed for the first time. First, the oil spill region to be detected is
regarded as the moving target, and the foreground detection algorithm is applied to the processed
images. Then, the HSV (Hue, Saturation, Value) color space of the image is used to screen the oil spill
region meeting the threshold requirements. Next, the bitwise of foreground mask and HSV mask
into cells are divided. Finally, according to the characteristics of the oil spill image, false detection is
eliminated by classifying cells three times. After qualitative and quantitative analysis, it is proved
that the proposed algorithm can detect oil spill region accurately.

Keywords: object detection; underwater image; computer vision; oil spill

1. Introduction

There have been several oil spills at sea over the decades, e.g., the Gulf of Mexico (2010), the Timor
Sea (2009), and the North Sea (1988). Although oil spills occur infrequently, they cause severe economic
losses and a substantial adverse impact on the global environment [1]. Take the oil spill in the Gulf
of Mexico in 2010 as an example: the accident caused eleven deaths and economic losses amounted
to tens of billions of dollars. About 757,000 m3 of oil spilled, which seriously threatened the marine
ecological environment.

To provide technical support for environmental risk assessment, emergency plan formulation and
emergency response, researchers have carried out numerous oil spill detection studies. The existing oil
spill detection methods can be roughly divided into two directions according to detection location.

Above the sea surface, most of them are detected by synthetic aperture radar (SAR) satellite
images or physical sensors. Dhont proposed the combined use of SAR and underwater gliders for oil
seeps detection [2]. However, due to poor timeliness, leakage points cannot be found in time and the
cost is high.

The other direction is underwater which mainly focuses on the numerical model research.
Øistein regarded the discharges as terms of multiphase plumes and proposed a plume model
based on Lagrange [3–5]. With image processing technology development, many target detection
and tracking algorithms based on image features have been proposed. Compared with numerical
models, vision-based target detection algorithms are more versatile. Some scholars have carried
out image-based oil spill research. Bescond proposed a photoacoustic detection and monitoring
method of oil spill [6]. Osman estimated the oil spill flow rate base on Wavelet in optical images [7].
Qasem implemented an underwater remotely operated vehicle (ROV) and identified oil spills by
binarized difference images [8]. Oh proposed an underwater multispectral imaging system for
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environmental monitoring to identify different oil samples [9]. However, the current use of image
processing technology is based on the image of the simulation experiment, with a simple image
background, which is different from the actual situation, and the primary purpose is to use the oil
spill image which spill region is known to calculate the relevant values, such as oil spill rate, oil spill
amount and oil spill area.

With the development of machine learning, it has been widely used in image processing.
Using convolutional neural networks (CNN), general target detection algorithms have achieved
good results on object recognition datasets such as Pascal VOC (Visual Object Classes) [10],
COCO (Common objects in context) [11], and ImageNet [12], which consist of a large number of
pictures and their annotated documents. However, target detection algorithms based on machine
learning often require massive amounts of datasets to extract features of the target. Commonly used
training sets often reach the level of millions or even hundreds of millions of samples. However,
underwater oil spill images are challenging to obtain and scarce in practice, which cannot meet the
requirements of statistical-based detection model training. Therefore, the target detection methods
based on machine learning are not suitable for underwater oil spill detection task. Feature extraction
has to adopt traditional methods.

Considering the oil spill movement characteristics are significant, motion detection can be applied
in detecting the oil spill. Although there are various motion detection methods, none achieve good
results in dynamic monitoring scenarios. Especially due to a lot of interference in the underwater
environment, such as seawater and marine life movement, underwater image motion detection’s
difficulty is further increased. Thus, false detection is easy to occur, and the detection results need to
be processed to reject false detection.

Considering the maturity of the existing algorithms and the limitation of their application on
underwater oil spillage detection, an unsupervised detection algorithm based on underwater oil
spill motion and color characteristics is proposed. It integrates the characteristics of the oil spill
image to eliminate false detection by using the proposed cell structure. It achieved high accuracy in
experiments. The rest of this paper is as follows. Section 2 introduces the proposed algorithm and
its specific implementation. Section 3 presents the detection results and evaluation of the proposed
algorithm. Section 4 gives the conclusion of the paper.

2. Method

The proposed algorithm processes the video images collected by underwater cameras. Firstly,
theunderwater oil spill is regarded as the motion foreground, and the motion detection algorithm

is used to detect it. The suspicious oil spill region is screened out by threshold in HSV color space
too. Next, the two suspicious oil spill regions are united into the pre-detecting mask and the mask
image is separated into cells, which can be classified as oil cells or others. The spatiotemporal context
information is used in cells to eliminate missed targets and lock the oil leakage region. Finally,
combining the plume characteristic of spilled oil, a structure of root and branch cell is proposed, and a
cluster of cells belonging to the same root cell is regarded as the detected oil spill region.

Figure 1 is the flowchart of the proposed algorithm. Figure 2a shows the implement of the
algorithm. Figure 2b shows the process of pre-detection. It unites motion detection and color screening
in HSV space to generate a suspected oil spill region mask. Figure 2b–d are the single image feature
detection based on cell structures. From left to right are cell divisions, root-branch classification,
and root-branch stacks. Figure 2d is the process of eliminating false detection by introducing STC
information into cells and the final detection result.
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Figure 1. Algorithm flowchart.

(a)

(b) (c) (d)

(e)

Figure 2. Algorithm implementation: (a) pre-detection; (b) cells division; (c) first classification;
(d) second classification and (e) third classification.
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In the past two decades, it is widely accepted that the progress of object detection has
generally gone through two historical periods: “traditional object detection period (before 2014)”
and “deep-learning-based detection period (after 2014)” [13]. Limited by the computing power
and the lack of datasets, traditional target detection mostly uses handcrafted features, and then
uses the classifier to classify the features. However, training a deep-learning-based model, such as
SSD [14], Faster R-CNN [15], and YOLO [16], requires many data, thus oil spill detection tasks lacking
underwater image information are not suitable for deep-learning-based detection models. To detect
oil spill in underwater images, we use an unsupervised algorithm system combining multiple image
features to achieve underwater oil spill detection.

2.1. Foreground Detection

Since the oil spill is continuously moving and changing, the underwater oil spill can be
regarded as the moving target. The underwater oil spill detection can be regarded as the motion
foreground detection task. Traditional motion detection algorithms include background modeling [17],
clustering [18], image segmentation algorithm. However, it is difficult to detect an object in the
dynamic background due to factors such as varying illumination, a sudden change in a scene, occlusion,
and shadow [19]. Some researchers have applied machine learning methods to motion detection in
recent years, such as FgSegNet series algorithms [20,21], which won first place in the CDNet2014
challenge [22]. However, these supervised algorithms are based on dataset training and have no
universality, so they cannot apply to underwater oil spill detection.

However, looking at the literature, we can remark that there is often a gap between the
current methods used in real applications and fundamental research [23]. After trials and contrasts,
T2FMOG [24] based on a fuzzy mixture of Gaussians model is used in this paper, which has a higher
tolerance to the background of slight motion and can produce ideal foreground detection effect in
more complex underwater environment.

According to the uncertain mean vector or error, T2FMOG is divided into T2FMOG-UM and
T2FMOG-UV. Due to the water flow in an underwater environment, the uncertainty variance is more
likely to occur. Therefore, T2FMOG-UV can achieve better results. For RGB images, the multivariate
Gaussian distribution with uncertain variance is as follows:

η(o, μ, ˜∑) =
1√

(2π)3 |∑| ∏ exp(−1
2
(Xt,c − μc)2

σc
) (1)

in which σc ∈ [σc, σc],c ∈ {R, G, B}, each exponential component in Equation (1) is the Gaussian
primary membership function (MF) with standard deviation. The upper MF is h(o) = f (o; μ, σ) and
the lower MF is h(o) = f (o; μ, σ).

Between h and h is the footprint of uncertainty (FOU) as Figure 3. To control the intervals, a factor
kv introduced:

σ = kvσ, σ =
1
kv

σ, kv ∈ [0.3, 1] (2)

Our experiments verify that the result is more accurate when kv = 0.9. After getting the
T2FMOG-UV model of the image, we can detect the image foreground. Since the background is
more present than moving objects and its value is practically constant, a background pixel corresponds
to a high weight with a weak variance. Based on this prior knowledge, K Gaussian models are sorted
by wj/σj as a ratio. The first Gaussian distribution whose threshold exceeds T is regarded as the
background distribution in Equation (3); other distributions are considered as foreground.

B = argminb(
b

∑
i=1

wi,t > T) (3)

130



J. Mar. Sci. Eng. 2020, 8, 1016

when a frame of the video comes in, use the log-likelihood and only consider the bilateral likelihood
interval to test and classify each pixel:

H(Xt) = (
1

1/kv
2 − kv

2 )
|Xt − μ|2

2σ2 (4)

where μ and σ are the mean and the std of the original T1 MF without uncertainty. If H(xt) < kσ,
the pixel is attributed to Gaussian distribution. Therefore, the pixel test results can be divided into
two cases:

1. If a pixel belongs to a certain Gaussian distribution, then the pixel belongs to the category
represented by the Gaussian distribution.

2. If a pixel is not attributed to a Gaussian distribution, then the pixel is attributed to the motion
foreground.

Furthermore, to ensure the accuracy of the background model, the parameters update according
to Equations (5) and (6).

Case 1: Matched Gaussian distribution

wi,t+1 = (1 − α)wi,t + α

μi,t+1 = (1 − ρ)μi,t + ρXt+1

σ2
i,t+1 = (1 − ρ)σ2

i,t + ρ(Xt+1 − μi,t+1)(Xt+1 − μi,t+1)
T

(5)

α is a fixed learning rate, ρ = αη(Xt+1, μi, ∑i). For unmatched distribution, μ and σ are invariant,
wj,t+1 = (1 − α)wj,t.

Case 2: The final probability distribution K

wk,t+1 = Low Prior Weight

μk,t+1 = Xt+1

σ2
k,t+1 = Large Initial Variance

(6)

Thus far, the motion foreground and the background model, which can be updated, are obtained
by using T2FMOG. However, when considering factors such as water currents, marine life movement,
and lens motion, there may be non-oil spilled parts in the foreground mask, so it is necessary to
eliminate false detection by other methods.

2.2. Color Screening

In addition to the motion features, the oil spill region’s color feature in an underwater environment
is the most obvious. Therefore, the color threshold screening method is considered for screening the
detected foreground further. However, in most videos, to display conveniently, the video pixel
value is often in RGB format, which is designed according to the principle of color luminescence.
The color is displayed by the excitation of red, green, and blue. Thus, it is not accurate enough
for oil spill segmentation by using RGB color space. HSV is an intuitive color model, and its color
parameters are hue, saturation, and lightness. Therefore, the videos can be converted to HSV space to
screen the oil spill region under the foreground mask. The S and V channel calculation methods are:
S = V − min{R, G, B} amd V = max{R, G, B}, respectively. The channel calculation method of H is
shown in Equation (7). When H < 0, H = H + 360.

H =

⎧⎪⎪⎨
⎪⎪⎩

60(G − B)/(V − min(R, G, B)) i f V = R

60(B − R)/(V − min(R, G, B)) + 120 i f V = G

60(R − G)/(V − min(R, G, B)) + 240 i f V = B

(7)
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After obtaining the HSV model, the mask of the suspected oil spill region is obtained by threshold
screening, and the screening method is as follows:

Maski =

{
1, Ti ≤ Ii ≤ Ti

0, others
(8)

where Ti and Ti are the lower and upper thresholds of each color channel, respectively. Ii is the pixel
value on a single color channel in HSV space. The pixel value on mask is 1 only when the pixel values
on three channels meet the threshold requirements; otherwise, it is 0.

A single frame mask of the suspected oil spill region can be obtained by performing a bitwise
operation between the foreground detection mask and color screened mask. However, there is still
false detection in practical applications caused by those moving objects with the same color as spilled
oil. Further operations are needed to eliminate false detection after obtaining the detection mask of a
single image.

Figure 3. Gaussian membership function with uncertain variance.

2.3. False Detection Elimination

After watching more than 60 min of video containing oil spills, we found that the underwater oil
spill image has two characteristics:

• Oil spillage is always produced from bottom to top.
• The movement of oil spillage occurs locally.

Based on these two characteristics, the root and branch cell structure and the STC method
are proposed to eliminate false detection. The oil spill region is finally accurately screened out by
classifying the cells three times.

Aiming at the first feature of underwater oil spill images, an algorithm of eliminating false
detection based on cells with root and branch structures is proposed. First, the masked image is
divided into S*S cells; then, the cells containing suspected oil spills are pre-classified and screened.
The screening rule follows Equation (9), in which Oi is the category of the ith cell, Wi is the number
of white pixels in the masked cell, and T is the set threshold, 0 < T < 1. Figure 2b shows the
screening diagram

Celli =

{
1, Wi/S2 ≥ T

0, Wi/S2 < T
(9)

Then, the algorithm traverses the cells that have been classified as an oil spill from bottom to top
and from left to right and secondarily classifies the pre-classified cells into root cells or branch cells.
The classification method is shown in Figure 2c. The category of the cell is determined by the eight
cells in the neighborhood. If there is no root cell or branch cell in the center cell neighbor positions 2–5,
the center cell is classified as a root cell, and a new cell stack is established. If there is a root cell
or branch cell in the center cell neighborhood, the center cell is pushed into the neighboring cell’s
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stack. Figure 2d shows the second classification method.The second classification method is shown in
Equation (10), in which neighbori is the ith neighbor cell category.

Celli =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

root,
5

∑
i=2

neighbori > 0

branch,
5

∑
i=2

neighbori = 0

(10)

The movement of oil spillage occurs locally; that is, the movement amplitude of the oil spill
in a short period is tiny, especially when the seawater movement is relatively gentle. The oil spill
at the leakage point generally does not do translation movement. However, there is a diffusion
movement at the edge part, and the internal motion amplitude is low or even relatively static. It is
familiar to STC information, which models the statistical correlation between the low-level features
(i.e., image intensity and position) from the target and its surrounding regions. Taking advantage of
the oil spill movement characteristics, we propose an oil spill detection method that adds temporal
and spatial context information to the cells. Due to the low amplitude of oil spill translation, the oil
spill cell can always be detected within a certain period, and it cannot be detected for a long time
when the target cell is an oil spill. The number of times each cell is detected is counted, and the cell is
classified for the third time.

On the one hand, when the detection count is greater than the set value, the cell is confirmed to be
an oil spill. On the other hand, when the continuous missed detection count is greater than a certain
value, the detection count is set to zero, and the cell is regarded as a false detection for exclusion.
The cell classification method of the tth frame is as follows:

Cellt =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

oil,
t

∑
f=t−w

h f > Td &
t

∑
f=t−w

m f < Tm

others,
t

∑
f=t−w

m f ≥ Tm

(11)

where w is the width of the counting window, h f is the category of the fth frame determined by
Equation (9), and the judgment rule of m f is the opposite. Td and Tm are detected and missed
thresholds, respectively. The third classification process is shown in Figure 2c.

Finally, all cells are traversed again and popped up, taking the circumscribed rectangle of the
graph formed by the cells in the same stack to form the detection boxes. The areas of the detection
boxes are calculated, and the detection box with an area smaller than a certain threshold is regarded as
invalid detection and excluded. The remaining detection boxes are used as the final detection result.

3. Results and Discussion

The dataset used in the experiment comes from underwater oil spill videos collected on the
Internet, including some videos recorded by remote operated vehicle (ROV) during the Deep Horizon
accidents. The videos were resized to a resolution of 640 × 480, and then cut into 1278 video frames.

Figure 4 shows the results of underwater motion detection [25]. The experimental results take the
60th and 215th frames of a video for comparison. Figure 4a shows the original frames. Figure 4b–d
provided the detection results of several algorithms based on background modeling. It shows that
the general background modeling algorithm cannot effectively distinguish the oil spill region and the
seawater background, resulting in many missed detection. Figure 4e is the result of VIBE algorithm
foreground detection, which can accurately detect part of the oil spill region, but there is still some
missed detection. Figure 4f gives the detection results of the foreground detection algorithm used in
this paper, which accurately detects oil spill movement in videos.
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(a) (b)

(c) (d)

(e) (f)

Figure 4. Foreground detection: (a) original frame; (b) LOBSTER [26]; (c) MOG2 [17]; (d) SuBSENSE [27];
(e) VIBE [28]; and (f) T2FGMG-UV.

Figure 5 shows the result of color threshold screening. Figure 5a is the original image, which is
converted to HSV color space, as shown in Figure 5b, and Figure 5c shows the color mask obtained
after threshold screening. The experimental results show that the algorithm can screen out accurate
suspected oil spill region, but there is still false detection.

The mask of the suspected oil spill region is obtained by the motion mask bitwise and color mask,
as shown in Figure 6a. Directly extracted detection results of the suspected oil spill region mask show
that there are still some false detection boxes, as shown in Figure 6b. Figure 6c shows the cell stacks
after removing false detection by using STC.

(a) (b) (c)

Figure 5. HSV threshold: (a) original image; (b) HSV image; and (c) color mask.
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(a) (b) (c)

Figure 6. detection results: (a) fusion-mask; (b) pre-detection; and (c) cell stacks.

Figure 7a gives the proposed algorithm detection results. Compared to the frame difference in
Figure 7b, our results locate the oil spill position and estimate the false detection. Figure 7c shows the
yolov3 results. When the iteration number is low, there are many false detections, while, when the
iteration number is high, the model is overfitting and it cannot detect oil spill.

(a) (b) (c)

Figure 7. Results comparison: (a) ours; (b) frame difference [8]; and (c) yolov3 [29].

To evaluate algorithm results, we adopted the calculation method of VOC2010 [10]. It includes
two import evaluation indicators: precision and recall. Their calculation methods are shown in
Equations (12) and (13), respectively.

P =
TP

TP + FP
(12)

R =
TP

TP + FN
(13)

where TP, FP and TN mean the amount of true positive, false positive and false negative, respectively.
They are decided by the intersection over union (IoU) threshold of the detected bounding box and
ground truth.

To calculate average precision, the precision at each recall level r is interpolated by taking
the maximum precision measured for a method for which the corresponding recall exceeds r.
The interpolation method is shown in Equation (14). Then, we computed the average precision
(AP) as the area under this curve (AUC) by numerical integration, as shown in Equation (15) .

Pinterp(r) = max
r̃:r̃≥r

p(r) (14)

AP =
rmax

∑
r=0

Pinterp(r) (15)

The precision–recall (P-R) curve and average precision (AP) value of the test results are shown in
Figure 8 and Table 1. The proposed algorithm achieves extremely high detection accuracy when the
intersection over union (IoU) is set at 0.5. However, when the IoU is greater than 0.7, the accuracy of
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the proposed algorithm declines, which is due to the limitation of the algorithm caused by the motion
detection algorithm and partial oil spill color is close to the color of seawater.

(a) (b)

Figure 8. precision-recall graph: (a) Video 1; (b) Video 2.

Table 1. average precision.

Video AP0.5 AP0.6 AP0.7

1 0.958 0.662 0.369
2 0.943 0.659 0.192

4. Conclusions

This paper presents a method to detect oil spills by underwater images, which can be applied
to fixed underwater cameras or remote operated vehicle (ROV). Compared with existing algorithms,
it can process more complex real underwater images. It needs less hardware support, thus it can be
integrated into an embedded system for independent use with ROVs in the future. It has massive
potential for further treatment of the spill area too, such as calculation of spill speed and volume. It has
the characteristics of low cost and good timeliness.

The experimental results show that the proposed algorithm can be applied to the alarm operation
with less strict requirements for the oil spill position.

However, when the IoU is greater than 0.7, the limitations of the pre-detection part of the algorithm
leads to a decline in the proposed algorithm’s accuracy. Therefore, further optimization is needed in
the detection applications with higher requirements for location and area.
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Abbreviations

The following abbreviations are used in this manuscript:

HSV Hue, Saturation, Value STC spatiotemporal context
CNN convolutional neural networks VOC visual object classes
COCO common objects in context SSD single shot multibox detector
YOLO you only look once T2FMOG type-2 fuzzy mixture of Gaussian model
MF membership function FOU footprint of uncertainty
RGB red, green, blue ROV remote operated vehicle
P-R precision-recall AP average precision
IoU intersection over union AUC area under curve
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Abstract: Blast walls are installed on the topside of offshore structures to reduce the damage from fire
and explosion accidents. The blast walls on production platforms such as floating production storage,
offloading, and floating production units undergo fire and explosion risk analysis, but information
about blast walls on the well-test area of drillship topsides is insufficient even though well tests are
performed 30 to 45 times per year. Moreover, current industrial practices of design method are used as
simplified elastically design approaches. Therefore, this study investigates the strength characteristic
of blast wall on drillship based on the blast load profile from fire and explosion risk analysis results,
as well as the ability of the current design scantling of the blast wall to endure the blast pressure
during the well test. The maximum plastic strain of the FE results occurs at the bottom connection
between the vertical girder and the blast wall plate. Based on the results, several alternative design
applications are suggested to reduce the fabrication cost of a blast wall such as differences of stiffened
plated structure and corrugated panels, possibility of changing material (mild steel), and reduced
plate thickness for application in current industrial practices.

Keywords: drillship; blast wall; explosion; well-test areas; strength evaluation; non-linear structural analysis

1. Introduction

One of the most important trends in the development of the modern oil and gas industry
is reorientation to the development of offshore oil and gas fields. The first offshore drilling rigs
were constructed in 1934 on drilling shelves with stationary substructures [1]. The development of
continental shelves has resulted in a variety of accidents with catastrophic consequences due to the lack
of attention devoted to the identification of prevention and mitigation of possible risks and hazard.

The most serious accidents on drilling ships and platforms of various types (semi-submersible,
submersible, mobile, stationary) between 1979 and 2015 are included in historical databases [2].
Well-known examples include “Piper Alpha” in the North Sea, “Deepwater Horizon” in the Gulf
of Mexico and “SOCAR (The State Oil Company of the Azerbaijan Republic)” in the Caspian Sea.
These accidents resulted from flooding, explosion and fire, and oil slippages. The distribution of
accidents shows that a considerable proportion of accidents are due to personnel errors, such as process
disturbance, improper pilotage, and improper berthing to offshore oil and gas facilities. According to
statistical data, these emergency incidents are distributed by Fattakhova and Barakhnina [3]. Incidents
such as fire, explosion and oil slippages occurred mostly during drilling work.

Drillships have the functional ability of semi-submersible drilling rigs but greater mobility
(i.e., they are ship-shaped vessels), and they can move quickly under their own propulsion from drill
site to another drill site, in contrast to semi-submersibles, jack-up barges, and platforms. A generally
drillship comprises a hull, mud module, subsea control module, mud process module, drill floor,

J. Mar. Sci. Eng. 2020, 8, 583; doi:10.3390/jmse8080583 www.mdpi.com/journal/jmse139



J. Mar. Sci. Eng. 2020, 8, 583

pipe and casing storage, and well-test module. One unusual characteristic is that the hull bottom has
a large opening (so called “moon-pool”) that allows the seabed to be drilled with a drill pipe and
casing. A typical drillship has a length of 220 to 230 m, a breadth 36 to 42 m and a depth of 18 to 20 m,
and drilling equipment on its topside. Its main advantage is its ability to perform drilling operations
in very deep sea (up to 12 km), where general fixed platforms are not able to be drilled.

Among a drillship’s various operations, the well-test operation is similar to a process module of
a production offshore platform. Therefore, the safety design of a drillship should consider fires and
explosions. For example, water-based drilling fluids (WBDF), which if used with proper additives
such as nano-particles can be more effective than conventional oil-based drilling fluids and also can
mitigate the firing problems for high pressure and high-temperature wells. Oil-based drilling fluids
can be toxic to the marine species, if any incident of oil spills happens, such as the Gulf of Mexico,
whereas, considered WBDF with nano-particles are non-toxic [4–6].

For those reasons, the well-test area on drillship installed blast walls for minimizing and preventing
explosion damage surrounding modules. The structural design of the blast wall should consider the
type of explosive load to which the structure will be exposed because of the numerous uncertainties
inherent in an explosion. According to this reason, numerous investigations of blast walls on offshore
platforms have been conducted to determine design methods and for structural evaluation though
theoretical, numerical, and experimental approaches.

The literature includes many studies on the use of corrugated and stiffened walls on offshore
platforms. A formal framework was suggested for blast walls with FE analysis [7]. That study
provided not only a better understanding of the underlying assumptions required to justify blast
wall explosive load detection behavior but also a coherent basis for specification and design for
dynamic analysis of blast wall capabilities. In the presence of theoretical studies of blast walls, they
proposed a detailed and reasonable FE model and conducted two analyses: traditional non-linear
static analysis and non-linear time-path dynamic analysis. Vignjevic et al. [8] considered different
internal reinforcements (C-section and corrugated) to improve the energy absorption properties of
thin walled rectangular beams under uniaxial and biaxial deep bending collapse, for loading angles.
Also, corrugated reinforcements showed a greater potential for increasing specific energy absorption,
which was supported by investigating key geometric parameters, including corrugation angle, depth,
and number using LS-DYNA [9] simulations experimentally validated. Sohn et al. [10] studied the
role of a flat-plated stiffener on the structural characteristics of a blast wall on an offshore installation
exposed to hydrocarbon explosions. Blast walls are generally installed in oil and gas production
structures to minimize and prevent the damage from explosions. Kang et al. [11] suggested a blast
loading application method. The uniformly distributed loading condition, predicted by explosion risk
analysis, was applied in most previous analysis methods. However, the analysis methods related to
load conditions are inaccurate because the blast overpressure around the wall tends to show a low
level in open areas and a high level in enclosed areas. Syed et al. [12] suggested a method for analysis
of offshore stainless-steel blast walls. Blast walls are mostly designed using simplified analytical
techniques, such as the single degree of freedom method, in which global deformation or displacement
is used as the primary response parameter. This study uses detailed non-linear Finite Element analysis
to present realistic responses of offshore blast walls under various high impulsive pressure loads
generated from accidental hydrocarbon explosions. The numerical models were also verified against
past experiments results with similar steel blast panels. An extensive parametric study was conducted
in which the verified FE models were used to construct pressure-impulse (P-I) diagrams for various
deformation levels. Sohn and Kim [13] studied the structural response of corrugated blast walls
depending on blast load pulse shapes. Hydrocarbon explosions are among the most hazardous events
for workers on offshore platforms. Corrugated blast walls are typically installed to protect structures
against explosion loads, but the profiles of real explosion loads differ depending on the congestion
and confinement of the topside structures. Xiao et al. [14] suggested numerical prediction of blast
wall effectiveness for structural protection against air blasts. The propagation of shock waves and
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their interaction with the blast wall were simulated in FE code (LS-DYNA [9,15,16]) to calculate the
overpressure-time profile of the blast wall. The influence of structural flexibility on the effectiveness of
the blast wall was considered by including a steel sheet (“canopy”) at the top of the wall. These studies
help to understand the behavior of an air blast interacting with blast walls and helps to identify the
principal parameters for the design of such walls.

According to existing blast wall studies are well developed, validated, and suggested. However,
limited studies have examined the blast wall in the well-test area on the topside of a drillship, likely
because although floating offshore platforms (e.g., floating liquid natural gas and floating production
storage and offloading units) have great exposure to the risk of fire and explosion accidents, accidents
aboard drillships are expected to occur during well test operation. Moreover, current industrial
practices of blast wall design on drillships, design method is simplified elastically design approaches.
The design of the blast wall around the well-test area was evaluated according to the bending and
shear stress of the supporting vertical girder using a static pressure (0.2 bar) and beam theory, and this
method of evaluation may be over-designed when considering the blast pressure against a realistic
blast load. Furthermore, only beam theory is applied to evaluate the blast wall, so it was not possible
to evaluate the connection of the vertical girder and deck. Therefore, a blast wall on a drillship should
be re-evaluated with advanced and/or developed methods for proper and accurate design.

2. Blast Wall of Well-Test Area on Drillship Topside

2.1. Drillship Topside Arrangement and Well-Test Area

To determine the target drillship topside arrangement and well-test area, an existing drillship was
considered for this study as shown in Figure 1. The blast wall is placed between the well-test area and
the ROV (Remotely Operated Vehicle) station on the port side. In addition, the lifeboat stations on
either side of the drillship are located further aft than the well-test area and are partially shielded by
the funnel casings.

Figure 1. Typical well-test area arrangement on a drillship.

Well testing is normally performed approximately 30 to 45 times per year on a drillship [17].
The objectives of well testing are divided into to obtain and analyze representative samples of produced
fluids, to measure the reservoir pressure and temperature, to determine the inflow performance
relationship and deliverability, to evaluate the completion efficiency, to characterize well damage,
and to evaluate work over and simulation treatments.
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During well-test operation, oil or gas leakage is likely to result in an explosion accident. Therefore,
to protect the equipment and structures on the topside, a blast wall is installed beside the expected
ignition point. Figure 2 shows that the blast wall on the drillship topside is a stiffened panel structure
that differs from a general blast wall and/or corrugated structure.

Figure 2. Example of a stiffened panel blast wall on drillship.

2.2. Characteristic of Explosion Load Profile

In industrial practice, simple beam theory has been applied to evaluate blast wall support with
calculated blast pressure. The applied blast pressure is only considered static pressure without blast
load profiles such as the duration time and the peak time.

In this study, to identify the load profile and scenarios of the well-test area, two specific studies
were thoroughly reviewed. A previous experimental study [18] identified the characteristics of
overpressure loads in an explosion, as shown in Figure 3a. A test module was fabricated for the
explosion test that was similar to the processing module of a gas explosion in a floating liquid natural
gas unit, and the explosion pressures were measured with a different geometrical effect, which is
termed “porosity” and is given by Equation (1):

Porosity = 1− Volume of total structure
Volume of total space

(1)

142



J. Mar. Sci. Eng. 2020, 8, 583

Figure 3. Full-scale test module for determination of explosion load profile. (a) Test module of a typical
offshore topside. (b) Pipe rack structure for explosion.

The porosity was controlled by the number of pipes at the ignition point with a pipe rack structure
for ignition, as shown in Figure 3b. Five scenarios were investigated with 0, 12, 24, 36, and 48 pipes.
The ignition point was at the center of gas cloud.

As the experimental results [18] provide that the overpressure loads rose to a peak value within a
very short period of rise time and decayed sharply in the experimental results. The rise time until the
peak overpressure loads were reached differed depending on the considered structural congestion model.
The rise time became shorter with increase in the degree of structural congestion. The overpressure loads fell
into negative values compared with the ambient pressure and were recovered to the ambient pressure as the
impact energy was released. In this result, porosity is an important factor in the overpressure in an explosion,
and a structure with higher porosity has higher overpressure. The experimental results allow the explosion
pressure profile to be categorized as “Arrival time”, “Positive phase”, and “Negative phase”, respectively.

The general load profile of an explosion is quite complicated due to the explosion condition.
The realistic characterization of blast pulse pressure action requires the pressure-time history to be
traced, including the rise time, peak pressure, duration, and type of pressure decay. Blast pressure
can be idealized as an impulsive loading that is characterized by peak pressure and duration time.
To simplify the structural analysis, the time history of the panel load around its peak was idealized as a
triangular impulse. The idealized blast load profiles can be placed into four categories, as shown in
Figure 4. Those profiles were analyzed with three different domains: the impulsive domain (τT ≤ 0.3),
the dynamic domain (0.3 ≤ τ

T < 3) and the quasi-static domain (3 ≤ τ/T). The structural behavior
characteristics of corrugated blast walls and stiffened blast walls were simulated under various types
of explosion loadings [5,8].
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Figure 4. Common blast loading shapes [19]. (a) Rectangular. (b) Gradually applied. (c) Linear decay.
(d) Triangular.

For selection of blast loading shapes, Sohn and Kim [13] provided that the effects of the shape of
the load profile on the structural characteristic of blast walls show that the duration and peak pressure
are not critical, but impulse is important in the impulsive domain. The rising time and the level
of impulse have profound influences on the structural characteristics of blast walls in the dynamic
domain. The results indicate that the structural characteristics of blast walls depend on the amount of
applied momentum rather than the peak pressure or duration time. Furthermore, loads with linear
decay and triangular loads have the same impulse value, but the ductility ratio differs greatly in the
dynamic domain while remaining very similar in the impulse domain. In other words, the rising time
is not critical in the impulse domain, but it is very important in the dynamic domain.

In fact, the current blast wall structure on drillship is designed with the simply linear beam theory
approach, therefore the structure is assumed as a rigid body, and the stresses are concentrated at the
bottom end of the vertical supports. According to these investigations, this study of blast load profile
assumed a triangular load profile of positive phase and effect of negative phase.

2.3. Method of Strength Assessment of a Blast Wall in a Well-Test Area

An applicable method for the strength assessment of a blast wall in a well-test area suggested both
fire/explosion analysis and structural analysis, as shown in Figure 5. Fire and explosion risk analysis is
performed to evaluate accidental loading scenario hazards to define potential accidents that may occur
to the facility during its lifetime from installation to decommissioning and assess the corresponding
risk exposure. Potential accidents are defined as scenarios involving a ship collision, a dropped object,
a fire, or a blast that introduces risk to personnel, the environment, or the facility.

To estimate the fire/explosion risk from the well-test area, certain operational days of well testing
are assumed and included in the overall risk picture in the general oil/gas industrial risk practices.
For advanced and quantitative risk evaluation, details of the equipment and piping and instrumentation
diagrams for the well-test unit to be installed on the drill ship should be conducted with available date
and calculation methods.

A typical well-test unit can be used to assess several components (valves, flanges, pie sections, etc.)
for use as the basis of leak frequency assessment. Leak rates and frequencies are also calculated for
each component, failure mode and type of medium with generic data or statistical methods.

The well-test unit has been divided into two segments such as gas and oil. Components that
contain both oil and gas are allocated to the gas segment. This allocation is done due to the difficulties
in predicting the amount of gas or oil that will be released during a leak (which depends on the gas/oil
ratio in the reservoir to be tested). This is a conservative approach and is applied for components
upstream of the separator from the drill floor, which is included in the gas segment.
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Figure 5. Flow chart risk and structural analyses of this study.

To evaluate the strength of the blast wall in this study, the explosion load requires for non-linear
structural analysis. In addition, the design of the blast wall may be difficult because it requires predicting
the type of explosive load to which a structure may be exposed due to the numerous uncertainties
inherent to an explosion. Generally, oil/gas industries, classification societies and international/national
organizations are used to idealized random explosion loads with symmetric triangular shapes because
these well match an actual explosion loading with respect to attributes such as total impulse, peak
pressure, rising time, and pulse duration. Therefore, the explosion load profile can be defined via
fire/explosion risk analysis. Figure 5 (right side) shows the structural response characteristics of blast
walls with various explosion loading shapes determined via non-linear dynamic FE analysis (procedure
of structural non-linear analysis).

2.3.1. Calculation of Explosion Load Profile

The well-test area and adjacent areas have been assessed for potential fire and explosion accidents
during well testing in current industrial practice [20]. The flow chart in Figure 5 presents the steps in
the analysis. The ballast wall strength of the explosion load depends on factors such as the fuel type,
congestion, confinement, and relative position of the ignition point within the gas cloud.

To determine the blast effect and prediction of explosion pressure, DNV-Phast [21] is used with
the Baker–Strehlow–Tang model, which uses assumed parameters (material reactivity: low; flame
expansion: 1.5; obstacle density: high; ground reflection factor: 2.0).

The affected volume (30 m3) is considered the confined volume within the gas cloud. The maximum
explosion load can be read at around 5.0 m from the gas cloud and the ignition point. According to
the analysis result, the explosive pressure based on the leak category calculation is shown in Table 1.
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The arrangement of the well test and adjacent area in Figure 6 shows that the blast wall in the well-test
area is located approximately 10 m from the ignition point; therefore, the peak pressure on the blast
wall can be assumed via linear interpolation with the pressure value 5 m from the ignition point and
the distance of the peak pressure 0.2 bar. Various peak pressures were also selected to evaluate the
blast wall for load scenarios (0.2, 0.3, 0.6, 1.0, 1.5, 2.0, 2.5 and 3.0 bar).

Table 1. Overview of major explosion accidents.

Leak Category
Mass Used

for Explosion (kg)
Maximum Explosion
Load (Barg, at 5 m)

Distance to
0.2 Barg (m)

Peak Pressure on
Blast Wall (Barg)

Small - - - -
Medium 0.47 0.65 13 0.37

Major 8.44 3.0 33 2.5
Large 131.34 3.4 51 3.05

Figure 6. Arrangement of well test and adjacent area.

2.3.2. Applied Blast Load Scenarios

Various factors affect the duration time and thus the impulse of the blast pressure. The impulse is
presented in Equation (2):

Impulse (bar; s) = Peak pressure (bar) × Duration time (s) (2)

The selected impulses are 0.001, 0.01, 0.02, 0.03, 0.04, 0.05 and 0.06 bar·s, and the duration time
is calculated with Equation (2). Based on a review of the blast load profile study, the load applied
in this study was a triangular loading pulse without the negative impulse, as shown in Figure 7.
The considered load scenarios are presented with the selected peak pressures and durations in Table 2
and in Appendix A (Table A1. Load scenario of peak pressure at 0.3, 0.6, 1.0, 1.5, 2.0, 2.5 and 3.0 bar).
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Figure 7. Idealized load profile in the analysis.

Table 2. Load scenario (0.2 bar).

Peak Pressure
(bar)

Case Number *
Duration Time

(s)
Peak Time

(s)
Impulse

(bar)

0.2

P02M01 0.0100 0.0050 0.001
P02M10 0.1000 0.0500 0.010
P02M20 0.2000 0.1000 0.020
P02M30 0.3000 0.1500 0.030
P02M40 0.4000 0.2000 0.040
P02M50 0.5000 0.2500 0.050
P02M60 0.6000 0.3000 0.060

* Note: The letter P is peak pressure, and the next two numbers are the value of peak pressure without a decimal
point (0.2 bar indicated as 02); the letter M is impulse, and next two numbers are the value of impulse without a
decimal point (0.001 bar indicated as 01).

2.4. Numerical Modelling of Blast Wall

Target Blast Wall

In this study, the commercial non-linear FE code (MSC/Nastran [22]) was applied to simulate
and analyze highly non-linear structural characteristics by considering geometrical and material
nonlinearities. Iso-parametric quadrilateral elements with four nodes and six degrees of freedom per
node were used to analyze thin to moderately thick shell structures such as the corrugated steel plate
elements [23–25]. Figure 8 shows the FE model of the blast wall in the well-test area on the drillship
topside. A normal blast wall has a corrugated shape, but the blast wall in the well-test area is a stiffened
panel. Details of the dimensions of the stiffeners and material properties are given below:

- Blast wall thickness: 10 mm (AH36)
- Vertical H-beam: H400 × 400 × 13 × 24 (AH36)
- Horizontal H-beam: H200 × 200 × 10 × 15 (AH36)
- Horizontal channel: C200 × 100 × 7.5 × 11 (AH36)
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Figure 8. Scantling of blast wall and boundary conditions.

To represent the plastic behavior in a non-linear FE analysis, the material behavior obtained from the
tensile tests [10]. Because elasto-perfectly plastic model was used for material model, only yield stress
was converted to dynamic yield stress for FE simulations. In an impact load case such as explosion
load, the effect of the strain-rate must be significant in the FE material model. The dynamic effect is the
Cowper–Symonds equation, which follows as Equation (3), to consider the strain effect of material:

σYd

σY
= 1.0 +

( .
ε

C

)1/q

(3)

where the coefficients C and q can be determined based on the test data [10]. The data indicate that the
coefficients C and q are dependent on the material type, among other factors. The C and q values in this
study were selected as 3200 and 5.0, respectively, for high-tensile steel and 40.4 and 5.0, respectively,
for mild steel.

Figure 8 shows the boundary condition of the FE model. For the horizontal fixed condition,
the vertical girders are welded on the deck and the blast wall edges are free, and for the vertical
symmetrical boundary condition, the horizontal stiffeners and blast wall edge all have symmetrical
boundary conditions (δx : free, δy : fixed, δz : free, γx : fixed, γy : free, γz : fixed) for the continued
installation condition.

2.5. Analysis Results

Figure 9 shows typical results for the distribution of a von Mises stress plot and plastic strain plot
of case P15M20 (peak pressure: 1.5 bar; impulse: 0.02 bar·s) for the target blast wall structure and the
selected load scenarios in the previous sections. The maximum von Mises stress is observed at the
connection of the vertical H-beam and the deck at 0.13 s, with a duration of 0.0333 s. A low stress level
is calculated, which may be explained by the rigidity of the vertical H-beam (H400 × 400 × 13 × 24),
which takes most of the load from the explosion.
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Figure 9. Stress and strain distribution of P15M20. (a)Von Mises stress. (b) Plastic strain.

Most of the blast wall plates do not reach the plastic strain limit compared with the three
connections of the vertical H-beam and the deck. The furthest connection from the vertical symmetric
boundary line has greater plastic strain than the other two connections. From this result, it can be
concluded that the explosion load is concentrated on the three bottom connections (especially the
connection furthest from the symmetric boundary) between the blast wall, and the deck for the blast
wall has generally been designed with elastic criteria without consideration of energy absorption
by deflection.

Figure 10a shows the relationship between plastic strain and the impulse curve of the blast wall
at the maximum point. The plastic strain is increased when the peak pressure and the impulse are
increased. The maximum and permanent deflection according to the peak pressure and impulse are
summarized in Figure 10b,c. The maximum and permanent deflection have tendencies similar to the
plastic strain, and the permanent deflection is slightly lower than the maximum deflection.
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Figure 10. Relationship of structural response characteristics vs. impulse curve (at maximum point).
(a) Plastic strain—Impulse curve for each peak pressure. (b) Maximum deflection vs. impulse.
(c) Permanent deflection vs. impulse.

With peak pressure less than 1.0 bar, the permanent deflection was observed zero value, and with
peak pressures greater than 1.0 bar, the maximum and permanent deflection are proportional to
the peak pressure and impulse. However, in some ranges, the plastic strain and the maximum and

150



J. Mar. Sci. Eng. 2020, 8, 583

permanent deflection are not proportional to the peak pressure and impulse in the range of below
1.0 bar of peak pressure and impulse between 0.01 bar and 0.03 bar.

In Figure 11, the plastic strain results are zoomed and compared to the ranges of below 1.0 bar of
peak pressure and impulse between 0.01 bar and 0.03 bar. One is the current actual thickness of 10mm
in industrial application, and the other is the blast wall thickness of 2.0 mm plate. The results show
that the plastic strain is not proportional to impulse in the actual (10-mm) thickness; however, it is
proportional to impulse in the 2.0 mm thickness model. It is expected that there is an effect between
the thick plate (vertical H-beam) and the thin plate (blast wall plate).

Figure 11. Plastic strain comparison. Actual plate thickness and thin plate. (a) Blast wall with actual
plate thickness (b) Blast wall with 2.0.mm of plate thickness.

The maximum deflection is slightly higher than the permanent deflection, and the deflection with
a peak pressure of greater than 1.0 bar is proportional to the peak pressure and impulse. However,
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it also has an unusual range whose deflection is not proportional to the peak pressure and impulse.
Figure 12 shows that the P-I curve for a previous study [10] and that for this study are very similar.
This means that the elastic and plastic responses are nearly the same for the corrugated blast wall and
the stiffened blast wall in this study when the same peak pressure and impulse are applied.

Figure 12. P-I curve comparison.

Table 3 shows the suggested critical strain [26] for various materials. In this study, the material
of the blast wall was AH36, with a yield strength of 355 MPa and a plastic strain limit assumed to
be 4%. Table 4 summarizes the resultant plastic strain according to the peak pressure and impulse.
The under-bar values in the table are more than 4% of the plastic strain. Up to 0.6 bar, plastic strain did
not occur at any location. With the peak pressure at 1.0 bar and above, the plastic strain was greater
than 4% in most cases in which the impulse was higher than 0.1 bar and the higher peak pressure had
a higher plastic strain.

Table 3. Maximum plastic strain, DNV-RP-C203 [26].

Maximum Plastic Strain

Critical Strain
S235 S355 S420 S460
0.05 0.04 0.03 0.03

Table 4. Resultant plastic strain for each peak pressure and impulse (at maximum point).

Impulse
(bar·s)

0.2 bar 0.3 bar 0.6 bar 1.0 bar 1.5 bar 2.0 bar 2.5 bar 3.0 bar

0.0010 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0100 0.0000 0.0014 0.0241 0.0350 0.0438 0.0466 0.0468 0.0461
0.0200 0.0000 0.0000 0.0245 0.0901 0.1085 0.1040 0.1043 0.1068
0.0300 0.0000 0.0000 0.0076 0.1298 0.1720 0.1850 0.2000 0.2230
0.0400 0.0000 0.0000 0.0021 0.1495 0.2430 0.3090 0.3450 0.3920
0.0500 0.0000 0.0000 0.0064 0.1481 0.3200 0.4820 0.5820 0.6230
0.0600 0.0000 0.0000 0.0064 0.1381 0.4110 0.6810 0.7830 0.8280

In the actual condition, as with the load profile [18], the negative phase is considered. To evaluate
the effects of the negative phase of the explosion load, the load profile in Figure 13 has been simplified
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and applied to the case with 0.6 bar in Table 4. In this case, 25% of the maximum pressure is applied
for the minimum pressure, and the duration of the negative phase is twice that of the positive phase.

Figure 13. Idealized load profile with negative phase.

Figure 14 shows the plastic strain results: the plastic strain in the case with negative pressure is
slightly greater than that in the case without negative pressure, and it is still below 5%. With these
results, it can be concluded that the current blast wall structure has enough strength to endure the
explosion pressure during the well test. The applied blast pressure in the calculation of the current
design is 0.2 bar, but this study showed that the plastic strain begins to occur at 1.0 bar, which indicates
a very low possibility that the blast wall will be deformed permanently because the explosion pressure
1.0 bar is not likely to occur. The high stresses in the blast wall structure are concentrated at the
connection of the vertical H-beam and the boundary (deck plate), and the other locations experience
very low stress relative to the end connection.

Figure 14. Plastic strain comparison with negative phase.

It can be proposed that this difference is because the current structure is evaluated following
the linear beam theory, so the structure has a large vertical H-beam as a “primary” member, and the
wall plates are connected to the H-beam as a “secondary” member. Therefore, the deformation of
the blast wall is insufficient, and the explosion energy cannot be absorbed by the blast wall structure.
A typical blast wall is thin corrugated steel panel because the blast pressure energy can be absorbed by
the deformed corrugated panel. The deflection and plastic strain results for the stiffened panel blast
wall within the area with permanent deformation are very similar to those of previous studies with a
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corrugated blast wall. This finding indicates that the stiffened panel blast wall and the corrugated blast
wall have similar structural dynamic responses.

3. Application to the Design of Blast Walls

The FE results from previous investigations show that the maximum plastic strain occurs
at the bottom connection between the vertical girder (24-mm flange plate) and the blast wall plate
(10-mm plate). Therefore, several alternative design applications are suggested to reduce the fabrication
cost of a blast wall for application in current industrial practices. In this section, an applicable alternative
design for existing blast wall is determined to reduce the plastic strain with following alternatives.

- Alt #1: Weld the blast wall plate and deck.
- Alt #2: Replace the blast wall with a thicker plate.
- Alt #3: Replace the blast wall and the support with mild steel.

With the three alternatives, the maximum von Mises stress and plastic strain are compared with
the results of the current wall structure. Alt #1 and Alt #2 are compared with the result in Figures 15
and 16 (peak pressure: 1.5 bar; impulse: 0.02 bar), and Alt #3 is compared with the result in Figure 17
(peak pressure: 0.6 bar; impulse: 0.02 bar).

Figure 15. Results of alternative method Alt #1. (a) Updated boundary condition and stress distribution.
(b) Strain distribution.

Figure 16. Updated blast wall plate thickness for wall plate thickness of 4 mm of Alt #2. (a) Von Mises
stress distribution. (b) Strain distribution.
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Figure 17. Maximum von Mises stress and plastic strain with wall mild steel of Alt #3. (a) Von Mises
stress distribution. (b) Strain distribution.

The first alternative method is to change the welding conditions to weld the bottom of the blast
wall plate and the existing welding stiffeners, as shown in Figure 15. Therefore, the location of the
maximum plastic strain is changed from the plate to the stiffener. When the bottom of the blast wall
plate is welded, the von Mises stress of the blast wall plate is greatly increased, but the maximum
von Mises stress does not change. However, the plastic strain is more than 20% lower than in the
original condition.

The second alternative method is to reduce the blast wall plate thickness (4.0 and 6.0 mm) to
increase the absorbed energy. The maximum von Mises stress and plastic strain are shown with the
different blast wall thicknesses. When the blast wall thickness is reduced, the von Mises stress and the
plastic strain on the wall plate are increased.

The last alternative method is to use mild steel, which will reduce the cost of the current industrial
project. Therefore, mild steel is used for the blast wall structure, and the results are compared with the
current structure. To evaluate the plastic strain with the rule requirement, a case with a peak pressure
of 0.6 bar and impulse of 0.02 bar is considered.

Figure 18 shows the plastic strain of the maximum point for the three cases such as original, Alt #1
(Full welding) and Alt #2 (P06, P15, P20, P04). The plastic strain is reduced in the case with a full
welding boundary (Alt. #1), but the use of a thinner (or thicker) plate (Alt. #2) for the blast wall causes
little change in plastic strain. This means that the blast wall thickness does not affect the plastic strain
because the vertical supports are very rigid: in other words, the blast wall thickness can be reduced to
the thinner plate.

Figure 19 shows the effects of different materials in the case of Alt. #3. The use of mild steel nearly
doubled the plastic strain with high-tensile steel. Even though the plastic strain is increased in the case
of mild steel, it is still below the rule (DNV-RP-C203) [26] requirement (5% in mild steel), which means
that mild steel can be used for the blast wall. Therefore, it can be determined whether the current blast
wall is over-designed due to blast loads.
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Figure 18. Plastic strain vs. impulse curves for Alt #1 and Alt #2 (at maximum strain point).

Figure 19. Plastic strain vs. impulse curve for Alt. #3.

4. Conclusions

The focus of this study is to determine whether the current scantling of the blast wall in a well-test
area is adequate for the blast pressure. Three alternatives are also suggested to improve the strength
characteristic of the blast wall and to reduce the cost of construction. The results of the analysis in this
study lead us to the following conclusions.

The study result with the stiffened panel blast wall and the existing study results for a corrugated
blast wall were very similar in deflection, plastic strain, and P-I curve. This means that the stiffened blast
wall and the corrugated blast wall had very similar structural characteristics in the elastic and plastic
regions and that developments can be made in the stiffened blast wall according to the corrugated
blast wall study results.

The alternative with the additional weld between the blast wall and the deck has a great effect
on reducing and delaying plastic strain. The blast wall thickness did not affect the plastic strain
result because the vertical supports are very rigid, and the loads are all concentrated on the supports.
This means that the thickness could be reduced if the vertical supports are retained in the blast wall
structure. The blast wall could be changed from high-tensile steel to mild steel. The plastic strain
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increases significantly with a mild steel structure, but it is still below the rule requirement. The cost
of construction can be reduced with the use of mild steel. The results of the non-linear analysis in
this study will be a good reference for future studies to apply a higher peak pressure than the current
industrial practices.
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Appendix A Load Scenario (Peak Pressure, 0.3 to 3.0 Bar)

Table A1. Load scenario (0.3 bar).

Peak Pressure
(bar)

Case
Number

Duration Time
(s)

Peak Time
(s)

Impulse
(bar)

0.3

P03M01 0.0067 0.0033 0.001
P03M10 0.0667 0.0333 0.010
P03M20 0.1333 0.0667 0.020
P03M30 0.2000 0.1000 0.030
P03M40 0.2667 0.1333 0.040
P03M50 0.3333 0.1667 0.050
P03M60 0.4000 0.2000 0.060

Table A2. Load scenario (0.6 bar).

Peak Pressure
(bar)

Case
Number

Duration Time
(s)

Peak Time
(s)

Impulse
(bar)

0.6

P06M01 0.0033 0.0017 0.001
P06M10 0.0333 0.0167 0.010
P06M20 0.0667 0.0333 0.020
P06M30 0.1000 0.0500 0.030
P06M40 0.1333 0.0667 0.040
P06M50 0.1667 0.0833 0.050
P06M60 0.2000 0.1000 0.060

Table A3. Load scenario (1.0 bar).

Peak Pressure
(bar)

Case
Number

Duration Time
(s)

Peak Time
(s)

Impulse
(bar)

1.0

P10M01 0.0020 0.0010 0.001
P10M10 0.0200 0.0100 0.010
P10M20 0.0400 0.0200 0.020
P10M30 0.0600 0.0300 0.030
P10M40 0.0800 0.0400 0.040
P10M50 0.1000 0.0500 0.050
P10M60 0.1200 0.0600 0.060
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Table A4. Load scenario (1.5 bar).

Peak Pressure
(bar)

Case
Number

Duration Time
(s)

Peak Time
(s)

Impulse
(bar)

1.5

P15M01 0.0013 0.0007 0.001
P15M10 0.0133 0.0067 0.010
P15M20 0.0267 0.0133 0.020
P15M30 0.0400 0.0200 0.030
P15M40 0.0533 0.0267 0.040
P15M50 0.0667 0.0333 0.050
P15M60 0.0800 0.0400 0.060

Table A5. Load scenario (2.0 bar).

Peak Pressure
(bar)

Case
Number

Duration Time
(s)

Peak Time
(s)

Impulse
(bar)

2.0

P20M01 0.0010 0.0005 0.001
P20M10 0.0100 0.0050 0.010
P20M20 0.0200 0.0100 0.020
P20M30 0.0300 0.0150 0.030
P20M40 0.0400 0.0200 0.040
P20M50 0.0500 0.0250 0.050
P20M60 0.0600 0.0300 0.060

Table A6. Load scenario (2.5 bar).

Peak Pressure
(bar)

Case
Number

Duration Time
(s)

Peak Time
(s)

Impulse
(bar)

2.5

P25M01 0.0008 0.0004 0.001
P25M10 0.0080 0.0040 0.010
P25M20 0.0160 0.0080 0.020
P25M30 0.0240 0.0120 0.030
P25M40 0.0320 0.0160 0.040
P25M50 0.0400 0.0200 0.050
P25M60 0.0480 0.0240 0.060

Table A7. Load scenario (3.0 bar).

Peak Pressure
(bar)

Case
Number

Duration Time
(s)

Peak Time
(s)

Impulse
(bar)

3.0

P30M01 0.0007 0.0003 0.001
P30M10 0.0067 0.0033 0.010
P30M20 0.0133 0.0067 0.020
P30M30 0.0200 0.0100 0.030
P30M40 0.0267 0.0133 0.040
P30M50 0.0333 0.0167 0.050
P30M60 0.0400 0.0200 0.060
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Abstract: To improve the anti-explosion performance of blast wall in offshore platforms, an auxetic
re-entrant blast wall (ARBW) was proposed and designed based on the indentation resistance effect
of an auxetic structure. Based on the numerical nonlinear dynamic analysis method verified by the
explosion experiment of a conventional steel corrugated blast wall (CBW), the failure mechanisms of
ARBW, steel honeycomb sandwich blast wall (HSBW) and CBW were investigated under distributed
impulse loads. Computational results demonstrated the excellent anti-explosion performance of the
proposed ARBW design. Concerning the minimal deformation at the mid-point of the proposed
protective structures, the ARBW performed best. As regards the minimal deformation at the
connection, both ARBW and HSBW worked well. The stress distribution of the connection illustrated
the different energy absorption and transmission modes of the three blast walls.

Keywords: blast wall; explosion; distributed impulse loads; auxetic; re-entrant honeycomb;
corrugated plate; negative Poisson’s ratio; offshore platform

1. The State-of-the-Art Blast Wall Design in Offshore Platforms

Studies on impulse destruction are an important part of marine engineering protective design.
Different protective structures lead to disparate anti-explosion performances under the same impulse
loading. At the present time, a popular form of protective structures is corrugated blast wall (CBW),
which has been applied to offshore platforms due to its considerable blast-resistant performance
and easy availability. A usual design of the CBW in offshore platforms is shown in Figure 1 [1].
Because of the number of explosion accidents on offshore platforms in recent years [2], higher defense
requirements have been put forward regarding the impact resistance of the blast wall. Although the
analysis method in the design guidance of protective structures has developed from single degree of
freedom (SDOF) to nonlinear finite element analysis (NLFEA) [3–5], the typical design scheme in the
guidance is a blast wall made by a corrugated plate.

Several methods have been used to strengthen the capability of blast resistance. J.W.Boh et al. [6]
presented a passive impact barrier system placed at a certain offset behind the walls. Nwankwo E.
et al. [7] presented the development of a rapid assessment tool which provided an understanding of
the effect of a composite patch on the blast resistance of profiled blast walls. Christian W. et al. [8]
carried out an investigation into the influence of inclined angle of a Vee stiffener used on a blast wall
structure. The results showed that the alteration of the inclined angle had a considerable effect on
the dynamic response of the blast wall structure. These methods offer a certain reinforcement to the
CBW, but the reinforcement is somewhat limited. New shapes of blast wall with high anti-explosion
performance need to be studied.

J. Mar. Sci. Eng. 2020, 8, 182; doi:10.3390/jmse8030182 www.mdpi.com/journal/jmse161
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Figure 1. A usual design of the corrugated blast wall (CBW) in offshore platforms.

Honeycomb sandwich plates are another choice for the anti-blast structure. Some research
works have shown that sandwich structures possess anti-blast behavior [9]. M.D. Theobald et al. [10]
conducted air-blast tests on sandwich panels composed of steel face sheets with unbonded aluminum
foam or hexagonal honeycomb cores. The results showed that face sheet thickness has a significant
effect on the performance of the panels relative to an equivalent monolithic plate. Zhu F et al. [11]
simulated the blast impact of square metallic sandwich panels and compared them with the results
of experimental investigation. Pydah A. et al. [12] analyzed transient elasto-plastic deformations of
two-core sandwich plates with and without a bumper and subjected them to blast loads with the
objective of ascertaining the energy dissipated due to plastic deformations.

Auxetic re-entrant structures are different from traditional sandwich structures. They shrink
laterally during compression and expand laterally during stretching, which provides better fracture
toughness, shear modulus, energy absorption and anti-fatigue crack growth [13,14]. Junhua Zhang
et al. [15] discussed in detail the case of nonlinear transient response and showed that honeycomb
sandwich plates with a negative Poisson’s ratio perform better than those with a positive Poisson’s
ratio. Deqing Yang et al. [16] compared the explosion resistance of honeycomb structures with different
negative Poisson’s ratios and layer number arrangements, which simulated the penetration and
failure mode of the structure under underwater explosion shock. Chang Qi et al. [17] investigated
experimentally and numerically the responses of auxetic honeycomb-cored sandwich panels as
protective systems under impact. Gabriele Imbalzano et al. [18] compared the different fragmentation
forms of negative Poisson’s ratio honeycomb structures and traditional honeycomb structures under a
localized explosion. Hohammad M.H. [19] reinforced the facesheets of auxetic honeycomb plates by
carbon nanotubes (CNTs) considering agglomeration effects. At present, there is insufficient research
into the honeycomb structure with an auxetic effect under impulse loading. Further applications are
needed regarding the design of explosion-proof structures for offshore platforms.

This paper proposes a new design of ARBW, and also a HSBW design for comparison for offshore
platforms. The deformation, stress and strain distribution of the ARBW and HSBW under distributed
impulse loading are numerically investigated. For the purpose of verification, the responses of the
CBW with the same outer dimensions and mass are obtained. The failure mechanism of three kinds
of blast wall are revealed. The computational results showed that both the ARBW and HSBW have
excellent energy absorption performance.
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2. Schematic Design of ARBW, HSBW and CBW

2.1. Design of CBW

The CBW design is based on a non-symmetric trapezoidal deep trough profile, with angle
connections at the top and bottom and free sides. The corrugated part is 880 mm wide, 915 mm long
and 40.5 mm deep. The whole part is 2 mm thick. The connection is 195 mm deep and 35 mm long. It
is composed of 3 mm and 4 mm stainless-steel angles welded to a 12 mm thick angle that forms the
primary framework. The mass of the blast plate, made of stainless steel, is 41.5 kg. The model shown in
Figure 2 is consistent with the test scheme [20]. For the test results, the 10.27 KPa·s distributed impulse
is selected for the simulation, which caused a 22.2 mm permanent deformation of the mid-point [21].

 

 
Figure 2. CBW (a) model (b) dimensions of corrugated panel (c) dimensions of connection.

2.2. Design Descriptions of ARBW and HSBW

The ARBW is composed of the auxetic unit cell with a re-entrant shape. According to [16], when
the cell angle is 60◦ and there are layers, the auxetic honeycomb structure presents the smallest plastic
deformation. Therefore, the topological cell is selected as a single-cell configuration. The horizontal
length h is 52.15 mm, the inclined length l is 26.31 mm, the cell wall thickness is 2.2 mm, and the cell
angle θ is 60◦. The cell configuration and design of the ARBW are shown in Figure 3. The thickness of
the upper and lower faceplates is 0.1 mm, respectively. The negative Poisson’s rate is calculated as
−3.87 [16]. The relative density ρ∗auxetic is 4.74%, which is obtained by dividing the area occupied by
the structure and the total area.

The HSBW is composed by the conventional honeycomb unit cell with a typical cellular structure.
The cell angle is 120 degrees, the height h is 27 mm, the inclined length l is 15.59 mm, and the cell wall
thickness is also 2.2 mm. The cell configuration and design of the HSBW re shown in Figure 4. The
thickness of the upper and lower faceplates is 0.1 mm, respectively. The relative density ρ∗honeycomb is
2.67%, which is obtained by dividing the area occupied by the structure and the total area.
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Figure 3. Cell configuration and design of the auxetic re-entrant blast wall (ARBW). (a) auxetic unit
cell, (b) auxetic layout.

 

Figure 4. Cell configuration and design of the honeycomb sandwich blast wall (HSBW). (a) honeycomb
unit cell, (b) honeycomb layout.

2.3. Model Diagrams of ARBW and HSBW

The model diagrams of the ARBW and HSBW are presented in Figure 5. These structures are both
used to form a three-layer composite blast wall. The length, width, and height are 915 mm, 880 mm,
and 81 mm, respectively. The thickness of the upper and lower faceplates is 0.1 mm. The overall mass
is under 41.5 kg using stainless steel. Both models are entirely fixed to the framework made by the
connection. The connection of the two models is the same as the connection of the CBW model.

Figure 5. Model diagrams: (a) ARBW, (b) HSBW.
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3. Numerical Models of Anti-Explosion Analysis for the Proposed Blast Wall

3.1. Material Model

Stainless steel is used in the experimental CBW model. The Cowper–Symonds yielding model,
as shown in Equation (1), is suitable for describing the properties of stainless-steel structures if the
thermal deformation effect is negligible. This model accurately describes the large deformation of the
material and the high strain change.

σy

σ0
= 1 + (

.
ε
D
)

1
q

(1)

where σ0 is the static yield strength,
.
ε is an equivalent plastic strain, and D and q are material constants.

The parameters of the steel are presented in Table 1 [21].

Table 1. Material parameters of stainless steel.

E (GPa) ν P (Kg/m3) σ0 (MPa)
.
ε D q

210 0.3 7850 276 17.76% 2720 5.78

3.2. Finite Element Model

Finite element models of the three kinds of blast wall are shown in Figure 6. All are simulated by
plate elements, and all elements are defined by pshell. The element numbers of ARBW, HSBW and
CBW are 74,648, 88,730 and 20,252, respectively. Point 1 is the mid-point of the whole panel and point
2 is the junction between the panel and connection. These evaluation points are used to measure the
anti-explosion performance after the calculation is finished.

  

  

Figure 6. Finite element models: (a) the whole model, (b) 1/2 symmetry of the ARBW, (c) 1/2 symmetry
of Table 1. symmetry of the CBW.

3.3. Loadings and Constraints

The bottom of each model is fixed. The distributed impulse loading is applied to the faceplate
along the y-direction. The distributed impulse loading is a triangular shock wave, with a peak value of
123 KPa. The applied time is 0.167 seconds, so the unit impulse is 10.27 KPa·s. The distributed impulse
loading and constraints are shown in Figure 7.
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Figure 7. Distributed impulse loading and constraints. (a) The distributed impulse loading and
constraints. (b) The pressure and impulse applied on the models.

4. Comparative Analysis of Anti-Explosion Performance

The computational results of the ARBW and HSBW under distributed impulse loading are
compared with the CBW results. Deformation, stress and strain are selected to measure the
anti-explosion performance.

4.1. Deformation

The deformation of the ARBW is shown in Figure 8. The bottom faceplate was deformed plastically.
The maximum deformation occurred at the free side. The upper faceplate showed a small bulging
from the beginning of the test until it reached stability. The auxetic core was crushed, reducing the
transmitted pressure. The connection was vertically stretched.

The deformation of the HSBW is shown in Figure 9. Evidently, the honeycomb panel did not
present any core densification effect. The whole sandwich panel worked as a bending beam. The upper
and bottom faceplates showed the same deformation behavior. No maximum deformation and cell
collapse occur at the free side. The connection was stretched vertically and horizontally.

The deformation of the CBW is presented in Figure 10. The whole panel is bent at the beginning
of the test. The middle part recovered, but the free side buckled permanently by the end of the test.
Evidently, the maximum deformation occured at the free side. The connection was stretched vertically
and horizontally.
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Figure 8. Deformation of the ARBW. (a) the moment of 0.01 s, (b) the moment of 0.2 s, (c) the moment
of 1 s, (d) the moment of 1 s in isometric view.

 

 

 

Figure 9. Deformation of the HSBW. (a) the moment of 0.01 s, (b) the moment of 0.2 s, (c) the moment
of 1 s, (d) the moment of 1 s in isometric view.

 

 

 

 

Figure 10. Deformation of the CBW. (a) the moment of 0.01 s, (b) the moment of 0.2 s, (c) the moment
of 1 s, (d) the moment of 1 s in isometric view.
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4.2. Resistance Performance Evaluation

The deformation histories of the evaluation points on the blast walls are shown in Figure 11. Point
1 presents the deformation of the whole blast wall. It can be seen that the peak deformation occurred
at the beginning of the test, and the peak value of ARBW was less than the others. The permanent
deformation appeared at the end. The permanent value of CBW was 23 mm, which corresponds with
the test result mentioned in Section 2.1. The permanent value of ARBW was still the lowest. Both
the values of ARBW and HSNW were stable during the shock. Point 2 shows the deformation of the
connection. The permanent values of ARBW and HSBW were under 8 mm.

  
Figure 11. Deformation history of the evaluation points of blast walls: (a) point 1, (b) point 2.

The deformation difference history shown in Figure 12 is between point 1 and point 2. This
is used to measure the energy absorption through large deformation. Obviously, the deformation
differences of HSBW and CBW corresponded with the deformations of point 2. The energy absorption
of ARBW could hardly be evaluated by the deformation difference, but this could be demonstrated by
the stress diagram.

Figure 12. Deformation difference history of blast walls.

4.3. Stress Distribution

The stress distribution of the ARBW is shown in Figure 13. The cells close to the facesheet
collapsed immediately at the beginning of the test and redistributed the shock. The neighboring cells
were drawn to the center of the panel due to the auxetic behavior. After stress redistribution, the entire
ARBW was uniformly damaged, extending from the panel to the connection. The stress distribution of
the connection was almost homogeneous except for the 12 mm angle after shock.

The stress distribution of the HSBW is shown in Figure 14. Evidently, the honeycomb panel
absorbed the shock energy through bending. The stress of the connection was lower than the stress of
the honeycomb panel during the explosion. The maximum stress occurred at cells which were near the
free sides.
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Figure 13. Stress distribution of the ARBW under impulse loads. (a) the moment of 0 s, (b) the moment
of 0.01 s, (c) the moment of 0.2 s, (d) the moment of 1 s.

  

  

Figure 14. Stress distribution of the HSBW under impulse loads. (a) the moment of 0 s, (b) the moment
of 0.01 s, (c) the moment of 0.2 s, (d) the moment of 1 s.

The stress distribution of the CBW is shown in Figure 15. The maximum stress occurred on the
connection at the beginning of the explosion. After the panel recovered, the stress was transmitted to
the connection non-uniformly. The disappearance of some elements showed that a localized failure
occurred on the 4 mm angle near the panel. The strain distribution was able to explain the element
failure better.

  

  

Figure 15. Stress distribution of the CBW under impulse loads. (a) the moment of 0 s, (b) the moment
of 0.01 s, (c) the moment of 0.2 s, (d) the moment of 1 s.
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4.4. Failure Mechanism

The permanent strain distribution of the blast wall is shown in Figure 16. The maximum plastic
strain of ARBW and HSBW was under 17.76%. Although the cells at the panel edge collapsed, the
most plastic strain of ARBW happened at the panel corner, which shows that the cell-collapsed edge
was strengthened due to the densification effect. Besides the panel corner, most of the plastic strain of
HSBW occurred symmetrically at the panel center. The maximum plastic strain of CBW happened at
the connection, at 17.76%. The connection could not withstand the shock energy and partially failed at
the 4 mm angle near the panel, although the 3 mm flexible angle yielded at first.

  

  

Figure 16. Permanent strain distribution of the blast walls: (a) ARBW; (b) HSBW; (c) CBW; (d) corner
of blast wall.

5. Conclusions

Numerical investigations of the dynamic responses and energy-absorbing properties of ARBW,
HSBW and CBW under distributed impulse loading were conducted. Comparison with experimental
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results revealed different protective mechanisms of the three kinds of blast walls. This study provided
support for the protective structure design of offshore platforms. Key observations are as follows:

• For the ARBW and the HSBW, the distributed impulse loading was absorbed through panel
deformation. The ARBW works with crushable cells with auxetic behavior, which the HSBW
achieves through whole panel bending.

• To measure the anti-explosion performance, the deformation difference can be used for the
HSBW and the CBW, but this hardly works for the ARBW. The stress diagram of the ARBW can
demonstrate energy absorption and redistribution because of the auxetic mechanism.

• As regards the deformation of point 2, both the ARBW and the HSBW protected the connection
well. With regard to the stress of the connection, the HSBW performed better. Concerning point
1, the ARBW provided the best anti-explosion performance.

• The cell-collapsed edge of ARBW was strengthened due to the densification effect. The plastic
failure of CBW happened at the connection first, which meant that the connection absorbed shock
energy and partially failed.
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Abstract: The purpose of this paper was to demonstrate the possibilities of assessing the reliability of
oil and gas industry structures with the help of mathematical models of k-out-of-n systems. We show
how the reliability of various structures in the oil and gas complex can be described and investigated
using k-out-of-n models. Because the initial information about the life and repair time of components
of systems is only usually known on the scale of one and/or two moments, we focus on the problem
of the sensitivity analysis of the system reliability indices to the shape of its components repair
time distributions. To address this problem, we used the so-called markovization method, based
on the introduction of supplementary variables, to model the system behavior with the help of
the two-dimensional Markov process with discrete-continuous states. On the basis of the forward
Kolmogorov equations for the time-dependent process’ state probabilities, relevant balance equations
for the process’ stationary probabilities are presented. Using these equations, stationary probabilities
and some reliability indices for two examples from the oil and gas industry were calculated and their
sensitivity to the system component’s repair time distributions was analyzed. Calculations show that
under “rare” component failures, most system reliability indices become practically insensitive to the
shape of the components repair time distributions.

Keywords: k-out-of-n-type systems; reliability; probability of system failure; failure-free time;
repair time; stationary mode

1. Introduction and Motivation

The purpose of this work was to highlight the k-out-of-n model for analyzing the reliability of oil
and gas facilities. We demonstrate the capabilities of this model using two examples of offshore and
onshore structures of the oil and gas complex. Hydrocarbons are successfully produced in the seas and
oceans both on the shelf and in deep water. The scale of production is steadily expanding. The extracted
raw materials are transported to places of consumption on oil tankers and methane carriers, but the
main mode of transport is pipelines. When designing large-scale facilities for oil and gas pipeline
transportation systems, and developing plans for their operation and development in the medium
and long term, it is always envisaged to reserve production capacities. This is due to the importance
of hydrocarbons in modern energetics and economics. According to Russian [1] and international
standards, there are various types of redundancy, among which one of the most common is structural
redundancy. Structural reservation is the use of redundant structural elements. While structural
reservation at pumping and compressor stations is standard practice, structural redundancy at the
line section is relatively rare. Reservation of pipelines is provided when the route crosses high-risk
water barriers, mainly rivers. Some rivers are characterized by natural phenomena accompanied by
increases in water discharge that are difficult to predict. Therefore, crossings over problem rivers
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should be reserved. To increase the reliability of the pipeline system, an additional, parallel pipeline
(it is called siphon barrels) is laid across the river. The diameter of the siphon barrels is less than the
diameter of the main pipeline, but the total throughput of the crossing exceeds the throughput of the
main pipeline. In addition, a section of the route is often reserved in dangerous mountainous areas
prone to landslides, avalanches, or other natural phenomena that lead to ground movement.

Special research is usually carried out to justify reservation decisions in each specific situation.
A linear, unique example of redundancy is the multi-line crossing through the Baydaratskaya
Bay (Figure 1).

a)

Bovanenkovo

Ukhta

YAMAL

Figure 1. (a) The Bovanenkovo–Ukhta gas pipeline. (b) The crossing through the Baydaratskaya Bay.

The crossing is part of the technical corridor of the Bovanenkovo–Ukhta trunk gas pipelines,
designed to transport gas from the Yamal Peninsula to the Unified Gas Supply System of Russia.
Currently, Yamal gas production is carried out at the largest Yamal field—Bovanenkovskoye. The first
stage of the corridor was commissioned in 2012, the second, in 2017.

The diameter of the main pipe is 1400 mm, the working pressure is 11.8 MPa (120 at), and the
length of the underwater section is 70 km. The crossing is the most difficult section of the corridor and
is made of concrete steel pipes with a diameter of 1200 mm. The development of the corridor has been
outlined, including the crossing through the Baydaratskaya Bay. The transition lines included in the
project, but not yet built, are shown in Figure 1b dotted line.

The creation of the Bovanenkovo–Ukhta gas transmission corridor is one of the largest and
most complex projects in the history of pipeline construction. During its implementation, innovative
technologies and highly reliable equipment were used. The Baydaratskaya Bay, along the bottom of
which the track is laid, is covered with ice for most of the year. The bay is distinguished by special
natural and climatic conditions [2]: at a shallow depth, it is characterized by frequent stormy weather,
complex bottom sediments, and freezing to the bottom in winter.

When designing the corridor, it was necessary to make a decision on the structural reserve of the
crossing, that is, to choose the number of lines n and consider various options for emergency situations
associated with the failure of k lines. To justify the decision, it was necessary to consider various
situations that could potentially cause a failure and to evaluate the probabilities of such situations.
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Failure (here, a failure should be understood as a rupture to a line or damage forcing operations to halt)
can occur, for example, as a result of damage caused by icebergs, which are carried into Baydaratskaya
Bay by one of the Gulf Stream jets, which weaken at these latitudes.

Note that the Boolean reliability model for a bay crossing system, when the system and each
of its elements are only in states 0 and 1, is not directly applicable. The gas pipeline corridor
will partially fulfil its functions until all the lines of the crossing are out of order. The degree of
its function performance is determined by the throughput of the entire Bovanenkovo—Ukhta gas
pipeline (Figure 1a). However, it is possible to calculate this indicator by considering all possible
k-out-of-n situations.

According to the authors, the possibility of using k-out-of-n models is determined by the
technological specifics of the object. Therefore, the permissible number and connection schemes
of the compressor shop units are often uniquely determined by the load on the pipeline (compressor
shop is a group of compressors working in common mode; on a two-line gas pipeline, the compressor
station includes two compressor shops). If the number of gas compressors is insufficient, the shop
(all units of the shop) is turned off (the so-called “on-pass” mode).

In other cases, for example, when investigating the reliability of crossing a river-line obstacle, it is
necessary to calculate the possibility of several k-out-of-n situations in order to find the distribution of
the corridor’s capacity, depending on the number of operational lines.

The problem of choosing a structural reserve was further complicated by the multi-stage
construction of the corridor and crossing the bay. The life cycle of these objects is determined not
only by the predicted durability of the pipelines, but also by the rational rates of gas extraction from
the fields of the Yamal Peninsula in the long term. The rate of production should be tailored to the
gas needs of the constituent entities of the Russian Federation, export contracts, and the schedules
of possible withdrawals from the fields of the Nadym-Purtazovsky region—the main gas supplier in
modern times.

The problems of the reliability of large pipeline systems for oil and gas supply was given
exceptional attention during the period of their intensive development, when several thousand
kilometers of pipelines were laid annually in the USSR. Various mathematical models were
developed [3]. A scientific seminar “Methodological issues of researching the reliability of large
energy systems” was organized that is still in effect: this year, the 92nd meeting was held. Within the
framework of the seminar, a four-volume desk book on the reliability of energy systems was prepared
and published. The publication reflected the state of the subject at that time in detail. A separate
volume of the desk book (in two books) is devoted exclusively to the reliability of gas and oil supply
systems [4,5]. Since then, special studies concerning reliability have been carried out when designing
each new main pipeline, in particular for the Yamal–West corridor (1st option) [6]. Various options of
the route were compared according to reliability criteria: through the Baydaratskaya Bay and bypassing
the bay along the Subpolar Urals. In addition, ref. [7] is devoted to the rationale of the decisions for
crossing the bay. Naturally, in applied calculations, the methodological apparatus developed by that
time was used. In this paper, a model is proposed, which is particularly applicable to the study of the
reliability of the crossing through the Baydaratskaya Bay. The application of this model allows one,
at the design stage, to assess the longevity of an object with greater confidence.

Another example, in which it is advisable to use k-out-of-n models, is the compressor stations of
the Bovanenkovo–Ukhta gas pipeline, which are located on two shores of the bay. A structural reserve
of gas-compressor units is provided in each shop of the compression stations. Going through various
options for k operable units out of n installed units, it is possible to fully characterize the impact of the
shop on the reliability indicators of the gas pipeline corridor.

The above examples of structural redundancy in oil and gas complex facilities can be expanded
by considering the production enterprises (reservation of oil wells, electric motors in the field transport
system, etc.), preparation for oil and gas transportation (separators, sedimentation tanks), processing
(number of production lines), etc. The calculation of the reliability indicators of engineering systems
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with a structural reserve, as a rule, can be carried out using standard statements of k-out-of-n models,
a brief overview of which is given below.

The redundancy technique is widely used to improve system reliability. A typical form of
redundancy is a k-out-of-n configuration. A k-out-of-n (k ≤ n) system is a repairable redundancy
system that consists of n components in parallel, each of which can be in one of two states: operable or
not operable.

The repair of the system’s components is realized by a single repair unit. A k-out-of-n system may
be described in two ways, depending on the definition of the parameter k, as follows: the parameter k
may represent the number of components in the system that must work in order for the entire system
to work, referred to as a k-out-of-n: G system; or k may represent the number of components in the
system that must fail before the entire system fails, referred to as a k-out-of-n: F system [8].

As a result of the wide range of practical applications, a lot of papers are devoted to the study
of k-out-of-n systems. The earlier investigations deal with homogeneous binary models, where each
component can take only two states “UP” or “DOWN”. The probabilities of the state “UP” for each
component are equal. There are vast amounts of literature on such studies (see for example Trivedi [9],
Chakravarthy et al. [10], and the bibliographies therein).

For heterogeneous system investigation, the method of Universal Generating Functions
can be used. The basic ideas of the method were introduced by I. Ushakov in the mid 1980s [11,12].
Since then, this method has been considerably expanded and is currently very popular (see, for example,
Levitin [13] and the bibliography therein).

Further investigations of such systems have been directed at the study of systems with
non-exponential life and/or repair time distributions. In [14], M.S. Moustafa considered a k-out-of-n
system with exponential life and an arbitrarily distributed repair time of its components with the help
of the embedded Markov chains method. In addition, ref. [15] contains a detailed analysis of 2-out-of-n
and 3-out-of-n systems with general repair time distributions and an evaluation of different reliability
characteristics during a system’s life cycle with the use of the Laplace transform to stochastic relations.
In a series of papers a review to which can be found in [16], these investigations were developed with
the help of the supplementary variables method firstly proposed by D. Cox [17].

These works allow to set up and develop investigations in one of the principal directions systems’
reliability study—insensitivity or low sensitivity of their characteristics to life and repair times
distributions of their components. These investigations are very important, because it is very difficult
(or even impossible) to find sufficient reliable information about these distributions (see Section 4.1).
In [18–21], using analytical and simulation methods, the sensitivity of different system reliability
characteristics to the shapes of their components’ life and repair time distributions was studied.

These studies show that (at least for “rare” component failures) system reliability indicators
are practically insensitive to the shapes of their components life and repair time distributions.
Essential dependents take place only on their two first moments. For these investigations,
Markov processes with a discrete–continuous space state are used. At that, the system’s time-dependent
state probabilities satisfy to the Kolmogorov forward partial differential equations. In [22],
this approach was used to calculate the reliability function of a k-out-of-n heterogeneous system.
In [23] the general approach to solution of special kind of partial differential equations was proposed,
which was used for Kolmogorov forward system of equations for time-dependent state probabilities.

The novelty of the paper and its difference from another studies on reliability of oil and gas
equipments consists in:

• A study of the k-out-of-n mathematical model with arbitrary repair time distributions;
• A calculation of the steady state probabilities of this system;
• A demonstration of this model potential applications to study of reliability problems for objects

in the oil and gas industry;
• A study of system reliability indicators sensitivity to the shape of system components repair time

distributions.
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The paper is organized as follows. In the next section, the mathematical model and some notations
are presented. Section 3 is devoted to the research regarding the stationary regime of k-out-of-n systems.
In Section 4, an analysis of the input information needed for the problem considered in the examples
is proposed. Sections 4.2 and 4.3 consider two potential applications (“3-out-of-4” and “2-out-of-4”)
of these models in engineering systems of the oil and gas industry. Finally, the last section concludes
the paper.

2. Mathematical Model

For the considering objects modelling, we use the k-out-of-n: F system, which consists of n
components and fails if k components fail. Failed components and the whole system are repaired by a
single facility. Suppose that

• The components fail according to a Poisson flow with intensity α;
• The random repair times of components are independent identically distributed (i.i.d.) random

variables (r.v.) and their common cumulative distribution function (c.d.f.) B(t) is absolutely
continuous with probability density function (p.d.f.) b(t) = B′(t);

• After full system failure (when the system occurs in state k), it is repaired during a random time
with absolutely continuous c.d.f. Γ(t).

Denote by

• j—the number of components in the “DOWN” state;
• E = {j : j = {0, 1, . . . k}}—the system’s state space, where j denotes the number of failed

components, and the state k is the system’s “DOWN” state;
• λj = (n − j)α—the system failure intensity in its j-th state;

• β(x) = B′(x)
1−B(x) , γ(x) = Γ′(x)

1−Γ(x) are conditional repair densities of components and the whole
system, given that elapsed repair time is x;

• b =
∞∫
0
(1 − B(x)) dx—mean repair time of any of the components;

• g =
∞∫
0
(1 − Γ(x)) dx—mean repair time of the system after its full failure.

For the study of the above system, we use the supplementary variables method as firstly proposed
by D. Cox [17], which is intensively used in series of works (see, for example, [22] and the bibliography
therein). To construct the appropriate Markov process, the elapsed repair time of the component under
repair is introduced as a supplementary variable X(t), and consider a two-dimensional random process

Z = {Z(t) = (J(t), X(t)), t ≥ 0},

where for j > 0, value J(t) represents the number of failed components at time t,

J(t) = j, if at time t, the system is in state j ∈ E,

and the supplementary variable X(t) denotes elapsed time, i.e., the time spent by the repair facility to
repair the component. The state space of the process Z is

E = {0, (j,R+) : j = 1, k}.

As a result of the supplementary variable, the process Z is a Markov one. Denote its state probability
(for j = 0) and p.d.f.’s by

π0(t) = P{J(t) = 0}, πj(t; x) = P{J(t) = j, X(t) = x} (j = 1, k), (1)
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and appropriate the macro-state probabilities by

πj(t) = P{J(t) = j} =

t∫
0

πj(t; x) dx.

The system’s lifetime is denoted by T, T = inf{t : J(t) = k}, and its reliability function is denoted
by R(t) = P{T > t}.

The time-dependent probabilities πj(t; x) satisfied to the Kolmogorov forward partial differential
equations. This system can be obtained from appropriate system difference equations. The last one can
be construct by the usual method of comparison of the system state probabilities in a small interval
between two closed time points. Further, by passing to the limit when length of the interval tends
to zero, the Kolmogorov system is obtained. This system was proposed in [22]. With the help of
the operator

D =

(
∂

∂t
+

∂

∂x

)
,

these equations can be written in the form

d
dt

π0(t) = −nαπ0(t) +
t∫

0

π1(t, x)β(x) dx +

t∫
0

πk(t, x)γ(x) dx,

Dπ1(t; x) = −((n − 1)α + β(x))π1(t; x),

Dπi(t; x) = −((n − i)α + β(x))πi(t; x) + (n − i + 1)απi−1(t; x)

(i = 2, k − 1),

Dπk(t; x) = −((n − k)α + γ(x))πk(t; x) + (n − k + 1)απk−1(t; x) (2)

with the initial π0(0) = 1 and boundary conditions for k > 2

π1(t, 0) = nα1π0(t) +
t∫

0

π2(t; x)β(x) dx,

πi(t, 0) =

t∫
0

πi+1(t; x)β(x) dx (i = 2, k − 2),

πk−1(t, 0) = πk(t, 0) = 0. (3)

For the solution to this kind of partial differential equations, as shown in [23], an algorithm was
proposed. The algorithm allows one to find the analytic expressions for the system time dependent
state probabilities in terms of their Laplace transforms. These expressions can be used for further
analytic and numerical investigations of the objects considered in the paper.

For the system reliability function calculation, the same process Z with absorption in the state
k can be used. In [22], the reliability function of the k-out-of-n : F system in terms of its Laplace
transform was found and some examples were proposed. This approach can also be used for further
investigations of the appropriate objects in the oil and gas industry. Following the main idea of the
paper, we focus on the calculation of the stationary system state probabilities and their applications to
engineering systems in the oil and gas industry.
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3. Stationary Regime Study

In this section, the stationary regime of the above system is considered. Note that the state 0 is a
positive atom of the process Z with respect to its invariant measure. Therefore, it is positively recurrent
(the Harris process) and thus its limiting probabilities

π0 = lim
t→∞

π0(t), πj(x) = lim
t→∞

πj(t, x)

exist and are the system steady state probabilities.
There are least two different possible ways to calculate the steady state probabilities: (a) by passing

the limits in the time-dependent state probabilities from Section 2; or (b) by balancing the equations for
the steady state probabilities solution. The second option is preferable because the partial differential
equations solution is not a simple problem as one can see in [23].

The balanced equations also follow from equations for the time-dependent probabilities (2) by
applying the derivatives with respect to the time variable to zero. As a result, they take the form

nαπ0 =

∞∫
0

π1(x)β(x) dx +

∞∫
0

πk(x)γ(x) dx,

d
dx

π1(x) = −((n − 1)α + β(x))π1(x),

d
dx

πi(x) = −((n − i)α + β(x))πi(x) + (n − i + 1)απi−1(x)

(i = 2, k − 1),
d

dx
πk(x) = (n − k + 1)απk−1(x)− γ(x)πk(x), (4)

jointly with the boundary conditions, which, for k = 2, are

π1(0) = nαπ0,

π2(0) = 0, (5)

and, for k > 2, they are

π1(0) = nα1π0 +

∞∫
0

π2(x)β(x) dx,

πi(0) =

∞∫
0

πi+1(x)β(x) dx (i = 2, k − 2),

πk−1(0) = πk(0) = 0. (6)

The analytical solution of this equation, in terms of functions β(x) and γ(x), can be obtained with
the constant variation method. The special case 3-out-of-6 was presented in [22]. However, this is too
bulky and numerically demanding for real investigations. Therefore, for practical applications, a direct
numerical solution is proposed.

To represent the system (4)–(6) as a linear boundary value problem, introduce the functions

πk+i(x) =
x∫

0

πi(x) dx (i = 1, k).

Thus, the additional equations
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dπk+i(x)
dx

= πi(x) (i = 1, k),

should be added to system (4)
and the additional relations

πk+i(0) = 0 (i = 1, k).

should be added to the boundary conditions (6).
In order to eliminate integrals of unknown functions from the system (4), let us integrate all

equations with derivatives over the interval from 0 to ∞.
The left sides of the transformed equations are πi = lim

x→∞
πk+i(x), and the right sides contain

integrals of the form
∞∫
0

πi(x)β(x) dx and
∞∫
0

πk(x)γ(x) dx, which are present in the first equation and

in the boundary conditions. Represent these expressions from the transformed system and substitute
them into the boundary conditions (6). Represent the obtained system in matrix form:

d�π
dx

(x) = U(x)�π(x), (7)

�π(0) = αV�π(∞) +�h, (8)

where

• �π(x) = [π1(x), ..., π2k(x)]′ is a vector of unknown functions;
• �π(∞) = lim

x→∞
�π(x) is a vector of their limiting values;

• matrix U(x) ∈ R
2k×2k consists of the following non-zero components

Ui,i(x) = −(n − i)α − β(x),

Ui+1,i(x) = (n − i)α,

Uk+i,i(x) = 1, i = 1, k − 1,

Uk,k(x) = −γ(x),

Uk+k,k(x) = 1.

The matrix V ∈ R
2k×2k consists of the following non-zero components for k > 2:

V1,k+i+1 = −n,

Vi+1,k+k−1 = −(n − k + 1),

Vi+1,k+i+1 = n − i − 1, i = 1, k − 3,

V1,k+1 = −1,

V1,k+k−1 = −(2n − k + 1),

V1,k+k = −n,

and for k = 2:

V1,k+k−1 = −n,

V1,k+k = −n.

Vector�h ∈ R
2k only has one non-zero component h1 = nα.

For example, for the 3-out-of-4 system, these matrices and vectors appear as follows:
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U(x) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

−3α − β(x) 0 0 0 0 0
3α −2α − β(x) 0 0 0 0
0 2α −γ(x) 0 0 0
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

;

V =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 −1 −6 −4
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

, �h =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

4α

0
0
0
0
0

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

.

For the numerical solution, it is necessary to change the infinite interval of the repair time to
the finite one. Furthermore, for some distributions, the conditional probability density function is
undefined if x = 0. Thus, it should be solved the system for x > 0 only. To do this, we need to choose
some small parameters p (for example p = 0.001) and solve the considered system of equations in
interval [xp, x1−p], where xp is the minimum of p-quantiles for distributions B(x) and Γ(x), and x1−p
is the maximum of (1 − p)-quantiles for distributions B(x) and Γ(x).

The obtained systems (7) and (8) is a linear boundary value problem with non-separated boundary
conditions. Such a problem can be solved using the standard bvp4c or bvp5c solvers in MATLAB.
They implement an iterative method with three-point and four-point Lobatto formulas, respectively,
which are partial cases of the implicit Runge–Kutta scheme [24]. Procedures bvp4c and bvp5c use a
linear equation solver for general sparse matrices, because it is possible to solve the problem with
non-separated boundary conditions (8). The solutions (7) and (8) for the special cases are given in
the next section. They provide calculation any reliability indicators such as failure probability πk and
availability Kav = 1 − πk etc.

4. Examples

In this section, two examples of applications of the k-out-of-n system for study of the reliability
systems in the oil and gas industry are considered.

4.1. Input Information for the Reliability of Engineering Systems

One of the most important and difficult problems in analyzing the reliability of complex systems
in general and objects of the oil and gas industry in particular is to obtain reliable information about
the reliability of their components. Complete information about the reliability of any technical object
contains the distributions of two random variables: the life and repair time of all structural units of the
suitable model. However, these distributions are often unknown, and one is usually limited to knowing
one or two moments of these distributions: the mean and variance. In this regard, the problem of
analyzing the sensitivity of the system’s reliability indicators to the shape of their initial information
distributions and the variability of their first moments becomes urgent. Estimates of the means and
variances of life and repair time components of systems can be obtained from the statistics of the
operating equipment. The main indicator of the pipeline system reliability as a whole is the rate of
failures (pipe ruptures) [25]. In the 1970s, this indicator for the Unified Gas Supply System of the
USSR was equal to one failure/1000 km per year. In the last decade, the failure statistics, according to
the Unified Gas Supply System of Russia, indicate the stability of this parameter at the level of about
0.2 failures/1000 km per year [25]. For a 70 km section, it would be 0.014 failures/year.

Technological progress is a characteristic feature of our civilization. The technologies for the
production of pipes are being improved comparatively quickly on a historical scale, and the indicators
of their reliability (failure-free operation and longevity [1]) are improving. The construction and

181



J. Mar. Sci. Eng. 2020, 8, 928

manufacturing quality of power equipment are being improved. It is methodologically incorrect to
transfer the estimators of the reliability indicators of equipment in operation to the designed facilities
without making corrections for scientific and technological progress. We have to rely, to one degree or
another, on expert knowledge and forecasts. For example, when assessing the reliability indicators
of a unique object—the Baydaratskaya Bay crossing—it was necessary to analyze its design features
and the conditions of its functioning, the natural features of the territory, and the possible causes of
accidents that occur in the practice of global pipeline construction. Furthermore, it was necessary to
assess the risks of accidents from non-standard situations according to the increased stability of pipes
and reliability of equipment. We believe that the failure flow intensity for the lines crossing through
the Baydaratskaya Bay is several times lower than the average. However, examining the sensitivity of
the model, we consider options that are quite close to average intensity.

The specificity of the problems concerning the whole pipeline reliability indicator estimation
consists in the need for a comparative assessment of the indicators of pipes and power equipment.
There is a significant difference between failures of power equipment and pipes. The failure rate
of the power equipment units is much higher than the failure rate of pipes. This can be caused by
wear and tear on high-speed centrifugal blowers, the gas turbines that drive the blower, and power
interruptions. According to the data from long-term operation, the operating time of gas pumping
units can be considered to be obeying an exponential distribution; the average overhaul time ranges
from 2000 to 5000 h, which corresponds to about 2–5 failures/year. For modern equipment, this figure
should be significantly lower.

Repairing a guillotine rupture in the Baydaratskaya Bay crossing would take a very long time,
which would include, in particular, moving a specialized offshore pipe layer to the polar region.
The uncertainty of the repair time is aggravated by extreme climatic conditions, due to which,
for example, work to restore the crossing is in principle possible only for a few months of the year.
The main time spent on the repair of the line is the transportation of special equipment. Consequently,
the repair would take at least a year, and in difficult cases, even more. Time expenditure depends little
on the number of failed lines, i.e., it can be assumed that the distribution of the repair time of one line
and the total repair time of all lines are similar.

Power equipment fails more often, but the consequences and time to eliminate the accident
are usually shorter than for the linear part. In the oil and gas complex of the Russian
Federation, block repairs have taken strong positions in relation to the power equipment of
pipelines, i.e., the replacement of the pump, compressor, or driving engine with subsequent repair
at a specialized plant. In connection with the development of new methods of repairs and repair
equipment, the reliability indicators are improving. The repair of one object can take from 5 to 20 days,
and the time of general repair is proportional to the number of objects.

Thus, on the basis of the analysis performed, we can conclude that:

• The failure rate of a line of Baydaratskaya Bay crossing varies from 0.004 to 0.01 failures/year;
• The failure rate of power equipment varies from 0.5 to 2 failures/year;
• The mean repair time for a line varies from 1 to 2 years;
• The mean repair time for power equipment varies from 5 to 20 days.

In conditions of a lack information, the uncertainty of estimates of reliability indicators for unique
objects increases the value of robust mathematical models. In this regard, the sensitivity analysis
of system reliability indicators to the distribution of its component’s life and repair times is a very
important. Thus, in our examples, we focus on the investigation of the sensitivity system reliability
characteristics to the shapes of their components life and repair time distributions.
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4.2. Gas Pipeline through Baydaratskaya Bay

Let us apply the mathematical apparatus described above for modeling the reliability of the
pipeline system (Figure 1b) and studying the sensitivity of the model to the parameters of the
distributions of time between failures and renewal time.

For the line crossing through Baydaratskaya Bay, we consider the “3-out-of-4” model, i.e., the
failure of the system is considered as being the failure of three pipelines. As the main indicator of
reliability, we take the stationary probability πk of falling into the system failure state (πk = 1 − Kav).

As a result of the uncertainty of the initial information about the reliability of the elements,
which was mentioned above, we consider two possible distribution laws of the repair time
(the Γ-distribution and the Gnedenko–Weibull distribution) and carry out calculations for various
combinations of distribution parameters.

The results are shown in Figures 2 and 3. The abscissa is the variation V, varying in the range
from 0.1 to 2; the ordinate is the probability of system failure in the stationary mode πk.

The graphs are plotted for different values of the failure flow intensity α: in Figure 2, the average
repair times are b = g = 1 year, and in Figure 3, they are b = g = 2 years.

For V = 1, both the Γ-distribution and the Gnedenko–Weibull distributions are reduced to
an exponential distribution, so we can compare our calculations with the classical solution for the
k-out-of-n Markov system.
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Figure 2. Probabilities of failure of the pipeline sections (“3-out-of-4”) for b = g = 1 year.

Figures 2 and 3 show that there is a monotonic, but nonlinear increase in the probability of
system failure with an increase in both the variation of the repair time and the failure stream intensity.
The results obtained for the Γ-distribution and the Gnedenko–Weibull distribution are almost identical,
which allows us to hope that the probability of failure of a line of the pipeline system is not sensitive to
the type of distribution of the repair time of a line. However, the influence of the variation is quite
significant. Therefore, when calculating the stationary probability of an operational state of the system
(availability), the second moment of repair time of its components must be taken into account. On the
other hand, the insensitivity of the system availability to the type of distribution of the repair time of
its components makes it possible to use the Gnedenko–Weibull law to reduce the calculation time.
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Figure 3. Probabilities of failure of the pipeline sections (“3-out-of-4”) for b = g = 2 years.

4.3. Compressor Shop Model

Consider a model of a compressor shop equipped with n gas compressors that is in operable
state if fit for work are k of them. We believe that the piping manifold provides moving redundancy
(standby redundancy with general ratio [1]). Consider the compressor shop as a “2-out-of-4” system
and carry out calculations similar to Section 4.2. The calculation results are presented in the Figures 4–6.
The abscissa is the variation V, as before, varying in the range from 0.1 to 2; the ordinate is the
probability of system failure in the stationary mode πk. The graphs are dotted for different values of
failure stream intensity α and mean repair times b.
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Figure 4. Probabilities of the compressor shop failure (“2-out-of-4”) for b = 5 days, g = 10 days.
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Figure 5. Probabilities of the compressor shop failure (“2-out-of-4”) for b = 10 days, g = 40 days.
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Figure 6. Probabilities of the compressor shop failure (“2-out-of-4”) for b = 20 days, g = 40 days.

It can be seen from Figures 4–6 that in this case, the distribution law has a stronger effect on
the probability of system failure, which is explained by the smaller ratio of the mean operating and
repair times.

The calculations show that all the parameters of the model—mean operation time to failure and
mean repair time: the repair time variation coefficient—significantly affect the reliability of the system.
The shape of the repair time distribution is less important, but one should not draw far-reaching
conclusions based on this study, in which only two closely related distribution laws were used.

5. Conclusions

The paper shows the possibility of applying the k-out-of-n model to calculating the reliability
characteristics of oil and gas equipment. The practical significance of the results obtained in this work
lies, first of all, in the fact that the proposed model makes it possible to reflect the conditions of the
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functioning of the designed or operated object more accurately. The engineer must know how the
resulting reliability indicators change depending on the initial information. This can be found out by
performing a series of calculations. However, it is impossible to get an idea of the effect on the result of
the assumption about the distribution law, for example, the distribution of repair time, if there are not
theoretical studies. Decision makers will consider certain measures to improve the reliability justified
only if there is confidence in the adequacy of the models taken into account.

Thus, the main results of the paper are as follows:

• On the basis of two examples of engineering systems in the oil and gas industry, we firstly show
the possibility to calculate the reliability characteristics of corresponding systems with the help of
k-out-of-n models;

• We demonstrated how the non-stationary reliability indicators of the k-out-of-n system with a
Poisson flow of failures and an arbitrary distribution of repair time can be calculated by solving a
system of partial differential equations for a non-stationary mode;

• An appropriate system of ordinary differential equations for a stationary regime was obtained;
• The system for stationary regime was reduced to a two-point boundary value problem, and its

numerical solution was obtained with the help of suitable procedures on the MATLAB platform;
• Taking into account that complete information about a system’s component’s life and their repair

time distributions are usually unknown, we focus on the problems of the systems reliability
characteristic’s sensitivity to the shape of distributions of its component’s life and repair times.

• The calculations show negligible sensitivity of the system availability to their components life and
repair times distributions when the ratio mean repair time to mean lifetime of each component
is small. However, a system’s characteristics essentially depend on the component’s repair
time variation.

Further investigations will focus in the proposed direction.
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Abstract: Environmental safety issues are of particular importance when we design and operate
underwater transport systems. To ensure the transport systems function safely, special systems
to monitor their condition are being created. Underwater pipeline monitoring systems should
continuously operate to detect and prevent emergency and pre-emergency situations in a timely
manner. The purpose of this article is to demonstrate the possibility of using a mathematical model
of a k-out-of-n system to support decision-making in the preventive maintenance of an unmanned
underwater vehicle to monitor the condition of a subsea pipeline. The novelty and feature of this
study are that we investigate a strategy of preventive maintenance for a model of a k-out-of-n system,
where failures depend not only on the number but also on the location of the failed components in the
system. The method to solve this problem, based on the distribution of the members of the variational
series of the failing components, is also new. Since the distributions of the system component lifetimes
are usually known with an accuracy of only one or two moments, we paid special attention to how
sensitive the decision making about preventive maintenance is to the shape of the distributions.
Numerical examples are conducted in order to support the theoretical investigations of the paper.
The results of the study are applied to specific equipment to monitor the state of the outer surface of
the pipeline.

Keywords: subsea pipeline monitoring; unmanned underwater vehicle; k-out-of-n system; preven-
tive maintenance; reliability function; lifetime distribution

1. Introduction, Motivation and an Example

1.1. Introduction

Environmental safety issues are one of the main problems of humanity in recent times.
Currently, with industrial development and the new challenges that appear in connection
with this, the issues of preventive environmental protection are gaining great importance.
Work in the field of underwater transportation of hazardous products (such as oil, gas,
etc.) draws special attention to these problems. In this regard, projects in the field of
construction and operation of underwater oil or gas transportation systems should be
accompanied by continuous monitoring of their condition. For such monitoring, special
systems and equipment have been developed. However, this equipment is also susceptible
to failures, and special preventive maintenance (PM) procedures must be provided to keep
it in proper operational condition.

This work is devoted to the development of a mathematical model to organize such
maintenance of pipeline transport underwater monitoring equipment based on the k-out-
of-n model. The novelty and features of this study are that the point of failure of the system
depends on where the system’s failing components are located, as well as in the study
of the sensitivity of decision making on the type of distribution of their lifetime. This
paper is to some extent related to the paper [1], also published in this issue, both of them
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focus on mathematical models that can contribute to safe, secure and sustainable pipeline
transport offshore. However, this paper deals with another problem that can be solved
with a k-out-of-n model—a reliability management problem—that is how to choose the
best PM mode. So, we develop and investigate new methodology and provide an example
of its real life application to subsea pipeline monitoring systems. Nevertheless, some parts
of the introduction about k-out-of-n systems and the notations coincide with those in [1].

A k-out-of-n system is a system that contains n components in parallel and may be
described in two ways, depending on the definition of the parameter k. The parameter k
may represent the number of components in the system that must function for the entire
system to work, referred to as a k-out-of-n : G system. On the other hand, parameter k may
represent the number of components in the system such that when the components fail, the
entire system fails, referred to as a k-out-of-n : F system [2]. Of course, these descriptions
are closely connected and each of them is dual to another. Since for our aims it is more
convenient to consider the subset of failed components of the system, in this paper we use
the second type of system description.

Study of k-out-of-n systems reliability is interesting both from theoretical and practical
points of view. From a theoretical point of view, it gives the wide possibility for new
mathematical methods and applications. From a practical point of view, there are many in-
vestigations devoted to the reliability-centric analysis of k-out-of-n systems. The application
of such models can be seen in many real-world phenomena, including telecommunication,
transmission, transportation, manufacturing, and service applications. A probabilistic
study of a real-world k-out-of-n system often helps to develop an optimal strategy to main-
tain high-level of system reliability. Thus, the theory of the k-out-of-n repairable systems is
quite developed, but it does not cease to attract attention of researchers. Models are being
developed taking into account various features of the systems. An important issue is to
investigate the practical aspects of the application of these models. One of the applications
of such kind of systems is described in the next subsection, where an automated system
for remote monitoring of underwater sections of the “Dzhubga-Lazarevskoye-Sochi” gas
pipeline is considered.

The paper is organized as follows. In the next subsection, an example of a real
monitoring system, where we have to justify our choice of PM strategy, is presented.
Further, this example will be used to demonstrate our theoretical research and proposed
algorithms with the results of numerical calculations. A short literature review is given
in Section 1.3. Section 2 contains the state of the problem and some notations. Section 3
presents general procedure of the PM quality calculation and gives an algorithm to solve
the problem. Further, in Section 4, we consider the conditions to make PM efficient for the
homogeneous system, where system failure does not depend on the failed components
location. A model of PM organization for a system, where system failure depends on
the location of its failed components is presented in Section 5. In the conclusion, further
directions for research are proposed.

1.2. An Automated System for Remote Monitoring of Underwater Pipeline as an Example of
k-out-of-n:F System

As an example of such kind of systems,we consider an automated system for remote
monitoring of underwater sections of the “Dzhubga-Lazarevskoye -Sochi” gas pipeline [3].
The annual capacity of the pipeline is up to 3.78 billion cubic meters of gas. Estimated
service life is 50 years. Total length is 171.6 km, where the offshore part of the gas pipeline
accounts for some 90 per cent of the whole route length. The route runs some 4.5 km off
the coast where the sea depth reaches 80 m. Linepipe diameter is 530 mm, wall thickness—
15 mm for the offshore and 11.3 mm for the onshore part of the gas pipeline, material—high
strength steel.

Figure 1 shows the general concept of an automated system to remotely inspect of the
offshore section of the gas pipeline using an unmanned underwater vehicle (UUV).
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Figure 1. “Dzhubga-Lazarevskoye-Sochi” gas pipeline.

The purpose of the survey is to remotely conduct an automated set of measures
to collect diagnostic data on the external state and the surroundings of an offshore gas
pipeline. The monitoring systems can detect defects (such as damage) to the external
coating, indentations and cracks on the pipe joints, erosion of the seabed, the presence of
suspicious objects near the pipeline, and more. The functional diagram of the proposed
automated remote survey system assumes there is an accompanying surface vessel (SV) [4],
floating on the surface along the gas pipeline; the vessel also carries the UUV. The remotely
controlled unmanned underwater vehicle “Vodyanoy-1” (our custom development) with
the following functional modules (see Figure 2) is used as the UUV.

Figure 2. An unmanned multi-functional underwater vehicle.
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In Figure 2 the numbers indicate parts of the UUV as given below: 1–6 are the Motor
drivers and T200 Thruster, 7 is the LiPo Battery, 8 is the Matek PDB-xt60, 9 is the Raspberry
Pi, 10 is the Atmega328P, 11 is the Gripper, 12 is the Front NoIR Camera, for example, Basler
camera acA1920-40gc (GigE interface, Sony IMX249 CMOS sensor, 42 fps @ 2.3 Mpix), 13
is the Wi-Fi Beacon, 14 is the IMU 9dof, 15 is the MPX5700. In addition, the UUV has
the following attachable functional modules: overview sonar BlueView (to reconstruct
3D underwater scenes, avoid collisions, improve navigation accuracy), miniSVP sound
velocity profile meter (to correct calculations). Various technical means and equipment for
underwater robotic systems are given on site [5].

The paper [6] introduces a remotely operated underwater smart vehicle. The article
demonstrates that smart features can be added to a dumb analogue remotely operated
underwater drone by a small team of engineers on tight budget. This UUV maintains
compass and depth headings, records video to an onshore terminal. In addition, vehicle
has a remotely operated arm with 3 degrees of freedom. UUV “Malakhit” won the first
prize on AquaRoboTech 2018 and remotely operated UUV “Vodyanoy-1” won the first
AquaRoboTech 2020 competition and has a potential to be upgraded with advanced
machine vision algorithms [7].

The article [8] examines the main stages of visual odometry in order to identify the
factors that affect the quality of motion assessment, and establish the degree of their impor-
tance.

The main functionality of the software simulator developed of the visual odometry
system are described. The paper presents the results of experiments conducted on the
simulator, and infer certain conclusions out of them.

The functions between the SV (unmanned catamaran OceanAlpha M40 [7]) and the
UUV are distributed as follows.

The SV provides:

• power supply for all equipment;
• scanning the bottom topography using the hydroecholocation system;
• global positioning receiver GNSS-H;
• local underwater positioning system (PS);
• wire communication via cable (CC) on an electric winch;
• wireless communication of the module via radio channel with the base station (BS)

with Directional antenna, Network hardware;
• receiving and processing control commands.

The underwater vehicle can film underwater objects. Based on the data from the
transponder (S), the positioning system calculates the vehicle’s coordinates and transmits
them via a cable to the surface vehicle to provide autonomous underwater navigation. To
improve the navigation accuracy of the underwater vehicle and to perform work on the 3D
reconstruction of underwater scenes, in addition to a video camera, it is necessary to install
an overview sonar.

The mobile operator station consists of a radio system, an operator’s workstation, and
a server for recording and processing database data.

The inspection procedure is as follows.
The system receives control commands from the operator to launch certain scenarios.

The scenarios are followed automatically, while the operator controls the process and
only intervenes when anomalies are detected in the inspected object, or in the event of
emergency situations in the system.

Let us highlight the following two basic scenarios to conduct surveys.

1. Continuous. The underwater vehicle dives at the starting point. The SV begins to
continuously move along the survey vector, scanning the bottom relief and the gas
pipeline, while the UUV is simultaneously sailing behind it and filming the situation.
Having reached the endpoint, the UUV ascends.
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2. Localized. The SV stops at a given fix. The UUV begins to sequentially dive, survey
the surroundings, and ascend. Then the SV continues to move to the next checkpoint.

The operator’s mobile station can be additionally equipped with a software analytic
system to automatically process the received data in real time to promptly adjust the survey
control process.

The UUV carries out a set of measures to externally inspect the offshore section of the
gas pipeline to determine its technical condition to detect defects and provide data to subse-
quently analyze the causes of defects and assess the technical condition of the gas pipeline
and its surroundings. This procedure places high demands on the quality, reliability and
uninterrupted operation of all components of the integrated automated system.

These requirements are especially stringent to one of the vulnerable components of
the complex technology, namely for a remotely operated UUV. Therefore, an important and
urgent problem is to assess the reliability characteristics of the underwater vehicle using
advanced mathematical models.

The UUV can perform its functions as long as at least two engines located on opposite
sides or any three engines are operational. Therefore, based on our agreement, the UUV
can be considered as a k-out-of-n : F system. The system consists of n = 6 components,its
failure depends on the position of its failed components, thus, it could be considered as a
combination of 3 + 1-out-of-6 : F and 5-out-of-6 : F systems. For such a system we will
use special notation such as (5, 3 + 1)-out-of-6 : F system.

1.3. Literature Review

Due to the wide practical application area, a lot of papers are devoted to the study of
k-out-of-n– systems. The literature on such studies is vast and has been reviewed in [1]
that is published in this issue. Thus, we will not repeat the review here, and because the
paper is devoted to the problems of PM organization for the k-out-of-n models, we focus
only on some works devoted to PM problems.

The idea to increase the system reliability by organizing the PM has a long story. A
fairly detailed review of PM methods one can find in the monograph of Gertsbakh [9].
Some investigations of the k-out-of-n repairable systems with different strategies of repair
and additional services have been considered in a series of work of Dudin, Krishnamurthy,
and all [10–15]. Some recent developments on optimal maintenance policies can be found
in [16–20].

Since detailed initial information about the reliability of system components is usually
not available, it is fundamentally important to study the sensitivity of the system reliability
indicators to the shape of system components lifetime distributions. Some research in this
direction one can find in [21], in chapter 9 of [22], as well as in [23,24].

In this paper, we study and compare the effectiveness of different PM strategies for
k-out-of-n : F systems based on observation for their states. A feature of the model under
consideration is the dependence of the system failure on the location of its failing compo-
nents.

2. The Problem Set and Notations

2.1. The Notations and Assumptions

Consider a heterogeneous k-out-of-n:F system that is described in the Introduction.
Denote by Ai : i = 1, 2, . . . the sequence of the system components random lifetimes.
Suppose that they are independent identically distribute (i.i.d.) random variables (r.v.’s)
with the cumulative distribution function (c.d.f) A(t) = P{Ai ≤ t} the same for all of them.
After any system failure it is repaired with a single facility and the repair times are i.i.d.
r.v.’s B(0)

i : i = 1, 2, . . . with common c.d.f. B0(t) = P{B(0)
i ≤ t} and mean value

b0 = E[B0] =
∫ ∞

0
(1 − B0(t))dt.
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To increase the reliability of the system, the possibility of PM, based on the system
states observation, is assumed. Let L = {0, 1, . . . , L} be a set of possible PM strategies
including running to the system failure for l = 0. For the l-th strategy denote by El the
system “pre-failure” subset of states, where l-th type of maintenance begins. The times of
PM are i.i.d. r.v.’s B(l)

i with c.d.f. Bl(t) = P{B(l)
i ≤ t} and mean value

bl = E[Bl ] =
∫ ∞

0
(1 − Bl(t))dt.

The mean PM time bl is supposed to be less than the mean repair time b0, bl ≤ b0, but
may depend or not on the type of maintenance.

For investigation of reliability of the complex system, where failure depends not only
on the number of its failed components but also on their position in the system, let us
denote the system state by j = (j1, j2, . . . jn), where ji = 1, if the i-th component is in
“DOWN” state, and ji = 0, if the i-th component is in “UP” state. Thus, j = j1 + · · ·+ jn
means number of failed components of the system. Let’s denote also

E = {j = (j1, j2, . . . jn) : (ji ∈ (0, 1))}

to be the system set of states and by E0 and Ē0 subsets of its “DOWN”‘and ‘UP” states
accordingly. Note that the description of these sets is a special problem of concrete applica-
tions and should be considered for any special case.

It is supposed that

• in the very beginning the system is absolutely reliable, i.e. it is in zero state j =
(0, . . . , 0);

• all sequences of r.v.’s (components lifetimes, repair, and PM times) are i.i.d. for each
type of r.v.’s;

• after any repair and PM completion the system becomes “as a new one”, i.e., goes to
the zero state1.

2.2. The Problem Set

The paper’s aim is to compare different PM strategies l ∈ L ( including running to the
system failure for l = 0) with respect to some criterion. As a criterion of the PM quality the
system availability Kav.,l for different PM strategies l ∈ L is considered2,

Kav.,l = lim
t→∞

1
t
{the system working time during time t under strategy l }.

For the stated problem solution, let us define a random process J = {J(t) : t ≥ 0}
with the set of space E by the relation

J(t) = j, if at time t system is in the state j ∈ E

and denote by Sl (l ∈ L) time to the subset El destination,

Sl = inf{t : J(t) ∈ El}.

Thus, the value S0 represents lifetime of the system and Sl (l = 1, L)—the time till
the l-th type maintenance beginning.

In the paper, we are interested to calculate different characteristics of the system,
such as

1 The assumption that the system returns to its original state is simplifying, it does not fully correspond to the real situation, however, most studies of
real systems are based on this assumption.

2 Another quality criteria also possible, such as productivity of the system and/or system service cost under different maintenance strategies etc.
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• the system reliability function

R(t) = P{S0 > t} and its mean value M0 =

∞∫
0

R(t)dt. (1)

• distributions of time before starting different maintenance and their mean values

Fl(t) = P{Sl ≤ t}, Ml =

∞∫
0

(1 − Fl(t))dt. (2)

• the system availability Kav.,l for different PM strategies l ∈ L.

Because the initial information about system components lifetime is usually very
limited and available only up to one or two moments, we focus on the study of how
sensitive is a decision on the PM quality to the shape of their distributions.

3. Process J and the General Procedure of the PM Quality Calculation

3.1. Process J

Note first of all that due to our assumptions under any PM strategy, including running
to the system failure, the process J is a regenerative one, where regenerative epochs are
the times of maintenance or repair ends. Denote by Π0 and Πl the process regeneration
periods for the cases of the system working up to failure (for l = 0) or under the l-th type
l = 1, L of maintenance. Thus, the system availability is

Kav.,0 =
E[S0]

E[Π0]
, Kav.,l =

E[Sl ]

E[Πl ]
. (3)

Therefore due to the properties of regenerative processes for availability Kav.,l calcula-
tion, we need only the mean value E[Πl ] of the regeneration period Πl and the mean value
Ml = E[Sl ] of the working time Sl in it. Since for any PM strategy l ∈ L, the regeneration
period equals to

Πl = Sl + Bl ,

and the mean repair and PM times bl = E[Bl ] are supposed to be known and measured in
the same scale, for the problem solution we need only to calculate the distributions (or
only the mean values) of the system working times Sl for the case when it works to failure
(for l = 0) and for a system that operates under the l-th maintenance strategy.

3.2. The General Procedure of the PM Quality Calculation

For the solution of the declared problem, we need to calculate system availability Kav.,l
for different preventive maintenance strategies l ∈ L, including running to the system
failure (for l = 0). To do that we have to calculate c.d.f.’s (1, 2) of the subsets El (l ∈ L)
destination times. Note that the time Sl (l ∈ L) of the subsets El destinations coincides
with the corresponding member of the variation series of the failure epochs of the system
components. Therefore, for the solution of the stated problem, the following general
algorithm should be used.

Remark 1. The Algorithm 1 can also be used to solve other different problems, for example,
to analyze if the preference of one strategy over another is sensitive to the shape of the system
components lifetime distributions.

Further, the Algorithm 1 will be applied to several examples.
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4. Homogeneous System Preventive Maintenance

4.1. Preliminary

Consider firstly a homogeneous k-out-of-n:F system, where failure does not depend
on the configuration of its failed components. The subsets of UP and DOWN states of the
system in this case are:

Ē0 = {0, 1, 2, . . . , k − 1} E0 = {k, k + 1, . . . , n}.

Let us define the subset El for the PM l ∈ L beginning as a single state El = {l} with
l ≤ k − 1. Thus, in this case we can investigate k strategies l = {0, 1, . . . , k − 1}, where
0-strategy means allow the system to operate up to its failure.

In this case, the general Algorithm 1 gets essentially simpler because the time to the
subset El destination coincides with respective member A(l) of the variation series of the
times to the system components failures Ai : (i = 1, n).

The analytical expressions for mean values Ml are not always accessible. However,
their numerical calculation in accordance with the Algorithm 1 is not too difficult and it will
be proposed in the next subsection for the case of a k-out-of-n : F system for k = 4, n = 6.

4.2. Numerical Results

To obtain the concrete results apply our Algorithm 1 to the 4-out-of-6 : F-system that
can be considered as a model for the example of the Section 1.2. In this case, only four
strategies of system control are possible.

• Strategy 0 is that the system operates up to its failure.
• Strategy l (l = 1, 2, 3) is to begin the PM when the system occurs in the state l.

In order to compare Strategy l with the Strategy 0 (to work without any PM up to
the system failure), we need to know the ratio bl

b0
. It is supposed that the values of mean

repair and PM times b0, bl as well as their ratios are known to a DM. Therefore, to make a
decision about the preference of one strategy over the other, one only needs to know the
ratios of the mean working time of the system Ml

M0
for them. Let’s consider the respective

ratios for an exponential distribution and compare different strategies of PM l = 1, L with
the strategy to work up to full system failure l = 0 for different distributions and variations.

To conduct a numerical experiment, the program code on the MATLAB platform
is generated. This computing environment is chosen due to a wide range of built-in
functions, covering cdf functions and numerically evaluation of the integrals, including
improper integrals. MATLAB additional advantage are simple plotting functions and
friendly interface. The figures and the tables shown below in the article are the output of
the developed program.

In order to investigate the sensitivity of the PM quality to the shape of the distribution
of system components lifetime in numerical experiments, four types of distributions:
exponential with parameter α, Exp(α), Gamma distribution, Γ(Θ, k), Gnedenko-Weibull
distribution, GW(λ, k) and log-normal distribution LN(μ, σ2) are considered.

The parameters of all distributions in experiments are chosen such that their expec-
tations coincide for different distributions and equal to 1 (it means that we scaled it with
respect to mean components lifetime), while the coefficient of variation c = σ

μ is varied in
the interval c ∈ [0.3, 5.0].

The results of the experiments are presented in Figure 3 and Tables 1 and 2. In
Figure 3 the ratios of mean working times Ml under different PM strategies l = 1, 2, 3
to mean working time M0 for the system operating up to its failure (l = 0) for different
distributions of components lifetime versus the coefficient of variation are shown. Bold
dashed horizontal lines correspond to the ratios of the mean PM time bl for any strategy
l to mean repair time b0. Intersections of these lines with the curves Ml/M0 for different
distributions determine the boundary values c∗ of the coefficient of variation, where the
preference of appropriate strategy l is changed to the preference for “the system working
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up to the failure”. If the coefficient of variation exceeds the boundary value c > c∗ “the
system working up to the failure” strategy (l = 0) is preferable for given distribution,
otherwise the appropriate PM strategy should be used.

Algorithm 1: General algorithm to choose a PM strategy
Start. Determine: Integers n, k, distribution A(t) of components lifetime, subsets El (l ∈ L) for the PM beginnings
or of the system failure for l = 0, mean PM and system repair times bl (l ∈ L).
Step 1. Describe the duration of the subsets El (l ∈ L) destinations in terms of members of the variation series,

A(1), . . . , A(j), . . . , A(n)

of the system components failure times (i.i.d r.v.) A1, . . . , Aj, . . . , An that bring the system to the subset El .
Step 2. Calculate distributions of the respective members of the variation series

A(j)(t) = P{A(j) ≤ t} = ∑
j≤i≤n

(
n
i

)
Ai(t)(1 − A(t))n−i. (4)

Step 3. Calculate the distributions Fl(t) of the subsets El destination times in terms of distributions of respective
series members and their expectations,

Ml = E[Sl ] =

∞∫
0

(1 − F(l)(t))dt.

Step 4. Compare different PM strategies with respect to maximizing the system availability given by (3). We
know that in terms of mean times to the destination of the respective subsets, the system availability can be
represented as

Kav.,l =
Ml

Ml + bl

and because the l-th PM strategy is preferred over the j-th one if Kav.,l > Kav.,j from the inequality

Ml
Ml + bl

>
Mj

Mj + bj

it follows that the l-th strategy is preferred over the j-th one (l � j) if and only if

Mlbj > Mjbl , or in terms of dimensionless indexes
bl
bj

<
Ml
Mj

. (5)

Step 5. Print results in terms of mean operational times Ml (l ∈ L) and their ratio
Mj
Ml

as advice to a Decision
Maker (DM) in order to choose the best strategy accordingly to inequality (5).
Stop.

The boundary values c∗ of the coefficient of variation when the PM strategy l = 1, 2, 3
is preferable to strategy l = 0 (running to the system failure) for two values of the ratios
mean PM duration bl to mean repair time bl/b0 = 0.5 (upper horizontal line in Figure 3)
and bl/b0 = 0.2 (lower horizontal line in Figure 3) for different distributions of system
components lifetime are represented in the Table 1.

The Figure 3 demonstrates an almost evident fact that the highest value of the ratios
Ml
M0

is achieved for l = 3, which means that the strategy l = 3 is preferable over other
strategies in the case when all mean PM times are equal, bl = b for l = 1, 2, 3. Moreover
this strategy will be better than the strategy l = 0 “the system runs to failure” until the
coefficient of variation is less than the boundary value c∗ for any specified ratio b

b0
. If the

coefficient of variation c > c∗ strategy l = 0 will be preferable to all others.
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Table 1. Boundary values for the coefficient of variation c∗ for 4-out-of-6 : F system.

Distribution
bl /b0 = 0.5 bl /b0 = 0.2

l = 1 l = 2 l = 3 l = 1 l = 2 l = 3

Γ- distribution 0.44 0.76 1.51 0.93 1.57 3.30
GW-distribution 0.38 0.71 1.76 0.91 1.96 > 5

Log-normal
distribution 0.51 0.99 4.08 1.66 > 5 > 5

Figure 3. The dependence of the ratios Ml/M0 for different distributions of system components life-
time versus their coefficient of variation for 4-out-of-6 : F system. Solid lines—Γ-distribution, dashed
lines—GW-distribution, dotted lines—log-normal distribution, circles—exponential distribution.

However, depending on the coefficient of variation, the decision about the choice of
the PM is sensitive to the distribution of system components lifetime. With an increase
in the coefficient of variation, the ratio Ml/M0 decreases, but the difference between
distributions grows.

Suppose the repair time is twice longer than PM time (the violet line in Figure 3).
Assuming an exponential distribution of components lifetime, l = 3 is preferable for 4-out-
of-6 : F system. The decision for other distributions of components lifetime depends on
the coefficient of variation. If c > 1.51 for Γ-distribution or c > 1.76 for GW-distribution,
the strategy l = 0 should be chosen. In case components lifetime follows a log-normal
distribution, the strategy l = 0 should be chosen if c > 4.08.

If the repair time is five times longer than PM time (the cyan line in Figure 3) and the
coefficient of variation is no greater than 3.3, the strategy l = 3 will be the best regardless
of the type of components lifetime distribution. However, as it is possible to see from
Figure 3, for c > 3.3 the choice of the strategy significantly depends on the components
lifetime distribution.

In case of different mean PM times bl , strategies l = 1, 2, 3 can be compared one with
another. We compare the strategies l = 2 and l = 3 for the studied distributions, and
present the results in Table 2. The table provides the boundary values for the coefficient of
variation c∗∗, where the preference for the strategy l = 2 is changed to the preference for
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the strategy l = 3 for b2/b3 = 0.5 or b2/b3 = 0.2. If the coefficient of variation exceeds the
boundary value c > c∗∗ the strategy l = 3 “to start PM after 3 components failure” for given
distribution is preferable. Otherwise the strategy l = 2 “to start PM after 2 components
failure” should be used. So according to the Table 2 if the PM time for l = 3 is twice as
much as the PM time for l = 2 and Γ-distribution with the coefficient of variation c > 1.275
is taken, the strategy l = 3 is better than the strategy l = 2. The same conclusion can be
made if components lifetime follows GW-distribution and c > 1.427, and for log-normal
distribution if c > 3.771. If the PM time for l = 3 is five times longer than the PM time
for l = 2 assuming GW- or log-normal distribution, the strategy l = 2 is preferable for the
whole interval c ∈ [0.3, 5.0], and for a Γ- distribution it will be the best choice if c < 2.749.

Table 2. Boundary values for the coefficient of variation c∗∗ to compare strategies l = 2 and l = 3 for
4-out-of-6 : F system.

Distribution bl /b0 = 0.5 bl /b0 = 0.2

Γ-distribution 1.275 2.749

GW-distribution 1.427 >5

Log-normal distribution 3.771 >5

Thus, the conducted study allows us to draw the following conclusions regarding the
sensitivity of the decision on the choice of a PM strategy to the type of distributions of the
system components lifetime and the coefficient of variation.

At low values of the coefficient of variation, strategies with PM gain an advantage over
the strategy of working until complete system failure and repair (in terms of a higher value
of the availability factor). It is possible to distinguish intervals of values of the coefficient
of variation where the conclusion about the use of the certain strategy will be the same for
any of the considered distributions.

Γ-distribution and GW-distribution have insignificant differences in Ml/M0 when
the coefficient of variation is in the interval c ∈ [0.3, 1.1], the log-normal distribution tends
to widen the range of the coefficient of variation values when the strategy l = 3 can be
adopted as the preferred strategy in comparison to l = 0.

Calculated with Matlab, the system mean working times under different PM strategies
and the mean system operational time until its failure (for l = 0) for the special case of
the exponential distribution of components lifetime with parameter α = 1 are: M1 =
0.1667, M2 = 0.3667, M3 = 0.6167, M0 = M4 = 0.95. Corresponding ratios are

M1

M0
= 0.1754,

M2

M0
= 0.386,

M3

M0
= 0.649.

These values, calculated for the exponential distribution, are marked with circles in
Figure 3. Consequently, the strategy l = 2 is better than l = 0 if the system repair time
b0 is 1

0.386 ≈ 2.6 or more times longer than the mean PM time b2. The ratios to compare
strategies l = 1 and l = 2 or l = 2 and l = 3 are also shown below

M1

M2
= 0.454,

M2

M3
= 0.595.

The strategy l = 2 is better than l = 1 if the mean PM time b1 is not less than 45.4% of
the mean PM time b2.

However, due to the properties of an exponential distribution, this case can be studied
analytically, as it is shown in the next subsection.
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4.3. Special Case: Exponential Distribution of Components Lifetime

Under the assumption about an exponential distribution of the lifetimes of the system
components Ai,

A(t) = P{Ai ≤ x} = 1 − e−αt,

due to the independence of the residual lifetimes of all other components on the failure
time of any one of them, another approach is possible. In this case, the intervals Ti between
the i − 1-th and the i-th failures are

Ti = min{A1, A2, . . . A6−(i−1)},

and therefore

Fi(t) = P{Ti ≤ t} = 1 − P{Ti > t} = 1 − (1 − A(x))6−i = 1 − e(6−(i−1))αt.

Thus, it holds mi = E[Ti] = [(6 − (i − 1))α]−1 and therefore

M1

M2
=

m1

m1 + m2
=

1
6α

1
6α + 1

5α

=
5
11

≈ 0.4545.

From here it follows that the necessary and sufficient condition (5) for the first PM to
be preferable over the second one is

b1

b2
>

M1

M2
≈ 0.4545,

or the mean time of the second strategy PM should be more than twice longer than the
relevant value for the first one. Analogously the inequality

b2

b0
>

M2

M4
=

m1 + m2

m1 + m2 + m3 + m4
=

1
6α + 1

5α
1

6α + 1
5α + 1

4α + 1
3α

=
22
57

≈ 0.386

shows that the second PM strategy is preferable to the system running to its failure with
the following repair only if its mean PM time is less than 38% of the mean repair time. The
results of this section are in complete agreement with the numerical calculations given for
exponential distribution in Section 4.2.

5. Preventive Maintenance of a System, Where Failures Depend on the Location of the
Failed Components

5.1. Preliminary

If the system failure depends on the location of the failed components, the comparison
of strategies, including “running to the system failure”, and the decision about the choice of
PM are system-specific and depend on the exploitation conditions. Thus, it is impossible to
solve these problems in general settings. Therefore, in this section we consider this problem
for the concrete (3 + 1, 5)-out-of-6 : F system with specific conditions of its exploitation.

5.2. Example: Model (3 + 1, 5)-out-of-6

Turn back to the investigation of the model that has been proposed in Section 1.2
under the condition that the system fails, when four (moreover three from one side and
one from the other side) or five motors fail. In other words, it means that the system
operates if any three or at least one from one side and one from the other side of its motors
operate. Thus, this system could be considered as a combination of 3 + 1-out-of-6 : F and
5-out-of-6 : F systems. For simplicity in Section 1.2 for such kind of systems a special
notation (3 + 1, 5)-out-of-6 : F system is proposed.

For the convenience, a binary code is used to indicate system states, namely the
number of the state j = (j1, j2, . . . j6) is given in accordance with the formula

200



J. Mar. Sci. Eng. 2021, 9, 85

j = |j| = ∑
0≤i≤6

ji26−i.

Then the subset of failure states E0 includes the states with the numbers

E0 = {15, 23, 31, 39, 47, 55, 57, 58, 59, 60, 61, 62, 63},

where the states with 3 failures on the same side and 1 on the other are highlighted in bold.
By analogy with how it is defined in Section 4.2 consider four strategies:

• Strategy 0 is to run to the system failure (do not use any PM). It means that the repair
begins when 4 failures occur at that 3 of them on one side and one on the other or
5 failures occur. The subset of the states for the repair beginning is E0.

• Strategy l (l = 1, 2, 3) is to begin the PM after the failure of any l components.

In this case the ordinal statistics do not determine uniquely the distribution time to the
corresponding subset of states destination. Thus, the Algorithm 1 takes the following form.

5.3. Numerical Analysis

The results of the numerical experiments performed in accordance with Algorithm 2
are presented in Figure 4 and Table 3. As in the previous case (Section 4.2) in Figure 4
the ratios Ml

M0
of mean system working times Ml under different strategies l = 1, 2, 3 to

mean system working time M0 up to its failure (l = 0) for different distributions of system
components lifetime versus the coefficient of variation for (3 + 1, 5)-out-of-6 : F system are
given. Four failure distributions: Γ-distribution, GW-distribution, log-normal distribution,
and exponential distribution are examined. Bold dashed horizontal lines correspond to
the ratios of the mean PM time bl for any PM strategy l to the mean repair time b0. The
intersections of these lines with curves Ml/M0 for different distributions determine the
boundary values c∗ of the coefficient of variation, where the preference of appropriate
strategy l is changed to the preference for the strategy “the system running to the failure”
(l = 0). If the coefficient of variation exceeds the boundary value c > c∗, the strategy
l = 0 for given distribution is the preferable one. Otherwise appropriate PM strategy l
should be chosen. The boundary values c∗ of the coefficient of variation when PM strategy
l = 1, 2, 3 is preferable to strategy l = 0 for bl/b0 = 0.5 (upper horizontal line in Figure
4) and bl/b0 = 0.2 (lower horizontal line in Figure 4) for the two values bl/b0 = 0.5
and bl/b0 = 0.2 numerically calculated for different distributions of system components
lifetime are represented in Table 3.

Table 3. Boundary values for the coefficient of variation c∗ for (3 + 1, 5)-out-of-6 : F system.

Distribution
bl /b0 = 0.5 bl /b0 = 0.2

l = 1 l = 2 l = 3 l = 1 l = 2 l = 3

Γ-distribution 0.37 0.6 0.98 0.82 1.26 2.05
GW-distribution 0.34 0.56 0.98 0.78 1.36 2.85

Log-normal
distribution 0.42 0.68 1.27 1.2 2.49 > 5

Figure 4 shows that the difference between distributions grows as the coefficient of
variation increases. So, depending on the coefficient of variation, the decision about the
choice of the PM is sensitive to the distribution of system components lifetime.

Since collection of data on real equipment failures takes considerable time and the
confidence intervals for the mathematical expectation and standard deviation of the in-
vestigated random variables can be wide enough, it makes sense when choosing the best
strategy to focus not on a specific value of the coefficient of variation, but on the range
c ∈ [cmin, cmax], and make a decision on the choice of a strategy on the assumption that the
coefficient of variation can be in the specified range. For example, with the ratio of PM
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time to repair time bl/b0 = 0.2 if the variation coefficient is supposed to be in the interval
c ∈ [0.3, 2.05], the strategy l = 3 will be the best for any of the considered distributions. For
c ∈ [2.05, 2.85] for a Γ-distribution of the system components lifetime, one should prefer the
strategy of operation until complete failure l = 0, for a GW- and a log-normal distributions
strategy l = 3 will remain the best. For c ∈ [2.85, 5] the strategy l = 0 should be chosen for
a Γ- and a GW- distributions. For a log-normal distribution the choice is the strategy l = 3
regardless the coefficient of variation. So the choice of the strategy significantly depends
on the distribution of components lifetime.

Algorithm 2: The choice of a PM strategy for a heterogeneous system
Start is repeated from the Algorithm 1.
Step 1. Determine the times to set of states El destination in terms of ordinal statistics A(j). Because the system
failure occurs when 4 (3+1) or 5 motors fail, so the time S0 to the subset E0 destination has the following form

S0 =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

A(4), if four motors fail, at that three from one side and one from
the other side (3+1),
A(5), if four motors fail, at that two from one side and two from the
other side (2+2), and the system failure occurs after the fifth failure.

The times Sl to the subsets El (l = 1, 2, 3) destination coincide with the relevant variation series members, namely:

Sl = A(l), the PM under strategy l begins after the failure of l motors.

Step 2. Calculate the distributions of times to the corresponding subsets destination in terms of the ordinal
statistics distributions. Since the system failure occurs when (3+1) or 5 motors fail, and (3+1) failures state
contains 6 of the 15 states from the complete subset E4 of states with 4 failures, taking into account that the
probabilities of any component failures are equal, so the probability of time to the destination of subset E0 has
a form

F0(t) =
2
5

A(4)(t) +
3
5

A(5)(t).

The distributions of the subset of states El (l = 1, 2, 3) destination are

F1(t) = A(1)(t), F2(t) = A(2)(t), F3(t) = A(3)(t),

where accordingly to (4) distributions A(j)(t) are

A(j)(x) = P{X(j) ≤ x} = ∑
j≤i≤n

(
n
i

)
Ai(x)(1 − A(x))n−i.

Step 3. Calculate the expectations times to destinations of the subsets El .

M0 =
2
5

E[A(4)] +
3
5

E[A5)], M1 = E[A(1)], M2 = E[A(2)], M3 = E[A(3)].

Step 4. With the help of obtained values compare different PM strategies using the necessary and sufficient
condition to prefer the j-th strategy over the l-th one in the form of inequality (5).

Step 5. Print results in terms of mean operational times Ml (l ∈ L) and their ratio
Mj
Ml

as advice to a DM in order
to choose the best strategy.
Stop.
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Figure 4. The dependence of the ratios Ml/M0 for different distributions of system components life-
time versus their coefficient of variation for (3 + 1, 5)-out-of-6 : F system. Solid lines—Γ-distribution,
dashed lines—GW-distribution, dotted lines—log-normal distribution, circles—exponential distribu-
tion.

5.4. Special Case

In the special case of exponential system components lifetime distribution, it is possible
to use the same approach as before and the problem can be solved analytically.

In this case the time S2 of the subset E2 destination coincides with the distribution
of the second ordinal statistics A(2), but it also equals the sum S2 = T1 + T2 of the time
to the first component failure T1 and the time interval between the first and the second
component failure T2, where the distributions are exponential with parameters 6α and 5α.
Thus, the mean time to the second component failure is

M2 = m1 + m2 =
1

6α
+

1
5α

=
11

30α

Analogously the mean time to the subset E3 destination is

M3 = m1 + m2 + m3 =
1

6α
+

1
5α

+
1

4α
=

37
60α

Thus, the condition (5) of preference of the strategy l = 2 to the strategy l = 3
Kav.,2 > Kav.,3 takes the form

b2

b3
>

m1 + m2

m1 + m2 + m3
=

22
37

≈ 0.59.

This means that the strategy l = 2 will be preferable to the strategy l = 3 if the mean
PM time b2 is less than 59% of b3. This result coincides with the one we obtained for the
corresponding strategies for the 4-out-of-6 : F system examined in Section 4.3 as the states
with 2 or 3 failures are the same for both systems, the difference will be only in calculating
the mean time before system failure with the following repair.
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Compare now each of PM strategy with the regime of the system operating up to its
failure with the following repair. To do that we should compare the mean times Ml (l = 2, 3)
of the subsets El (l = 2, 3) destination with the mean time M0 of the system operation up
to its failure without any PM.

M0 =
2
5

E[A(4)] +
3
5

E[A5)] =
2
5

M4 +
3
5

M5 =
2
5

57
60α

+
3
5

87
60α

=
5

4α

The comparison shows that the strategy l = 2 is preferable over working without PM
2 ≥ 0 iff

b2

b0
≥ M2

M0
=

22
75

≈ 0.29

and the strategy l = 3 is preferable over the working without PM iff

b3

b0
≥ M3

M0
=

37
75

≈ 0.49.

In Figure 4 the blue circle corresponds to the ratio b2
b0

= 0.29 and the red circle

corresponds to the ratio b3
b0

= 0.49 which demonstrates the coincidence of analytical and
numerical calculations for exponential distribution.

6. Conclusions

In this paper we investigate different PM strategies for a k-out-of-n system based on
its states. The novelty and the feature of the paper are that the system failure depends on
the position of its failed components. We propose a new method to solve this problem,
based on the distribution of the members of the variational series of the failing components.
Also, we investigated how sensitive the decision about PM beginning is to the shape of the
system components’ lifetime distributions. This investigation is very actual because the
initial information about system components lifetime is usually very limited and available
only up to one or two moments.

We propose an algorithm to compare different PM strategies and to choose the best
among them with respect to the system availability maximization. The algorithm can be
used for any k-out-of-n : F system with any system failure set. The algorithm is applied to
analyze PM strategies of the UUV to monitor the condition of a subsea pipeline. A series
of numerical experiments made it possible to draw conclusions about how sensitive the
choice of PM strategy to the shape of system components lifetime distribution. It is also
possible to determine the intervals for the coefficient of variation, where the decision to
choose a preferable strategy does not depend on the type of distribution.

The proposed approach can be expanded with other quality criteria, such as produc-
tivity of the system or system service cost under different PM strategies. Multi-criteria
assessment of the PM effectiveness is also possible.
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Abbreviations

The following abbreviations are used in this manuscript:

PM Preventive Maintenance
UUV Unmanned Underwater Vehicle
SV Surface Vessel
i.i.d. independent and identically distributed
r.v. random value
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Abstract: The purpose of this paper is to provide a structural review of the progress made on the
detection and localization of leaks in pipelines by using approaches based on the Kalman filter. To
the best of the author’s knowledge, this is the first review on the topic. In particular, it is the first
to try to draw the attention of the leak detection community to the important contributions that
use the Kalman filter as the core of a computational pipeline monitoring system. Without being
exhaustive, the paper gathers the results from different research groups such that these are presented
in a unified fashion. For this reason, a classification of the current approaches based on the Kalman
filter is proposed. For each of the existing approaches within this classification, the basic concepts,
theoretical results, and relations with the other procedures are discussed in detail. The review starts
with a short summary of essential ideas about state observers. Then, a brief history of the use of the
Kalman filter for diagnosing leaks is described by mentioning the most outstanding approaches. At
last, brief discussions of some emerging research problems, such as the leak detection in pipelines
transporting heavy oils; the main challenges; and some open issues are addressed.

Keywords: leak detection; Kalman filter; pipelines

1. Introduction

Because of the operation conditions, onshore and offshore pipelines are subjected to environmental
loads (wind, waves, current, seabed movements, and earthquakes) that can provoke undesirable
vibrations, stress, fatigue problems, and the propagation of cracks [1,2]. In particular, this last issue
is an important source of leaks together with the aging of the pipelines, failures in the installation,
illegal extractions, and terrorist sabotage. For this reason, to avoid environmental disasters, the oil and
gas sectors invest generous resources for the development of robust and reliable leak detection systems,
which according to the API RP 1130 standard, can be classified as external or internal systems [3].
External systems use local sensors (e.g., acoustic microphones or fiber optic cables) to send an alarm
when a leak occurs, and they do not perform the computation for diagnosing a leak. Internal systems
utilize field instrumentation outputs, which monitor internal pipeline parameters (e.g., pressure,
temperature, flow rate, and viscosity), and algorithmic monitoring tools. Therefore, internal systems
are also known as computational pipeline monitoring systems (CPM systems) [4].
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Among the algorithmic tools that have been extensively used for dealing with the fault diagnosis
of pipelines, the state observers have proved to be a powerful tool for the estimation in real-time
of the internal state variables of a given system (e.g., a pipeline). These estimations are based on
the knowledge of available measurements (inputs and outputs of such a system) and other known
parameters. Concretely, a state estimator is a model of a system with an online adaptation (correction)
based on available measurements for reconstructing unknown information; see Figure 1 [5]. Usually,
the model is given in a state-space representation, which can be, in general, continuous-time or
discrete-time, deterministic or stochastic, and finite-dimensional or infinite-dimensional.

 

State Estimator
Model+Adaptation term

Pipeline

Figure 1. Architecture of a computational pipeline monitoring (CPM) system based on a state estimator.

Several types of state estimators, such as Kalman filters, Luenberger-type observers, high gain
observers, and sliding mode observers, have been used for leak detection and localization. Three good
reviews that summarize the research and development of state estimator-based leak detection systems
for liquid pipelines are given in [6,7]. The literature, however, still lacks a more in-depth review of
state of the art in leak detection using Kalman filters, which are the most commonly used estimators
for detecting and localizing leaks, and according to D. Simon, are “the best linear estimators” [8].
For this reason, this work aims to fill this gap, since the approaches based on these filters deserve a
separate study.

There are several versions of the Kalman filter for dealing with the diversity of physical systems
and their associated problems. For example, the ensemble Kalman filter (EnKF), which is suitable for
problems with a large number of variables, such as those described by partial differential equations [9].
For estimating the states of nonlinear systems, there are ad hoc versions, such as the extended Kalman
filter (EKF), the unscented Kalman filter (UKF), and the particle filter (PF). This paper focuses only
on the versions that are used for leak detection, such as The Kalman filter, the discrete Kalman
filter, and the extended Kalman filter, among others (see Appendix A for mathematical details). It is
important to note that in recent years, several Kalman-based pipeline leak diagnosis methodologies
have been proposed, which demonstrates their applicability and support from the scientific community.

This paper is organized as follows. Section 2 presents a brief review of basic concepts for
understanding the functioning of state observers. Section 3 introduces a tentative classification of the
Kalman filter-based methods proposed to this day. Section 4 presents the history of the evolution of
the Kalman filter-based methods in the area of leak detection. Concretely, this section highlights the
contributions that have been a milestone in leak diagnosis. Finally, in Section 5, some recommendations
for future research are given. Appendix A presents the mathematical structure of different types of
Kalman filters that have been employed in leak detection tasks.
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2. State Estimators

In many engineering applications, some variables cannot be directly measured, either because
there are no sensors for them or because the cost is prohibitive. An alternative to addressing this
problem is to obtain a dynamical estimation of the required variables by using state estimators.

A general definition of a state estimator is as follows: an algorithmic tool that estimates the variables of
a process using (1) a mathematical model represented in state space, (2) the available measurements of the process
(inputs and outputs), and (3) an error correction (adaptation) term to ensure the convergence of the algorithm.

To derive a general structure of a state estimator, let us consider the general structure of the
continuous model of a system in a state-space representation given as follows:

ẋ(t) = f (x(t), u(t)) ,

y(t) = h (x(t)) ,
(1)

where x(t) ∈ R
n is the state vector; ẋ(t) ∈ R

n is the state derivative vector; u(t) ∈ R
m is the external

(exogenous) input vector or control signal; y(t) ∈ R
p represents the output vector, i.e., the measured

states (variables) acquired by sensors; f ∈ R
n represents the vector field; and h ∈ R

p is the continuous
output function.

Since a state estimator is the model of the system plus a correction (adaptation term), this can be
expressed as follows:

˙̂x(t) = f (x̂(t), u(t))︸ ︷︷ ︸
Model Copy

+ K (x̂(t)) (y(t)− ŷ(t))︸ ︷︷ ︸
Correction Term

,

ŷ(t) = h (x̂(t)) ,

where x̂(t) and ŷ(t) are the online estimations of x(t) and y(t), respectively; and K(x̂(t)) is the gain of
the observer. Thus, the design of the state observer consists of choosing an appropriate gain K(x̂(t))
so that the estimation error tends to 0 when t → ∞ with the desired properties of time convergence
and robustness.

If the observation error e(t) is defined as follows,

e(t) = x(t)− x̂(t), (2)

the dynamics of the error observation can be derived from (1) and (2), and expressed as

ė(t) = f (x̂(t) + e(t), u(t))− f (x̂(t), u(t))− K(x̂(t))(h(x̂(t) + e(t))− h(x̂(t))). (3)

An observer connected to a pipeline has the structure of the block diagram shown in Figure 2.
The inputs in a pipeline can be the flow rate provided by a pump, the level of a tank, the flow rate,
or the pressure that results from the opening or closing of a valve. These inputs, or at least a subset
of them, must be registered to be injected into the state estimators. The state, which is the smallest
possible subset of system variables that can represent the complete state of a system at any time, can be
either the pressure or flow rate at any coordinate along the pipeline or the position of a leak. The
measured outputs are the measurements provided by in situ sensors (flow meters, pressure transducers,
or thermocouples).
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Figure 2. State estimation process for the pipeline.

The design and choice of a state estimator depends on many factors: the application in which the
estimates will be used, the nature of the system, the nature of the variables to be estimated, the type
of information that will be available for performing the estimation, the nature of such information
(e.g., discrete or continuous), and the characteristics of the required estimates. In this spirit, an
abbreviated procedure for designing a state estimator for leak diagnosis purposes is proposed in
Figure 3.

Steps for designing a state estimator

• Step 1: Identify the available information (observations, data, measurements, and records) for
performing the estimation.

• Step 2: Formulate a model assuming convenient assumptions and constraints.

• Step 3: Set the model in a state-space representation.

• Step 4: Set the equations of the state observer.

• Step 5: Compute the gain of the state observer.

Figure 3. Procedure to design a state estimator

3. A Proposed Classification for the Kalman Filter-Based Approaches

The CPM systems that have used the Kalman filter as the principal algorithmic tool can be
categorized into three approaches, according to the architecture of the leak diagnosis algorithm. (1) The
approaches based on the estimations of a bank of filters; (2) the approaches based on the estimation of
variables (e.g., pressures and flow rates) at different locations along the pipeline; and (3) the approaches
based on the direct estimation of the leak parameters, which are added to the pipeline flow model as if
they were states.

This classification is inspired by three influential contributions that were presented in three
different years, as shown in the timeline infographic in Figure 4. In 1980, Tørris Digernes proposed the
first contribution based on a bank of Kalman filters [10]. In 1988, Benkherouf and Allidina introduced
the first contribution based on the estimation of the hydraulic variables at different points of the
pipeline [11], and in 2007, Besançon et al. proposed the first approach based on the direct estimation of
the leak parameters [12]. The following describes each of these approaches.
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Approaches based on a 
bank of filters

Approaches based on 
the estimation of 

internal pressures and 
flow rates

Approaches based on 
the direct estimation of 

the leak parameters

Figure 4. Timeline infographic of the evolution of the Kalman filter-based approaches.

Approaches based on a bank of filters. These approaches were the first proposed for detecting and
localizing leaks in pipelines by using Kalman filters. The architecture of these approaches is illustrated
in Figure 5, which is a set of Kalman filters that act (or perform an estimate) in parallel. Each filter
is different from the other because each filter is constructed from a pipeline model with a leak in
a prescribed position that is different from the leak positions involved in the other models that are
used to build the other filters. For example, a leak diagnosis algorithm for a 100-meter pipe can be
constructed with ten filters. The first filter can be designed to detect a leak in the first 10 m of the pipe,
the second in the next 10 m, and so on.
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Figure 5. Architecture of the approaches based on a bank of Kalman filters.

On the one hand, the filters forming the bank can be independent of each other, or they can be
dependent, that is, interconnected. The interconnection between filters can be cascading or peer-to-peer.
On the other hand, the information that each filter receives to make the estimate can be the same
(pressures and/or flow rates at the ends) or different (pressures and/or flow rates measured at certain
positions of the pipe).

A bank of estimators has been successfully used by commercial leak detection systems, such as
PipePatrol software supplied by KROHNE Group [13]. The main disadvantage of these approaches,
however, is that in order to have better accuracy regarding the leak position, a bank of many filters
must be designed, which implies that a high computational cost is required for finding the numerical
solution of each filter. For this reason, another class of approaches was proposed for reducing the
computational burden: the approaches based on the estimations of internal variables.

Approaches based on the estimation of internal pressures and flow rates. These approaches use a
unique Kalman filter. The states of the model used for designing the Kalman filter are the internal
pressures and flow rates at different (positions) coordinates distributed along the pipeline. Once the
states are estimated by the Kalman filter, the leak is localized by using the estimations for solving
auxiliary algebraic equations (e.g., head loss balances). The accuracy of the leak location is achieved
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by increasing the number of estimated internal variables. This fact implies that more states must
be estimated, and therefore, a greater computational burden is imparted. The architecture of these
approaches is illustrated in Figure 6.

Approaches based on the direct estimation of the leak parameters. These kinds of approaches were
proposed to avoid using several filters and to discretize the space in many nodes. In this class of
approaches, the leak localization is performed by a unique Kalman filter, which is designed from
a mathematical model that involves the leak parameters as state variables in order to be estimated.
Usually, these approaches involve the Kalman filter described in Appendix A.3. The architecture of
these approaches is illustrated in Figure 7.
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Figure 6. Architecture of approaches based on the estimation of internal pressures and flow rates.
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Figure 7. Architecture of approaches based on the direct estimation of the leak parameters.

The following section details different Kalman-based approaches that were presented over time,
and highlights the main characteristics, advantages, and disadvantages of the main contributions.
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4. Brief History

To the best of our knowledge, the first work presenting an approach based on the Kalman filter
to detect and localize faults in pipelines was written by Tørris Digernes [10]. This work, entitled
Real-time failure detection and identification applied to supervision of oil transport in pipelines, presents
a methodology based on multiple parallel filters that are independent of each other: a bank of
filters. Each filter was designed from a dynamical model representing a prescribed fault situation.
In particular, two fault types were treated by Digernes: single leaks and sensor faults. By applying
this methodology, the fault recognition is performed by identifying the filter having the highest
probability of representing the plant in the fault situation. The probability is calculated by using the
multiple-model hypothesis probability test, which when performed, requires the error estimation
between the available measurements from the pipeline and their estimates provided by the filter. To
show the potentiality of his methodology, Digernes presented some simulations’ results. In such
simulations, the features of the oil pipeline between Ekofisk in the North Sea and the terminal in
Teesside, UK, were used. The filters were designed from finite models expressed by space-discrete
equations that represent the mass and the momentum balance of the fluid in a pipeline. To compute
the estimation errors, pressures and flow rates at the inlet and outlet of the pipeline were used, as
were pressures at two points along the pipeline. The principal disadvantage of this approach is that
in case of a leak, a large number of filters is needed to obtain an acceptable resolution of the leak
position. This pioneering work has inspired another important contribution. For example, in [14,15],
the same approach was tested in a simulation environment for a long-distance pipeline of water, and
only the following aspects were different: the use of a backward time-central space discretization
scheme for lumping the continuity and momentum equations together, the use of a modified version
of the Kalman filter, and the introduction of a feedforward law for computing the leak magnitude.

Years later, Benkherouf and Allidina (B&A) presented the work entitled Leak detection and location
in gas pipelines, which proposes a Kalman filter for detecting and finding the position of a single leak [11].
The filter is based on a lumped version of a distributed one-dimensional isothermal model (two partial
differential equations describing the continuity and momentum conservation) that describes the gas
flow through a single pipeline with fictitious leaks distributed along with it. To obtain the distributed
model, both viscous and turbulent effects of the flow were neglected, and it was assumed that both the
temperature changes within the gas and the heat exchanges with the surroundings of the pipeline are
small. The lumped model was formulated using the method of characteristics (MOC). By using this
approach, the position of the leak is determined through the following algebraic equations that relate
the fictitious leaks estimated with the Kalman filter to the real one:

QL(t) =
N

∑
i=1

QLi (t), (4)

QL(t)zL(t) =
N

∑
i=1

QLi (t)zLi (t), (5)

where zL is the real position leak, QLi and zLi are the flows and positions of the fictitious leaks, i is the
fictitious leak index, and N is the total number of fictitious leaks.

The methodology of B&A surpasses the Digernes approach in the sense that only one filter has to
be designed. For this reason, it has also been the inspiration for a significant number of works. For
example, in [16], the authors used the same approach with a slight modification in the covariance
formula to locate a leak in a pipeline of water. Moreover, they tested the approach in simulations and
in the laboratory. In [17], the same approach was tested together with a technique called the extended
boundary approach. In [18], a comparison between B&A’s approach and the algorithm proposed in [19]
(which does not have the Kalman filter as a core of the diagnosis system) was presented. According to
the authors’ conclusions, the cycle time of B&A’s method is longer, but gains on accuracy.
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In 2001, Verde presented the work entitled Multi-leak detection and isolation in fluid pipelines [20],
which proposes a bank of Kalman filters for localizing leaks in a hydraulic pipeline. Each Kalman filter
is designed to diagnose a section of the pipeline, which, in fact, is divided into N sections. Concretely,
each KF is designed to estimate the states (pressures and flow rates) at prescribed points (locations) of
the pipeline by considering that a leak is occurring in a pipeline section delimited by two prescribed
points. If the pipeline is divided into N sections, as small as desired, N Kalman filters must be designed:
each one by considering a leak in a different section. If there are many sections, the computational
cost is higher. The estimation error of each KF is used to localize the leak. If a leak develops in a given
section, the error associated with the section remains around 0, and the rest do not.

Because the methodology was proposed for a hydraulic pipeline, the Kalman filters were designed
from a space-discrete version of the water hammer (WH) equations given as follows:

∂Q(z, t)
∂t

= −gAr
∂H(z, t)

∂z
− Js(Q(z, t)), (6)

∂H(z, t)
∂t

= − b2

gAr

∂Q(z, t)
∂z

, (7)

which were proposed by Chaudhry in his prestigious work Applied Hydraulic Transients [21]. For WH
equations, (z, t) ∈ [0, L]× [0, ∞) gathers the space (m) and time (s) coordinates, respectively; L is the
length of the pipe; H(z, t) is the pressure head (m); Q(z, t) is the flow rate (m3/s); b is the wave speed
in the fluid (m/s); g is the gravitational acceleration (m/s2); Ar is the cross-sectional area of the pipe
(m2); φ is the inside diameter of the pipe (m); and Js is the quasi-steady friction term, which may be
expressed by the Darcy-Weisbach relation as

Js(Q(z, t)) =
f (Q(z, t))

2φAr
Q(z, t)|Q(z, t)|, (8)

where f is the Darcy-Weisbach friction factor.
The method used to numerically solve the WH equation was the first-order finite difference

method (FDM). By assuming pressures at the ends of the pipeline as the boundary conditions and
after applying the FDM, the fluid model can be represented as n sets of coupled nonlinear dynamic
equations given in state-space representation.

In 2003, Verde et al. showed that the isolation (localization) of two simultaneous leaks is not
feasible only with steady-state data of the fluid in a pipeline [22]. For this reason, Besançon et al.
presented an approach based on a single extended Kalman filter and suitable inputs to obtain unsteady
data from the pipeline [12]. The filter was constructed from a model deduced from a. The order of this
model is the minimal to represent two leaks, so we can say that this model is a minimal-order model
for two leaks. In order to estimate two leaks, four states with a constant dynamic that represent both
positions and both leak coefficients were joined to the minimal-order model.

Since the pressures at the ends of the pipeline were considered as inputs, in order to excite the
pipeline, they were manipulated to be triangular. The estimation of the positions, and the estimation of
the coefficients, were both achieved. The estimation results have shown, however, that the estimation
is sensitive to the initial conditions. Moreover, experimental results were not presented to validate the
approach. Torres et al. presented similar methodologies in [23,24], but a lumped model obtained via
the orthogonal collocation method was used. There are two main reasons why this algorithm could not
work with experimental data. The first reason: the reduced order of the finite model that resulted from
the discretization of the spatial domain into three sections; this would not be a problem if auxiliary
inputs were not needed to ensure the convergence of the estimation. Usually, however, these inputs are
periodical with fixed or variable frequency. If the frequency of the required input is too high, the finite
model is no longer representative of a real pipeline. A solution to this concern may be the increase of
the order such that the model becomes representative to high frequencies. The second reason may be
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that the values of the leak positions may take values between 0 and L. A solution to this concern could
be a reduction of this interval.

In 2010, Dos Santos et al. introduced a new approach for detecting gas leaks in high-pressure
distribution networks [25]. Each pipeline of the network was modeled as a linear parameter-varying
(LPV) system driven by the source node mass flow together with the pressure as the scheduling
parameter. The mass flow at the offtake was considered as the system output. The leak position was
added as a state of the LPV system, from which a Kalman filter was designed. The effectiveness of the
CPM system was illustrated with real and simulated data.

In 2011, Navarro et al. proposed an extended Kalman filter for locating leaks in a plastic pipeline,
which was constructed from a discretized model both in time and in space. For the design of the
filter, the space discretization was nonuniform and was a function of the unknown leak location;
furthermore, the time domain was discretized by using Heun’s method. The method was validated in
real-time in a laboratory [26].

In 2015, Verde and Rojas presented an iterative scheme for locating sequential leaks, namely, one
leak after another. The core of the method is a continuous extended Kalman filter with a prescribed
degree of stability, which is constructed from the model of the flow in a pipeline with an equivalent
leak; check Appendix A.4. The equivalent leak is a fictitious leak with a position in which a single leak
would have to produce specific values of pressure and flow rate along the pipeline at a steady-state,
but the values are actually caused by two or more leaks [22]. The equivalent leak must satisfy two
criteria: (1) water loss equivalence and (2) energy equivalence [27]. In the case of a pipeline with a
single branch and a leak, the equivalent leak is caused by the branch and leak outflows; in addition,
it always has a position between both extractions.

In order to address the same concern, in 2016, Delgado et al. presented an approach for localizing
sequential leaks by using an extended Kalman filter (Appendix A.2) for estimating parameters
(Appendix A.3): the parameters of each sequential leak such as position and size. The filter was
designed from a discrete time-space model derived from the WH equations and was modified at each
new leak occurrence via an adaptation strategy to augment the size of the model’s state vector. The
augmentation of the state is done to include the parameters of the actual sequential leak. The approach
was validated by using experimental data [28].

In 2016, Verde et al. presented a Kalman-based approach for detecting and localizing single
leaks in a pipeline with a branch junction [29]. The approach requires the following information for
producing a diagnosis: the flow rate together with the pressure head at the pipeline ends, the position
(the spatial coordinate) of the branch junction, and the flow rate through the branch. The approach
involves a selector algorithm (a simple algebraic equation that can be deduced from a head loss
balance), and two localization algorithms, which are two Kalman filters designed from two different
mathematical models, each one representing the flow dynamics of the pipeline before and after the
branch, respectively. The goal of the selector algorithm is to indicate whether the leak is to the left
(upstream) or to the right (downstream) of the branch. Depending on the indication of the selector,
one of the two Kalman filters can be used to estimate the position of the leak. The approach was
numerically tested with synthetic and experimental data from a hydraulic test apparatus.

In 2017, Delgado et al. described the successful localization of a leak in a pipeline of the
water distribution network in Guadalajara, Mexico [30]. The localization was achieved by using
a discrete-time extended Kalman filter (Appendix A.3), which was constructed by a lumped version
of the WH equations. Additionally, Navarro et al. presented a two-stage leak isolation methodology
based on a fitting loss coefficient calibration. In the first stage, an extended Kalman filter is used to fix
the equivalent straight length (ESL) of the pipeline. Once the leak is detected, an algebraic observer
allows for estimating the leak position from the ESL fixed by the extended Kalman filter. Since leak
isolation is performed in equivalent length coordinates, a transformation to the original coordinates is
necessary [31].
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In 2018, Santos-Ruiz et al. introduced a methodology for leak detection and localization based on
data fusion from two approaches: a steady-state estimation and an extended Kalman filter [32]. The
proposed method considers only pressure-head and flows rate measurements at the pipeline end. The
approach was tested in real-time by using a USB device for the data acquisition. The novelty of this
approach is that the steady-state solution for a nonlinear pipeline model of the pipeline is merged
with the dynamic state estimation obtained from the EKF observer, by using Bayesian data fusion
in order to refine the leak diagnosis. In the same year, Delgado et al. proposed a method based on
two steps for solving the leak diagnosis problem in pipeline networks [33]. In a first step, a faulty
system and a nominal model are used to generate residuals with an analysis that allows identifying
the region where the leak occurs. As a second step and by using the information generated in the first
step, the leak position and magnitude are estimated through extended Kalman filters. The proposed
two-step methodology minimizes the problem of observer design, since it avoids the design of an
observer for each section of the network. On the other hand, Liu et al. suggested handling multi-leak
detection problems in oil pipelines by using unscented Kalman filters [34]. Leaks are detected one at a
time with an observer; therefore, the number of observers must be increased when a new leak occurs.

In Table 1, all these approaches are classified according to the decade of their presentation.
Additionally, this table contains some works that propose methodologies based on the Kalman filter
for addressing different problems associated with the pipeline operation monitoring, which does not
concern leak or fault detection.

Table 1. Classification of the approaches by decade.

Period Contributions

1980–1990 [10,11]
1990–2000 -
2000–2010 [12], [14–16], [18], [20], [23,24], [35–39]
2010-Up to the present [25,26], [28–34], [40–55],

In Table 2, a taxonomy of CPM systems according mainly to the type of Kalman filter employed in
the solution formulation of the leak detection and location is presented. In addition, other parameters
are highlighted, such as the fluid involved in the study, the type of leak, either single or multiple leaks,
and also the type of validation (in a simulation, in a laboratory, or in the field).
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According to API 1155, there are four metrics for evaluating leak detection systems: reliability,
sensitivity, accuracy, and robustness. Despite the large amount of academic work based on the Kalman
filter, however, only some of them provide a report on such metrics within a field context. In Table 3,
these works are listed.

Table 3. Contributions with declared performance metrics.

Paper Results Application

A combined Kalman filter—discrete wavelet
transform method for leakage detection of
crude oil pipelines.

Reliability: 5% of false alarms. Accuracy:
0.26% of error

Main
pipelines

Gas pipelines LPV modelling and
identfication for leakage detection.

Sensitivity: A leak about 10% of the nominal
flow rate was detected 24 minutes after its
occurrence

Main
pipelines

Identificability of multi-leaks in a pipeline Accuracy: 12% of error Main
pipelines

Minimal order nonlinear observer for leak
detection.

Accuracy: 1.36% of error with respect to the
pipeline length in a noisy data scenario.

Main
pipelines

Online burst detection in a water distribution
system using the Kalman filter and hydraulic
modelling.

Reliability: 85% of detected burst. Pipeline
networks

Real-time leak isolation based on a fault
model approach algorithm in a water
pipeline prototype

Accuracy: 3.6% of error with respect to the
ESL.

Main
pipelines

Research on natural gas pipeline leak
detection algorithm and simulation. Accuracy: 0.11% of locating error. Main

pipelines

Note that the accuracy of any methodology is strongly determined by the instruments in the
physical installation but also by the availability of a proper system model.

5. Future Research

Hitherto, three main approaches for estimating leak locations using the Kalman filter have
been reported in the literature. Such methods are based on banks of filters, on pressure and flow
rate estimations, and on the direct estimation of leak parameters. Table 2 lists our current state of
knowledge regarding leak location studies. It is clear from this table that some studies still do not
involve field testing. In addition, one can realize that most of the research has focused on detecting and
locating leaks in water pipelines. Very few studies have addressed the problem of leaks in pipelines
that transport other types of fluids, such as oil, gas, or heavy oils.

In particular, proposing a leak detection system for heavy oils is important in the petroleum
industry because of the enormous increase in oil demand and the progressive exhaustion of
low-viscosity oil reservoirs. Moreover, the leak localization in multiphase flow pipelines (typical
in oil production) is a pending issue that has not even been deeply addressed with other algorithmic
tools. Therefore, there is a clear need for laboratory investigation of leak localization in multiphase
flow pipelines.

The detection of single leaks remains an important concern that requires algorithms with better
performance metrics; therefore, it is necessary to continue investigating to improve the Kalman
filters used for it. Furthermore, most of the proposed Kalman-based approaches for single leaks
require measurements from four sensors to perform the leak localization in a pipeline. Therefore, an
improvement would be the reduction of this number of sensors. One way to do it is by using the same
technique as the inverse transient analysis (ITA) approaches, as proposed in [56], in order to deal with
the alteration of the flow through a maneuver such as the opening/closing of a valve; another would
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be by manipulating the frequency controller of a pump. The goal of this alteration is to obtain more
information on the flow status.

At this point, it is necessary to say that ITA approaches and the Kalman-based approaches
(proposed until today) have in common that an inverse problem is solved (the identification of the
leak parameters) by minimizing the error between the numerical solution of a model and the available
recordings. However, the Kalman-based approaches (proposed until today) do not need the generation
of transients as ITA approaches need, but they require more measurements to compensate for the lack
of information that a transient can give.

Regarding multiple faults, it is necessary that part of the research efforts focus on the development
of new tools for the localization of multiple leaks (or faults), since this is an important issue that has
not yet been approached meritoriously. It is worth mentioning that the presence of multiple leaks is a
very common problem in countries plagued by vandalism and theft of hydrocarbons. Usually, in these
places the pipelines are infested by simultaneously activated illegal taps.

Finally, the location of leaks using Kalman filters is a challenging area that will require rigorous
experimental validation and addressing some concerns, such as the extension of existing algorithms
for complex pipeline configurations, including branched pipelines or pipeline networks.
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Appendix A. Reminders about the Kalman Filter

The Kalman filter was first described and partially developed in technical papers by (among
others) the Hungarian émigré Rudolf E. Kálmán [57–59]. It is an algorithm used to solve the so-called
linear quadratic problem, which consists of estimating the instantaneous state of a linear dynamic system
affected by white noise; therefore, it is also known as the linear quadratic estimator (LQE). In fact, the
Kalman filter becomes an estimator that is statistically optimal with respect to any quadratic function
of the estimation error. The following presentation seeks to briefly summarize relevant concepts
presented in several prior works [57,60–63] related to the discrete Kalman filter.

Appendix A.1. The Discrete Kalman Filter

Let us start with the state-space representation (without a direct feedthrough) of a linear dynamic
system such as

x (k + 1) = Ax (k) + Bu (k) + w (k) ,

y (k) = Cx (k) + v (k) , (A1)

where w (k) and v (k) denote uncorrelated white noise processes with zero mean and covariances Q (k)
and R (k), respectively. Notice that these noises perturb both the system states and the system outputs.

Since the objective is to find the optimal linear filter, the cost function to be minimized is the
expected value of the squared prediction error as follows:

J = E
{
‖ x̂ (k + 1)− x (k + 1) ‖2

2

}
,

= E
{
(x̂ (k + 1)− x (k + 1))T (x̂ (k + 1)− x (k + 1))

}
. (A2)
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The Kalman filter can be conceptualized as two distinct phases: “prediction” and “correction”.
The prediction phase uses the state estimate from the previous time step to produce an estimate
of the state one time step ahead into the future at k + 1. This predicted state estimate, denoted by
x̂ (k + 1|k), is known as the a priori state estimate. Thus, in the correction phase, the a priori state
estimate is corrected based on the available measurements of the output y (k + 1). This improved
estimate, denoted by x̂ (k + 1|k + 1), is termed the a posteriori state estimate. The covariance matrix of
the states, which provides a measure of the estimated accuracy of the state estimate, is

P (k) = E
{
(x̂ (k)− x (k))T (x̂ (k)− x (k))

}
. (A3)

Prediction Phase

The estimates of the states (since the noise w (k) is assumed to be zero mean) are updated as

x̂ (k + 1|k) = Ax̂ (k) + Bu (k) , (A4)

based on the measurements up to time step k. By taking into account the a priori state estimation in
(A4), the covariance matrix can be written (after some algebra) as

P (k + 1|k) = AP (k) AT + Q (k) , (A5)

where the fact has been exploited that x̂ (k) and x (k) are uncorrelated with w (k).

Correction Phase

Once a new measurement y (k + 1) is available, it can be used to correct the estimates as follows:

x̂ (k + 1|k + 1) = x̂ (k + 1|k) +
+ K (k + 1) (y (k + 1)− Cx̂ (k + 1|k)) , (A6)

where clearly the estimates are based on the measurements up to time step k + 1 and the optimal
feedback gain K (k + 1) is calculated as

K (k + 1) = P (k + 1|k)CT
(

CP (k + 1|k)CT + Q
)−1

. (A7)

According to Equation (A6), K (k + 1) determines which one has more weight in updating the
estimated states: the observation error y (k + 1)− Cx̂ (k + 1|k) or the prediction of the states based on
the internal model x̂ (k + 1|k). Finally, by taking into account the a posteriori state estimation in (A6),
the covariance matrix can be updated as

P (k + 1|k + 1) = (I − K (k + 1)C) P (k + 1|k) . (A8)

The corresponding block diagram of the Kalman filter is shown in Figure A1.
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Figure A1. Kalman filter block diagram.

Appendix A.2. Extended Kalman Filter

In the theory of nonlinear state estimation, the de facto standard is the extended Kalman filter
(EKF), which is the nonlinear version of the Kalman. In many situations, one is confronted with
nonlinear system models of the form

x (k + 1) = fk (x (k) , u (k)) + w (k) ,

y (k) = gk (x (k)) + v (k) , (A9)

where w (k) and v (k) denote uncorrelated white noise processes with zero mean and covariances Q (k)
and R (k), respectively.

In the EKF, the functions fk and gk are used to compute the predicted state (from the previous
estimate) and the predicted measurement (from the predicted state), respectively. To update the
covariance matrix P(k), however, a first-order Taylor series expansion of (A9) is used. The idea is
essentially to linearize the nonlinear system around the current estimate. Thus, at each time step,
the Jacobian is evaluated by considering the current predicted states. These matrices are used in the
Kalman filter equations.

The extended Kalman filter is then given as follows.

Prediction Phase

x̂ (k + 1|k) = fk (x (k) , u (k)) , (A10)

F (k) =
∂ fk (x, u)

∂x

∣∣∣∣
x=x̂(k),u=u(k)

, (A11)

P (k + 1|k) = F (k) P (k) FT (k) + Q (k) . (A12)

Correction Phase

G (k + 1) =
∂gk+1 (x)

∂x

∣∣∣∣ x = x̂ (k + 1|k) , (A13)

K (k + 1) = P (k + 1|k) GT (k + 1)×(
G (k + 1) P (k + 1|k) GT (k + 1) + Q (k + 1)

)−1
, (A14)
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x̂ (k + 1|k + 1) = x̂ (k + 1|k) +
K (k + 1) (y (k + 1)− gk+1 (x̂ (k + 1|k))) , (A15)

P (k + 1|k + 1) = (I − K (k + 1) G (k + 1)) P (k + 1|k) . (A16)

Appendix A.3. Extended Kalman Filter for Parameter Estimation

By augmenting the state vector x(k) with a parameter vector θ, the EKF can be used for state and
parameter estimations. The augmented system can be written as follows:[

x̂ (k + 1)
θ̂ (k + 1)

]
=

[
f (x (k) , θ (k) , u (k))

θ (k)

]
+

[
w (k)
ξ (k)

]

y (k) = g (x̂ (k)) . (A17)

Notice that the parameters are modeled as constant quantities disturbed by white noise.

Appendix A.4. Continuous Extended Kalman Filter With a Prescribed Degree of Stability

Let us consider a continuous nonlinear system that can be represented by the following equations:

ẋ(t) = f (x(t), u(t)),

y(t) = h(x(t)),
(A18)

where x(t) ∈ R
q is the state, u(t) ∈ R

p the input, and y(t) ∈ R
m the output. An observer (A18) can

then be designed as follows:

˙̂x(t) = f (x̂(t), u(t)) + K(t)[y(t)− h(x̂(t))], (A19)

where the state estimate is denoted by x̂(t), and the observer gain K(t) is a time-varying q × m
calculated as

K(t) = P(t)CT(t)W−1, (A20)

where P(t) is a matrix calculated by using the next differential Riccati equation

Ṗ(t) = (A(t) + αI)P(t) + P(t)(AT(t) + αI)− P(t)CT(t)W−1C(t)P(t) + Q, (A21)

which involves the following Jacobians

A(t) =
∂ f
∂x

(x̂(t), u(t)), C(t) =
∂h
∂x

(x̂(t)),

P(0) = P(0)T > 0, Q = QT ≥ 0, W = WT > 0.

In the Riccati Equation (A21), α > 0 is a parameter that provides a stability degree to the estimation.
Furthermore, by manipulating this parameter, the estimation rate (convergence time) can be tuned.
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