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Preface to “Selected Papers from the 15th 
OpenFOAM Workshop” 

The 15th OpenFOAM Workshop—A Virtual First, Jonathan S. 
Pitt, Chair 

The 15th OpenFOAM Workshop (OFW15) was held virtually from 22–26 June 2020, and 
was hosted by Virginia Tech, from Arlington, Virginia. While the workshop was overall 
considered a success, given the events of 2020, there were moments when such an outcome was 
in doubt. Nevertheless, through agile adaptation to a completely online format by both the 
organizers and the attendees, OFW15 was able to not only continue the tradition of grass-roots 
information sharing among OpenFOAM1 users worldwide, but was also able to set several firsts 
that are likely to continue in future workshops. In this article, the experiences of the organizers, 
and the outcomes (some unexpected) of moving a 200+ attendee workshop online, just three 
months before the events are detailed. Before continuing, it is imperative to acknowledge all those 
whose contributions were critical to the success of OFW15: The OpenFOAM Workshop 
Committee, members of the local organizing committee, Virginia Tech Continuing and 
Professional Education, the keynote speakers and trainers who volunteered their time, and the 
workshop’s sponsors, ENGYS2 and OpenCFD. 

A Change of Trajectory—A Virtual Format 

Originally planned to be held in-person in Arlington, VA, from 22–25 June 2020, Virginia 
Tech was selected to host the 15th OpenFOAM Workshop at the previous workshop (OFW14), in 
July of 2019. Expected to draw 200–250 attendees, the local organizing committee began the 
usual process of secur  space, speakers, and developing budgets. However, in March of 
2020, just three months before the planned start of the event, the COVID-19 pandemic gripped 
the world, and the reality of an in-person event quickly dissolved. Faced with the decision to 
outright cancel the event, the organizers instead saw this as an opportunity for a computer-
savvy audience to set an example for a virtual conference, and the OpenFOAM 
community responded with enthusiasm. 

OFW15 was quickly restructured to be the first virtually conducted OpenFOAM 
Workshop, and was planned to be a synchronous event delivered via the Zoom3 platform. The 
decision to ho  the event synchronously was driven by the desire to enable live audience 
participation during technical presentations; however, it came with the adverse effect of 
conducting the workshop at more favorable or adverse local times worldwide. The general nature 
of the program remained the same: keynote talks, training sessions, and contributed individual 
technical presentations and posters remained on the program. 

1 OpenFOAM® is a registered trademark of OpenCFD Limited, producer and distributor of the 
OpenFOAM software via https://www.openfoam.com. 

2 http://www.engys.com 
3 Copyright ©2021 Zoom Video Communications, Inc. All rights reserved. 

https://www.zoom.us 



In addition to Zoom platform for the delivery of technical material, the WHOVA 4 
application for conference delivery was engaged by the organizers. This provided a platform for 
the real-time delivery of schedule updates and announcements, but most importantly, provided 
a platform for real-time communication between attendees. Such a feature was greatly received 
by participants, with many discussion groups organically occurring during the workshop, 
enhancing the overall attendee experience. 

OFW15 by the Numbers 

The 15th OpenFOAM Workshop recorded the highest level of participation of any previous 
iteration of the meeting. Figure 1 displays the final tallies of registered participants, number of 
technical contributions by category, and a breakdown by continent of the self-reported country 
home of each of the technical contributors. At 336 registered participants, this was certainly the 
largest audience to attend an OFW. The number of technical contributions and training sessions, 
a key component of the workshop, were similar to past workshops. The organizers consider this 
to be an exceptional attendance, especially given the change in venue and delivery method so 
close to the planned start of the workshop. Figure 2 displays a visual map of the 39 countries 
represented by the registered attendees at the 15th OpenFOAM Workshop.

Figure 1. Attendance and participation number for OFW15 (left) and a breakdown by continent 
of self-reported country by technical contributors (right). 

4 https://www.whova.com/ 



Figure 2. Visual map of the 39 countries represented by registered attendees at OFW15. 

Unexpected Outcomes and Lessons Learned 

Conducting the 15th OpenFOAM Workshop as a virtual event resulted in a number of 
lessons learned along the way, and resulted in some very positive unexpected outcomes. We list 
here a number of observations, supported by attendance figures above and feedback from the 
attendee survey: 

The virtual format and subsequent reduced attendance fee greatly expanded the aperture 
of individuals who were able to attend OFW15. The immediate effect of this was a wider 
international audience for the dissemination of OpenFOAM-related information and 
experiences, no doubt increasing the use of open-source CFD software worldwide. 
Participation during technical presentations, particularly in the form of asking questions, 
was observed to be significantly greater than during in-person events. The ability of 
individuals to ask questions via the Zoom chat feature was essential to interaction during 
OFW15. This was an unexpected, but welcomed, outcome from the virtual format of the 
workshop. 
The decision to host has, even synchronously, led to increased interactions among 
attendees; however, it may have significantly influenced participation from regions where 
the local time was favorable. This may be a reason for over-representation from North 
America and Europe in the contributed technical material; however, these two regions also 
represent some of the historically higher locations of OpenFOAM usage. 
While the traditional face-to-face informal conversations that are often critical to the 
workshop or conference experience were not possible, the inclusion of the WHOVA 
platform as part of the workshop allowed for individual attendees to connect with one 
another. 

Reflections and Looking Forward 

The decision to re-organize the 15th OpenFOAM Workshop into the first ever virtual 
instance of the event stimulated an even greater level of participation in the event than expected, 
and enabled access to the event for many individuals who would have otherwise been unable to 
attend. The net effect was to reduce the barrier to entry to learn more about the OpenFOAM 
platform and engage new users worldwide—precisely the goal of the OpenFOAM Workshop 
from its beginnings. Thinking back to a decision to possibly cancel the workshop now seems 
anathematic to our way of life, and the continuation of scientific pursuits. 



Looking forward to future workshops, the role of virtual attendance options cannot be 
overlooked. The benefit of the engagement of groups that may otherwise be unable to participate 
is significant; however, the logistics of providing hybrid in-person and virtual workshop 
experiences are still in the experimentation phase. There is no doubt that future OpenFOAM 
Workshops will continue this upward trajectory, and set their own firsts as well. 

 
Chair, 15th OpenFOAM Workshop  
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Abstract: In the reduced acceleration environment aboard orbiting spacecraft, capillary forces are often
exploited to access and control the location and stability of fuels, propellants, coolants, and biological
liquids in containers (tanks) for life support. To access the ‘far reaches’ of such tanks, the passive capillary
pumping mechanism of interior corner networks can be employed to achieve high levels of draining.
With knowledge of maximal corner drain rates, gas ingestion can be avoided and accurate drain transients
predicted. In this paper, we benchmark a numerical method for the symmetric draining of capillary
liquids in simple interior corners. The free surface is modeled through a volume of fluid (VOF) algorithm
via interFoam, a native OpenFOAM solver. The simulations are compared with rare space experiments
conducted on the International Space Station. The results are also buttressed by simplified analytical
predictions where practicable. The fact that the numerical model does well in all cases is encouraging
for further spacecraft tank draining applications of significantly increased geometric complexity and
fluid inertia.

Keywords: capillary flow; container draining; CFD; interior corner; capillary fluidics; contact angle; tankage

1. Introduction

Capillary draining dictates the fluid withdrawal rate of precious fuels, propellants, coolants,
and aqueous solutions prevalent on spacecraft. For the specific example of liquid fuels aboard orbiting
spacecraft, capillary draining can serve as a limit to the life of the spacecraft if and when the residual fuel
in the tank is or becomes inaccessible. It is essential to establish the maximum capillary flow rate at which
a container in a microgravity environment can be drained. Interior corner devices constructed of ‘vanes’
provide a geometric family of propellant management devices (PMDs) [1]. Such constructs have also been
studied for the practical purposes of enhancing bubble coalescence and/or breakup [2,3], stabilization of
liquid columns from ‘g-jitter’ induced by orbital maneuvers, docking and crew activity [4], and inhibiting
choked flows [5]. Interior corners can be used to both enhance and hinder flows [6]. Herein, we study
simple interior linear corners and corners with increased geometric complexity.

A drain application is sketched in Figure 1, where a right circular cylinder is drained in low-g.
As liquid drains, its topology changes, and a dry region forms at the base. It is this late stage draining
(Figure 1, far right) we consider, as such transients can be critical for fluid withdrawal. For sufficiently
small stream-wise curvature, one can imagine a ‘cut’ along the single drain port, the unraveling of

Fluids 2020, 5, 207; doi:10.3390/fluids5040207 www.mdpi.com/journal/fluids
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which yields a linear corner (cross section shown bottom right of Figure 1) with a drain at each end:
hereafter referred to as a double-drain (Figure 2). In this work, we simulate double-drain problems.
We quantitatively assess meniscus evolution profiles, maximal interfacial height, and volumetric drain
rates. Simulations are validated against a simplified analytical model formulated and experimentally
analyzed by Weislogel and McCraney [7] (ICF-1 test cell below). The simulations are then extended to
model new, more complex geometries (ICF-8 test cell below) also conducted experimentally aboard the
International Space Station (ISS).

h

Figure 1. Simple example of capillary draining in a zero-gravity environment. The late-stage draining
condition (right) yields a thin visco-capillary flow that is approximately linear, with approximately
2D-Cartesian cross-section sketched (far right).

Figure 2. Schematic of double-drain flow analytical and computational domain. Drain ports are symmetric
at z = ±L, where volumetric sink flow rates Q(t) are specified: (a) perspective view and (b) cross-sectional
view, dashed end cropped from computational domain.

2. Background

The capillary driven flows of this investigation are created by underpressure gradients in the
liquid caused by positive streamwise curvature gradients in the liquid free surface. Such gradients

2
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result from forced flows or in many cases spontaneous wicking flows determined by initial conditions.
All such curvature gradients arise as the liquid seeks to establish contact angle boundary conditions
at the liquid–solid–gas line of contact (i.e., the wall of the container). The ‘contact line’ is thus a
critical boundary condition. Unfortunately, for the contact line to move, it must appear to violate
the no slip condition. This quandary has received significant attention over many decades from
theoretical [8,9], experimental [10,11], and numerical [12,13] perspectives. The concern is exaggerated in
low-g environments where uncertainties in the essentially nanoscale region of the contact line can influence
literally tons of liquids at the O(1m) scale. Practical numerical models of such flows treat shortcomings in
our physical understanding of the moving contact line with a variety of simplifications in an attempt to
discretize competing mathematical models of the phenomena. We highlight a limited selection of recent
research that applies most directly to our numerical method.

For example, while high Capillary number oscillatory flows require dynamic contact angle
models [3,14], recent studies in similar capillary regimes to those studied herein report encouraging,
if not surprising, constant contact angle simulation results. Gurumurthy et al. [15] investigate the
spontaneous rise of a liquid in an array of open rectangular channels, where OpenFOAM simulations
agree well with power-law theoretical predictions. Malekzadeh and Roohi [16] study flow behavior
and droplet formation in T-junction micro-channels, where OpenFOAM simulations agree well with
micro-channel experiments. Yong-Qiang et al. [17] simulate capillary rise in fan-shaped interior
corners, such that each wall of the corner has a specified constant contact angle not necessarily that
of its neighbor, where simulations carried out in FLOW-3D, compare well to drop tower experiments.
Arias and Montlaur [18] analyze bubble generation in a capillary T-junction geometry, and report that,
while contact angle is a sensitive parameter for low Capillary number O(10−3), for large Reynolds number
O(102 − 103) flows, less than 4% error is maintained for all measured quantities between ANSYS VOF
simulations and micro-channel experiments. Klatte et al. [19] simulate parabolic flight and drop tower
capillary drain-fill wedge geometries in microgravity using a pressure potential field within the static
equilibrium Surface Evolver algorithm [20], reporting agreement within 2% for all measured quantities.
Such simulation agreement with experiments and theory for a variety of capillary-dominated flow regimes
gives confidence to the simple use of the static contact angle model. As such, the simulations reported
herein assume a constant contact angle.

Regarding our numerical approach, the VOF method implemented in OpenFOAM’s interFoam flow
solver produces an interface stretching over a few computational cells [21]. This non-sharp volume
fraction can lead to curvature errors, inducing non-physical spurious currents [22]. These stem from the
inability of the surface tension algorithm to evaluate a constant interface curvature, thereby generating
non-physical capillary waves [23]. While level set methods can be shown to run faster and more accurately
calculate curvature, mass-conservative schemes remain challenging [24]. A recent comprehensive review
of spurious currents in VOF and level set methods was conducted by Popinet [25]. Soh et al. [26] study
droplet formation in T-junction micro-channels, where smoothing operations applied to OpenFOAM’s
VOF model minimize spurious velocities, improving simulation-experimental agreement. Sontti et al. [27]
employ a coupled level set and VOF method, reporting reduced spurious currents compared to the sole
VOF counterpart, thereby in better agreement with the micro-channel experiments. Guo et al. [28] replace
the ANSYS continuum surface force model with a modified height function method, resulting in increased
accuracy for micro-channel annular flows. While the state of the art is ripe with techniques to minimize
spurious currents, prior to simulating transient drains, we first analyze a static liquid supported in a wedge
geometry in a zero-gravity environment where we find negligible spurious velocities, adding confidence
to the reported simulations.

3
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3. Experiments and Data Reduction

The Capillary Flow Experiments (CFE) conducted aboard the ISS were a series of handheld,
large length scale (<20 cm) experiments. CFE was pursued to provide data for analytical and numerical
model development for capillary flow phenomena relating to moving contact line boundary conditions,
critical geometric wetting, and interior corner flows. The latter were pursued via 9 Interior Corner Flow
(ICF) test vessels (ICF-1, ICF-2, ..., ICF-9), each representing a geometry of practical concern. A video
archive for the ICF test suites is publicly available through login at the mainpage https://psi.nasa.gov/,
mission narrative explained at https://www.nasa.gov/sites/default/files/atoms/files/psi_researchers_
guide-tagged.pdf. The double-drain tests analyzed herein were conducted in late 2016 and early 2017.
Figures 3 and 4 provide an annotated image, solid model, and wire model for the ICF-1 and ICF-8
test vessels respectively. For each test, a given ICF vessel is placed on an ISS workbench, back-lit by a
diffuse light screen via cabin lighting, and filmed via an HD Canon XF305 video camcorder fabricated
in Tokyo, Japan. During the approximately 3 h of manual crew interaction with each ICF vessel on the
ISS, a suite of capillary drain tests were performed. The astronauts drain liquid from the Tapered Section
into the Reservoir by turning the Piston Dial counterclockwise. While draining, capillarity wicks fluid
into the Interior Corner, the central geometric drain element spanning the vessel length. The drain tests
reported herein were performed with Control Valve 2 fully open while Control Valve 1 was adjusted to
approximately balance draining resistances in both valves. In this manner, astronauts evenly drained both
sides of the Interior Corner, minimizing meniscus height at the two vessel outlets without ingesting gas
and emulating a double-drain similar to Figure 1 (right), shown schematically in Figure 2.

Figure 3. Annotated ICF-1 test Vessel: (a) apparatus, (b) solid model, and (c) wire model with dimensions
in mm, where large (bottom) to small (top) cross-sectional isosceles triangles are congruent through a
20:13 ratio.

4
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Figure 4. Annotated ICF-8 test Vessel: (a) apparatus, (b) solid model, and (c) wire model with dimensions
in mm.

Digitized time-dependent interface profiles are readily collected from the ICF data with which
comparisons to analytical and numerical predictions are straightforward. We pursue this tack herein
following a brief review of a simple analysis applied to the subject double-drained interior corner.
We eventually increase the geometric complexity of the corner such that the simple analytical model
below no longer applies, but the experimental and numerical comparisons remain immediate.

Further details of the experimental data reduction process are briefly discussed here. The primary
objective is to digitize the experimental fluid interfaces he to determine and compute meniscus profiles
and instantaneous drain rates. In-house interfacial tracking algorithms were developed to extract the
interface position from the images. The experimental volume Ve remaining in the Tapered Section was
then computed via a meniscus integration over he using

Ve = FA

∫ L

−L
h2

e dz, (1)

where FA is a geometric constant reported in Table 1, L and z shown in Figure 2. There are two ways to
establish the experimental drain rate Qe: (1) time rate of change of Ve, and (2) transient piston position
during the drain process, Figure 3a. The latter is not sufficiently accurate to determine Ve: the image
pixel resolution combined with the large piston area can yield measurement errors several times larger
than the measured quantity, Figure 5a. Figure 5b presents a sample volume integration method for Qe.
The volumetric drain rates at experimental frame times were smoothed via trapezoidal interpolation,
maintaining the overall volume-time integral average, but smoothing the drain rates. Figure 5b plots raw
and smoothed values for Qe. In this manner, draining appears continuous despite the nearly peristaltic

5
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method applied by the astronauts (i.e., nearly continuous counterclockwise hand turn of the Piston Dial).
Total drain time is 70 s for ICF-1 and 69 s for ICF-8. We note he was not tracked near the container edge
due to light reflection impeding the interfacial tracking algorithm.

Table 1. ICF-1 fluid properties, scales, and constraints. Dual values listed as (experiment, simulation) when
different from each other.

Property Units ICF-1 ICF-8

Density, ρ kg m−3 950 910
Viscosity, μ kg m−1 s−1 0.0190 0.00455

Surface tension, σ N m−1 0.0206 0.0197
Contact angle, θ deg 0◦ 0◦

Scales Units ICF-1 ICF-8

Half angle, β deg 15◦ 25◦
Flow length, L mm 63.5 80

Initial half volume, Vi mm3 1468, 1484 10,096, 10,549
Height, H =

√
Vi/FAL mm 8.8, 8.9 15.3, 15.6

Velocity, W = σεFi sin2 β/μ f mm s−1 4.5 31.5, 32.2
Flow rate, Q ∼ WFA H2 mm3 s−1 105.0, 106.2 3970, 4241

Time, t ∼ L/W s 14.0 2.54, 2.49

Lubrication Assumptions Constraint ICF-1 ICF-8

Slender geometry, ε = H/L ε2 � 1 0.0194, 0.0196 0.0364, 0.0381
Low streamwise curvature ε2 f � 1 0.0068 0.0267, 0.0279

Capillary dominance Bo � 1 ∼ 10−4, 0 ∼ 10−4, 0
Low intertia ε2SuF2

i sin4 β/ f � 1 0.0029, 0.0030 0.5111, 0.5340
Concus-Finn wetting θ < 90◦ − 2β satisfied satisfied

0 10 20 30 40 50 60 70

0

200

400
interface
piston

0 10 20 30 40 50 60 70
0

50

100

(a)

(b)

Figure 5. ICF-1 Qe (a) measurement error for piston (dashed, box-whisker) and interfacial (dashed) tracking,
where whisker length and dashed line thickness indicate measurement error for each respectively and (b)
trapezoidal-integrated smooth (dashed) alongside raw (discontinuous black, solid).

4. Numerical Model Review

The ICF test cell sections were stenciled in Fusion 360, a CAD Autodesk tool. The stencil was meshed
in snappyHexMesh, refining hexagonal cell layers near the surface geometry. The initial cell count was
42,571 cells for ICF-1 and 121,860 cells for ICF-8, with a one layer dynamic mesh refinement imposed at
the interface (8 cell sub-refinement per interfacial cell). The simulation run time was approximately 20 and

6
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80 h for ICF-1 and ICF-8, respectively on an AMD EPYC 7281 Hexadeca-core (16 core) processor running
parallel on all 16 cores. Initial conditions were specified via swak4foam, detailed below. Transverse and
axial symmetry boundary conditions were implemented in the z = 0 and x = 0 planes, respectively
(Figure 2), reducing the computational domain to 1/4 the Tapered Section. The vessel walls impose no slip
and a constant contact angle. Since lubrication approximations are satisfied (Table 1), and by choice of
scales that absorb many dynamic contact angle geometric effects [29], a constant contact angle model is
qualified [30,31]. The exit port imposes a uniform velocity that linearly interpolates specified velocities
temporally. To conserve mass, an atmospheric boundary condition is imposed on a rectangular portion of
the vessel roof. The sharp lower interior corner y ∈ [0, 1.5] mm of the Tapered Section was removed for
efficient meshing and run times (Figure 2b). For ICF-1, the upper portion (y > 18 mm) of the section was
removed for computational efficiency. These assumptions had negligible effects on the numerical results.

The interFoam solver is chosen for this laminar, incompressible, two-phase fluid flow. A VOF
technique at the free surface is prescribed with scalar indicator function α ∈ [0, 1] such that α = 0 implies
the computational cell is gas and α = 1 implies the computational cell is liquid. All cells average fluid
properties based on the volume fraction fraction of liquid, using density ρ as an example:

ρ = αρl + (1 − α)ρg (2)

where subscripts l and g denote liquid and gas, respectively. Incompressiblity implies α satisfies the
advection equation:

∂tα +∇ · (αu) = 0 (3)

where u = 〈ux, uy, uz〉 is the fluid velocity. Continuity and momentum equations governing the flow are

∇ · u = 0, (4)

∂t(ρu) +∇ · (ρuu) = −∇P +∇ ·
(

μ
(
∇u +∇uT

))
+ Fb, (5)

for pressure P and dynamic viscosity μ. Force Fb = σκ∇α is the surface tension body force vector modeled
by the continuum surface force method of Brackbill et al. [32], where σ is the liquid–gas surface tension
and κ = −∇ · (∇α/|∇α|) the liquid–gas interfacial curvature. The aforementioned equations of motion
are well-posed once an initial condition is specified. ICF-1 imposed a constant, initial height hs = 9.3 mm,
determined to match the initial experimental volume. ICF-8 imposed a constant initial height hs = 17.2 mm,
where draining was suspended for the next 3 s to allow the liquid to fill the vanes and establish a static
equilibrium where experimental and simulation heights agree, at which point draining begun. Time t = 0
corresponds to the time draining ensues. The PIMPLE algorithm is applied for pressure–velocity coupling
with increased stability (nCorrectors set to 3). Time integration is performed via first order Euler scheme,
allowing a dynamic time step bounded by maximum Courant number 0.2 [3,14–16]. A first order Gauss
linear scheme discretizes the gradient terms. Second order Gauss linear, upwind, and vanLeer schemes
discretize the divergence terms.

A mesh-independence study was conducted to demonstrate spacial convergence and justify cell
refinement. Figure 6 presents time averaged simulation peak center-line interfacial height hs and time
averaged volumetric flow rate Qs (reference Figure 2a) as percent errors against the base case 42,571 cell
count ICF-1 vessel. Both quantities plotted are functions of the percent of the initial 42,571 cell count.
We see that increasing the cell count by 10% has less than 1% change in reported values. Then, we conclude
the reported results are mesh-independent.

7
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Figure 6. Convergence plots, where (a) percent height error %Δhs and (b) percent volumetric flow rate
error %ΔQs are compared against the ICF-1 analytic study as functions of the reported percent mesh count.
Values time-averaged for the first 15 s of draining.

Saufi et al. [33] study spurious currents in the interFoam solver, placing a 1 mm diameter water droplet
in a medium. After 0.2 s, improper curvature calculations resulted in catastrophic droplet deformation.
For the ICF-1 vessel, we conduct a similar study: draining is switched off and a slab of liquid is placed in
the wedge. Sufficient time is given for the liquid to wick through the corners until static equilibrium is
maintained. We then compute the Capillary number μV/σ at each time step, where here V = ‖U‖∞ over
the entire liquid domain. For the next 20 s, we report all Capillary numbers less than 0.02. Figure 7 plots
interfacial velocity vectors at their corresponding locations and the underlying liquid for several times.
Clearly, the interface is stable, owing to the wedge support. Thus, while infectious to numerous flow
problems, we report small spurious currents that are unlikely to significantly cloud the simulation results.

Figure 7. Part of ICF-1 cross-sectional slice with liquid (red) in equilibrium, normalized velocity |U|
interfacial vectors with colorbar magnitude (not pertaining to solid red liquid) at (a) 0 s, (b) 10 s, and (c)
20 s.
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5. ICF Experiments and Simulations

5.1. Hypothesis

This study attempts to validate the working hypothesis: OpenFOAM’s non-modified interFoam
solver accurately predicts large length scale (centimetric) capillary drainage in wedge geometries. ‘Accurate’ is
assessed via analyzing three fundamental parameters described in detail below: peak interfacial height
h, volumetric flow rate Q, and meniscus evolution h(z, t). We first benchmark the simulations against a
simple analytical corner drain model, Section 5.2. Closed-form expressions (6)–(10) are readily compared
to the simulations. We then simulate two flight experiments: smooth wedge walls ICF-1 Section 5.3,
and the wedged-vane network of ICF-8, Section 5.4. An analytical model is also compared to both where
appropriate. We assess the aforementioned quantities and compare simulations to experiments.

5.2. Simplified Analysis

A single symmetric double-drained interior corner is sketched in Figure 2. Symmetric flow is assumed
with liquid volumetric flow rate Q(t) specified at each drain port z = ±L, where the meniscus height
h(±L, t) = 0 is specified. If the liquid wets the corner such that the Concus–Finn corner wetting condition
is satisfied [6] (Table 1), the liquid spontaneously wets into and along the interior corner. As draining
at z = ±L ensues, the capillary pressure becomes increasingly negative via P ∼ −1/h(z, t), and liquid
migrates by capillarity toward the drain ports where depth h is shallowest. Following [7], all variables
are non-dimensionalized according to Table 1 values and presented as dimensionless unless otherwise
specified. We invoke subscripts e, s, a to denote experimental, simulation, and analytic analysis values,
respectively. For a long narrow channel satisfying the constraints of Table 1, an asymptotic lubrication
prediction for ha(z, t) is

ha(z, t) =
F(z)

ti + t/ti
, (6)

F(z) =
(

a0(1 − z)− 27
20

a2/3
0 (1 − z)8/3 +

243
650

a1/3
0 (1 − z)13/3

)1/3
, (7)

where ti = 2.2059 is a constant determined by the dimensionless initial half-domain volume and a0 =

729(10 + 7
√

2)/500 is a dimensionless constant determined by the meniscus slope at the drain port.
Solutions for respective interface peak height ha(z = 0, t), liquid half-domain volume Va(t), and liquid
half-domain volumetric flow rate Qa(t) are given by

ha(z = 0, t) =
1.178

1 + t/ti
, (8)

Va(t) =
1

(1 + t/ti)2 , (9)

Qa(t) =
0.907

(1 + t/ti)3 . (10)

The model above assumes idealized exit conditions and geometry. Such a flow may also be simulated
via OpenFoam using the geometric assumptions identified in Figure 3 for the ICF-1 vessel geometry.
Excellent agreement is found for the simplified analysis and OpenFoam simulations for the first 30 s of
drain process: |hs(z = 0)− ha(z = 0)| < 6.5% and |Qs − Qa| < 4.5% (Figure 8a,b). During the simulation,
at approximately t = 30 s the drain port ingests gas, significantly retarding Qs. The time at ingestion
is shown in Figure 8b (dotted line). Figure 8c plots (7) against hs · (ti + t/ti) at half-second intervals

9
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for the first 30 s of draining. The collapse of simulation profiles demonstrates the numerically verified
self-similarity of the flow as suggested by the simple theory (6).
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Figure 8. (a) hs (dashed) and ha (8) (solid) plotted against time, (b) Qs (dashed) and Qa (10) (solid) plotted
against time, with ingestion time t = 30 s (dotted). (c) h · (ti + t/ti) (red) profiles plotted against lubrication
theory (7) (black) at half second intervals for the first 30 s of draining. Simulation initial and boundary
condition match lubrication prediction.

5.3. Comparison of Numerics and Analysis with Experiments for ICF-1

Figure 8 presents simulation results with the simple theoretical predictions (6)–(10). The analytical
model assumes a point sink for the drain port, which excludes the possibility of gas ingestion. For drain
ports with finite radii (ICF-1), a zero meniscus height specified at the drain port implies that gas ingestion
is imminent. To circumvent immediate gas ingestion, the simulation initial condition incorporates a thin
film ε0, hs(z, t = 0) = F(z)/ti + ε0 in (7), where ε0 = 0.5 mm. A uniform velocity boundary condition is
prescribed at the drain port Uvel = V′

a(t)L/(ViWπr2), where r = 2 mm radius drain port, scales defined
in Table 1. This velocity condition is consistent with the analytical model prediction, which enforces
hs(z = L, t) = 0. The experimental results of ICF-1 are also presented, the computational domain shown
in Figure 9.

Figure 9. ICF-1 computational domain showing (a) liquid volume as phase fraction α < 0.6 and (b) phase
fraction α interpolated throughout each computational cell (outlined in white).
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Figure 10 shows a still image of ICF-1 experimental draining alongside a 3D cross-sectional
simulation image for qualitative comparison. Figure 11a,b presents simulation, experimental, and simple
analytical results. Lack of gas ingestion is observed for the full elapsed drain time, where excellent
simulation-experimental volumetric flow rate agreement is seen: |Qs − Qe| < 4%, Figure 11b.
Meniscus height hs agrees well with he but coincidence is not expected: hs(t = 0) was determined
to satisfy Va(t = 0) = Ve(t = 0). Additionally, the simulations are drained unevenly about z = 0; as such,
for early times he(z = −L) < hs(z = −L) and he(z = L) > hs(z = L). Despite these discrepancies,
|hs(z = 0)− he(z = 0)| < 10%. At z = ±L the experimental flows were observed to wick up the edge
toward the upper surface of the vessel, shown in Figures 10a and 11c. This expected migration owes to the
PDMS liquid perfectly wetting (0◦ contact angle) the vessel walls. The analytical model predictions are
shown to increasingly under-predict he at late times, as evidenced in Figure 11a. This expected result owes
to the ha(z = ±L) = 0 boundary condition.

Figure 10. Profile view of the ICF-1 Tapered Section filled with liquid (red) at t = 10 s (a) during experiment
and (b) simulation, where gray implies interfacial volume fraction α = 0.5.
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Figure 11. (a) hs (dashed), ha (8) (solid), and he (ticks) plotted against time, (b) Qs (dashed), Qa (10) (solid),
and Qe (ticks) plotted against time; (c) dimensional hs (dashed) plotted against he (solid) at specified times.

5.4. Comparison of Numerics with Experiments for ICF-8

In a similar manner to the ICF-1 vessel, an image of ICF-8 was shown in Figure 4. In this container,
a snow-cone cross-sectioned interior corner test cell is further partitioned by vane segments along the
z-axis as detailed in Figure 4c. This vessel was designed to study bubble separation characteristics in such
geometries, but the double-drain flow could be established and was demonstrated on the ISS. The corner
flow again provides symmetric draining of the container with the vane segments adding geometric
complexity by introducing a second stream-wise curvature component to the free surface. A sample
draining event is shown in Figure 12. The verified OpenFoam software was re-programmed for the ICF-8
geometry. Simulation results are compared to the ICF-8 experiment data in Figure 13. The initial condition
for the numerical computations of hs = 18 mm was given 3 s to relax to equilibrium, as θ = 0◦ induces
wicking along the edges and notably within the vaned segments of the container. The initial height hs = he

was also selected resulting in the mismatched initial volumes, Table 1, which is attributable to image
analysis limitations detecting the meniscus edge everywhere in the container (i.e., side walls and upper
corners). To address this issue, we non-dimensionalize ICF-8 computational results with Ve. The following
analysis reports draining at t = 0 s. The total duration of the drain time of this test is 69 s.
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Figure 12. 3D side perspective of the ICF-8 Tapered Section filled with liquid (red) at t = 25 s (a) during
experiment and (b) simulation, where gray implies interfacial volume fraction α = 0.5.
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Figure 13. (a) hs (dashed), ha (8) (solid), and he (ticks) and (b) Qs (dashed), Qa (10) (solid), and Qe (ticks)
with time. (c) Dimensional hs (dashed) against he (solid) at specified times.

Figure 13a,b presents comparisons of the simulations and experimental results. The absence of gas
ingestion is observed for the full elapsed drain time, where excellent simulation-experimental volumetric
flow rate agreement is seen: |Qs − Qe| < 4.5%, Figure 13b. Meniscus height error is reported |hs − he| <
16% for the full 69 s drain, where we note |hs − he| < 6% for the first 60 s. The analytic model for a
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simple interior corner is also presented for token comparison despite the significant violations of model
assumptions attributed to the vane-segment geometry.

6. Discussion

The Bond number Bo ≡ ρgH2/σ and Suratman number Su ≡ ρσH/μ2 determine the relative
strength of hydrostatic pressure to capillary pressure and capillary inertia to viscous resistance, respectively.
Values for these critical dimensionless groups are listed in Table 1. The dimensionless parameters for
viscous resistance Fi = 0.1560, section area FA = 0.2955, and surface curvature f = 0.3492 depend on
system geometery only through corner half-angle β and liquid contact angle θ. Further details are provided
in [7].

In reference to Figure 11b, at small amounts of time, ICF-1 Qa nearly doubles Qe. Defining time
t = 0 s as the moment the astronaut began draining the test cell, the video shows several seconds before
approximate zero height is realized: the astronaut drained the container much slower than the simple
analytical model prediction assumes. For large amounts of time, self-similarity is achieved, as Qa closely
predicts Qe. Though disagreement is exaggerated for the analytical model at early times, the OpenFOAM
simulations accurately capture Qe for all time. In late stage draining, ha under-predicts he.

The analytic model works well to predict the draining flow in ICF-1, but predictable errors are
observed when the model is inappropriately extended to the draining flow of ICF-8. In general, the simple
analytical model assumes negligible inertia. Table 1 lists the order of magnitude expectations of inertia for
both ICF-1 and ICF-8 flows, where it is observed inertia is non-negligible for ICF-8. Figure 13b corroborates
this, as Qe 
 Qa. The simulations account well for finite inertia, accurately predicting he and Qe with
near coincident menisci observed over a range of drain times, Figure 13c. While it is clear that the linear
analytical model does well for simple interior corners, the OpenFOAM simulations are extendable to
channel networks of greater geometric complexity and higher flow inertia.

7. Conclusions

OpenFOAM capillary drain simulations were validated against spacecraft flight experiments
conducted as part of the Capillary Flow Experiments on the International Space Station. The flow
scenario was that of the symmetric late stage draining in interior corner networks of varying geometric
complexity including a straight interior corner (ICF-1) and one segmented by a network of vane elements
(ICF-8). A simple analytical model for the flow is also used to benchmark the numerical method,
where better than 6.5% agreement is found for all measured quantities prior to gas ingestion, occurring
approximately 30 s into draining. Experimental meniscus heights he and liquid volumetric flow rates Qe

agree with the OpenFOAM simulations to within 10% and 5% respectively for the first 60 s of draining.
The simple analytical model is found to under-predict the meniscus height and volumetric flow rate, and,
while providing reliable height and drain rate predictions for simplified geometries, serves better as a
lower-bound for complex vane networks. To this end, OpenFoam’s interFoam solver is found to serve as
an excellent tool for analytical model verification as well as quantitative drain rate assessment particularly
for flows of increased geometric complexity and inertia.
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Abstract: Moving propeller systems can introduce significant disturbances in stratified environments
by mixing the surrounding fluid. Restorative buoyancy forces subsequently act on this region/patch
of mixed fluid, causing it to eventually collapse vertically and spread laterally in order to recover the
original stratification. This work describes the use of an OpenFOAM solver, modified using existing
functionality, to simulate a moving propeller system in a stratified environment. Its application
considers a rotating KCD-32 propeller in a laboratory-scale wave tank which mimics published
experiments on mixed patch collapse. The numerically-predicted collapse behaviour is compared
with empirical data and scaling laws. The results agree closely, both qualitatively and quantitatively,
thereby representing a successful step towards the validation of the numerical model.

Keywords: computational fluid dynamics; moving meshes; propeller; stratified environments;
mixed patch

1. Introduction

Stratified environments are created when a fluid’s temperature and/or salinity, and therefore
density, changes with respect to depth [1]. A propeller system moving through such an environment is
capable of rapidly mixing the surrounding fluid across isopycnals, yielding a so-called ‘mixed patch’
of near-uniform density in its wake. The mixed patch is subjected to buoyancy forces which attempt to
restore the stratification to its initial (unperturbed) state. This results in the patch collapsing vertically
and spreading out laterally, radiating internal waves in the process [2,3].

Several important stages in the collapse process have been identified through experiments and
numerical models [4–7]. At early times, the turbulent kinetic energy introduced by the sudden mixing
causes the patch to grow in size. This process increases the potential energy stored in the mixed patch.
After the passage of the mixing source, buoyancy forces eventually overcome inertia and the patch
begins to collapse vertically in an effort to restore the stratification to its equilibrium state. At later times
the flow comprises ‘pancake’-like eddies characterised by vertical vorticity [8]. However, many studies
have not focussed on the effects of swirl from propeller systems, which may have a significant effect
on the collapse and post-collapse behaviour.

Numerical approaches to modelling the action of propeller motion on fluids include actuator
line and actuator disk models [9–12]; blade element momentum theory [13–16]; and models in which
the propeller blades are fully resolved by the computational mesh and dynamically rotated [17–19].
The latter approach was considered by Colley [17], for example, who modelled a 5-blade KCD-32
series propeller using OpenFOAM; an open-source fluid dynamics modelling framework [20–22].
However, the environment was not stratified. The behaviour of mixed patch collapse under buoyancy
could therefore not be considered.
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The work presented herein concerns the application of buoyantPimpleFoam, an existing transient
flow solver in the OpenFOAM modelling framework which takes buoyancy effects into account.
Modifications were made to the buoyantPimpleFoam solver in order to use the dynamic mesh (DyM)
and arbitrary mesh interface (AMI) functionality readily available in OpenFOAM [23–26]. The use of
DyM and AMI enabled support for rotating computational meshes (and therefore a rotating propeller)
and the representation of a propeller’s hydrodynamic wake in a stratified environment. A step towards
validating the numerical model is achieved by simulating the collapse of a mixed patch generated by a
propeller, equipped with five KCD-32 blades, in a laboratory-scale stratified wave tank. The qualitative
behaviour of the mixed patch throughout time is compared with similar experimental studies by
Merritt [4] and Lin & Pao [5]. In particular, the numerical predictions are validated against empirical
data and scaling laws describing the height and width of the mixed patch throughout its evolution.
However, one difference between the model and the experiments is the use of a rotating KCD-32
propeller rather than an oscillating grid to generate the mixed patch. Furthermore, this numerical
study only considers a single value of the Brunt–Väisälä frequency and Froude number, rather than a
range of values. The model, once sufficiently validated, could potentially be applied at a larger scale to
understand the collapse of mixed patches generated by underwater bluff bodies [7] or marine power
turbines [27], for example.

The remainder of this paper is organised as follows. Section 2 briefly describes the numerical model,
including the governing equations. Details on the computer-aided design (CAD) and meshing process
are provided along with a description of how the simulations were set up. The numerical results are
presented in Section 3. The various stages of the mixed patch collapse process are successfully observed
in the model. The numerically-predicted height and width of the mixed patch agree well with the scaling
laws of Merritt [4] and Lin & Pao [5]. The paper closes with some concluding remarks in Section 4.

2. Method

2.1. Model

The OpenFOAM modelling framework [20–22] was used to conduct the numerical study. In particular,
a transient flow solver capable of simulating buoyant flow, buoyantPimpleFoam, was modified for the
purpose of modelling a moving propeller in a stratified environment. The development version of
OpenFOAM, available from https://github.com/OpenFOAM/OpenFOAM-dev, was forked (copied to
a local repository) from Git commit 409548cbccac and the source code was subsequently modified to
make use of the existing DyM and AMI functionality [23–26]. Similar use cases of this functionality
can be found in the rhoPimpleFoam and interFoam solvers, for example. Note that, since this work
was conducted, a more recent development version now includes support for moving meshes in
the buoyantPimpleFoam solver; this support was added independently of this work (see Git commit
38fff77d3537 by Henry Weller).

The numerical model considers the Navier–Stokes equations, governing the conservation
laws of mass and momentum, with the Boussinesq approximation applied [28]. The fluid under
consideration is inhomogeneous with small vertical density variations arising from its stratification.
However, the Boussinesq approximation assumes that such density variations are small enough to be
neglected except within the buoyancy term [29]. Therefore, the governing equations reduce to their
incompressible form given by

∂ui
∂xi

= 0, (1)

∂ui
∂t

+
∂
(
uiuj

)
∂xj

= − 1
ρ0

∂p
∂xi

+
ρ

ρ0
gi +

∂τij

∂xj
, (2)

where ρ is the density of the fluid, ρ0 = 1,000 kgm−3 is the reference density, u = [u1, u2, u3] is the
flow velocity, p is pressure, g = [0, 0, −9.81] ms−2 is the acceleration due to gravity, x = [x1, x2, x3] is
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the spatial coordinate, and t denotes time [30]. The stress tensor τ is based on the fluid’s kinematic
viscosity ν = 10−6 m2s−1. Summation is implied over repeated indices. Note also that x1, x2 and x3 are
respectively referred to as x, y and z throughout the remainder of this paper. Similarly, ux, uy and uz

are used to respectively refer to u1, u2 and u3.

2.2. Equation of State

A linear equation of state was used to compute the density field ρ, based on the temperature T,
as follows

ρ(T) = ρ0 (1 − α(T − T0)) , (3)

where α = 10−4 K−1 is the thermal expansion coefficient [31] and T0 = 293.15 K is the reference temperature.

2.3. Domain

A three-dimensional cuboid domain representing the laboratory-scale wave tank of Merritt [4]
was considered, with dimensions −0.05 ≤ x ≤ 0.05 m, −2.0 ≤ y ≤ 0.02 m, and −0.1 ≤ z ≤ 0 m.
The propeller’s hub was centred at (0, 0, −0.05) as shown in Figure 1. The model was implemented
in a reference frame where the fluid flows through a fixed rotating propeller system (rather than a
propeller travelling through quiescent fluid). Inlet and outlet boundary planes were therefore defined
at y = 0.02 m and y = −2 m, respectively.

Figure 1. An illustration of the propeller system (coloured pink) within the three-dimensional domain.
A cross-sectional slice (in the y–z plane) through the computational mesh is included to highlight the
cylindrical and cuboidal regions of enhanced resolution. The vertices within the cylindrical region
dynamically rotate throughout the simulation to model the motion of the propeller. A computer-aided
design (CAD) rendering of the full propeller system, including the shaft and hub, is inset.
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The computational grid included a series of mesh refinements performed using the OpenFOAM
meshing algorithms. A coarse discretisation was first performed by introducing a uniform structured
grid of 16 × 128 × 16 (∼32,000) solution points throughout the entire domain. A cylindrical region
of enhanced resolution which encapsulated the propeller was then introduced. A cuboidal region of
high resolution was also placed downstream to resolve the mixing action of the propeller. Cells were
then removed using OpenFOAM’s snappyHexMesh utility to create a propeller-shaped void in the
mesh. The cells in the vicinity of the propeller were further refined, with the first layer of cells typically
having a non-dimensional thickness (y+ value) of ∼0.8 (approximately 10−3 m). The resulting mesh
comprised a total of approximately 346,000 solution points.

2.4. Propeller

The propeller featured five KCD-32 blades, appropriately scaled-down to fit the laboratory-scale
domain. These blades, defined by [32], were meshed and written to a file in stereolithography (STL)
format. Each blade had an approximate length of 0.0022 m. A shaft and hub (0.02 m in length, 0.002 m
in diameter, inset in Figure 1) were designed using FreeCAD (https://www.freecadweb.org/) [33].
These were used to mount each of the blades to form the complete propeller system. The total
diameter D of the propeller was therefore approximately 0.0064 m, similar to that of the oscillating
grid (D = 0.00635 m) used in the experiments of Merritt [4].

The propeller was rotated at a rate of 120 revolutions per minute (rpm). The motion of the propeller
was accomplished using the DyM and AMI functionality within OpenFOAM; this functionality rotated
the vertices of the cylindrical region (encapsulating the propeller) embedded in the computational
mesh, and also enabled the finite volume fluxes to be interpolated from the former mesh topography
onto the modified (rotated) topography [23–26].

2.5. Initial Conditions

The initial velocity field assumed a uniform downstream flow throughout the entire domain such
that u(x, t = 0) = [0,−0.01, 0] ms−1. The pressure field p was initially set to zero, but throughout
the simulation the solver computed this field based on the hydrostatic pressure and any pressure
fluctuations encountered (such as those at the propeller blades).

The temperature of the fluid at the bottom of the wave tank Tb was set to 293.15 K. The temperature
increased linearly towards the surface of the wave tank, with the surface temperature Ts = 294.45 K.
This yielded a stable stratification. Internal waves oscillate in a stratified environment with a maximum
frequency known as the Brunt–Väisälä frequency [1], defined as

N =
1

2π

√
−|gz|

ρ0

∂ρ

∂z
. (4)

The Brunt–Väisälä frequency of the stratification considered here was N = 0.018 s−1 (i.e., a buoyancy
period of ∼55 s, as per one of the experiments by Merritt [4]).

The Froude number expresses the ratio between inertia and buoyancy forces. When based on the
Brunt–Väisälä frequency N and the diameter of the propeller D, it is defined as

Fr =
U

ND
, (5)

where U is the free-stream flow speed of 0.01 ms−1. For this particular setup, Fr = 87.6 which is within
the range of Froude numbers considered by Merritt [4] and Lin & Pao [5].

2.6. Boundary Conditions

The inlet flow speed was set to a constant 0.01 ms−1, while a zero pressure boundary condition at
the outlet allowed fluid to flow freely out of the domain. Free-slip conditions were assumed at the walls
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of the domain, representing the smooth walls of the wave tank. The temperature field at the top and
bottom of the tank was set to 294.45 K and 293.15 K, respectively, while a zero-gradient condition was
applied to all other walls of the domain. A zero movingWallVelocity boundary condition was enforced
at the propeller. A cyclicAMI boundary condition was applied to enable the rotation of the propeller.

2.7. Discretisation

OpenFOAM uses a finite volume method to spatially discretise the domain. Upwind conditions
were applied at the faces between each computational cell [34].

The forward Euler method was chosen to temporally discretise the governing equations and
advance the simulation forwards in time until t = 200 s. This time-frame was sufficient to allow the
mixed patch and its various stages of evolution to become established throughout the length of the
domain. The timestep Δt was automatically adapted throughout the simulation, subject to a maximum
Courant number constraint of 2.0.

2.8. Solution Algorithms

The PIMPLE algorithm was used to iteratively solve the incompressible Navier–Stokes equations.
Two iterations of the PIMPLE algorithm were performed per timestep. Note that PIMPLE is a
combination of the PISO (Pressure Implicit with Splitting of Operator) and SIMPLE (Semi-Implicit
Method for Pressure Linked Equations) algorithms [34,35].

The PIMPLE algorithm requires the solution to several systems of equations using numerical
linear algebra methods. The stabilised biconjugate gradient method, preconditioned with incomplete
lower–upper (LU) factorisation, was used to solve the velocity field. The pressure field was solved
using the conjugate gradient method, preconditioned with incomplete Cholesky factorisation [36].

2.9. Hardware

The numerical model was executed in parallel over 18 cores, embedded in a single Intel® CoreTM

i9-9980XE processor, using the Message Passing Interface (MPI) and 64 GB of random-access memory
(RAM). The model required approximately 5 days to complete a simulation.

3. Results

Between t = 0 and t = 200 s the motion of the propeller successfully mixed the stratified fluid
to create a mixed patch. The rotating blades rapidly transported warmer fluid situated above the
propeller into the lower, cooler part of the domain, and vice-versa. This is visualised by the warped
contours in the centre of Figure 2. Similar temperature profiles have been observed in propeller studies
involving actuator line models [11,12]. The temperature of the patch was not perfectly uniform as a
result of this continuous entrainment from the undisturbed regions of the stratification.

Experimental studies have shown that a mixed patch undergoes several stages of evolution [4,5].
Immediately downstream of the mixing source (i.e., the propeller), the developing mixed patch
expands (both vertically and horizontally) in a similar manner to that of a mixed patch developing in a
non-stratified environment. This growth is driven by the conversion of the turbulent kinetic energy
provided by the propeller into potential energy. The results from the numerical simulation agree well
with this observation. The flow speed perturbation field ‖u − u0‖ is used to illustrate this behaviour in
Figures 3 and 4, where u0 ≡ u(t = 0) and ‖·‖ denote the Euclidean norm.

Further downstream the kinetic energy provided by the propeller is no longer sufficient to sustain
the patch’s growth. Buoyancy forces begin to dominate and the patch subsequently collapses vertically
in order to restore the original stratification. This in turn induces lateral motions such that the patch
continues to widen at a much faster rate. Once again, the numerical results in Figures 3 and 4 reinforce
the experimental observations. However, unlike the experiments which considered a patch generated
by a moving grid [4,5], the propeller-generated patch was characterised by a significant amount of
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swirl/vorticity which caused it to become slightly asymmetric in shape. Nevertheless, the stratification
continued to recover as expected, with internal waves persisting within the wave tank.

Figure 2. An x–z cross-section of the temperature field T immediately downstream of the propeller
at y = −0.01 m, t = 200 s. This illustrates the mixing action of the propeller and the entrainment of
surrounding fluid into the mixed patch.

Figure 3. Visualisations of flow speed perturbation at t = 200 s. This illustrates the generation, growth,
and collapse stages of the mixed patch as the wake propagates downstream. All cross-sections were
taken in the x–z plane up to 0.7 m downstream of the propeller’s hub (i.e., up to y = −0.7 m); the full
length of the domain is not shown. The propeller system is coloured pink.
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Figure 4. Streamlines of the flow speed perturbation downstream of the propeller at t = 200 s.
One hundred streamlines are shown. This illustrates the swirl generated by the propeller and the
spreading of the streamlines further downstream where the mixed patch is collapsing. The streamlines
extend up to 0.7 m downstream of the propeller’s hub (i.e., up to y = −0.7 m); the full length of the
domain is not shown. The streamlines were terminated if ‖u − u0‖ became lower than 8 × 10−5 ms−1.
The propeller system is coloured pink.

In general, the numerical model was able to capture the key stages of mixed patch evolution and
yielded a qualitative agreement with the experimental observations. In order to provide a quantitative
assessment of the model’s validity, the dimensions of the mixed patch were compared with data from
the analogous experiment by Merritt [4]. The mixed patch’s dimensions were measured consistently
by introducing several sets of probe points at various locations downstream of the propeller. The x–z
plane was populated with two intersecting lines of probe points along x = 0 m and z = −0.05 m,
yielding a ‘plus’ shape. As a first approximation, the vertical and horizontal extent of the mixed patch
were assumed to be the distance between the outermost points (along the corresponding line of probes)
at which a threshold value of 10% of max(‖u − u0‖) was attained.

The measurements plotted in Figure 5 indicate that the mixed patch grows to approximately
2.5 times the propeller’s diameter at a distance of 20D m downstream, which is close to the expansion
factor of ∼3 measured in the experiments. As the mixed patch collapses further downstream the
vertical extent eventually reaches a plateau at ∼80D m as the isopycnals are restored to their original
positions in the stratification. The numerical data closely agrees with the experimental data for vertical
extent. However, the horizontal extent in the simulation is typically up to one propeller diameter (D)
smaller than the analogous experiment. This discrepancy may have been due to the asymmetric nature
of the collapse; the swirl/vorticity present in the flow may have hindered the lateral spreading along
the straight line of probe points. Overall, however, this comparison with experimental data represents
a successful step towards the validation of the numerical model.
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Figure 5. The evolution of the height and width of the mixed patch downstream of the propeller.
All quantities are normalised by the patch’s initial diameter. For the numerical results this is assumed
to be equal to the diameter of the propeller, D. Data from an analogous experiment by Merritt [4] are
included for comparison.

Scaling Laws

Another useful validation exercise involves comparing the mixed patch’s dimensions against
empirical scaling laws for height and width. It is helpful to define these scaling laws in terms of a
non-dimensional buoyancy time Nte, where te represents the elapsed time since the mixed patch was
generated (i.e., the elapsed time following the passage of the propeller). Removing the dependence
on non-dimensional downstream distance (y/D) allows the point of mixed patch collapse to be
determined without knowledge of the mixed patch’s initial diameter D. The spatial-temporal relation

Nte =
1
Fr

|y|
D

, (6)

is applied in order to accomplish this. Note that the absolute value of y is considered here since
downstream locations are represented by a negative value in the computational domain.

For example, a scaling law for the initial mixed patch growth stage (from Nte = 0 to Nte ≈ 0.2),
derived by Lin & Pao [5] by fitting to their experimental data, is given by

d
D

= 0.8Fr0.25(Nte)
0.25, (7)

where d is the dimension of the mixed patch in either the vertical or horizontal direction. Similar scaling
laws are given by Merritt [4] for each stage of the mixed patch dynamics. A plot of the numerical
results in Figure 6 illustrates a generally good agreement with these scaling laws (labelled (a) to (f)).
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Figure 6. The evolution of the height and width of the mixed patch. Note that te represents the elapsed
time since the mixed patch was generated (i.e., the elapsed time following the passage of the propeller).
The scaling laws of Merritt [4] and Lin & Pao [5], labelled (a) to (f), are included for comparison.

Between Nte = 0 and Nte = 0.2 the expanding mixed patch in a stratification is expected to grow
at a rate proportional to (Nte)0.25 (scaling laws in region (a)); the same rate observed for a non-stratified
environment. The numerical results between Nte = 0.08–0.2 successfully exhibit this rate of expansion.
The slower rate observed immediately downstream of the propeller (between Nte = 0 to 0.08) may be
attributed to a lower rate of turbulent mixing by the propeller blades compared to the oscillating grid
apparatus used in the experiments.

Eventually the potential energy of the enlarged mixed patch becomes equal to the turbulent
kinetic energy introduced by the propeller. The mixed patch reaches a (maximum) stationary point
and vertical growth ceases (b). In the numerical model this maximum occurred at Nte = 0.2–0.3,
which concurs with the value of Nte = 0.23 from the empirical fit of Lin & Pao [5]. At this point,
buoyancy forces start to dominate inertia, subsequently resulting in the rapid vertical collapse (c) and
lateral spreading (d) of the mixed patch. The numerical results generally agree with the rate of vertical
collapse. However, the rate of lateral spreading varied significantly; initial slower spreading followed
by a faster spreading than the scaling law suggests. This may have been due to residual vorticity effects
from the propeller’s motion.

The scaling laws at later times (Nte ≥ 1, scaling laws (e) and (f)) suggest that the mixed patch’s
thickness tends towards a vertical asymptote as the isopycnals continue to spread out post-collapse
(albeit at a slower rate than the collapse stage) in order to recover the original stratification. However, it is
likely that ambient internal waves generated by the collapse process cause a small amount of variation in
the measured thickness as the disturbed region of fluid oscillates about its equilibrium point. This may
explain the slight increase in vertical extent in the numerical results for Nte ≥ 1.
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4. Conclusions

This work successfully modelled a scaled-down KCD-32 propeller system rotating in a stratified
fluid environment using the OpenFOAM modelling framework. This was accomplished by modifying the
buoyantPimpleFoam solver using the DyM and AMI functionality readily available within OpenFOAM.
The numerical results presented in this paper represent a successful step towards validating the numerical
model. The dynamics throughout the simulation generally agree well with published experimental data
and scaling laws. Any minor differences/deviations may have been caused by the significant vorticity
introduced by the propeller (compared to the grid-based approaches of Merritt [4] and Lin & Pao [5]). It is
worth noting that these scaling laws can potentially be validated and extended by large-scale applications
or additional experiments covering a wider range of mixed patch parameters.

It is recommended that future work considers the effect of a propeller’s angle of attack on
the dynamics. A non-linear stratification could also be introduced to determine the effect a strong
pycnocline has on the dynamics. Furthermore, the mixed patch characteristics are known to depend
on the Reynolds number of the flow [5]. The Reynolds number for the simulation presented in this
paper, based on the flow speed and the diameter of the propeller, was 64. Considering a range of
higher Reynolds numbers to produce strong eddies, and modelling or directly resolving the turbulence,
would provide a more detailed understanding of turbulence levels in the mixed patch.
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Abstract: This work studies how non-premixed turbulent combustion in a rotary kiln depends on the
geometry of the secondary air inlet channel. We target a kiln in which temperatures can reach values
above 1800 degrees Kelvin. Monitoring and possible mitigation of the thermal nitric-oxide (NOx)
formation is of utmost importance. The performed reactive flow simulations result in detailed maps of
the spatial distribution of the flow, thermodynamics and chemical conditions of the kiln. These maps
provide valuable information to the operator of the kiln. The simulations show the difference between
the existing and the newly proposed geometry of the secondary air inlet. In the existing configuration,
the secondary air inlet is rectangular and located above the base of the burner pipe. The secondary
air flows into the furnace from the top of the flame. The heat release by combustion is unevenly
distributed throughout the flame. In the new geometry, the secondary air inlet is an annular ring
placed around the burner pipe. The secondary air flows circumferentially around the burner pipe.
The new secondary air inlet geometry is shown to result in a more homogeneous spatial distribution
of the heat release throughout the flame. The peak temperatures of the flame and the production of
thermal NOx are significantly reduced. Further research is required to resolve limitations of various
choices in our modeling approach.

Keywords: non-premixed combustion; turbulence; radiative heat transfer; conjugate heat transfer;
thermal thermal nitric-oxide(NOx); rotary kiln

1. Introduction

Rotary kilns are long cylindrical furnaces [1]. They are widely employed by the material
processing industry to manufacture, e.g., cement or zinc-oxide, to treat waste or to recycle materials
such as bitumen.

We target a direct-fired counter-current flow rotary kiln in which the temperature reaches levels
above 1800 degrees Kelvin. The kiln is placed horizontally with a slight inclination, as shown
schematically in Figure 1. The raw material is fed from top end. It is forced to travel through
the kiln by the rotary motion around its main axis. A burner producing a flame is installed at the low
end the kiln. The material bed is mixed, heated and subjected to sintering reactions. The material
leaves the furnace at the low end to be further processed. Sufficiently high temperatures are required
to heat the material to reach the sintering reactions. This makes the process prone to the formation of
thermal nitric-oxides (NOx).

Fluids 2020, 5, 220; doi:10.3390/fluids5040220 www.mdpi.com/journal/fluids29
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Figure 1. Schematic representation of a direct-fired counter-fed rotary kiln.

The numerical simulation of rotary kilns is important to obtain insight into the heat generation by
the flame and transfer to the material bed. This understanding is vital to reduce off-spec production,
fuel consumption and pollutant emission. In-situ experimental campaigns are hampered by high
temperatures and harsh operating conditions. The combustion and material processing in rotary
kilns has therefore been been studied extensively using both numerical simulations and lab-scale
experiments. A recent survey is given in the PhD thesis by Pedersen [2].

The combustion in the cement clinker kiln that we consider is fed by a non-premixed turbulent
flow of methane and air. The combustion air is separated into a primary and secondary air flow.
The primary air and methane enter the kiln via the burner pipe. At the end of the burner pipe, a burner
injects the methane and the primary air into the freeboard of the kiln. The burner consists of small
nozzles that are mounted with either an axial or outwardly inclined orientation. These nozzles inject
methane jets with high momentum. The nozzles are surrounded by a circular slot through which the
primary air passes with lower momentum. During operation, the mixture of methane and air ignites
and gives raise to a short and intense flame. The burner pipe is prevented from overheating by the
flow of the primary air. Secondary air is blown into the kiln in co-flow with the fuel jets and primary
air stream. This secondary air is entrained by the jets leaving the burner. This entrainment spurs
the growth of the flame. A long and low burning (so-called lazy) diffusion flame with thin reaction
fronts is formed. Representative images of the burner, burner pipe and flame are shown, e.g., in the
recent PhD thesis byPedersen [2] and on the website of rotary kiln manufacturers such as FLSmith
and Feeco. We refer to the mixed jets of the fuel and the primary combustion air as the primary jet. In
the following three paragraphs, we review literature on non-reactive flow, turbulent combustion and
thermal NOx formation in rotary kilns, respectively.

Early publications recognize that combustion in rotary kilns is mainly driven by the turbulent
mixing of the primary jet and the secondary air [2]. The importance of mixing has given rise to a body of
literature on the aerodynamics in rotary kilns. In this early literature, the effect of combustion is taken
into account by considering the decrease of density of the primary jet due to heat release. The jet mixing,
the entrainment of the secondary jet into the primary, the formation of recirculation zones and the
length of the flame can be expressed in terms of the Craya–Curtet similarity parameter. This parameter
is defined as the square root of the ratio of the momentum of the primary to the secondary jet.
Representative values for the parameter for cement kilns are listed in [1]. The simplifying assumptions
that allow the definition of a Craya–Curtet parameter, however, do not apply to the kiln configurations
studied in this paper. More detailed CFD models, as developed in [3], are therefore required. This paper
shows that the co-flow of jets at different velocities result in shear layers in which vortices are created.
These vortices shed further downstream at a characteristic frequency. These vortices are studied
experimentally for planar jets in [4]. The frequency of the vortex shedding has been determined for
the non-reactive flow in a down-scaled rotary kiln both numerically and experimentally ([3] and
references therein). The same authors discussed to what extent the non-stationary flow in the kiln can
be approximated by stationary flow models.

The combustion in rotary kilns has been studied in various pilot-scale laboratory set-ups.
The influence of the ratio of amount of primary and secondary air on the flame shape was investigated
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experimentally, e.g., by Mohanan et al. [5]. The analysis shows that a small amount of primary air
ignites the mixture. The heat released by the combustion increases the momentum of the primary jet.
The length of the flame increases with the amount of secondary air. The radiative heat transfer in kilns
has been studied experimentally in [6].

The cement production process requires temperatures of the freeboard gasses well above 1800 K.
These elevated temperatures render the process very sensitive to the formation of thermal NOx.
Various counter measures have therefore been developed. These include the design of low NOx swirl
burners, catalytic reduction techniques and systems that enrich the oxidizer with oxygen. A recent
overview for iron-ore rotary kilns is given in [7]. The numerical simulation is deemed to be vital
to render these counter measures even more effective. In this paper, we model the formation of
thermal NOx using the Zel’dovich mechanism in the post-processing stage of reactive flow simulations.
More information on measures to mitigate NOx formation can by found elsewhere (e.g., [8,9]).

In this work, we study the non-premixed turbulent combustion in the full-scale cement rotary
kiln that we considered earlier in [10]. In this earlier work, simulations were performed using a
commercial CFD package. Our goal here is to perform more comprehensive and detailed simulations
using OpenFoam [11]. Our aim is to study how the thermal NOx formation is influenced by the shape
of the secondary air inlet channel. We wish to compare the rectangular secondary air inlet with an
annular one placed concentrically with the burner pipe. The annular configuration is expected to
distribute the air evenly over the flame, result in evenly distributed reaction front and lower peak
temperatures and therefore the formation of thermal NOx.

This paper is structured in nine sections. In Section 2, we describe the mathematical model for the
turbulent non-premixed combustion in the rotary kiln that we solve. In Section 3, we describe tools
available in OpenFoam to model this combustion process. In Section 4, we describe how these tools are
used to model the combustion in the rotary kiln. In Section 5, we describe the mesh generation process
using cfMesh. In Sections 6–8, we present simulation results for the non-reactive flow, the reactive flow
and the thermal NOx formation in the kiln. In Section 9, we draw conclusions.

2. Mathematical Model

In this section, we describe the mathematical model for combustion in the kiln. The model consists
of the following four components: a model for the combustion of methane in the freeboard of the kiln
including radiative heat transfer, a model for the conductive heat transfer in the lining, a model for
the interface between the freeboard and the lining and a model for the thermal NOx formation in the
freeboard. In the following four subsections, these components are described individually. Details on
the fluid flow, combustion, radiative heat transfer and conjugate heat transfer components of the
model can be found elsewhere (see, e.g., [12–20], respectively).

2.1. Model for Combustion of Methane in the Freeboard

The mixture of gaseous fuel, primary and secondary combustion air and combustion products
is modeled as a mixture of ideal gasses. Properties such as density ρ, heat capacity cp, molecular
viscosity μ0 and thermal conductivity λ of this mixture are expressed in terms of weighted averages.
The turbulent flow of this gas in the kiln is described using the Favre-averaged (or density-weighed
Reynolds-Averaged) Navier–Stokes equations with the realizable k-epsilon model for the turbulent
kinetic energy k and turbulent dissipation rate ε for the turbulence closure. The flow through
the burner nozzles occurs at a high speed. The Mach number reaches the value of approximately
0.8–0.9 in proximity to the burner. The incompressible flow formulation is therefore no longer valid.
A compressible formulation in which energy is formulated in terms of the enthalpy h and in which the
thermodynamical properties are based on the density is adopted.

The chemistry of the combustion involves a number of chemical species indexed by � and
a number of reaction steps indexed by s. The mass fraction Y� of the �th species is governed by
a convection-diffusion-reaction equation with source term ω̇�. We assume that a single diffusion
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coefficient denoted by D can be used for all species and that the Lewis number can be set equal
to one. The expression for reaction mechanism is specified by the combustion model. Here, the
eddy-dissipation combustion model for methane with a single step reaction mechanism

CH4 + 2 O2 + N2 → CO2 + 2 H2O + N2 (1)

is chosen. The choice for fast chemistry is motivated by the high Damkohler number that governs
the combustion. The Damkohler number Da is defined as Da = τf low/τchem, where τf low = k/ε and
τchem = ρ Y�/ω̇� are the time scales for the flow and the chemistry, respectively.

Let v, p and T denote the velocity vector of the gas, the pressure and the temperature in the
kiln, respectively. The enthalpy is the sum of the sensible enthalpy and the formation enthalpy of the
mixture, i.e.,

h =
∫ T

T0

cp dT + ∑
�

Y� Δh�0 (2)

where T0 is a reference temperature and Δh�0 is the enthalpy of formation of the �th species. To avoid
the computational expense of transient simulations, we resort to stationary approximations of the flow
conditions despite the transient nature of the flow. The conservation of mass, momentum and energy
of the mixture and the conservation of the species � ∈ {CH4, O2, CO2, H2O} can then be expressed as

∇ · (ρ v) = 0 (3)

∇ · (ρ v v) = ∇ · (μ∇ v) +∇ ·
(

μ (∇ v)T
)
− 2

3
∇(μ∇ · v)−∇p (4)

∇ · (ρ v h) = ∇ ·
(

λ

cp
∇ h

)
+ Srad (5)

∇ · (ρ v Y�) = ∇ · (D ∇Y�) + ω̇� , (6)

where Srad in the right-hand side of (5) denotes the source term due to radiative transport of heat.
This term is discussed in more detail in the next paragraph. The system of conservation equations is
closed by ideal gas law. The viscosity μ is the sum of the laminar viscosity μ0 and turbulent viscosity
μt. The latter is expressed in term of the turbulent quantities k and ε as

μ = μ0 + μt = μ0 + ρ Cμ
k2

ε
, (7)

where the model constant Cμ depends on the mean strain and rotation rate in the realizable k-epsilon
turbulence model adopted. Inflow conditions are specified in terms of mass flow rates. The pressure
is prescribed on the outlet. Standard wall functions for the turbulent kinetic energy k, turbulent
dissipation ε and turbulent viscosity μt are applied. The boundary condition for the temperature is
given by an interface condition of the interface between the freeboard and the lining.

The freeboard gasses are assumed to be gray (or frequency-independent) for the radiative
transport of heat. This transport is modeled by a discrete ordinate method. The choice is motivated
by the ability to use various numbers of rays to estimate the error made in modeling the radiative
transport. The space is discretized in various angular directions�sλ. In each direction, a transport
equation for the radiative intensity I(�r,�sλ) is solved. This intensity depends on the position vector�r
and the direction�sλ. The black body intensity Ib(�r) acts as a source term in this equation. We neglect
the effect of scattering by soot in the radiative heat transfer given the high air–fuel ratio. Only emission
and absorption of intensity therefore play a role. The effect of soot was omitted due to the high air–fuel
ratio in the flame. The absorption coefficient κ is modeled using a weighted sum of gray gasses (WSGG)
model. The radiative transport equation can then be written as

dI(�r,�sλ)

ds
= κIb(�r)− κI(�r,�sλ) . (8)
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The wall emissivity εw is taken into account in the boundary condition for I(�rw,�sλ) as

I(�rw,�sλ) = εw Ib(�rw) +
1 − εw

π ∑
k

wk I−(�rw,�sk) |�n ·�sk| , (9)

where I−(�rw,�sk) is the incident intensity and wk are weights for the angular integration. Having solved
for the individual rays, the radiative heat source Srad in the energy Equation (5) can be expressed as

Srad(�r) = 4 π κ Ib(�r)− κ ∑
k

wk Ik(�r,�sk) . (10)

2.2. Model for Heat Conduction in the Lining

The combustion model of the freeboard gasses is coupled with a model that describes heat transfer
by conduction in the refractory lining surrounding the freeboard. Heat is allowed to transfer to the
exterior surrounding by prescribing a boundary condition for the radiative heat on the interface
between the lining and the exterior.

2.3. Conditions on the Freeboard-Lining Interface

This coupling is realized by imposing the continuity of the temperature and the heat flux on
the interface separating the freeboard and the lining. In the freeboard domain, the heat flux has a
conductive, convective and radiative component, while, in the lining domain, it has a conductive
component only.

The refractory lining absorbs the heat produced by the flame. This absorption causes the peak
temperature in the flame to change. We modeled this effect in [21]. The change of peak temperature
is important to consider in the modeling of thermal NOx formation. In practice, the presence of the
material bed is expected to further redistribute the heat in the kiln. In this paper, however, the presence
of the material bed is not taken into consideration. In future work, the presence of the material bed can
be modeled by, for instance, changing the thermal properties of the lining.

2.4. Model for the Thermal NOx Formation in the Freeboard

The mathematical model that we thus obtain expresses the conservation equation for mass,
momentum, enthalpy and chemical species. Having solved the model, we compute the thermal NOx
concentration using the extended Zel’dovich mechanism with three reactions and seven species (H,
N, N2, NO, O, O2 and OH) in the post-processing stage (see, e.g., Section 12.28 in [12]). This work
employs the implementation of this model in OpenFoam realized in the master thesis by Kadar [22].
This implementation employs equilibrium chemistry to compute the mass fraction of the species O
and OH [23].

We perform mesh generation using cfMesh. We verify our non-reactive flow computations
using IB-Raptor. IB-Raptor is the immersed boundary finite volume solver for the compressible
Navier–Stokes developed by PMSQUARED Engineering [24]. It uses an approximate Riemann method
to compute the fluxes and a symmetric Gauss-Seidel LU method to advance the solution in time. In
the current state of development, IB-Raptor does not allow the simulation of reactive flow. To validate
the reactive flow computations, we therefore compare with our previous results in [10].

3. Combustion Processes in OpenFOAM

In this section, we describe recent progress in the modeling of turbulent non-premixed combustion
using OpenFoam. We restrict our attention to the modeling of diffusion flames arising for burning
methane in industrial furnaces. In this context, the term ‘combustion processes’ encompasses the
turbulent reactive flow of fuel and oxidizer in the freeboard, the heat transfer by radiation and the
conjugate heat transfer in the refractory lining. This section serves as a basis for further elaboration in
the remainder of the paper.
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The modeling of non-premixed combustion, radiative heat transfer and conjugate heat transfer
in OpenFOAM has recently attracted considerable attention. Examples of the development of
OpenFoam-based solvers based on the flamelet generated manifold concept are found in [25,26]
(and references cited therein). Solvers based on the alternative eddy-dissipation concept are developed
in [27,28]. The implementation of detailed models for radiative heat transfer is considered in [29,30].
The combination of combustion in the fluid domain and conjugate heat transfer in the solid domain
was pursued, e.g., by the authors of [31–33].

4. Rotary Kiln in OpenFOAM

In this section, we describe tools available in OpenFoam to implement the non-reactive and
reactive flow model in the kiln as well as the thermal NOx post-processor.

The non-reactive turbulent compressible flow in the kiln is simulated in stationary regime
using rhoSimpleFoam. This solver adds thermodynamics to the aerodynamics implemented in the
incompressible solver simpleFoam. The system expressing conservation of mass and momentum
is augmented with an equation for energy. The augmented system is closed by an equation of
state. Here, the ideal gas law is used. A formulation in terms of the density ρ is adopted. In this
formulation, the pressure is an explicit function of the density. In the alternative formulation based
on the compressibility ψ, the pressure depends implicitly on the density via the compressibility.
The equations for pressure, velocity, turbulent quantities and energy are solved segregated using the
SIMPLE algorithm. Details of a compressible solver similar to rhoSimpleFoam are given in Chapter 16
of [13]. The vortex shedding in the shear layer between the fuel jets and the coflow of air renders the
flow non-stationary. We approximate this non-stationary behavior by running a stationary solver for a
large number of iterations. The use of a steady state RANS approximation to study flows with vortex
shedding was discussed by Iaccarino et al. [34]. The convergence of rhoSimpleFoam was initially
hampered by the complexity of the flow pattern. We therefore extended the computational domain by
attaching a large cube to the outlet path of the cylindrical domain. The side of the cube extends several
kiln diameters. In this way, the outlet patch is moved further downstream and outflow boundary
conditions no longer obstruct the flow. The flow field continues to change on a macroscopic level even
after a small residual norm has been reached. Further research is required to describe conditions in
which the additional cube on the outflow of the kiln is indispensable to obtain convergence of the
flow solver.

The turbulent compressible reactive flow in the kiln is simulated in a stationary regime using
multiRegionReactingFoam [35] with basic thermodynamical properties based on compressibility.

The thermal NOx post-processor is taken from the master thesis by Kadar [22]. Throughout this
paper, OpenFoam-v1906 is used.

5. Mesh Generation

We perform mesh generation using cfMesh. cfMesh is a collection of mesh generation tools
distributed as a library [36]. This library is designed to provide customizable meshing workflows
for automatic generation of meshes with various cell types in complex geometries of industrial
interest. cfMesh generates hex-dominant meshes, tetrahedral meshes, meshes consisting of arbitrary
polyhedra and 2D quad-dominant meshes. The library uses both shared-memory with OpenMP
and distributed-memory parallelization with MPI. Parallelization is encapsulated inside the meshing
algorithms. Hence, it allows customization of the meshing process while preserving the benefits of the
code executing in parallel.

The meshing process is controlled by a geometry file given as a surface triangulation, most often
as an STL file, and a dictionary containing the parameters provided by the user. Once the geometry
and the settings are given, the mesher generates the mesh automatically without any user intervention.
The dictionary allows the user to specify the global cell size in the domain and local refinement
zones. The latter can be specified via subsets, surface meshes and edges mesh, as well as via objects
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such as cylinders, boxes, spheres and lines. The dictionary also allows the control of the number of
boundary layers at each boundary of the domain, their number and their thickness ratio. Dictionary
settings allow mesh-sensitivity studies by changing a single parameter. The algorithms used by cfMesh
are described in [36]. Figure 2 shows the mesh generated for two kiln geometries. In future work,
we intend to further investigate to what extent these meshes satisfy the yplus criterium near the wall.

Figure 2. Mesh inside of the kiln with a modified (annular) secondary air inlet. The figures show the
multi-nozzle burner and cooling slot in the foreground, the burner pipe and the rectangular secondary
air inlet channel in the background. For increased visibility, a coarse mesh is shown here.

6. Non-Reactive Flow Results

In this section, we discuss simulation results for the non-reactive turbulent flow in the freeboard
of the kiln. We consider the case of the rectangular secondary air inlet only. Non-isothermal effects are
included by imposing the secondary combustion air temperature to be equal to 773 degrees Kelvin.
The fuel and primary combustion air are kept at room temperature at their respective inlets. The flow
consists of two features. The first feature is the mixing of the fuel jets and the primary air leaving the
burner. The second feature is the backward facing step-like flow caused by the stream of secondary air.
Both features interact and give rise to complex non-stationary flow patterns. We ran twenty thousand
iterations of rhoSimpleFoam on a mesh consisting of approximately 2.8 million cells. Our goal in this
section is to verify the answer provided by rhoSimpleFoam by comparing with IB-Raptor and results
provided in the literature. This endeavor is justified by the fact that the combustion is mainly driven
by the turbulent mixing of the fuel jets and air streams.

The comparison of the results generated by rhoSimpleFoam and IB-Raptor is hampered by three
facts. The first is that the codes use entirely different numerics. The second is that the 2D snapshots of
the flow that we show fail to capture three-dimensional flow phenomena. Care is required to give a
physical interpretation to these 2D visualizations. The third is that vortices appear in the shear layers
of the interaction of the fuel jets, the primary and secondary air stream. These vortices are transported
by the flow and shed further downstream. The flow is thus non-stationary. The solution obtained by
both codes continue to vary after convergence has been reached. We only present snapshots of the flow.
It is however impossible to identify to which of the iteration indices the two codes should be compared.
In future work, a more detailed comparison could by carried out by comparing, e.g., the frequency of
the vortex shedding computed by both codes, as suggested, e.g., in [3,37]. These papers also discuss
how the eddy viscosity ratio is overestimated due to an overestimation of the turbulent kinetic energy.
In the remainder of this section, we therefore show results for the axial velocity component vy and the
eddy viscosity μt computed using rhoSimpleFoam and IB-Raptor.
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The axial velocity vy computed by IB-Raptor and rhoSimpleFoam is shown at the top and bottom
of Figure 3, respectively. For illustration purposes, the velocity component was clipped to the range
from −2 m/s to 2 m/s. Both codes capture the jet leaving the burner and the recirculation vortex
underneath the burner pipe caused by the stream of secondary air. Apparent differences can be
observed in the length of the primary jet, the entrainment of the secondary air by the primary jet,
the length of the recirculation vortex underneath the burner pipe and the magnitude of the velocity at
the center of the kiln. These differences are attributed to the aforementioned difficulties in comparing
both codes.

Figure 3. Clipped axial velocity in m/s computed by: IB-Raptor (top); and rhoSimpleFoam (bottom).

The eddy viscosity μt computed by IB-Raptor and rhoSimpleFoam is shown at the top and
the bottom of Figure 4, respectively. Both codes capture large values with comparable magnitude
near the burner and decreasing values towards the outlet. For rhoSimpleFoam, this decrease is
monotonic, whereas it is not for IB-Raptor. More interestingly, both codes predict an eddy viscosity
that remains large for a large distance downstream from the burner. This compares favorably with
results in [3]. Larsson et al. [3] discussed how the two-equations turbulence model used in these
simulations systematically overpredict the turbulent kinetic energy in regions of large strain. This
entails an overprediction of the eddy viscosity and therefore a spurious damping of the oscillating
motion of the flow. Compared to more advanced turbulence models, the primary jet and secondary
stream travel further downstream before merging completely.

Figure 4. Clipped eddy viscosity ratio in kg/(m s) computed by: IB-Raptor (top); and rhoSimpleFoam (bottom).
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7. Reactive Flow Results

In this section, we present the results of the reactive flow simulation in the kiln. We allow the
fuel and air to mix and produce a flame. We use a volumetric air–fuel ratio equal to nine throughout
this and the next section. Compared to the non-reactive simulation considered in the previous
section, the primary jet is hotter, therefore lighter, and has thus more momentum at equal mass
inflow rates. The change in balance of momentum contained in the primary and secondary jets
significantly alters the parameters and thus the flow characteristics in the kiln. We consider the
flame-wall interaction by modeling heat transfer via radiation, convection and conduction. We run 50k
iterations of multiRegionReactingFoam [35] on a mesh consisting of approximately 4.2 million and
4.4 million cells for the configuration with rectangular and annular air inlet, respectively. Our goal
is to validate the results of multiRegionReactingFoam for the velocity and heat distribution in the
kiln. We compare the use of the rectangular and annular secondary air inlet configuration. In the
remainder of this section we first compare the velocity of the primary jet in the non-reactive and
reactive simulation. We subsequently compare results for the streamlines and the temperature with
results in the literature. We in particular compare with earlier results obtained using commercial
software published in [10].

The burner design determines the shape of the flame. This design is influenced by factors such as
the number, location and orientation of the nozzles. The importance of the burner design motivates a
closer look into the aerodynamics close to the burner. Figure 5 therefore shows the axial component
(y-component) of the velocity of the primary jet on an axial section close to and downstream of the
burner. The figure compares the non-reactive flow at the top and reactive flow at the bottom. The two
subfigures on the left and the right show the jet leaving the axial and outwardly inclined fuel nozzles,
respectively. The fuel jet from the axial nozzle moves towards the centerline while the jet leaving the
inclined nozzles travels in the axial direction. The large increase in velocity due to the heat release can
clearly be seen. The combustion of fuel jets and air similar to the configuration studied here has been
extensively studied in the literature (e.g., [38]).

Figure 5. Clipped axial velocity in m/s of the fuel jets exiting from the axial (left) and inclined nozzles
(right) and the primary air stream in the non-reactive (top) and reactive (bottom) simulation.

Figure 6 shows the computed stream for the original rectangular (top) and modified annular
(bottom) secondary air inlet. Different recirculation patterns can clearly be seen. In the case of the
rectangular air inlet, the recirculation vortex underneath the burner pipe supplies the flame with a hot
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mixture of products and oxidants. This mechanism ensures the stabilization of the flame. In the case of
the annular air inlet, the recirculation vortex encircles the burner pipe.

Figure 6. Computed streamlines colored with temperature values in K for the original rectangular (top)
and modified annular (bottom) secondary air inlet. For both cases, a hot zone due to the flame and the
recirculation due to the secondary air can be seen.

Figure 7 shows the vertical axial cross-section of the computed temperature near the flame region
for the rectangular (top) and annular (bottom) secondary air inlet. A zone of high temperature is
shown which approximates the location and shape of the flame. This zone corresponds to a thin
reaction zone where the fuel and oxidizer meet. In the case of the rectangular inlet, the reaction zone
can be seen to bend downwards due to the one-sided inflow on secondary from the top of the flame.
In the case of the annular inlet, the reaction zone remains in the center of the enclosing walls.

Figure 7. Computed temperature in K on the central axial slice for the original rectangular (top)
and modified annular (bottom) secondary air inlet. A volumetric air–fuel ratio equal to nine is used.
Different scales are chosen to highlight the maximum temperature.
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Figure 8 shows the temperature on the interface between the freeboard gasses and the refractory
lining. The solid and dashed dark lines correspond to the bottom and top wall in the rectangular
configuration, respectively. The grey lines correspond to the annular inlet. All four graphs show a peak
near the end of the flame and a linear decrease beyond the peak value. In the case of the rectangular
inlet, the peak values of the bottom and top wall differ more than in case of the annular inlet. The peak
values in the case of the annular inlet are lower than in the case of the rectangular inlet. At the top,
the annular inlet yields the same peak temperature as the rectangular air inlet. Further downstream,
the temperature of the annular inlet is slightly lower. These results can be explained by the fact that in
the case of the annular inlet, the flame temperature is lower and the heat is mainly transported via
radiation. The results for the rectangular air inlet are in good agreement with Figure 7 in [10].

Figure 8. Computed top and bottom wall temperature in K along the axis of the kiln with the original
rectangular and modified annular secondary air inlet with volumetric air–fuel ratio set equal to nine.

8. Thermal NOx Evaluation

In this section, we present the results of the computation on thermal NOx in the kiln. Figure 9
shows the computed thermal NOx mass fraction on an axial plane close to the burner for the rectangular
(top) and annular (bottom) secondary air inlet. The figure shows that, in the case of the rectangular
inlet, the thermal NOx concentration has a peak at the lower part of the flame close to the burner.
This peak corresponds to a peak in the temperature at the same location shown at the top of Figure 7.
This temperature peak is caused by the the recirculation of the secondary air prior to reaching the lower
part on the flame. This recirculation is shown at the top of Figure 6. The recirculation causes the air to
pass through a hot reaction zone and to be additionally heated before reaching the lower part of the
flame. In the case of the co-axial air inlet, the combustion air is supplied more homogeneously around
the burner. Hotspots are mitigated and a homogeneous temperature field is formed. The co-axial
configuration results in a significant reduction of thermal NOx formation.
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Figure 9. Contour plot of the computed NOx mass fraction (dimensionless) near the burner on the
central axial slice for the original rectangular (top) and modified (bottom) secondary air inlet.

9. Conclusions

In this paper, we discuss the non-reactive flow, the reactive flow and the thermal NOx
concentration in a rotary kiln in which the temperature reaches values above 1800 degrees Kelvin.
The results of the non-reactive flow computations using the rhoSimpleFoam solver show reasonable
agreement with results obtained using the IB-Raptor solver and results on scale models published in the
literature. The results of the reactive flow computations show good agreements with the commercial
code used before and results on the flame structure and temperature distribution published in the
literature. The study of the aerodynamics in the kiln improved our understanding of the thermal
NOx formation. We compared the effect two of the secondary air inlet geometries. The rectangular
secondary air inlet geometry causes a one-sided inflow of oxidizer, spatially inhomogeneous heat
release, high peak temperature and significant thermal NOx formation. The co-axial secondary air inlet
instead results in an even distribution supply of oxidizer, heat release spatially distributed in space,
lower peak temperatures and significantly lower thermal NOx formation. Overall, the paper shows
that realistic computations on the kiln considered can be performed using cfMesh and OpenFoam.
Simplified flow models in 1D or 2D fail to convey the same information. Models for the flow,
combustion and radiative heat transfer can be replaced by more complex models to arrive at even
more realistic predictions of heat transfer and pollutant formation in the kiln.
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Abstract: A common challenge faced by engineers in the hydraulic industry is the formation of
free surface vortices at pump and power intakes. This undesirable phenomenon which sometimes
entrains air could result in several operational problems: noise, vibration, cavitation, surging,
structural damage to turbines and pumps, energy losses, efficiency losses, etc. This paper investigates
the numerical simulation of an experimentally observed air-core vortex at an intake using the
LTSInterFoam solver in OpenFOAM. The solver uses local time-stepping integration. In simulating
the air-core vortex, the standard k − ε, realizable k − ε, renormalization group (RNG) k − ε and the
shear stress transport (SST) k−ω models were used. The free surface was modelled using the volume
of fluid (VOF) model. The simulation was validated using a set of analytical models and experimental
data. The SST k −ω model provided the best results compared to the other turbulence models.
The study was extended to simulate the effect of installing an anti-vortex device on the formation
of a free surface vortex. The LTSInterFoam solver proved to be a reliable solver for the steady state
simulation of a free surface vortex in OpenFOAM.

Keywords: intake; air-core vortex; LTSInterFoam; OpenFOAM; volume of fluid (VOF)

1. Introduction

A common challenge faced by engineers in the hydraulic industry is the formation of free surface
vortices at pump and power intakes, a phenomenon which may entrain air [1–3]. This undesirable
phenomenon often results in several operational problems: noise, vibration, cavitation, energy losses,
efficiency losses, etc. [4,5]. Free surface vortices have also seen beneficial applications in water vortex
hydropower plant systems [6–8], water treatments [9], vortex drop shafts in sewer systems [10],
vortex settling basins [11] and vortex confined chambers [12].

Free surface vortices involving incipient air-entrainment occur at low submergence depth, a depth
often referred to as the critical submergence [2]. This implies that ensuring adequate submergence
presents an efficient way to avert the occurrence of free surface vortices. Apart from ensuring adequate
submergence during the design of intakes, the use of anti-vortex devices also provides another
cost-effective means of suppressing the formation of free surface vortices [5,13].

Refs. [14–17] proposed analytical models to describe the key vortex characteristics. Several validation
test cases on these analytical studies also exist in the literature [18–20]. Some researchers [21–23] have
proposed mathematical models and design plots which predict the critical submergence of intakes.
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Time and cost constraints often render physical experimental modelling prohibitive and this has
necessitated the use of numerical tools, which, in most instances, offer a reasonable complement.
Numerical studies on free surface vortices have gained popularity due to the increasing trend of
computational power [24]. According to [25], computational fluid dynamics (CFD) is capable of solving
challenges associated with scale effects in model testing of free surface vortex problems through the
simulation of the actual prototype with appropriate boundary conditions. In this regard, many studies
have utilized CFD tools to simulate the occurrence of free surface vortices.

Ref. [7] numerically simulated a concentrated, full air-core vortex using the ANSYS-CFX tool
and reported that the Reynolds stress model was the most suitable turbulence model. The velocity
distribution in a vortex settling basin was also numerically assessed by [11] using FLOW-3D CFD
software. The study reported a good agreement between the experimental and numerical results.
Ref. [24] performed a numerical simulation of a free surface vortex formed in an intake channel of a
small scale hydropower plant using the large eddy simulation (LES) model, where the free surface
depression was successfully predicted. In a comparison study between the standard k− ε and the RNG
k− ε turbulence models in simulating a vertical vortex, Ref. [25] found that the RNG k− ε turbulence
model provided a better prediction of the rapidly strained and curving streamline flows at the hydraulic
intake. Free surface vortices in two geometric variations of a simplified intake were numerically
simulated by [26] using the commercial ANSYS-CFX software along with the k− ε turbulence model.
Similarly, Ref. [27] numerically predicted a free surface vortex formation at the intake of a tidal power
plant using the commercial ANSYS-CFX tool and with the shear stress transport curvature correction
(SST-CC) turbulence model. Ref. [28] numerically quantified air entrainment rates as a result of
intake vortices in different hydraulic conditions using the large eddy simulation (LES) model in the
FLOW-3D CFD tool. The study observed a good agreement between the experimental and numerical
results. Ref. [29] investigated key characteristics of a vertical vortex by utilizing the tracer technique
and provided improved mathematical relations for the vortex by using the method of separation
of variables.

A number of numerical studies have also been devoted to the simulation of free surface vortices
in the presence of anti-vortex devices. For instance, Ref. [13] performed a numerical simulation of a
Prosser disc and funnel-type anti-vortex devices using the large eddy simulation (LES) model and
observed good agreement with experimental results. Ref. [30] looked into the efficacy of a rectangular
anti-vortex plate at vertical pipe intakes, whereas [31] looked into the use of horizontal perforated
and solid plates as anti-vortex devices. A detailed experimental assessment of 13 variant anti-vortex
devices was conducted by [32] based on the physical model of the Siah Bisheh Pumped Storage
Dam. Their study concluded that the horizontal plate anti-vortex device had the best performance.
Some authors also looked into other types of anti-vortex devices—submerged water jets [33–35],
rectangular plates [36] and funnel-shaped devices [37].

Despite the numerous research studies in this field, very little is known about the use of open-source
CFD tools, such as OpenFOAM, for numerical simulation of free surface vortices. This study, therefore,
presents a means by which free surface vortices could be numerically simulated using the OpenFOAM
CFD tool. In this study, the steady state LTSInterFoam solver was used for the simulation of an
experimentally observed air-core vortex. The solver uses local time-stepping integration and has,
until now, been associated with studies involving the maneuverability of ships and boats. The study
also investigated the performance of different turbulence models in predicting the occurrence of
free surface vortices as well as the numerical simulation of the performance of an anti-vortex device
installed at an intake.

Vortex Models

Vortex-related studies are often validated with either experimental data or analytical models.
In this regard, this section focuses on the review of some selected mathematical vortex models.
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Ref. [14] describes a vortex as being a solid rotating body comprising of an inner core and an outer
free vortex. The equations for the tangential velocity of the inner core and outer core vortices are given
by Equations (1) and (2), respectively.

r < rm Vθ = ωr =
Γ
2п

r
r2

m
(1)

r > rm Vθ =
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2пr
= ω

r2
m
r

(2)

Refs. [17,20,38] also proposed other vortex models and these are given in
Equations (3)–(5), respectively.
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where Vθ represents the tangential velocity; ω refers to the angular velocity of the vortex centre; r refers
to the radius; rm is the radius at maximum tangential velocity; Γ refers to the constant circulation of the
outer zone; and the normalised radius, R = r/rm.

2. Materials and Methods

2.1. Experimental Set-Up

The first set of numerical investigations involving an intake without an anti-vortex device was
based on the experimental work by [39], as illustrated in Figure 1. The experimental work entails the
formation of an air-core vortex at an intake. To be able to study the free surface vortex occurrence in
the set-up shown in Figure 1, water was made to circulate in a closed-loop set-up, such that a constant
water level was maintained at the elevation sump. The intake had a diameter (D) of 16 cm and the
water level in the sump was adjusted by using the pump to vary the volume of water in circulation.
Visualisation of flow within the prototype sump, intake geometry and the tunnel was made possible
by the use of clear Perspex in these areas of interest. The set-up was initially made to run for several
hours and readings were only taken when steady conditions had been attained at a constant water
level. A stable air-core vortex was observed when the relative critical submergence, S/D, and intake
Froude number, Fr, were set at 1.5 and 0.6, respectively.

Figure 1. Experimental set-up by [39].

The second set of numerical investigations, which sought to assess the impact of installing an
anti-vortex device, was based on the experimental work by [31]. Both studies implemented similar
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experimental set-ups but with an anti-vortex plate which has a 66% perforated opening installed at the
intake of the experimental set-up by [31]. The plate had a thickness of 2 mm and measured 1.5D by 1D
in length and width, respectively. The discharge flow and relative submergence for this experimental
case were set at 0.015 m3/s and 1.5, respectively.

2.2. Numerical Approach

2.2.1. Governing Equations

The governing Reynolds-Averaged Navier–Stokes (RANS) equations that underline the
LTSInterFoam solver are the continuity, transport of phase-fraction and the momentum equations
which are given by Equations (6)–(8), respectively. The flow parameters are decomposed using the
Reynolds decomposition approach such that u = u + u′ and p = p + p′.

∇·u = 0 (6)

∂α
∂t

+ ∇·(αu) = 0 (7)

∂(ρu)

∂t
+ ∇·(ρu u) = −∇p + ρg + ∇·

[
μe f f
(
∇u + (∇u)T

)]
(8)

where u refers to the velocity; u is the time-averaged velocity; u′ refers to the velocity fluctuation;
p is the pressure; p represents the time-averaged pressure; p′ is the pressure fluctuation; α represents
the volume fraction which ranges from 0 to 1 (with cells filled with gas given a value of 0 whilst
cells filled with liquid are assigned a value of 1); g is the acceleration due to gravity; and μe f f is the
effective viscosity.

Equations (9) and (10) are used to compute the density ρ and effective viscosity μe f f of the fluid,
respectively. The subscripts l and g in the equations represent liquid and gas respectively.

ρ = αρl + (1− α)ρg (9)

μe f f = (μe f f )lα+
(
μe f f
)

g
(1− α) (10)

The turbulence models selected for the study are the Standard k − ε [40], RNG k − ε [41,42],
realizable k − ε [43], k −ω [44,45] and the SST k −ω [46,47] models. Additional equations used for
computing the various parameters in the different turbulence models are available in the literature.

2.2.2. OpenFOAM Application and Procedures

The governing differential equations are discretized using the finite volume method (FVM) along
with the local time stepping (LTS) scheme for temporal discretization in order to ensure a rapid
steady-state solution. The pressure–velocity equations are resolved using the PIMPLE algorithm.
The linearUpwind grad (U) was selected for the convection of U. The divergence related to k and ω
was computed using the linearUpwind limitedGrad scheme, whilst for that of epsilon, the upwind
scheme was selected. For the divergence of alpha, div (phi,alpha), and the compression of the interface,
div(phirb,alpha), the van Leer and the linear schemes were applied, respectively. The Gauss linear
corrected scheme was used for the Laplacian schemes.

The building and meshing of the geometries were done in CAD and cfMesh, respectively. The cells
were mainly hexahedra, comprising of coarse (average cell size 0.08 m), medium (average cell size
0.02 m) and fine (average cell size 0.01 m) cells. The meshed geometry with its associated boundaries
is shown in Figure 2.

In CFD analysis, boundary conditions are used to specify the spatial or temporal variable
values or behavior required to produce a unique solution. The boundary conditions used for the
simulation are provided in Table 1 where U, p_rgh, alpha.water, nut, k and omega refer to the velocity,
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reduced pressure, phase fraction, turbulent viscosity, turbulence kinetic energy and specific rate of
dissipation of turbulence kinetic energy, respectively. The fixedValue represents a Dirichlet Boundary
Condition which is specified by the user. The pressureInletOutletVelocity boundary condition applies
a zero-gradient for outflow, whilst the inflow velocity is the patch-face normal component of the
internal-cell value. The fixedFluxPressure provides an adjustment to the pressure gradient, such that
the flux on the boundary is the one specified by the velocity boundary condition. The totalPressure
boundary condition is computed as static pressure reference plus the dynamic component due to
velocity. The inletOutlet boundary condition provides a zero-gradient outflow condition for a fixed
value inflow. The kqRWallFunction is the wall function for the turbulence kinetic energy while the
nutkRoughWallFunction is the rough wall function for kinetic eddy viscosity and omegaWallFunction
represents the wall function for frequency. The groovyBC boundary condition (contained in the
swak4Foam library) was used to impose a constant water level.

Figure 2. Meshed geometry with its associated boundaries.

Table 1. Boundary conditions.

Variable Inlet Outlet Walls Atmosphere

U flowRateInletVelocity flowRateInletVelocity fixedValue pressureInlet-
OutletVelocity

p rgh fixedFluxPressure zeroGradient zeroGradient totalPressure

alpha.water groovyBC zeroGradient zeroGradient inletOutlet

nut calculated calculated nutkRoughWall-Function zeroGradient

k fixedValue inletOutlet kqRWallFunction inletOutlet

omega fixedValue inletOutlet omegaWallFunction inletOutlet

The simulations were run on 28 cores (2 × 14 core Intel Xeon E5-2660 2.00 GHz) of a desktop
workstation which has 256 GB RAM. The simulation convergence was assessed using a normalized
residual value of order 1× 10−5. Visualisation of the numerical results was performed in ParaView.
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3. Results and Discussions

3.1. Visualisation of the Air-Core Vortex

Using an isosurface of α = 0.96, the stable air-core vortex was depicted as a conical drop extending
from the free surface towards the intake, as illustrated in Figure 3. In fluid flow, the presence of a vortex is
often depicted by a roughly circular or spiral pattern of streamlines [48,49]. The streamlines, which were
drawn with surface line integral convolution (Figure 4), exhibit a spiral pattern, thus confirming the
presence of a vortex. The velocity vector plot (Figure 5) illustrates how the fluid flows spirally into the
intake. From the observations in Figures 4 and 5, the fluid flow can be described as moving spirally
from the water surface towards the intake and also rotating around the vortex axis. The plot depicted in
Figure 6 shows the contour plot of the normalized velocity field expressed as a percentage, (VXZ/V)%,
where VXZ refers to the velocity in x-z plane whilst V is the intake flow velocity. The plot is made at a
horizontal depth of D (16 cm) above the axis of the intake. The contours of the velocity field indicate
the boundaries of the conical flow towards the intake [39].

Figure 3. Vortex formed at the intake (side view).

Figure 4. Streamlines illustrated with surface line integral convolution.
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Figure 5. Velocity vector plot.

Figure 6. Velocity field plot.

3.2. Assessment of Different Turbulence Models

During the numerical simulation, the authors observed that the use of the standard k − ε and
RNG k− εmodels resulted in the development of flow instabilities at the free surface, especially at the
upstream end. This phenomenon was particularly pronounced at the high-pressure gradient region,
thus causing the numerical simulation to fail abruptly. This situation may be linked to the fact that
adverse pressure gradient conditions often cause the standard k− ε and RNG k− εmodels to exhibit
poor performances [50].
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On the other hand, the realizable k− ε, k−ω and the SST k−ωmodels successfully predicted the
occurrence of the air-core vortex. The realizable k − εmodel outperformed the other family of k − ε
models (standard k− ε and RNG k− ε) due to its ability to perform well with rotation and separation
flow, a situation which is linked to the inclusion of a realizability constraint on the predicted stress
tensor of the realizable k− εmodel [43].

However, regarding the realizable k− εmodel, we observed an amount of unusual free surface
deformation along the walls, although the simulation progressed successfully. This observation was
generally absent when the k−ωmodels were used. These observations may be attributed to the fact
that the k − ω models often exhibit better numerical prediction at the walls compared to the k − ε
models [43,48].

A comparison of results in terms of the normalized tangential velocity distribution from the three
(3) different turbulence models (realizable k− ε, k−ω and the SST k−ωmodels) has been illustrated in
Figure 7a, where R refers to the normalized radius. From Figure 7b, the three (3) turbulence models
were assessed by comparing the normalized tangential velocity distribution of the turbulence models
with some selected analytical vortex models by [14,17,20,38] as well as other related experimental
data by [12,20,51]. The plot showed a generally fair agreement with the realizable k− εmodel and the
k−ωmodel. However, an amount of over-prediction of the tangential velocity occurred at the outer
core of the vortex. Furthermore, at the point of maximum tangential velocity (R = 1), the realizable
k− εmodel over-predicted the tangential velocity. The ability of the k−ωmodel to provide a better
prediction at the boundary or near-wall layers could be the reason why the model outperformed the
realizable k− εmodel [43,48]. The best agreement was, however, obtained from the SST k−ωmodel,
which outperformed the k −ω model, and this could be attributed to the fact that even though the
k−ωmodel is suitable for moderate adverse pressure gradients, the model could exhibit some amount
of failure with pressure-induced separation [52], which includes the formation of an air-core vortex.
Furthermore, the SST k−ωmodel has been found to be generally robust, with an enhanced performance
in terms of flow at walls, adverse pressure gradients as well as flow separation [46,47,51–54]. From the
illustration in Figure 7b, the ranking of the performance of the three turbulence models beginning
from the most suitable model is, thus, SST k−ωmodel, k−ωmodel and realizable k− εmodel.

 
(a) 

Figure 7. Cont.
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(b) 

Figure 7. (a): Comparison of results from the three different turbulence models. (b): Comparison of
the results from the different turbulence models with other studies.

3.3. Suppression of Air Entrainment Using an Anti-Vortex Device

As reported by [31] and observed in Figure 8, the use of the anti-vortex plate resulted in the
suppression of the air-core vortex. The region for the anticipated vortex only showed the formation of
a slight depression. Ref. [31] observed a reduction of a Type 6 vortex (a stable air-core vortex) to a Type
1 vortex (coherent surface swirl) when a perforated plate serving as an anti-vortex device was installed.
The anti-vortex device suppressed the formation of the air-core vortex by inducing turbulence and
friction, which succeeded in cutting the path of the vortex core, thus ensuring a relatively smoother
flow towards the intake [31]. The formation of the suppressed vortex is illustrated in Figure 8.

Figure 8. A slight surface depression formed in the presence of the anti-vortex plate.

4. Conclusions

Optimizing the intake of a hydropower plant often involves the suppression or prevention of
the formation of free surface vortices whose occurrence could jeopardize the operations at the facility.
In general, numerical simulations have been found to be relevant to such interventions by providing
a key complement to experimental studies. In this regard, the study investigated the numerical
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simulation of an experimentally observed air-core vortex using different turbulence models as well as
the suppression of the air-core vortex at an intake. Based on the results from the study, the following
conclusions have been drawn:

1. The new approach of using the LTSInterFoam solver, as highlighted in this study, proved to
be a reliable means for the steady-state simulation of a free surface vortex at an intake.
The LTSInterFoam solver, until now, has been associated with hydrodynamic studies involving
ships. However, being a steady state solver, it is unable to account for the transient process of
evolution of a free surface vortex.

2. The SST k−ωmodel provided the best results compared to the other turbulence models.
3. The approach highlighted in this study can be used to investigate the effectiveness of an anti-vortex

device in suppressing the formation of an air-core vortex.

The authors, thus, recommend that future studies explore the use of the interFoam solver in
OpenFOAM to simulate the occurrence of free surface vortices in order to account for the transient
process associated with the formation of free surface vortices.
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Abstract: Electrochemical deposition (ECD) is a common method used in the field of microelectronics
to grow metallic coatings on an electrode. The deposition process occurs in an electrolyte bath where
dissolved ions of the depositing material are suspended in an acid while an electric current is applied
to the electrodes. The proposed computational model uses the finite volume method and the finite
area method to predict copper growth on the plating surface without the use of a level set method
or deforming mesh because the amount of copper layer growth is not expected to impact the fluid
motion. The finite area method enables the solver to track the growth of the copper layer and uses the
current density as a forcing function for an electric potential field on the plating surface. The current
density at the electrolyte-plating surface interface is converged within each PISO (Pressure Implicit
with Splitting Operator) loop iteration and incorporates the variance of the electrical resistance that
occurs via the growth of the copper layer. This paper demonstrates the application of the finite
area method for an ECD problem and additionally incorporates coupling between fluid mechanics,
ionic diffusion, and electrochemistry.

Keywords: multi-physics; electrochemistry; fluid mechanics; OpenFOAM; finite volume method;
finite area method

1. Introduction

Electrochemical deposition (ECD) is an integral process in the fabrication of semiconductor
devices. In addition, the applications spread through a variety of other fields such as the deposition of
coatings for corrosion resistance [1] and water treatments [2]. ECD is not the only deposition technique
used for growing copper layers in semiconductor devices, but it is a popular and inexpensive method,
since it does not require a vacuum or heating of the system [3]. Additionally, this method is able to
deposit high-aspect ratio features with a high degree of precision.

The process of ECD is shown in a simplified schematic in Figure 1.
The process applies a current I that flows from the anode to the cathode. Positive ions are shed

from the anode and added to the electrolyte. Diffusion and migration of ions occurs in the electrolyte.
The positive ions are deposited on the cathode surface and depletes the ionic concentration near the
cathode-electrolyte interface. As time evolves, the copper layer continues to grow, and the rate of this
growth is directly proportional to the applied current density. The copper layer is deposited edge high,
center low. So it is imperative to control how the copper layer is deposited and one way to control
the uniformity of the copper layer is to induce mixing of the electrolyte. In this paper the anode and
cathode are copper and the electrolyte is a copper sulfate-acid solution.

Fluids 2020, 5, 240; doi:10.3390/fluids5040240 www.mdpi.com/journal/fluids55
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Figure 1. A schematic of a simplified electrolytic cell being used for electrochemcial deposition.

Mathematical models of electrochemical phenomena in the literature showcase a spectrum of
weak to strong coupling between electric potential, ionic concentration, and fluid motion. The work
by Karcz [4], which investigates a tubular fuel cell, chose to account for the current density with a
zero-dimensional or one-dimensional model, while maintaining a three-dimensional model for the fluid
motion and ionic transport. Karcz concluded that the characteristics of the current density were similar
in both models and the one-dimensional model compared favorably to experimental data. Introducing
relationships such as the Butler-Volmer equation, which computes a current density based on a
nonlinear dependence of the voltage difference between the anode and cathode and ionic concentration
of the species that participates in chemical kinetics [5], strengthens the coupling of the electrochemical
model and can be observed in work performed by Ritter et al. [3], Drese [6], Hughes, Baily and
McManus [7], and Hughes et al. [8], where four different current distributions, at the cathode-electrolyte
interface, are presented. These four regimes are tertiary, secondary, primary, and diffusion limited
current distributions. This work uses the tertiary current distribution. The strongest coupling presented
in the literature shows dependence of ionic concentration and electric potential in the equations that
govern ionic transport and electrochemistry, see [2,9–11].

The overall objective of this work is to determine how turbulent mixing impacts copper layer
growth. With that being said, this paper is the first building block to achieve that higher goal, where the
focus will be on the electrochemistry and ionic transport. There have been others that have looked
into mixing via a reciprocating paddle [10]. Motion of a paddle within the fluid or a deforming
boundary due to depletion or plating of copper require a numerical approach that will account for
these changes. One such approach is to use the Arbitrary Lagrangian-Eulerian (ALE) [10] or a dynamic
mesh method [2] that moves the mesh based on the motion of a boundary. Other approaches include a
level set method [7–9], an explicit interface tracking method (EITM) [12,13], and the finite area method
(FAM) [1]. Here the FAM is used because the growth of the copper layer is small in comparison to the
domain size, and, therefore, would have negligible effects on the motion of the fluid.

The paper is organized as follows: Section 2 provides a description of the mathematical models
and key assumptions used in this work. Section 3 summarizes the numerical methods employed
to solve the physics model. Section 4 presents the results of a validation study performed to assess
the accuracy of the proposed approach. Section 5 extends the validation results by considering
concentration dependence. Finally, Section 6 provides a summary of the research and some possible
future extensions.
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2. Problem Formulation

The physics that governs ECD couples fluid mechanics, ionic diffusion, and electrochemistry.
To computationally model a complex system such as ECD, several mathematical, physical,
and geometric assumptions must be made that dictate the level of coupling. It is necessary to have a
strong enough level of coupling between the different physical models to demonstrate and predict the
required physical behavior observed in experiments and practice.

2.1. Governing Equations

The equations that govern the fluid mechanics are conservation of mass and conservation of
momentum. The conservation of mass for an incompressible fluid is

∇ · u = 0, (1)

and the conservation of momentum, the Navier-Stokes equations, are

∂u

∂t
+∇ · (u ⊗ u)−∇ · (ν∇u) = −1

ρ
∇p + F, (2)

where u is the fluid velocity, ν is the kinematic viscosity, ρ is the fluid density, p is the fluid pressure,
and F is any body force acting on the fluid.

To mathematically model the transport of copper ions within the electrolyte, the concentration
of copper ions is tracked via diffusion, migration, and convection (if fluid motion is present).
The governing equation for the transport of Cu2+ ions is

∂C
∂t

= −∇ ·
[
−D∇C −

(
FnD
RT

C
)
∇ϕ − Cu

]
, (3)

where C is the mass fraction of copper ion concentration, D is the diffusivity of copper ions, F is
Faraday’s constant, n is the valence electrons for copper ions, R is the ideal gas constant, T is
chamber temperature, and ϕ is the electric potential of the electrolyte. This equation is known as the
Nernst-Planck equation. The first term on the right-hand side of Equation (3) represents diffusion,
the middle term is the migration of the ionic concentration (this is a coupling term between the electric
potential and ionic concentration), and the last term is convection due to fluid motion.

The electrochemistry is governed by ensuring that the electric flux in the system is divergence-free,
where the flux is defined as

N = −Fn
[

D∇C −
(

FnD
RT

C
)
∇ϕ + Cu

]
. (4)

Therefore, the governing equation is ∇ · N = 0 or

∇2 (FnDC) +∇ ·
[(

F2n2D
RT

C
)
∇ϕ

]
= 0, (5)

since the fluid motion is quiescent and Equation (1) still holds ∇ · (Cu) vanishes. If fluid motion was
present the term ∇C · u would still be included.

The equations that have been presented to this point only account for the electrolyte and do
not consider any electrodynamics that occur from the growth of the copper layer. To account for the
changes in electric potential on the plating surface the following equation must be solved:

∇ ·
(

σe f f∇ϕs

)
= −i, (6)
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where σe f f is the effective surface conductivity at the interface between the seed layer and electrolyte
and i is the current density on the plating surface. The effective conductivity is calculated by
considering the initial seed layer in addition to the growing copper layer; it is defined as:

σe f f = σδ + σ0δ0, (7)

where σ is the conductivity of solid copper, σ0 is the conductivity of the initial seed layer material,
and δ0 is the initial seed layer thickness. The current density at the electrolyte-cathode interface is
computed using the following:

i =
FDcb
MCu

(
∇C · n − nF

RT
C∇ϕ · n

)
, (8)

where cb is the bulk concentration of copper ions in the electrolyte and MCu is the molar mass of copper.
The Butler-Volmer equation Equation (9) is another expression for the current density, but here it

used to calculate the overpotential η, which requires using a Newton-Raphson [14] method to solve
the nonlinear equation. The Bulter-Volmer equation is

i = i0

[
exp

αAnFη

RT
− C exp

−αCnFη

RT

]
, (9)

where i0 is the exchange current density (cathodic current at equilibrium [15]), and αA and αC are
the charge transfer coefficient for the anode and cathode, respectively. η is then used to update the
interface potential,

ϕI = ϕs − η, (10)

which is used as a boundary condition for the current algorithm. Equation (9) also enforces convergence
of the current density inside the PISO loop, where the full algorithm will be discussed in more detail
in Section 3.2.

Finally, the equation that governs the deposited copper is

∂δ

∂t
=

iMCu
ρCunF

, (11)

where δ is the deposited copper thickness and ρCu is the density of copper. All of the parameters that
need to be set in the simulations are defined in Table 1.

Table 1. Material and Fluid properties that will be calculated through the course of each simulation.
Symbols, descriptions, and dimensions are provided here.

Constants Description Dimensions (SI)

ρ Fluid density
[
kg/m3]

ν Kinematic viscosity of the fluid
[
m2/s

]
D Cu ion diffusivity

[
m2/s

]
F Faraday’s constant [A s/mol]
n Ion valence [−]
R Universal gas constant

[
kg m2/

(
K mol s2)]

T Operating temperature [K]
cb Bulk concentration of copper ions in the electrolyte

[
kg/m3]

MCu Molar mass of copper [kg/mol]
ρCu Density of copper

[
kg/m3]

δ0 Initial seed layer thickness [m]
σ0 Initial seed layer conductivity

[
s3 A2/

(
kg m3)]

σ Electric conductivity of solid copper
[
s3 A2/

(
kg m3)]

i0 Exchange current density
[
A/m2]

αA;C Charge transfer coefficients for the anode and cathode [−]
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2.2. Material and Fluid Properties

Tables 1 and 2 list the fluid and material properties and the fields being computed throughout the
ECD simulations, respectively.

Table 2. Material and Fluid fields that will be calculated through the course of each simulation.
Symbols, descriptions, and dimensions are provided here.

Field Description Dimensions (SI)

u Fluid velocity [m/s]
p Fluid pressure

[
kg/

(
m s2)]

F Body force acting on the fluid
[
m/s2]

C Mass fraction of copper ion concentration [−]
ϕ Electric potential of the electrolyte

[
kg m2/

(
A s3)]

ϕs Electric potential copper layer
[
kg m2/

(
A s3)]

ϕI Interface potential
[
kg m2/

(
A s3)]

N Electric flux [A m/mol]
δ Deposited copper layer thickness [m]
i Current density

[
A/m2]

σe f f Effective conductivity to account for δ0 and δ
[
s3 A2/

(
kg m2)]

η Overpotential
[
kg m2/

(
A s3)]

3. Numerical Methods

3.1. Discretization

In this work, a cell-centered finite volume method (FVM) is used to discretize the bulk
fluid (Equations (1)–(3)) and electric potential (Equation (5)) equations and a face-centered finite
area method (FAM) is used to discretize the electric potential equation along the plating surface
(Equation (6)). Both the FVM and FAM approaches are based on integral forms of the governing
equations. Unless otherwise noted, all time derivatives are discretized using the second-order accurate,
implicit scheme referred to as the backward scheme [16]. The following sections will briefly describe
the FVM and FAM spatial discretizations.

3.1.1. Finite Volume Method (FVM)

In a finite volume approach, the computational space is divided into non-overlapping control
volumes (CV) that completely fill the space. Figure 2a shows an example of a hexahedral control
volume, Vp, centered around a point, P. The face f with surface area S f and unit normal n f is shared
by a neighboring CV with centroid N.

Integral forms of the governing equations are discretized in the FVM by transforming continuous
surface integrals into discrete summations over CV faces. For example, the FVM form of the Laplacian
term in Equation (16) is given by

∫
V
∇ ·

(
F2n2D

RT
∇ϕ

)
dV =

∫
S

F2n2D
RT

∇ϕ · dS = ∑
f

F2n2D
RT

S f · (∇ϕ) f . (12)
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(a) (b)
Figure 2. Illustrations of a (a) hexahedral control volume, and (b) quadrilateral control area based off
of figures in [17].

The face normal gradient, S f · (∇ϕ) f , is evaluated according to

S f · (∇ϕ) f = |S f | ϕN − ϕP
|d| , (13)

where d is the length vector between the center of cell P and neighboring cell N and ϕP and ϕN are
the value of ϕ at the points P and N, respectively. In the case of non-orthogonal meshes, an additional
correction term is introduced (see [16]). Similar discretizations can be introduced for the remaining
terms in the governing equations. The interested reader is referred to [18] for additional information on
the FVM discretizations used within the OpenFOAM® framework [19]. For more detailed information
on the FVM the interested reader is referred to [20].

3.1.2. Finite Area Method (FAM)

The finite area method can be thought of as a two-dimensional version of the FVM over curved
surfaces, and is well-suited to problems for which the thickness of the region of interest is much
less than the lateral dimensions of the domain and through-thickness gradients can be neglected.
For example, in [17], the FAM is employed to solve the transport of surfactants along the surface of a
free-rising bubble. In this work, a face-centered FAM is used to solve for the electric potential field
within the thin deposited copper layer along the plating surface, see Equation (6).

In the FAM, similar to the FVM, the surface is decomposed into non-overlapping polyhedral
control areas. Figure 2b provides an illustration of two adjacent quadrilateral control areas with
centroids P and N, areas SP and SN , and outward facing normals nP and nN . Integral equations
are then discretized as summations over the control area edges, analogous to the FVM procedure.
For example, the FAM discretization of the Laplacian term in Equation (17) is expressed as

∫
∂S

∇ · (σe f f∇ϕs) = ∑
e

σe f f Leme · (∇ϕs)e, (14)

where the subscript e denotes edge-centered values, Le is the length of the edge, and me is the outward
pointing unit bi-normal of the edge. For more detailed information on the FAM the interested reader is
referred to [21].
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3.2. Solver Algorithm

Figure 3 describes the full solution algorithm that the ECD simulation follows. It should be noted
that there is logic that allows the user to turn on or off the ionic transport of copper. The inputs into the
algorithm are the initial concentration, seed layer thickness, and electric current. Here the overpotential
is initially chosen to be zero and iterated to convergence via a Newton-Raphson [14] scheme.

Given initial conditions

PISO Algorithm

Solve Equation (9)
for η and ϕI

Solve Equation (5) for ϕ

Compute iold
Equation (8)

Solve Equation (6) for ϕs

Update η = ϕs − ϕI
and solve

Equation (9) for inew

Solve
Equation (3)?

No Update
fields

inew = iold?

Solve Equation (11) for δ

t = t f ?

End simulation

Yes

Yes

Yes

No

Figure 3. Solution algorithm for electrochemical deposition. This algorithm is executed each timestep.
C0, η0, δ0 are initial copper concentration, overpotential, and seed layer thickness, respectively.
t f represents the end time of the simulation.

3.3. Solver Parameters

The numerical solvers and schemes used in the ECD solver are noted in Tables 3 and 4. Numerical
solvers are the linear algebraic solvers used to solve the discretized equations and numerical schemes
are the methods used to approximate the differential operators in those equations. The relaxation
factors for the equations that govern the fields ϕ and ϕs are set to 0.7. These relaxation factors were
chosen to reduce oscillations that occur in the electric potential fields during the loop that ensures
the current density converges, but a more formal investigation into the optimal relaxation factors is
necessary and is part of future work.
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Table 3. Numerical solvers used in the ECD simulations. LU = Lower-Upper; GAMG =
Geomtric-Alegbraic Multi-Grid; FDIC = Faster Diagonal Incomplete-Cholesky; DICGaussSeidel =
Diagonal Incomplete-Cholesky with Gauss Seidel; PBiCGStab = Stabilized Preconditioned Bi-Conjugate
Gradient; DILU = Diagonal Incomplete-LU; DILUGaussSeidel = Diagonal Incomplete-LU with Gauss
Seidel; PCG = Preconditioned Conjugate Gradient; DIC = Diagonal Imcomplete-Cholesky.

Finite Volume Method

Field Equation Solver Preconditioner Smoother

p (1), (2) GAMG FDIC DICGaussSeidel
u (1), (2) PBiCGStab DILU DILUGaussSeidel
C (3) PBiCGStab DILU DILUGaussSeidel
ϕ (5) PCG DIC -

Finite Area Method

ϕs (6) PCG DIC -
δ (11) PBiCGStab DILU DILUGaussSeidel

Table 4. Numerical schemes to approximate the differential operators. For the divergence operators,
∇· the choice is either Gauss upwind or Gauss linear, which depends on the specific form of
the divergence.

Operator Scheme Description

∂/∂t backward Transient, 2nd order, potentially unbounded, implicit

∇ (·) Gauss linear 1.0 Central differencing, bounded

∇· Gauss upwind/Gauss linear 1st order, bounded/ 2nd order, unbounded

∇ (·) · n corrected Explicit non-orthogonal correction at cell faces, 2nd order,
conservative

∇2 Gauss linear corrected 2nd order, unbounded, non-orthogonal correction, conservative

4. Validation Test Case

The geometric assumptions for this problem will limit the computational domain to
two-dimensions (2D), as a simplification. Another simplification for the present state of the
computational model is to have quiescent fluid motion. In other words there will be no mixing
of the fluid, and therefore, it has no motion. The focus on this effort was to describe the coupling
between ionic transport and electrochemistry. First, it is demonstrated that the approach agrees with
previously published resultsin [1], but without ionic transport.

4.1. Description

The performance of the proposed model described in Sections 2 and 3 is validated against the
published results of [1] for copper electroplating of an L-shaped surface at the bottom of an electrolyte
bath. In this simple test case, a constant electric current is supplied along the top surface of the
bath and copper is deposited on the bottom L-shaped surface, highlighted in orange as shown in
Figure 4. Due to the configuration of the plating surface, the thickness of the Cu layer is expected to
be non-uniformly distributed along the plating surface, with the highest deposition rate occurring at
the exposed corner of the L-shaped surface. The sampling line for used in the figures below starts
in the center of the cyan line (this is the zero distance in the line plots below) then extends up and
around the corner of the orange L-shaped plating surface and ends at the left most point on the orange
plating surface.
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1 [m]
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0.25 [m]
0.1 [m]

Figure 4. L-shaped plating surface at the bottom of an electrolyte bath. The orange surface is the
plating surface (cathode), the blue surface is the anode, the green surfaces are insulated, and the cyan
edge is the ground on the FA mesh.

4.2. Model Formulation and Assumptions

For this test case, the bulk fluid in the electrolyte bath is assumed to be quiescent (u = 0), and the
electrolyte solution is sufficiently mixed such that ionic transport within the bulk fluid can be safely
neglected. Under these assumptions, the governing equations simplify to

∇p = −ρg, (15)

∇ ·
(

F2n2D
RT

∇ϕ

)
= 0, (16)

∇ · (σe f f∇ϕs) = −i, (17)

where F2n2D/RT = κ when comparing to [1] which is representative of the conductivity of the
electrolyte and the Butler-Volmer equation reduces to

i = io

[
exp

(
αAnFη

RT

)
− exp

(−αCnFη

RT

)]
. (18)

Equation (15) expresses the hydrostatic equilibrium existing within the bulk fluid with the
gravitational force vector defined as g = (0, 0, g). Equations (16) and (17) describe the electric potential
in the bulk fluid and deposited copper layer, respectively. The conductivity of the growing copper
layer is given by

σe f f = σδ + σs0, (19)

where σ is the electric conductivity of the deposited metal, δ is the thickness of the deposited layer,
and σs0 is the electric conductivity of the initial deposited surface. This formulation allows for the
initial seed layer and deposited metal to be of different materials with differing electric conductivities.
Equation (18) is simply the Butler-Volmer Equation without the dependence on Cu2+ concentration.
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The solution algorithm is still given by Figure 3 and the expressions for interface potential and
deposition rate, given by Equations (10) and (11), remain unchanged.

4.3. Domain and Computational Mesh

Referring back to Figure 4, the overall domain is a 1.0 m × 0.5 m × 0.1 m box with a 0.25 m ×
0.25 m × 0.1 m section removed. A fixed, uniform current density boundary condition (∇ϕ · n = i/κ)
is applied along the top surface, colored in blue. Here, n = (nx, ny, nz) is the boundary surface normal.
The orange surface indicates the area over which electroplating occurs, and the bottom edge of the
plated surface, colored in cyan, is grounded (ϕs = 0). All other surfaces are considered to be perfectly
insulated (∇ϕ · n = 0). The computational domain is discretized with uniform hexahedral cells with a
cell size of 1.25 cm. The total number of cells is approximately 22,400.

4.4. Parameters

The results presented in [1] included two test cases, case-1 and case-2, to explore model parameter
sensitivity. In this work, the proposed model is parameterized in accordance with values from case-1
only, as the results from case-2 do not exercise any additional physics and are qualitatively similar
to the results of case-1. The relevant model parameters are given in Table 5. In order to account
for the difference between the model presented here and the model presented in [1], namely that
F2n2D/RT = κ, the inclusion of the diffusivity and bulk copper concentration of the electrolyte are
included in the model parameters.

Table 5. Model parameters used in the L-shaped validation case [1]. Additional parameters are
presented to account for the modifications to the model.

Parameter Symbol Value

Electric conductivity of electrolyte κ 1.0 S/m
Electric conductivity of deposited metal σ 5.95 × 107 S/m
Surface electric conductivity of initial deposited surface σs0 59.5 S
Molar weight of deposited metal m 63.546 g/mol
Valence of metallic ion in electrolyte n 2
Mass density of deposited metal ρ 8940 kg/m3

Temperature T 300 K
Total current J 5 A
Exchange current density i0 150 A/m2

Charge transfer coefficients αA and αC 0.5, 0.5
Time step Δt 10 s
Tolerance of potential relaxation subcycle ε 1.0 × 10−6

Copper diffusivity D 0.67 × 10−9 m2/s
Bulk copper concentration cb 6.3536 kg/m3

4.5. Solution

Model predictions for the validation case described above are shown in Figures 5–7. The model is
run for a total time of 1500 s. Qualitatively a comparison between the results of the electric potential
in the bulk electrolyte can be made between the predictions from [1] and to the predictions from the
proposed model, the results of the electric potential from the proposed model are shown in Figure 5,
a time t = 1500 s. From this qualitative analysis the proposed model is in agreement with the results
presented in [1].
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Figure 5. Contours of electric potential in the bulk electrolyte predicted by the proposed model at
t = 1500 s. Comparisons can be made to Figure 3a in [1].

Quantitatively comparing the time distributions of the current density and the copper layer
thickness from [1] the proposed model time-dependent behavior of the interface current and deposition
thickness distributions are provided in Figure 6a,b. The time-dependent behaviors correspond well
with the results presented in [1].
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(a) Interface current density distribution.

. . . . . . . . . .

δ
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(b) Deposition thickness distribution.

Figure 6. Time dependent behavior of the (a) interface current density distribution and (b) deposition
thickness distribution along the plating surface predicted by the proposed model. Comparisons can be
made to Figure 4a,b in [1], respectively.

Figure 7a,b show distributions of interface current density and deposition layer thickness on the
deposition surface, also at time t = 1500 s. A qualitative comparison between the plots produced by
this model and those presented in [1] again demonstrate good agreement.
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(a) (b)
Figure 7. (a) Interface current density distribution and (b) Deposition thickness distribution along the
plating surface predicted by the proposed model at t = 1500 s. Comparisons can be made to Figure 3b,c
in [1], respectively.

4.6. Analysis and Discussion

Model predictions of electric potential in the bulk electrolyte, shown in Figure 5, agree qualitatively
with the published results of [1]. Unfortunately, a more quantitative comparison of the electrolyte
potential is not possible; however, based on the range of scales published in [1], maximum and
minimum values between the two model predictions for electrolyte potential (interface potential)
agree to within 0.8% (6%) and 5.5% (187%), respectively. It is important to note that the large percent
difference between the minimum value of interface potential between the two models is relative to a
value << 1, and that small differences in meshing or solver parameters can lead to small numerical
differences that will accumulate over time.

Figure 6a,b shows the interface current distribution and deposition thickness evolution over time,
respectively, and provide a quantitative comparison between the two model predictions. Both models
predict an interface current distribution that is constant over time, with the highest values occurring
at the exposed corner of the plating surface, around a distance of 0.25 m. The proposed model
predicts a peak current density of approximately 251 A/m2, while the model from [1] predicts a value
of 250 A/m2.

Qualitative comparisons are shown in Figure 7a,b for the current density and Cu layer thickness
distributions along the plating surface. Maximum and minimum values for both interface current
density and Cu thickness agree with the results in [1] to within 0.2%.

Qualitatively similar results are present in the prediction of deposition thickness, as shown in
Figure 6b. Both models predict increasing Cu layer thicknesses over time, with the thickest deposition
occurring at the corner of the plating surface. These results are consistent with the deposition rate’s
linear dependence on interface current density (see Equation (11)).

The results of this code-to-code comparison provide confidence that the proposed approach can
successfully model the electrochemical deposition process in cases where fluid motion is quiescent
and ionic transport can be neglected. The performance of the proposed model which includes ionic
transport will be discussed in the following section.

5. Ionic Transport Case

An extension case from Section 4 is presented to demonstrate the coupling of copper ionic
transport to the electric potential, current density, and copper layer growth. This case uses the
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same problem parameters presented in Table 5. The difference here is that the branch shown in
Figure 3 for ionic transport is turned on so the transport of copper ions, and depletion near the plating
surface, impacts the current density and electric potential fields near the electrolyte-copper layer
interface. This depletion of copper ions at the plating surface also indicates that the electroltye is no
longer well-mixed.

Analysis and Discussion

Figure 8 shows the electric potential field contours at t = 1500 s, when copper ionic transport
is included in the physical system. From this, it can be observed that there are slight changes in the
surface electric potential at the corner of the plating surface, and the bulk electric potential is decreased.

Figure 8. Contours of electric potential in the bulk electrolyte predicted by the proposed model,
with copper ionic transport, at t = 1500 s.

This change in electric potential at the interface of the plating surface leads to a decrease of the
current density over time, but overall the current density at this interface is larger (because of the
copper ion concentration coupling), see Figure 9a. The main change in current density occurs where
the majority of copper is deposited (see Figure 9b), which is at the corner of the plating surface.
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(b) Deposition thickness distribution.

Figure 9. Time dependent behavior of the (a) interface current density distribution and (b) deposition
thickness distribution along the plating surface predicted by the proposed model, with copper
ionic transport.

Figure 9a,b show the time dependent evolution of the current density and copper layer growth,
respectively. It can be observed from these plots that the peak value of the current density, at the corner
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of the plating surface, decreases because of the increased resistivity due the growth of the copper
layer. It is much less obvious, but the rate at which the copper layer is growing is starting to decrease,
meaning that less copper is being deposited in the same amount of time. This occurs because there
is less copper ions in the vicinity and because the current density has decreased. The overall current
density is greater than in the case presented in Section 4, but it can be observed in Figure 10a that the
current density has decreased as the simulation progressed. Figure 10b shows a similar trend to that
presented in Section 4.5.

(a) (b)

Figure 10. (a) Interface current density distribution and (b) Deposition thickness distribution along the
plating surface predicted by the proposed model, with copper ionic transport, at t = 1500 s.

Additionally, Figure 11a,b shows the concentration surface contour along the plating surface at
t = 1500 s and the copper ion deposition at the plating surface interface as time evolves. It can be
observed in Figure 11b, unsurprisingly, that the regions of the plating surface that correspond to large
deposition result in less copper concentration near the interface of the electrolyte-copper layer. It can
also be observed that the growth on the corner of the plating surface results in a shadowing effect
along the vertical portion of the plating surface which can be observed in the left side of Figures 9a,b,
and 11b, based on the start of the sampling line.
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Figure 11. (a) Mass fraction of copper ion concentration distribution near the plating surface predicted
by the proposed model, with copper ionic transport, at t = 1500 s. (b) Time dependent behavior of
the mass fraction of copper ion concentration distribution near the plating surface predicted by the
proposed model, with copper ionic transport.
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6. Summary

This paper details the development, testing, and application of a multi-physics simulation
code capable of predicting the spatio-temporal deposition of copper during an electrochemical
deposition process. The details of the underlying mathematical models, several implementation
details, and modeling considerations have been presented. The results of a validation study are
also included, in which the proposed model is used to predict copper deposition along an L-shaped
plating surface. The proposed model results presented for validation are in agreement with the
results presented in [1], but the additional assumption that the electrolyte remained well mixed was
too restrictive. To address this, the proposed model includes the addition of copper ion transport,
which demonstrates how deposition changes as the electrolyte is depleted of copper ions near the
plating surface. An extension of the validation problem, which incorporates ionic transport, has also
been studied. It can be observed that the depletion of copper ions results in a larger resistivity on
the plating surface (the deposited copper layer), which, in turn, decreases the current density on the
plating surface, specifically at the corner (where the copper concentration is being depleted). This also
slows the rate at which copper is deposited as time evolves.

As mentioned in Section 1 the overall objective is to study how turbulent mixing affects the
deposition of copper, and is future work to build upon this initial effort. Mixing the electrolyte will
ensure that copper ions are not depleted at the plating surface-electrolyte interface. Mixing is also
believed to help with the uniformity of deposition. Incorporating either a forcing function within the
fluid, or a moving mesh approach, such as the ALE method, introduces additional challenges in the
numerical method.
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Abstract: The problem of simulating wakes in a stratified oceanic environment with active
background turbulence is considered. Anisotropic RANS turbulence models are tested against
laboratory and eddy-resolving models of the problem. An important aspect of our work is to
acknowledge that the environment is not quiescent; therefore, additional sources are included in the
models to provide a non-zero background turbulence. The RANS models are found to reproduce
some key features from the eddy-resolving and laboratory descriptions of the problem. Tests using
the freestream sources show the intuitive result that background turbulence causes more rapid wake
growth and decay.

Keywords: stratified wakes; turbulence; RANS; stress-transport

1. Introduction

Oceanographic flows include a broad variety of turbulence-generating phenomena, and the
associated unsteady motions are in general inhomogeneous, non-stationary, and anisotropic.
The thermohaline stratification of the ocean introduces a conservative body force which must be
considered when examining flows in such an environment. Numerous effects including buoyancy,
shear, near-free-surface damping, bubbles, and Langmuir circulations complicate any attempt to
describe turbulent motions. The variety of production mechanisms includes (but is not limited to)
wind shear, wave breaking, internal gravity waves, double diffusion, and overturning due to the
alternating heating and cooling of the ocean surface.

The numerical simulation of engineering-related problems in such an environment is a daunting
prospect. For the case of wakes generated by ships and other man-made objects, the associated
Reynolds number can be O(109) in the near field, while approaching very small Froude number in
the far field. The broad separation of scales means that the use of scale-resolving methods such as
large-eddy simulation (LES) or direct numerical simulation (DNS) at full scale is typically prohibitively
computationally expensive for use in design and analysis problems. In previous work, we have
tested a set of Reynolds stress models (RSMs) against laboratory representations of the oceanographic
environment (see Wall and Paterson [1], publication pending). In this work, we then further develop
the application of these models to the problem of wakes, testing against laboratory and scale-resolving
model descriptions of stratified wakes. The models are then modified with source terms to produce a
finite background turbulence, intended to model the environmental turbulence in the ocean.

As has been noted, one of the key complications associated with the ocean is the density
stratification, which causes anisotropy in the stress tensor. In the late wake, the effects of the
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stratification inevitably dominate the character of turbulent motion. Models which account for
buoyancy-induced stress tensor anisotropy in some way are therefore desirable for simulations
of late-wake behavior, necessitating a second-moment closure. There is an extensive history of
second-moment approaches in modeling geophysical problems (early examples are the hierarchy of
Mellor and Yamada [2] or the summary of Rodi [3]). Similar approaches have also been adopted in
dealing with stratified wakes. Algebraic closures paired with two-equation models have been used
to good effect by, for example, Hassid [4], Voropaeva et al. [5], or Voropaeva et al. [6]. Such models
reproduce key behaviors of stratified wakes, including the vertical collapse and production of
internal waves. Full stress-transport models have also been applied to the problem, with the earliest
example being Lewellen et al. [7]. More recently, Voropaeva [8] has even adopted algebraic and
transport-equation based triple-moment closures.

Due to the expectation of strong stratification effects in the late wake, models which remain
realizable in an approximately two-component turbulence state are desirable. The family of cubic
tensorial expansion models developed at the University of Manchester were developed with the
two-component limit (TCL) as an explicit constraint, and have been applied to a variety of flows
with strong buoyant forcing (for example, see Craft et al. [9], Craft and Launder [10], Suga [11],
or Craft et al. [12]) The so called TCL model has also been applied to doubly-stratified (simultaneous
salinity and temperature stratifications) environs, as presented by Armitage [13].

In evaluating RANS closures, it is possible to employ a wealth of LES and DNS numerical
experiments which have been conducted to complement previous experimental studies of stratified
wakes. Temporal-model, or 3D+t simulations such as those conducted by Dommermuth et al. [14] or
Brucker and Sarkar (Brucker [15], Brucker and Sarkar [16]), have helped to describe the distribution
of energy within the wakes of both towed and self-propelled bodies. More recently, body-inclusive
simulations such as those conducted by Chongsiripinyo and Sarkar [17] have done much to refine
the understanding the scaling laws which can be applied a given stratified wake, and to qualify each
stage encountered during its life. These stages were originally identified as the three-dimensional
(3D), non-equilibrium (NEQ), quasi-two-dimensional (Q2D), and viscous three-dimensional (V3D)
stages by Spedding [18]. It is an interesting digression to note that these stages roughly align with
the stages of a full-scale ship wake as defined by Somero et al. [19] (the near wake, the far wake,
and the persistent wake), though the rigorous definitions are different in each case. Some recent
experiments and LES/DNS studies have also concerned themselves with the effect of non-trivial
free-stream turbulence. Studies such as that of Amoura et al. [20] and Rind and Castro [21] have shown
that environmental turbulent motions can have dramatic effects on wake behavior. In the case of
stratified turbulence, the simulations of Radko and Lewis [22] include consideration of pre-existing
double-diffusive fluctuations. The authors of that study also establish fairly simple wake-detection
criteria based on the centerline deficits of dissipation rate ε and turbulent scalar variance (θ2 or s2). It is
fully understood that much of the physics described by these scale-resolving simulations will be lost
in adopting a RANS approach; the results of these studies must then be carefully applied to refining
RANS models.

Having addressed the scope of the problem, we now recapitulate a set of general criteria which
must be satisfied by a turbulence model which might be applied to full-scale, far-field ship wakes in
an oceanic environment:

• The model must be implementable as part of a general-use computational fluid dynamics package
(in the case of this work, the finite-volume code OpenFOAM)

• The model must be able to accommodate the anisotropy that arises in stratified turbulent flows.
Paramount is accounting for anisotropy in the energy-containing eddies, however, under many
stratification conditions anisotropy may also arise throughout the turbulence wavenumber
spectrum (see, for example, Khani and Waite [23]).
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• The model must gracefully handle free-stream environmental turbulence, with differing levels of
turbulent variance in both the temperature and salinity fields. Ideally, the impact of pre-existing
turbulence on wake similarity would be accurately accounted for as well.

• The model must reproduce classic stratified wake experiments such those of Lin and Pao [24]
• The model must reproduce key behaviors observed using scale resolving methods,

including decay rates of turbulence kinetic energy (TKE) and turbulence potential energy (TPE),
and the growth (or lack thereof) of the wake in the vertical and horizontal directions.

The novelty in the work presented here is primarily in the application and testing of stress
transport RANS models to the wake problem, and the addition of sustaining turbulence sources to
begin addressing the issue of environmental turbulence. As such, the simulations and evaluation
described for this study were conducted primarily to address the third and fifth bullet points.
The simulation approach (including computational methods and initial/boundary conditions) and
turbulence model closure methods employed are detailed in Section 2. The results of comparisons
between the RANS model predictions and laboratory/LES models of stratified wakes are provided
in Section 3, which also includes some commentary on these results. Section 4 provides some brief
concluding remarks and discusses avenues for further work.

2. Simulation Methodology

The model system of equations was solved using extensions to the open-source finite-volume
fluid dynamics package OpenFOAM. A “2D + t” approach was adopted, the same as that employed
by, for example, Lewellen et al. [25] or Voropaeva [8]. Mean field transport and RANS model equations
were solved on a two-dimensional grid, representative of a slice of fluid through which the wake
progenitor has passed.

2.1. Mean Transport Equations

Momentum was transported according to the Reynolds-averaged incompressible Navier–Stokes
equations under the Boussinesq approximation:

∂Ui
∂t

+ Uj
∂Ui
∂xj

=− 1
ρ0

∂P
∂xi

+
ρ − ρ0

ρ0
gi +

∂

∂xj

(
ν

∂Ui
∂xj

− uiuj

)
(1)

∂Ui
∂xi

=0 (2)

where Ui is the mean-velocity vector, ui is the fluctuating component of velocity, P is the mean
kinematic pressure, gi is the gravitational vector, ν is the fluid viscosity, ρ is the fluid density, and uiuj
is the Reynolds stress tensor. For the laboratory-scale simulations conducted in this work, a linear
equation of state for the density ρ was deemed sufficient:

ρ − ρ0

ρ0
= −βS (S − S0)− βΘ (Θ − Θ0) (3)

where the relevant scalar values are the mean temperature Θ and the mean salinity S, the 0 subscript
denotes a reference value, and the expansion coefficients are defined by:
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Note that all of the simulations presented in Section 3 are singly-stratified. In keeping with the
methods employed for experimental study of stratified wakes, a salinity stratification was employed.
The equation of state reduces to:

ρ − ρ0

ρ0
= −βS (S − S0) (5)

For the remainder of the work, only the model for the transport of salinity will be provided.
However, the same model can be applied as a temperature field under certain conditions. The scalar
quantities are transported according to an advection–diffusion equation:

∂ (δS)
∂t

+ Ui
∂ (δS)

∂xi
+ Ui

∂SB
∂xi

=
∂

∂xi

(
αS

∂ (δS)
∂xi

− sui

)
(6)

where the total mean scalar field S is assumed to be the sum of a background SB and a perturbation to
that background δS, and sui is the turbulent flux of the scalar quantity. The quantities uiuj and sui are
supplied by the turbulence model.

2.2. Stress/Flux Transport

In general for this work, the framework and nomenclature for second moment models laid out
by Hanjalić and Launder [26] is adopted, where mean quantities are denoted by capital symbols
(U, S, etc.), fluctuating quantities by lower case symbols (u, s), and averaging is denoted by an over-bar
(uiuj, sui, θ2). The stress tensor can be obtained by solving the associated transport equation:

∂uiuj

∂t
+Uk

∂uiuj

∂xk
= Pij + Gij + Φij − εij +Dij + Pij∞ (7)

where the terms on the right-hand side are the dissipation tensor εij, the shear production:

Pij = −
(

uiuk
∂Uj

∂xk
+ ujuk

∂Ui
∂xk

)
(8)

the production due to the buoyancy body force in a Boussinesq fluid:

Gij =− (Fjgi +Figj
)

(9)

Fi =βSsui + βΘθui (10)

the re-distributive effects due to pressure interactions:

Φij =
p
ρ

(
∂ui
∂xj

+
∂uj

∂xi

)
(11)

and diffusive effects:

Dij =
∂

∂xk

[
ν

∂uiuj

∂xk
− uiujuk − p

ρ

(
uiδjk + ujδik

)]
(12)

A free-stream sustaining source Pij∞ is also included, intended to maintain the TKE at some
finite value (preferably associated with some background condition representative of the active ocean
environment). The forms of the free-stream sources employed are given in Section 2.8. Similarly,
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the transport of the turbulent flux of a scalar quantity, such as the temperature or salinity in ocean
water, was described according to the equation:

∂sui
∂t

+Uk
∂sui
∂xk

= PS
si + PU

si + Gsi + Φsi +Dsi (13)

where the physical interpretation of each term is the same as given for (7). The source terms are:

PS
si =− uiuj

∂S
∂xj

(14)

PU
si =− suj

∂Ui
∂xj

(15)

Gsi =− βSgis2 (16)

The terms εij, Φij, Dij, Φsj, Dsj, and the quantity s2 must be modeled in order to close the
second-moment RSM. The following sections describe the closure approaches employed; the different
models so constructed are summarized in Table 1.

Table 1. Summary of the model variations employed, with equation numbers. The models and
implementation are described in detail in Section 2.

Model uiuj ε φij φθi εij Pij∞

EVM1 (45), (48) (46), (47) N/a N/a N/a N/a
RSM1 (7) (39), (40) (33)–(35) (36)–(38) (41) (51)

RSM1a (7) (39), (40) (33)–(35) (36)–(38) (42) (51)
RSM1b (7) (39), (40) (33)–(35) (36)–(38) (41) (54)
RSM2 (7) (39), (40) (27)–(29) (30)–(32) (41) (51)

2.3. Diffusive Process Closure

For all of the RSMs used in this work, the generalized gradient–diffusion hypothesis (GGDH)
model originally proposed by Daly and Harlow [27] was employed to approximate the diffusive effects:

Dij =
∂

∂xk

(
ν

∂uiuj

∂xk
− cs

k
ε

ukul
∂uiuj

∂xl

)
(17)

Dsi =
∂

∂xk

(
γ

∂θui
∂xk

− cs
k
ε

ukul
∂sui
∂xl

)
(18)

Other, more complex closures for these terms have been applied stratified problems. The most
pertinent example is the set of models employed by Voropaeva et al. [6], using both complex empirical
algebraic expressions and even transport equations for a subset of the triple correlations. Craft and
Launder [10] also recommend using transport equations which account for buoyancy effects on a
subset of the triple correlations for strongly stratified flows. However, the effects described in that work
were primarily associated with sharp pycnoclines, in which inhomogeneity in the triple correlations
became significant. Such approaches would then likely be unnecessary for the linear-stratification
environment in this work. Under certain environmental conditions, the diffusion closure may need
further revision.

2.4. Pressure Strain/Scrambling Closure

In modeling the pressure strain and scrambling terms, it is common to adopt the approach of
Chou [28], in which the pressure fluctuations are eliminated from (11) by taking the divergence of the
transport equation for ui and so obtaining a Poisson equation for p. The details of such a derivation
are here elided. The resulting expressions for Φij and Φsi can be arranged into terms associated
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with different physical processes: the return to isotropy (Φ1), isotropization of mean strain (Φ2),
isotropization of body forcing (Φ3), and wall blocking effects (Φw). The wall blocking effects are
neglected for this work, as the flow of interest is a free shear flow. The term (11) and analogous term
from (13) can then be written as:

Φij = Φij1 + Φij2 + Φij3 (19)

Φsi = Φsi1 + Φsi2 + Φsi3 (20)

Typically, models make use of the stress anisotropy tensor aij and its invariants; the associated
definitions are included for completeness:

aij =
uiuj

k
− 2

3
δij (21)

A2 =aijaji (22)

A3 =aijajkaki (23)

Lumley’s flatness parameter is also employed by some models:

A = 1 − 9
8
(A2 − A3) (24)

which takes the value of unity in isotropic turbulence, and the value of zero in two-component
turbulence. Additionally, the symmetric (S) and an antisymmetric (W) portions of the velocity gradient
tensor are employed by, for example, the cubic pressure–strain model employed by RSM1 and the
Boussinesq eddy–viscosity model:

Sij =
1
2

(
∂Ui
∂xj

+
∂Uj

∂xi

)
(25)

Wij =
1
2

(
∂Ui
∂xj

− ∂Uj

∂xi

)
(26)

Two pressure–strain models were employed for the simulations presented in this work.
The simpler was a linear model, and the other a cubic model based on the work of Craft et al. [9].
The linear model employed the return-to-isotropy model first proposed by Rotta [29], and the linear
isotropization-of-production terms from Launder et al. [30]:

Φij1 =− c1εaij, c1 = 1.8 (27)

Φij2 =− c2

(
Pij − 1

3
Pkkδij

)
, c2 = 0.6 (28)

Φij3 =− c3

(
Gij − 1

3
Gkkδij

)
, c3 = 0.6 (29)

The accompanying model of the pressure-scrambling processes in the scalar flux equations is
detailed by Gibson and Launder [31]:

Φsi1 =− c1s
ε

k
sui, c1s = 3.5 (30)

76



Fluids 2020, 5, 248

Φsi1 =− c2sPU
si , c2s = 0.5 (31)

Φsi1 =− c3sGsi, c3s = 0.5 (32)

The cubic model was that developed at the University of Manchester, and is detailed in the
book by Hanjalić and Launder [26]. The model is designed to be realizable approaching the
so-called two-component limit (TCL), at which one of the normal stresses is approximately zero.
The pressure–strain process models were originally described by Craft et al. [9], and have here been
re-cast in terms of the symmetric and antisymmetric portions of the velocity gradient tensor:

Φij1 =− c1

[
aij + c′1

(
aikakj − 1

3
A2δij

)]
− εaij, c1 = 3.1 (A2 A)1/2 , c′1 = 1.2 (33)

Φij2 =c2k
(

aikSjk + ajkSik − 2
3

aklSklδij

)
+ c3k

(
aikWjk − ajkWik

)
+ c4kSij + c5kaijPkk

+ c6k
(

aikaklSjl + ajkaklSil − 2akjaliSkl − 3aijaklSkl

)
+ c7k

(
aikaklWjl + ajkaklWil

)
+ c8k

[
a2

mn

(
aikWjk + ajkWik

)
+

3
2

amianj (amkWnk + ankWmk)

]
,

c2 = 0.6, c3 = 0.866, c4 = 0.8, c5 = 0.3, c6 = 0.2, c7 = 0.2, c8 = 1.2 (34)

Φij3 =−
(

3
10

+
3
80

A2

)(
Gij − 1

3
δijGkk

)
+

1
6

aijGkk

+
2
15

Fm
[
giamj + gjami

]− 1
3

gk

[
aikFj + ajkFi

]
+

1
10

δijgkamkFm +
1
4

gkamkFmaij

+
1
8

gk

{
Fm

(
akiamj + akjami

)
− amk

(
amjFi + amiFj

)}
− 3

40

{
amkFk

(
giamj + gjami

)− 2
3

δijgkamkamnFn

}
(35)

The pressure-scrambling process models were further developed by Craft and Launder [10],
and for a doubly-stratified system (such as the temperature/salinity stratification in the ocean) by
Armitage [13]:

Φsi1 =− 1.7
(

1 + 1.2
√

A2 A
)

r1/2 ε

k

(
sui (1 + 0.6A2)− 0.8aiksuk + 1.1aikakjsuj

)
− 0.2A1/2rkaij

∂S
∂xj

(36)

Φsi2 =0.8sui
∂Ui
∂xk

− 0.2
∂Uk
∂xi

suk +
1
6

ε

k
sui

Pkk
ε

− 0.4sukail

(
∂Um

∂xl
+

∂Ul
∂xm

)
+ 0.1sukaikaml

(
∂Uk
∂xl

+
∂Ul
∂xk

)

− 0.1suk
1
k
(aimPmk + 2amkPim) + 0.15aml

(
∂Uk
∂xl

+
∂Ul
∂xk

)
(amksui − amisuk)

− 0.05aml

[
7amk

(
sui

∂Uk
∂xl

+ suk
∂Ui
∂xl

)
− suk

(
aml

∂Ui
∂xk

+ amk
∂Ui
∂xl

)]
(37)
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Φsi3 =− 1
3
Gsi − βSs2aikgk (38)

Notably, the coefficients in (35), (37), and (38) are not empirical, and are determined only by
the realizability constraints. The principle justification for adopting such a complex model is that,
even for a wake with an initially high Re and Fr, the flow will eventually decay to the point at
which the turbulent Froude number FrT = ε/kN is small. The turbulence will then be dominated
by stratification effects, and so approach the two-component limit. Recent LES/DNS studies such as
those by Chongsiripinyo and Sarkar ([17,32]) have lent some credence to this notion, showing that the
vertical normal stress decreases much more quickly than the horizontal normal stresses.

2.5. Scale-Equation Closure

The scale-determining equation is typically the most empirical part of a given RANS turbulence
model. In describing stratified flows, a number of different quantities have been used to describe the
scale of turbulent motion; the various transport equations for kL, ε, or ω each have virtues, but are
ultimately somewhat interchangeable (see Umlauf and Burchard [33]). For this work, the empirical
model of the ε equation developed by Craft et al. [9] was adopted:

∂ε

∂t
+Ui

∂ε

∂xi
=

ε

k

(
1
2

cε1Pkk − cε2 ε +
1
2

cε3Gkk

)
+

∂

∂xi

[(
νδij + cε

k
ε

uiuj

)
∂ε

∂xj

]
+ Pε∞ (39)

As with the stress transport equation, a free-stream source Pε∞ is included. For the stress transport
models, the coefficients for the model ε transport Equation (39) were taken to be:

cε1 = 1.0, cε2 =
1.92

1.0 + 0.7A1/2
2 A

, cε3 = 1.0, cε = 0.15 (40)

The coefficient values and parameterizations in (40) are taken as-is from the works of, for example
Craft and Launder [10], the combination of coefficients has been tested against a variety of free-shear
flows (see Hanjalić and Launder [26] for a thorough accounting). The model for ε given by (39) and
(40) is designed for free-shear flows, and has been found to be ill-posed for homogeneous turbulence
(see Speziale [34]. It is therefore likely to be less-suited to the far-wake than to near-wake regions.
Furthermore, Pereira and Rocha [35] has noted a general deficiency in models like (39) in the case of
strongly-stratified turbulence. The empirical model ε equation is therefore perhaps the best target for
model improvement in future work. Two different models for the dissipation rate tensor were tested.
The first assumes that εij is isotropic:

εij =
2
3

δijε (41)

The second is the model of Hallbäck et al. [36], and adopts a nonlinear dependence on the
anisotropy of the stress tensor:

εij =ε

[
2
3

δij (1 − fs) +
uiuj

k
fs

]
− 3

4
ε

(
aikajk − 1

3
A2δij

)
, fs = 1 +

3
4

(
1
2

A2 − 2
3

)
(42)

2.6. Scalar-Variance Closure

Closure of (13) also requires the variance of the scalar fluctuations, s2. Per Radko and Lewis [22],
s2 is also a potentially useful quantity in its own right. A transport equation can be solved for s2:

∂s2

∂t
+ Ui

∂s2

∂xi
=− 2sui

∂Uk
∂xi

− εss +
∂

∂xi

[(
αSδij + csss

k
ε

uiuj

)
∂s2

∂xj

]
+ Pss∞ (43)
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which includes a free-stream source Pss∞ . Dissipation of s2 was modeled using the algebraic expression
of Craft et al. [9]:

εss =r
ε

k
s2, r = 1.5

(
1 +

sui sui

ks2

)
(44)

Some preliminary simulations conducted using a transport equation for εss, rather than (44),
indicated that the algebraic expression was sufficient. However, if environmental conditions are
expected to have significantly different scalar and mechanical time scales (fossilized turbulence,
for example), this evaluation may need revision.

2.7. Eddy Viscosity Model

For the sake of comparison, the same set of wake conditions was also applied to an isotropic
eddy–viscosity model. A standard k-ε model was employed, with the body-force effects on the scale
equation modeled after the approach of Henkes et al. [37]:

∂k
∂t

+ Ui
∂k
∂xi

=Pk − ε + Gk +
∂

∂xi

[(
ν +

1
σk

νT

)
∂k
∂xj

]
+ Pk∞ (45)

∂ε

∂t
+ Ui

∂ε

∂xi
=

ε

k
(cε1Pk − cε2 ε + cε3Gk) +

∂

∂xi

[(
ν +

1
σε

νT

)
∂ε

∂xj

]
+ Pε∞ (46)

cε1 = 1.44, cε2 = 1.92, cε3 = tanh

⎛
⎝ |U3|√

U2
1 + U2

2

⎞
⎠ cε1, σk = 1.4, σε = 1.3 (47)

As with (40), the coefficient values and parameterizations in (47) are taken and tested as given
in the literature (Henkes et al. [37], in this case). The remaining modeled values are closed with the
Boussinesq approximation:

uiuj =
2
3 kδij − 2νTSij, sui = −νT

∂S
∂xi

(48)

Pk = uiuj
∂Ui
∂xj

, Gk = βSgisui (49)

νT =Cμ
k2

ε
, Cμ = 0.09 (50)

2.8. Environmental Turbulence Sources

Finally, in order to accommodate the existence of environmentally generated background
turbulence, free-stream source terms were introduced to the turbulence quantity transport equations,
as proposed by Spalart and Rumsey [38]. The terms maintain the background turbulence quantities
at a specified value, and have the added benefit of improving numerical stability and convergence.
For the uiuj, the simplest approach is to introduce an isotropic source (the ∞ subscript denotes a
free-stream value):

Pij∞ =
2
3

δijε∞ (51)
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The sources for the ε, s2 equations, respectively, are then:

Pε∞ =cε2
ε2

∞
k∞

(52)

Pss∞ =1.5
ε∞

k∞
s2∞ (53)

A second, nearly two-component anisotropic source, was also implemented, to test the potential
impact of free-stream anisotropy:

Pij∞ =
2
3

⎡
⎢⎣

9
10 0 0
0 9

10 0
0 0 2

10

⎤
⎥⎦ ε∞ (54)

Note that, as the dissipation of the scalar flux sui is typically included in the pressure-scrambling
model, and any of the flux-vector components may potentially be negative, such source terms for
the flux-transport equations were not applied. Unless otherwise stated, in the simulations conducted
for this work, the free-stream values k∞ ε∞ were chosen such that νt∞ = Cμk2

∞/ε∞ ≈ 0.5ν For the
simulations presented in this work, these forms were employed. Further study may be needed to
select forms which properly account for the stratification and background anisotropy.

2.9. Simulation Approach

As indicated in the introduction, the models were implemented for the open-source finite-volume
code OpenFOAM. For all of the simulations detailed here, a second-order backward numerical
differentiation scheme was applied for the temporal derivatives. Second-order linear schemes
were applied for all spatial derivatives, with limiters applied as necessary to ensure convergence.
The momentum Equation (1) and continuity Equation (2) were coupled using the widely employed
hybrid PISO-SIMPLE (PIMPLE) algorithm, modified to include a Boussinesq body force after the
fashion of Issa and Oliveira [39]. Note that, under the 2D + t approach employed, the axial component
of the velocity U1 given by (1) is actually the velocity difference:

U1 = Us = U1,total − UB (55)

where UB is the propagation velocity of the wake generator. The mean velocity and turbulence
kinetic energy were initialized according to idealized models of drag and self-propelled (or net-zero
momentum, NZM) wakes. The wakes were initially axially symmetric, and the Reynolds stress tensor
was initially isotropic. For the drag wake, the expressions for velocity and TKE, in terms of radial
position r, were:

Us =Us,CL,0 exp
[
−1

2

( r
D

)2
]

(56)

k =kCL,0

[
1 + 4

( r
D

)2
]

exp
[
−2

( r
D

)2
]

(57)

where the initial centerline values are dependent on the case in question. The form of (57) produces a
TKE distribution roughly in line with the sphere wake measurements of Uberoi and Freymuth [40].
For the self-propelled (NZM) wake, the expressions for velocity and TKE were:

Us =Us,CL,0

[
1 − 2

( r
D

)2
]

exp
[
−2

( r
D

)2
]

(58)

k =kCL,0 exp
[
−2

( r
D

)2
]

(59)

80



Fluids 2020, 5, 248

The form of (59) produces a TKE distribution which roughly resembles the measurements in the
wake of the disk/jet wake of Naudascher [41]. The expressions for both wake types are plotted as a
function of radial position in Figure 1. Note that the expression for the self-propelled wake produces
a smaller total amount of TKE than that of the drag wake. For all cases, the dissipation rate ε was
set such that the turbulent Reynolds number ReT = k2/νε had a constant value of 10,000 throughout
the wake. In studies employing scale-resolving methods (e.g., Dommermuth et al. [14] or Brucker
and Sarkar [16]), it was found that initializing fluctuations in the scalar value did not substantially
change the behavior of the wake. In applying the RSMs to the same problem, algebraic expressions
were tested to initialize sui and s2, based on assuming equilibrium for the transport equations of those
quantities. However, use of the algebraic initialization was found to have little effect on the RSM
predictions outside of the initial stage of wake development. As the LES studies simply initialized
these quantities to zero, the scalar-associated turbulence quantities were therefore likewise initialized
to zero for this study.

Figure 1. The initial radial distribution of axial velocity and TKE, given by Equations (56)–(59), for both
a drag and a self-propelled wake.

The simulation domain consisted of a square two-dimensional grid, 120D in both vertical and
horizontal extent. The pressure field p was given a Dirichlet boundary condition, with a fixed value of
zero. The other flow variables were given mixed Dirichlet/Neumann boundary conditions, dependent
on the flux of the quantity at the boundary.

As is readily seen in Equations (56)–(59), the scale of the initial mean velocity and TKE distribution
is primarily set by the initial wake diameter D. The key time scales of the problem are associated
with the mean velocity ((D/UB), the turbulence time scale predicted by the RANS model (k/ε),
and the oscillation period due to buoyant forcing (where the buoyancy frequency is given by
N =

√−(g/ρ0)(∂ρ/∂x3)).
For all of the simulations conducted in this study, the initial wake diameter was given a

dimensional value of D = 1 m. The gravitational vector was aligned with the x3 axis (g3 = −9.81 m/s).
The body propagation velocity UB was chosen to obtain the desired Reynolds number Re = UBD/ν.
The background salinity stratification ∂SB/∂x3 was then set to provide the buoyancy frequency
required to match a given internal Froude number Fr = UB/ND.

3. Results and Discussion

The employed model variations and the associated equations are summarized in Table 1. RSM1 is
a stress transport model employing the realizable, two-component limit pressure–strain model.
The variant RSM1a employs an anisotropic model of the dissipation rate tensor εij. The variant
RSM1b employs an anisotropic free-stream turbulence source. RSM2 is a a stress transport model
employing the simpler linear pressure–strain model, and EVM1 is the eddy–viscosity model.

The conditions simulated are summarized in Table 2. The scale-resolving simulation studies of
Brucker and Sarkar [16] and Dommermuth et al. [14] were used for comparison due to use of the
“temporal model”, which is more analogous to the 2D + t approach than a body-inclusive simulation.
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Table 2. Summary of the different conditions simulated, with the reference experiment or
eddy-resolving simulation.

Tag Type Re = UB D
ν Fr = UB

ND 100
Us,0

UB
100

u2
i

1/2

CL,0

UB
100

u2
i

1/2

∞
UB

Compare With

LP NZM 20,000 30 16 14 0 Lin and Pao [24] (LP1979)
BS1 NZM 50,000 4 11 8 0 Brucker and Sarkar [16] (BS2010)
BS1a NZM 50,000 4 11 8 2 Brucker and Sarkar [16] (BS2010)
BS2 Drag 50,000 4 11 8 0 Brucker and Sarkar [16] (BS2010)

DOM Drag 100,000 2 11 4.5 0 Dommermuth et al. [14] (DOM2002)

3.1. Turbulence Decay

The decay of the root-mean-square vertical-velocity fluctuations (the square-root of the vertical
normal stress u3u3) and root-mean-square scalar fluctuations (the square-root of the scalar variance s2)
along the wake centerline are depicted in Figures 2 and 3, respectively. The stress transport models
achieve the correct decay rate, matching the (Nt)−1 exponential decay measured for the experiments
detailed by Lin and Pao [24]. The rate is captured for both u3u3 and s2. The differences between RSM1
and RSM2 are trivial for this case. The eddy–viscosity model was not paired with a transport equation
for s2, and so is omitted from Figure 3.

While reproducing the decay rate, the RSMs systematically under-predict the magnitude of
the scalar variance (both the peak value and the value during the decay). A partial explanation
of the deficiency may be the uncertainty in the initial conditions for the problem. As noted
in the previous section, the scalar-associated turbulence quantities were initially uniformly zero.
While computationally convenient, this is clearly non-physical, as mixing of the scalar quantities
begins at the onset of turbulence in the body boundary layer, not at a finite downstream distance.

The eddy–viscosity model (EVM1) predicts a much too rapid decay, likely indicating that
the expression for the coefficient cε3 from Henkes et al. [37] is poorly tuned for this particular
problem. The rapid extinction of turbulence quantities leads to an unrealistically high preserved
wake momentum in the later stages of the wake, as will be discussed in Section 3.2.

Finally, the time-dependent behavior of the centerline value of ε is given for the self-propelled case
under the same conditions as the LES of Brucker and Sarkar [16] as Figure 4. The RSMs predict a decay
rate in keeping with the LES, while the EVM again predicts a much too rapid decay. The introduction of
an anisotropic dissipation rate tensor for RSM1a does not produce a significant difference in behavior,
despite the dependence of ε equation coefficients on the stress anisotropy for the RSMs.

Figure 2. Time evolution of the centerline RMS fluctuating vertical velocity for Re = 20,000, Fr = 30
self-propelled stratified wake, with data from Lin and Pao [24] collected at various Froude numbers.
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Figure 3. Time evolution of the centerline RMS fluctuating scalar for Re = 20,000, Fr = 30 self-propelled
stratified wake, with data from Lin and Pao [24] collected at various Froude numbers.

Figure 4. Time evolution of the centerline TKE dissipation rate for Re = 50,000, Fr = 4. The (−7/3)
exponential decay rate is the same as observed in the LES simulations of Brucker and Sarkar [16].

3.2. Wake Momentum Decay

Model predictions of the decay of the mean defect velocity are compared to the scale-resolving
simulations of Brucker and Sarkar [16]. Figure 5 shows the comparison for the drag wake. The models
all correctly predict the prolonged duration of the momentum wake due to the suppression of turbulent
mixing by stratification. As noted in Section 3.1, the rapid extinction of turbulence quantities for EVM1
results in that model predicting a much larger sustained centerline defect velocity.

The RSMs in general reproduce the overall velocity decay well. The RANS models under-predict
relative to the scale-resolving model in an approximate region between Nt ≈ 6 and Nt ≈ 70. This
roughly corresponds to the NEQ region of the wake, according to the stage breakdown suggested by
Spedding [18]. Further analysis is required to determine if the disagreement with the scale-resolving
simulation can be explained by some physical mechanism occurring in this stage of the wake. As with
the model predictions of the turbulence decay, there is not a substantial difference between RSM1 and
RSM2 for this metric.

Figure 6 shows the comparison for a self-propelled (NZM) wake. The figure shows both the
peak value of the momentum associated with the thrust portion of the wake (U+

s ) and the value
associated with the drag portion of the wake (U−

s ). As with the drag wake, the preservation of the
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wake momentum to late Nt is reproduced by the RANS models. EVM1 again predicts a too-high
preserved mean momentum.

The RSM predictions for both the thrust and drag portions of the wake are in fair agreement with
the scale-resolving model for the NZM condition as well. The under-prediction in the NEQ stage is
not present for the self-propelled case. The differences between RSM1 and RSM2 are somewhat more
pronounced. RSM1 predicts a slight increase in U−

s near Nt = 5; however, this ultimately puts that
model’s prediction more in line with the scale-resolved simulation predictions. Finally, it is notable that
use of the anisotropic dissipation rate expression in model RSM1a does not produce any qualitative
differences in behavior, and appears to reduce agreement with the scale-resolving simulation.

Figure 5. Time evolution of the wake velocity defect for the drag wake at Re = 50,000, Fr = 4. U+
s

indicates the maximum thrust velocity, and U−
s indicates the maximum drag velocity. With LES

predictions from ? ].

Figure 6. Time evolution of the wake velocity defect for the NZM wake at Re = 50,000, Fr = 4.
U+

s indicates the maximum thrust velocity, and U−
s indicates the maximum drag velocity. With LES

predictions from Brucker and Sarkar [16].
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3.3. Wake Dimensions

In evaluating model prediction of wake dimensions, the general definition of wake height/width
suggested by Brucker and Sarkar [16] is adopted:

Ri = 2

∫∫
U2

1(xi − xc
i )

2dx2dx3∫∫
U2

1 dx2dx3
, xc

i =

∫∫
U2

1 xidx2dx3∫∫
U2

1 dx2dx3
(60)

The integrated expression for the momentum width or height allows for direct comparison
between the drag and self-propelled cases. Figure 7 shows the model predicted wake dimensions for
the pure drag case. The RANS model predictions of the wake growth rate in a horizontal direction
roughly agree with the scale-resolving simulation (disregarding the eddy–viscosity model). However,
after approximately Nt = 100, the RSMs predict a slowing in horizontal growth, which is not observed
in the LES results. However, there is substantial disagreement in the predictions of the vertical growth
of the wake. Both the RANS and LES approaches predict a local peak in R3 shortly after Nt = 1.
However, the scale-resolving simulation of Brucker and Sarkar [16] predicts a wake which shrinks in
the vertical axis over most of the wake’s lifetime, while the RANS models predict a small but positive
growth rate. The discrepancy is difficult to explain, and further study is needed to determine the cause
of the qualitative difference in behavior.

Figure 8 shows the model predicted wake dimensions for the self-propelled case. The RSM
models systematically under-predict the wake width of the self-propelled wake in comparison with
the LES; however, the growth rate is in approximate agreement over a portion of the wake lifetime.
In contrast with the drag wake, the wake height predictions agree fairly well with the LES, with both
the RSMs and the LES indicating a wake which maintains a roughly constant height R3/D ≈ 0.95 at
late Nt. The stronger agreement with LES suggests that the discrepancy seen in Figure 7 may be due to
poor initial conditions in the drag wake simulations, rather than a deficiency in the RSMs themselves.

For both the drag and self-propelled cases, the differences between the predictions of RSM1,
RSM1a, and RSM2 are again mostly trivial.

Figure 7. Time evolution of the wake width/height based on the integral of the axial momentum.
For a self-propelled wake, Re = 50,000, Fr = 4. With LES predictions from Brucker and Sarkar [16].
(a) width (R2), (b) height (R3).
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Figure 8. Time evolution of the wake width/height based on the integral of the axial momentum. For a
self-propelled wake Re = 50,000, Fr = 4. With LES predictions from Brucker and Sarkar [16]. (a) width
(R2), (b) height (R3).

3.4. Spatial Energy Distribution

The spatial distribution of the energy of a wake also be examined; again for comparison with the
LES simulations of Brucker and Sarkar [16]. For the drag wake, Figure 9 shows a slice of the domain
with the local mean kinetic energy (MKE), while Figure 10 supplies the same for the turbulent kinetic
energy. Likewise, Figures 11 and 12 show the MKE and TKE distributions for the self-propelled wake.
The predicted MKE and TKE distributions are vertically symmetric.

The drag wake MKE shows a wake which has grown in the horizontal direction, while growth in
the vertical is suppressed, in keeping with the thicknesses measured in Section 3.3. Figure 10 shows
that at late Nt the TKE has separated into two peaks with a saddle point on the centerline, which is
broadly in agreement with the behavior predicted by the LES of Brucker and Sarkar [16]. The primary
difference between RSM1 and RSM2 is a slightly larger peak TKE value for the former.

Examining Figure 11, the self-propelled wake possesses two distinct regions of mean kinetic
energy. The thrust portion of the wake is still concentrated at the centerline, while the drag portion has
been separated into two “lobes” roughly one diameter above and below the centerline. The distribution
of MKE compares favorably with the LES of Brucker and Sarkar [16], which predicted similar lobes
in similar locations. Figure 12 illustrates perhaps the most significant difference in behavior between
RSM1 and RSM2 observed in this study. The former predicts a core of TKE for the self-propelled case,
while the latter predicts two separate peaks (similar to the behavior of the drag wake). The prediction
of RSM1 is qualitatively more similar to the distribution observed by Brucker and Sarkar [16] for the
self-propelled case.

Figure 9. Distribution of wake MKE for a drag wake, Re = 50,000, Fr = 4, Nt = 240.
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Figure 10. Distribution of wake TKE for a drag wake, Re = 50,000, Fr = 4, Nt = 240.

Figure 11. Distribution of wake MKE for a self-propelled wake, Re = 50,000, Fr = 4, Nt = 240.

Figure 12. Distribution of wake TKE for a self-propelled wake, Re = 50,000, Fr = 4, Nt = 240.

3.5. Collapse-Induced Internal Gravity Waves

The internal gravity waves (IGWs) produced by the vertical collapse of the wake can be examined
taking slices in the (x2 − x3) and (x1 − x3) planes (note that the x1 direction is taken to be related to t by
the body speed for the type of simulation conducted in this study, i.e., x1 = UBt). Figure 13 shows the
perturbation to the salinity field (which, in this case, is equivalent to showing the density perturbation)
as a function of time and vertical location. The wake produces waves which propagate upward and
downward through the linear stratification, with an oscillation period roughly corresponding to the
buoyancy period 2π/N. Figures 14 and 15 show slices in the x2 − x3 plane, depicting waves which
radiate from the wake centerline. The number of rays increases with increasing Nt, or equivalently,
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with downstream distance. It is important to note that both temporal model LES and 2D + t RANS
models omit body-generated lee waves.

Figure 13. Model-predicted density perturbation for a self-propelled wake at Re = 50,000, Fr = 4,
showing the collapse-generated IGWs. The vertical lines at Nt = 10 and Nt = 20 indicate the locations
of the slices shown in Figures 14 and 15.

Figure 14. Model-predicted density perturbation for a self-propelled wake at Re = 50,000, Fr = 4,
showing the collapse-generated IGWs. Nt = 10. There are 14 rays, spaced at roughly 25◦.

Figure 15. Model-predicted density perturbation for a self-propelled wake at Re = 50,000, Fr = 4,
showing the collapse-generated IGWs. Nt = 20. There are 26 rays, spaced at roughly 11◦.
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3.6. Integrated Energy Decay

Figure 16 shows the time variation of the turbulent kinetic and turbulent potential energy
(TKE, TPE), integrated over the entire domain. The TKE is separated into vertical (VTKE) and
horizontal (HTKE) components. The case is a drag wake under the same conditions as the LES of
Dommermuth et al. [14], and the behavior depicted may be qualitatively compared with that study.
The RSM predicts a decay rate roughly in line with the (−2/3) exponential decay measured in the LES
over a portion of the wake’s lifetime. Additionally, the vertical TKE and TPE oscillate with a period
roughly equally to the buoyancy period 2π/N, exchanging energy as they do so. The oscillatory
behavior is also in line with the behavior observed by Dommermuth et al. [14].

Figure 16. Model-predicted time evolution of integrated wake vertical and horizontal turbulent kinetic
(VTKE, HTKE), and TPE for a drag wake at Re = 105, Fr = 2. The (−2/3) decay is that predicted by
the LES simulations of Dommermuth et al. [14].

3.7. Free-Stream Turbulence Effects

Finally, the effect of increased free-stream turbulence intensity may be briefly explored by
increasing the strength of the sustaining sources included in the turbulence models. As indicated in
Table 2, a second set of simulations was conducted with a high free-stream TI for the self-propelled case
(case BS1a). The test was conducted for both an isotropic free-stream uiuj source, and the anisotropic
source given by (54). Figure 17 shows the decay of the mean velocity. Strong background turbulence
predictably increases the rate at which the mean velocity decays. The anisotropic source term appears
to produce a stronger effect for the same free-stream TI.

Figure 18 depicts the predicted wake dimensions under the same conditions. In this case,
the sustaining sources are strong enough to overcome the buoyancy effects, and the wake grows
in both the vertical and horizontal direction. The growth continues past the point at which the wake
height ceases growth in quiescent conditions. By late Nt, the wake turbulence has been reduced
to the background value, and turbulent transport of the wake momentum is exclusively by the
background turbulence.

While the predicted behavior shown in Figures 17 and 18 makes intuitive sense, further study is
required to confirm the efficacy of the free-stream source approach employed.
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Figure 17. Time evolution of the wake velocity defect for the self-propelled wake at Re = 50,000,
Fr = 4, with a free-stream turbulence intensity of 2%. U+

s indicates the maximum thrust velocity, and
U−

s indicates the maximum drag velocity.

Figure 18. Time evolution of the wake dimensions for a self-propelled wake at Re = 50,000, Fr = 4,
with a free-stream turbulence intensity of 2%.

4. Conclusions

In this work, we have demonstrated the use of a pair of anisotropic stress-transport RANS
turbulence models intended to be used to simulate full-scale wakes in an active ocean environment.
The models were found to reproduce a number of important stratified wake behaviors as observed
in LES and laboratory studies. In particular, the models capture the decay rates of key turbulence
quantities, the preservation of mean momentum to late Nt due to suppression of turbulence, and the
wake collapse and internal gravity wave production. It was found that the more complex TCL
pressure–strain based RSM did not differ significantly in behavior from the simpler linear model under
the conditions simulated. Likewise, the use of an anisotropic dissipation-rate tensor for the stress
transport equations did not substantially improve agreement with LES model predictions. Use of these
more complex models required approximately 10–20% more computing times over the linear RSM
for a given wake case. Further study at late Nt is needed to determine if the TCL model’s additional
cost is justified for low turbulence Froude numbers. Application of the models to late Nt will also
likely require other modifications; the wake approaches both low turbulence Reynolds number and
low Froude number conditions, likely beyond the range of validity for the models as implemented
here (which were developed for high Reynolds number turbulence). Finally, the models were further
modified with additional source terms to supply a nonzero background turbulence, which was found
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to increase the rate of wake decay and increase wake thickness growth. More tests are needed to
carefully validate this capability.
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Abstract: A modified set of governing differential equations for geophysical fluid flows is derived.
All of the simulation fields are decomposed into a nominal large-scale background state and a
small-scale perturbation from this background, and the new system is closed by the assumption that
the perturbation is one-way coupled to the background. The decomposition method, termed the
multi-scale localized perturbation method (MSLPM), is then applied to the governing equations of
stratified fluid flows, implemented in OpenFOAM, and exercised in order to simulate the interaction
of a vertically-varying background shear flow with an axisymmetric perturbation in a turbulent ocean
environment. The results demonstrate that the MSLPM can be useful in visualizing the evolution of a
perturbation within a complex background while retaining the complex physics that are associated
with the original governing equations. The simulation setup may also be simplified under the MSLPM
framework. Further applications of the MSLPM, especially to multi-scale simulations that encompass
a large range of spatial and temporal scales, may be beneficial for researchers.

Keywords: multi-scale simulation; OpenFOAM; geophysical fluids; ocean physics

1. Introduction

Advancements in computational methods and hardware have enabled researchers and engineers
to use computers in order to understand and model increasingly-complex phenomena. High-resolution,
large-eddy simulations of vehicle bodies are being performed at increasingly-high grid resolution with
hundreds of millions of cells, allowing for simulations to better approach the scales of experimental
studies [1]. More complex computational models are also being developed, including those that
utilize multi-physics modeling. Researchers now have the ability to calculate, for example, not just
the hydrodynamics of the Earth’s oceans over time, but also the distribution of temperature, salinity,
mixed-layer depth, and sea-ice thickness, and then compare these quantities across different software
and models [2].

The time and space resolution of a computational simulation limits the time- and length-scales,
which may be resolved by any given simulation. When a wide range of scales must be resolved,
computational resource limitations require that concessions be made in which scales receive adequate
resolution, an example of this being turbulence modeling for modeling the smallest necessary scales.
Multi-scale modeling and simulation often forgoes attempting to resolve all desired scales within a
single simulation, and instead “nests” simulations of decreasing scale and increasing resolution within
each other. Information can then be propagated between simulations, either from the large scales to
the small scales or in both directions. This approach has seen success in weather simulations and
simulations of wind around buildings [3,4]. A great degree of scale disparity is not necessarily required
for multi-scale modeling and simulation. The Urban Multi-scale Environmental Predictor, for example,
has models for a range of city-scale down to street-scale phenomena [5]. A novel application of

Fluids 2020, 5, 250; doi:10.3390/fluids5040250 www.mdpi.com/journal/fluids93



Fluids 2020, 5, 250

multi-scale modeling include the coupling of a large-scale 1D pipe-flow simulation with a small-scale
3D fire-in-pipe simulation [6]. Groen et al. reviewed other applications of multi-scale modeling in
science [7].

Perturbation methods are popular within science and engineering, due to their utility. Given a
"base" solution to a differential equation, one can derive additional correction terms that are multiplied
by a small perturbation parameter that accounts for a perturbation in the system [8]. This method
assumes that the perturbation to a term is small when compared to the original term or other terms
in the system. A variant of the perturbation method approach that is seen in fluid mechanics is
the acoustic perturbation equations, where it is known a priori that sound waves are very small in
amplitude when compared to a general incompressible flow, in which they propagate [9,10]. Such an
approach produces additional source terms that are related to the evolution of the incompressible
mean flow, which allows for the propagation of sound waves under their own dynamics as well as the
influence of the incompressible mean flow.

The aim of this work is to simulate the dynamics of a perturbation to a geophysical flow while
using modified forms of the governing equations of stratified fluid dynamics. The ability to study the
evolution of a perturbation within a nominal "background" may be useful to geophysical flow studies,
particularly environmental engineering or climatological ones. This approach, which is called the
multi-scale localized perturbation method (MSLPM), is implemented in OpenFOAM, an open-source
CFD software suite programmed in C++ [11]. The high-level language that OpenFOAM uses to build
its solvers closely mirrors the mathematical expressions that one would find in the definition of a
model. Its open-source nature also enables users to freely modify solvers for their own purposes
and speed the development of new computational models. OpenFOAM has been used in order to
successfully simulate incompressible flows under a variety of turbulence models [12–15].

2. Materials and Methods

The MSLPM is derived from the idea of scale separation between background fields and
corresponding perturbations from the background. Beginning with a partial differential equation
operating on an arbitrary simulation variable φ, such that

PDE (φ) = 0 (1)

One can then decompose φ into a background component φb and a perturbation component δφ.
Within this paper, the subscript b is added to a variable in order to indicate that it is a background
field, and a prefix δ is added to a variable to indicate that a perturbation field. It is assumed that both
background and perturbation components may vary in time and space.

φ = φb + δφ (2)

This substitution may be freely made into Equation (1), as it does not change the nature of the
governing PDE. However, we may expand the governing PDE, as shown in Equation (3), where the
original PDE in terms of background and perturbation components can be written as a sum of the
original PDE in terms of background fields only, the original PDE in terms of perturbation fields only,
and then the non-linear interaction between the background and perturbation fields. The latter terms,
which are denoted by NL (φb, δφ), arise due to any non-linearity in the governing PDE and they are
assumed to go to zero if either the background or perturbation is identically zero. This process is
shown for an example partial differential equation in Appendix A.

PDE (φb + δφ) = PDE (φb) + PDE (δφ) + NL (φb, δφ) = 0 (3)

Closing the above equation now remains, and this is accomplished through assumptions regarding
the evolution of the background and perturbation components. Geophysical flows exhibit a great
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degree of scale separation; an atmospheric front may evolve on the scale of days to weeks and span
continents, while the wake of a wind turbine may evolve over the span of minutes to hours and over
meters to kilometers. If it is assumed that the phenomena that are associated with the background are
large-scale, long-timescale in nature, and that phenomena associated with the perturbation are much
smaller in scale than those in the background, then one may assume that the perturbation will diffuse
before it can impart any significant changes upon the background. In this way, the background can be
assumed to evolve independently from the perturbation, due to a separation of scales. Mathematically,
this is equivalent to saying that the background evolves, as if δφ → 0 everywhere for all time,
and, therefore, Equation (3) becomes PDE(φb) = 0. With this second equation, a set of governing
equations forms:

PDE (φb) = 0

PDE (φb) + PDE (δφ) + NL (φb, δφ) = 0

This simplifies to

PDE (φb) = 0 (4)

PDE (δφ) + NL (φb, δφ) = 0 (5)

The outcome of this separation of background and perturbation components is a set of governing
equations that are derived from the original governing equation. This set of equations is one-way
coupled, which means that the second equation depends on the solution of the first for the current
timestep, but the first does not depend on the solution of the second. Equation (4) describes the
evolution of the background as a function of background field only and it has the same form
as Equation (1). Equation (5) describes the evolution of the perturbation field as a function the
perturbation field as well as any non-linear interaction between the background and perturbation.
The effect of this interaction on the background is assumed to be negligible, but it is potentially
significant for the perturbation.

This assumption lends itself to many geophysical flows. For example, one might be able to
determine the average wind velocity and turbulence profile for a given field of land. If a wind turbine
was built upon this field, the average wind velocity and turbulence profiles were measured again,
then a wake would be found, where the velocity immediately downstream of the turbine is lower and
turbulence immediately downstream of the turbine is higher, but, outside of this wake, the average
wind and turbulence profiles would not experience a great change. This is because the wind and
turbulence at these locations is far more dependent on other factors than they are on the presence
and operation of the wind turbine, and this holds even far downstream of the wind turbine when
the wake has effectively dissipated. In the notation of the MSLPM, the wind velocity and turbulence
profiles in the case without the wind turbine could be considered as the background conditions,
and the deviations from these conditions that the wind turbine introduces are the perturbation to
the background. The perturbations are localized to the vicinity of the wind turbine and they do not
have an appreciable impact on the evolution of the background far away from the wind turbine when
compared to factors, such as diurnal forcing and topography, including upstream mountain ranges.
Therefore, we might say that the background evolution can be assumed to be independent of the
perturbation.

The assumption of the evolution of the background independent of the perturbation may not
hold for perturbations, which would, upon interacting with the background, affect the evolution of
the background to the point where it evolves on the same timescale as the perturbation. An example
of this may be the case where the background is marginally stable and the perturbation is enough
to destabilize a large portion of the background. In the MSLPM, this perturbation-on-background
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interaction would not be resolved, and the background would continue to evolve as if the perturbation
was not there, which is not reflective of the actual physics.

The derivation that is shown above is not explicitly restricted to stratified fluid flows, so it
is possible for it to be applied to other sets of governing equations given that the aforementioned
assumptions are also valid for the new governing equations. A more thorough derivation of the above
equations may be seen in [16]. It should be noted that the perturbation that was introduced into
this system can be made distinct from the background due to temporal- and spatial-scale separation,
unlike traditional perturbation methods that assume the perturbation is small relative to the other
terms in the governing equation.

Several different approaches may be taken in order to solve Equations (4) and (5). One may apply
a time-marching scheme in order to solve Equation (4) for the background fields for each timestep,
and then use this updated information to solve Equation (5) for the perturbation fields. For one-way
coupled multi-scale simulations, in which a large-scale simulation is performed beforehand, one may
also spatially and temporally interpolate the fields from the large-scale simulation onto the small-scale
simulation as the background fields, and then simulate a perturbation on the small-scale domain.
This method, as roughly shown in Figure 1, is reminiscent to the nested simulations that are seen
in multi-scale simulations at present, and may be beneficial for these types of simulations. In this
way, only Equation (5) needs to be solved. Another possible method is to prescribe the background
fields from an analytic or empirical expression. When assuming the timescale of the simulation is very
small when compared to the timescale of the background, one may also treat the background fields as
constant in time and, therefore, treat them as a function of space only.

Figure 1. Example of an application of multi-scale localized perturbation method (MSLPM) using
nested domains. Here, one could simulate meso-scale wind pattern, including the affects of a nearby
mountain range, and then perform a micro-scale simulation of a wind turbine site localized within the
meso-scale domain.

2.1. Governing Equations

The MSLPM is applied to the governing equations of stratified turbulent flow in order to
determine the equations of motion for the background fields and perturbation fields. Beginning with
the incompressible unsteady Reynolds-averaged Navier–Stokes equations and a scalar transport
equation for temperature T, as given in Equations (6)–(8), below. Here, �U is the velocity
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vector; ν, kinematic viscosity; R, Reynolds stress tensor; p, deviation from the hydrostatic pressure;
ρ0, constant reference density; ρ, density of the fluid; �g, gravity vector; and, κ, molecular diffusivity of
temperature. An eddy diffusivity model, such that turbulent diffusivity κt ∝ νt, where νt is the eddy
viscosity, is used in order to close the turbulent fluxes for T. The divergence of the Reynolds stress
tensor accounts for the average affect of turbulent fluctuations on the mean flow.

∇ · �U = 0 (6)

∂�U
∂t

+ �U · ∇�U − ν∇2�U = − 1
ρ0

∇p −∇ · R +
ρ − ρ0

ρ0
�g (7)

∂T
∂t

+ �U · ∇T −∇ · ([κ + κt]∇T) = 0 (8)

The total fields are then decomposed into their background and perturbation components
following the MSLPM, which results in two sets of equations, with the first set describing the motion
of the background fields given in Equations (9)–(11) and the second set describing the motion of the
perturbation fields, including any non-linear interaction between the background and perturbation
fields, in Equations (12)–(14). A linear equation of state, as defined in Equations (15)–(17), is used,
where the thermal expansion coefficient of seawater β is taken as −2.1 × 10−4 ◦C/m. Equation (18)
gives the Brunt–Väisälä frequency N in terms of both density and temperature.

∇ · �Ub = 0 (9)

∂�Ub
∂t

+ �Ub · ∇�Ub − ν∇2�Ub = − 1
ρ0

∇pb −∇ · Rb +
ρb − ρ0

ρ0
�g (10)

∂Tb
∂t

+ �Ub · ∇Tb −∇ · ([κ + κtb]∇Tb) = 0 (11)

∇ · δ�U = 0 (12)

∂δ�U
∂t

+
(
�Ub + δ�U

)
· ∇δ�U − ν∇2δ�U = − 1

ρ0
∇δp −∇ · δR +

δρ

ρ0
�g − δ�U · ∇�Ub (13)

∂δT
∂t

+
(
�Ub + δ�U

)
· ∇δT −∇ · ([κ + κtb + δκt]∇δT) = −δ�U · ∇Tb +∇ · (δκt∇Tb) (14)

ρb(Tb) = ρ0 + ρ0β(Tb − Tre f ) (15)

ρ(T) = ρ0 + ρ0β(T − Tre f ) (16)

δρ(δT) = ρ(T)− ρb(Tb) = βδT (17)

N2 =
g
ρ0

∂ρ

∂z
= gβ

∂T
∂z

(18)

The buoyant k − ε turbulence model is used in order to close the turbulent momentum fluxes [17].
This model is an extension to the popular k − ε model, and it accounts for the effects of buoyancy
through a source term in both the k and ε equations [18]. While this model is not the most realistic for
geophysical turbulence, it was chosen for its speed in the case presented here. The model equations
are given in total form in Equations (19)–(21), with their equivalents for the background turbulence
fields in Equations (22)–(24), and the governing equations for the perturbation turbulence variables
in Equations (25)–(27). The following model coefficients are used: Cμ = 0.09, C1ε = 1.44, C2ε = 1.92,
C3ε = 0.1, σk = 1, σε = 1.3, and σt = 1.
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∂k
∂t

+ �U · ∇k −∇ ·
(

νt

σk
∇k

)
= P − G − ε (19)

∂ε

∂t
+ �U · ∇ε −∇ ·

(
νt

σε
∇ε

)
=

ε

k
(C1εP − C3εG)− C2ε

ε2

k
(20)

νt = Cμ
k2

ε
(21)

where

P ≡ νt

(
∇�U +∇�UT

)
: ∇�U

G ≡ νt

σt
N2

∂kb
∂t

+ �Ub · ∇kb −∇ ·
(

νtb
σk

∇kb

)
= Pb − Gb − εb (22)

∂εb
∂t

+ �Ub · ∇εb −∇ ·
(

νtb
σε

∇εb

)
=

εb
kb

(C1εPb − C3εGb)− C2ε
ε2

b
kb

(23)

νtb = Cμ
k2

b
εb

(24)

∂δk
∂t

+
(
�Ub + δ�U

)
· ∇δk −∇ ·

(
νtb + δνt

σk
∇δk

)
= δP − δG − δε − δ�U · ∇kb +∇ ·

(
δνt

σk
∇kb

)
(25)

∂δε

∂t
+
(
�Ub + δ�U

)
· ∇δε −∇ ·

(
νtb + δνt

σε
∇δε

)
=

ε

k
(C1εP − C3εG) ...

... − εb
kb

(C1εPb − C3εGb)− C2ε

(
ε2

k
− ε2

b
kb

)
− δ�U · ∇εb +∇ ·

(
δνt

σε
∇εb

)
(26)

δνt = Cμ

(
k2

ε
− k2

b
εb

)
(27)

2.2. Simulation Setup

A simulation case focusing on the application of the MSLPM to a geophysical fluid flow is
defined, focusing on the interaction of a perturbation with the background current. A thermally-mixed
axisymmetric current is initialized as a perturbation within the computational domain, where a
vertically-varying background shear layer is present. The currents are situated, such that they flow
perpendicular with respect to each other. The axisymmetric current is allowed to evolve in time and,
as the simulation begins, this current will collapse from buoyancy forces, forming internal gravity
waves. These internal gravity waves will radiate out, with some of them reaching the background shear
layer and interacting with it. Such internal gravity wave-shear layer interactions have been theoretically
studied by Eltayeb and McKenzie, and numerically studied by Galmiche et al. and Javam et al. [19–21].
It is assumed that the background shear layer is also slowly varying, such that it can be assumed to be
constant in time over the span of the simulation. This case may be representative of a sewage outflow
into a bay or estuary with a strong submerged current. This demonstration simulation is divided
into two sections: a one-dimensional (1D) precursor simulation where turbulence fields are initialized
and background fields are constructed, and then a 2D+t simulation where the axisymmetric current
evolves under its own dynamics as well as influence from the shear layer. The axisymmetric current
and its associated turbulence fields in the latter simulation are initialized to its respective perturbation
fields, while the quantities that are associated with the shear layer are stored within the background
fields. Because the background shear layer is held fixed in time, only Equations (12)–(14) and (25)–(27)
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are solved each timestep. These equations are implemented into OpenFOAM while using the methods
described in [16].

2.2.1. Precursor Simulation

The 1D precursor simulation is performed in order to generate the background fields for the
2D+t simulation. A 500 m tall 1D domain, stretching from z = −250 m to z = 250 m, is discretized into
751 cells, and the simulation itself takes place over 3200 s, such that it ends when the lowest Richardson
number in the domain, as defined by Equation (28), is just above 0.25. The shear layer is initially
40 m wide and it is centered at z = 50 m, and it is initialized within this region using Equation (29),
and elsewhere the fluid is initially quiescent.

Ri =
N2

(dvb/dz)2 (28)

vb(z, t = 0) = −0.1 + 25N sinh−1
(

2z
12
√

3

)
(29)

The remainder of the fields are initialized using the following equations:

�Ub(z, t = 0) = (0, vb(z, 0), 0)T (30)

Tb(z, t = 0) = Ts +
dTb
dz

z (31)

kb(z, t = 0) = 2.4 × 10−9m2/s2 (32)

εb(z, t = 0) = 1.9 × 10−11m2/s3 (33)

N is the Brunt-Väisälä frequency and it is set at 5 cph for this simulation. dTb/dz is taken as
0.00505 ◦C/m. The values for kb and εb are bounded, such that they do not decrease below the values
that they are initialized at. Free-slip conditions are used on the z-normal boundaries and periodic
conditions are used on the lateral boundaries.

2.2.2. 2D+t Simulation

A rectangular 2D domain that is defined in Figure 2 is used for this demonstration case, similar to
the one that was used by Hassid [22]. The 2D+t approach in this simulation can be used to approximate
a steady, 3D domain while using far fewer cells than the 3D domain would nominally require,
and the data periodically saved over the course of the unsteady simulation can be transformed
into a third spatial dimension through a Galilean transform and a characteristic velocity U while using
x = Ut. These data can then be assembled into a 3D domain with the initial conditions located at
x = 0. The downside to the 2D+t approach is that gradients in the x direction are lost, and so this
approximation only holds if the flow slowly varies in this direction. Here, we assume that the shear
layer varies in only one dimension reflective of a large-scale current, while Hassid shows that the
treatment of flow that is similar to the axisymmetric current through a 2D+t application matches the
experimental data well.

The domain is periodic in the x dimension, and it has a damping beach that is placed on both
sides of the domain that monotonically increases in strength as it approaches the lateral boundaries.
Cell size is uniform within the central, undamped portion of the domain, but, within the beach,
cells progressively stretch along the y axis as they approach the lateral boundaries. The domain is
discretized into one cell in the x direction, 1125 cells in the y direction, and 751 cells in the z direction.
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Figure 2. Simulation domain with the axisymmetric current and shear layer (not to scale).

Equations (34)–(38) are adapted from Hassid and used as initial conditions [22].
Here, UD0 = 0.16 U0, k0 = (0.06U0)

2, U0 = 1 m/s, and D = 10 m.

δu(y, z, t = 0) = UD0

(
1 − 8(y2 + z2)

D2

)
exp

(−8(y2 + z2)

D2

)
(34)

δ�U(y, z, t = 0) = (δu(y, z, 0), 0, 0)T (35)

δk(y, z, t = 0) = k0 exp
(−4(y2 + z2)

D2

)
(36)

δε(y, z, t = 0) =
√

12k0
k0

D
exp

(−6(y2 + z2)

D2

)
(37)

δT(y, z, t = 0) = −dTb
dz

z exp
(−4(y2 + z2)

D2

)
(38)

Background fields are set from the results of the precursor simulation. Because only the
perturbation fields are solved over the course of this simulation, no boundary conditions are needed for
the background fields and, instead, their boundary values are set from the precursor simulation results.
The outflow boundary conditions are used on the y-normal boundaries, free-slip conditions on the
z-normal boundaries, and periodic boundary conditions on the x-normal boundaries. This simulation
takes place over 3600 s.

Overall, the following assumptions were made over the course of these simulations:

• the background shear current is assumed to evolve very slowly when compared to the
axisymmetric current and can be modeled as evolving approximately independently of it;

• the background shear current is assumed to evolve over a timescale much longer than the 2D+t
simulation length, so over the course of this simulation it may be assumed fixed in time;

• the background shear varies in only the vertical direction;
• the axisymmetric current and any resulting internal gravity waves vary slowly in the

streamwise direction; and,
• the axisymmetric current and any results internal gravity waves do not have any significant

impact on the evolution of the background shear current.

3. Results

3.1. Precursor Simulation

The 1D domain is simulated for nearly 3200 s to develop a final velocity and turbulence field.
Figure 3 provides the vertical profile of the initial and final horizontal velocity normalized by the initial
axisymmetric current centerline velocity UD0, which is taken to be 0.16 m/s here. Figure 4 gives the
vertical profile of eddy viscosity normalized by the molecular kinematic viscosity, here 10−6 m2/s.
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This field is determined algebraically from the k and ε fields of the precursor simulation, and these
fields are mapped onto the 2D+t fields as well. The shear layer is shown to be highly turbulent,
with eddy viscosity on the order of tens of thousands of times larger than molecular viscosity.
This background turbulence may lead to interactions between itself and the perturbation flow,
including any perturbation to turbulence. Finally, the vertical profile of 1/Ri is given by Figure 5.
The line 1/Ri = 4 denotes the classical Miles–Howard stability criterion, where regions in which
Ri < 1/4 are dynamically unstable and prone to the formation of shear instabilities. The entire domain
can be assumed to be stable because the entire profile has an inverse Richardson number of less than 4.
Once the 1D precursor simulation is completed, its fields may be mapped to the 2D+t domain to be
used as the time-constant background fields.

Figure 3. Initial and final velocity for the precursor simulation, normalized by the initial axisymmetric
current centerline velocity. Taken from [16].

Figure 4. Final eddy viscosity νtb from precursor simulation, normalized by molecular kinematic
viscosity. Taken from [16].
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Figure 5. Final inverse gradient Richardson number profile from the precursor simulation. Taken from [16].

3.2. 2D+t Simulation

The 2D+t domain is simulated for one hour of simulation time with background fields being held
constant in time. The results show that the axisymmetric current collapses due to density differences
between it and the ambient stratification. This collapse generated internal gravity waves that radiate
out in all directions, with some internal gravity waves entering the shear layer located above the
axisymmetric current. The waves that enter are advected in the −y direction by the strong shear
current, and interactions between the internal gravity waves and the background shear layer may
be seen.

Figures 6–8 show the perturbations to the x, y, and z components of velocity, respectively, at the
final timestep. The axisymmetric current retains most of its original velocity distribution in the x
direction, but internal gravity waves are seen in the δv and δw components. These internal gravity
waves are seen entering the shear layer, and then dissipating due to the strong transverse current and
high background turbulence within the shear layer, particularly seen in the close-up of the perturbation
to vertical velocity in Figure 9. In spite of this, a wave-like pattern is still seen within the shear layer
shown in Figures 7 and 8. The magnitude of the velocity perturbation is small, as seen in Figure 10,
approximately 3% of the original centerline velocity defect. Figure 11 shows the perturbation to
eddy viscosity δνt at the final timestep. This variable serves as a surrogate for the general state of
turbulence that is introduced by the perturbation and the interaction between the perturbation and
background. The highest perturbation to eddy viscosity is seen within the decaying axisymmetric
current and within the shear layer just above the axisymmetric current. Turbulent viscosity is seen
advected downstream by the shear current, and small quantities of δνt are also seen upstream within
the shear layer. These latter quantities likely result from small perturbations to the shear layer that are
caused by the axisymmetric perturbation and generated internal gravity waves.
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Figure 6. x velocity component perturbation at t = 3600 s. Adapted from [16].

Figure 7. y velocity component perturbation at t = 3600 s. Adapted from [16].

Figure 8. z velocity component perturbation at t = 3600 s. Adapted from [16].
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Figure 9. Close up of the z velocity component perturbation at t = 3600 s.

Figure 10. Magnitude of the velocity perturbation at t = 3600 s. Adapted from [16].

Figure 11. Perturbation to eddy viscosity at t = 3600 s. Adapted from [16].

4. Discussion

The ability to independently track the evolution of a perturbation within an evolving background
is one of the most prominent benefits of the MSLPM. Using traditional methods, several simulations
may be required in order to ascertain the time history of a simulation without perturbation so that
the effects of a perturbation can be determined. However, with the MSLPM, this perturbation is
intrinsically separated and tracked. This benefit becomes more apparent when one must perform
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a series of calculations as part of a parametric study, where one may compare the evolution of a
perturbation across a range of different background conditions. The separation of a perturbation from
a nominal background may also yield numerical benefits, as linear solvers may be determining a
solution based around zero rather than the conditions of the background state.

In the simulation documented here, a time-constant background field is defined within the domain
and the perturbation allowed to interact with it. This is done without the need for boundary conditions
or body source terms, which may be of interest in stratified fluid cases. The generation of internal
gravity waves that radiate in all directions may result in internal gravity waves impinging on the
upstream boundary, and the use of an inlet boundary condition on this same surface may lead to the
reflection of waves back into the domain. Localizing the internal gravity waves to the perturbation
allows for the user to place an inlet boundary condition on the background flow, then a sponge layer
and an open boundary condition may be placed upon the perturbation fields in order to prevent any
waves from reflecting back into the domain.

Furthermore, as the background is imposed upon the domain while using data that were collected
from a precursor simulation, the influences acting upon the background can be retained, even if
they are not resolved within a small-scale simulation. While it is not seen here, one could ensure
that the background evolves over a certain scale. This may be important for multi-scale simulation.
For example, a large-scale simulation examining continental wind patterns may examine how an
upstream mountain range affects a potential downstream site, which is the subject of a small-scale
simulation. This smaller-scale simulation may utilize the large-scale simulation data as a set of initial
conditions, but, once the information is localized to the small-scale domain, it loses any influences of
far-upstream or far-downstream phenomena which may be important. A possible remedy for this is to
couple the two simulations together, which is done by the MSLPM.

4.1. Limitations of Assumptions

The MSLPM is derived under the assumption that there is sufficient scale separation between the
background and perturbation, and that the perturbation does not have a significant influence upon
the background. This assumption limits the perturbations that may be studied, for example, a large
temperature or velocity perturbation to the entire domain, as these perturbations may have a significant
impact on the dynamics of the background. Because the one-way coupling of the background and
perturbation is the result of this assumption, the implementation of two-way coupling may partially
relax this assumption and permit a greater range of perturbations to be studied.

Certain solution methods may also limit the applicability of the MSLPM. The case that is described
in Sections 2 and 3 above assumes that the time scale of the background processes is so large compared
to the simulation duration that the background can be assumed to be constant in time. This requirement
may be restrictive, depending on the background flow used, but two other solution methods are
described in Section 2. The simultaneous solution of background and perturbation fields on the same
domain may also be used for this case and, in particular, may have been more appropriate given the
nature of the background shear flow. Interpolating the background fields temporally and spatially
from a separate simulation could also be used. This method may be of interest to nested multi-scale
simulations; however, one must ensure that proper interpolation is used.

The 1D and 2D+t simulations were also conducted under the assumption that the flow evolves
slowly in certain directions. The 1D simulation was performed in order to provide initial conditions
for the background shear in the 2D+t simulation, and as such it loses any evolution in other directions,
particularly the y direction in which it flows. Within the 2D+t simulation, any significant changes in
the direction in which the axisymmetric current flows is lost. While this mainly affects the evolution
of the axisymmetric current, the interactions between internal gravity waves and the background
shear layer may lose any 3D effects that may be important in the interactions. Similarly, the choice of
a k − ε type model may also affect the quantitative values that are seen in Figures 6–10. In this case,
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the results seen here may only be qualitatively correct. As a final note, this case is demonstrative of the
capabilities of the MSLPM, so no quantitative conclusions should be drawn from these results.

4.2. Future Work

Further cases with more diverse phenomena and physics may be useful in order to better quantify
the capabilities of the MSLPM relative to traditional simulation methods. In particular, the different
solution methods that are described in Section 2 may be tested, as these will give researchers the ability
to fine-tune their simulation for the given background flows of interest. Further benchmark cases may
be useful in understanding which background solution method is most practical for different flows
and phenomena. Two-way coupling of the background and perturbation fields may also be of interest
in order to allow for the perturbation to affect the evolution of the background. This is particularly
relevant to turbulence quantities, as the great range in temporal and spatial scales of turbulent motion
means that scale overlap is nearly guaranteed. While the methods that are described in this paper are
in their infancy, they show great promise for geophysical flows, including multi-scale simulation of
geophysical flows and, potentially, other realms of computational physics.
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Appendix A

The expansion shown in Equation (3) can be demonstrated with an example case for the following
partial differential equation in Equation (A1), but this process is also identical for other partial
differential equations, including multi-variable ones, as well ordinary differential equations.

PDE(φ) =
∂φ

∂t
− φ

∂φ

∂x
= 0 (A1)

The variable φ is accordingly decomposed into a background component φb and a perturbation
component δφ such that φ = φb + δφ. This yields Equation (A2).

PDE(φ) = PDE(φb + δφ) =
∂(φb + δφ)

∂t
− (φb + δφ)

∂(φb + δφ)

∂x
= 0 (A2)

Equation (A2) can then be manipulated into the form shown in Equation (A3).

PDE(φb + δφ) =
∂φb
∂t

− φb
∂φb
∂x

+
∂δφ

∂t
− δφ

∂δφ

∂x
− δφ

∂φb
∂x

− φb
∂δφ

∂x
= 0 (A3)

One may notice the first two terms in the middle equality of Equation (A3) are identical in form to
the original PDE(φ) but only depending on the background component φb, and the next two terms are
identical in form to the original PDE but only depending on the perturbation component δφ. The final
two terms arise from the non-linearity of PDE(φ) and would be absent if this differential equation
were linear. Similarly, if either φb or δφ were identically zero for all time, these terms would be equal
to zero. We may, therefore, make the following definitions in Equations (A4)–(A6).
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PDE(φb) ≡ ∂φb
∂t

− φb
∂φb
∂x

(A4)

PDE(δφ) ≡ ∂δφ

∂t
− δφ

∂δφ

∂x
(A5)

NL(φb, δφ) ≡ −δφ
∂φb
∂x

− φb
∂δφ

∂x
(A6)

which, when substituted into Equation (A3), yield Equation (3).
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Abstract: This work aims to better understand how small scale disturbances that are generated at the
air-sea interface propagate into the surrounding atmosphere under realistic environmental conditions.
To that end, a one-way coupled atmosphere-ocean model is presented, in which predictions of sea
surface currents and sea surface temperatures from a microscale ocean model are used as constant
boundary conditions in a larger atmospheric model. The coupled model consists of an ocean
component implemented while using the open source CFD software OpenFOAM, an atmospheric
component solved using the Weather Research and Forecast (WRF) model, and a Python-based utility
foamToWRF, which is responsible for mapping field data between the ocean and atmospheric domains.
The results are presented for two demonstration cases, which indicate that the proposed coupled
model is able to capture the propagation of small scale sea surface disturbances in the atmosphere,
although a more thorough study is required in order to properly validate the model.

Keywords: atmosphere-ocean coupling; air-sea interface; OpenFOAM; Weather Research and Fore-
cast (WRF)

1. Introduction

Large scale oceanic disturbances, such as earthquakes or tsunamis, are known to
generate gravity waves that propagate through the atmosphere up to the ionosphere,
where they produce electron density variations that are detectable by global navigation
satellite systems (GNSS) [1,2]. Smaller scale disturbances, such as the passage of a surface
ship, also clearly manifest in the atmosphere in a number of ways. For example, Yuan et al.
[3] trained a deep neural network to detect surface ship tracks that are present in satellite
imagery resulting from aerosol-cloud interactions in the atmosphere. Characterizing these
types of disturbances and distinguishing them from the normal variability in the ambient
environment requires a deep understanding of the dynamics within the atmosphere, ocean,
and air-sea interface.

This effort is made all the more challenging, due to the wide range of relevant spa-
tial and temporal scales that are involved in this problem. Characteristic lengths in the
atmospheric boundary layer can range from 10 s of meters, in the case of water vapor
variability [4,5], to 10 s or 100 s of kilometers, in the case of horizontal rolls and convective
cells. On the other hand, the relevant length scales for ship wakes range from <1 m in the
vicinity of the ship to 10 s of kilometers behind the vessel, in the case of surface current
perturbations. Modeling and simulation solutions exist for the disparate domains, length,
and time scales, but a fully coupled solution does not yet exist.

Previous efforts to model the atmosphere-ocean system can be broadly categorized
as one-way or two-way coupled. In a one-way coupled model, one model (typically the
atmosphere) is used in order to define boundary conditions that drive the response of the
other model (typically the ocean). The data are assumed to flow in one direction only,
and there is no feedback between the two models. In a two-way model, information passes
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between the both models during the simulation. The majority of one-way coupled models
have primarily focused on initializing microscale CFD analyses with more realistic envi-
ronmental conditions from mesoscale atmospheric simulations. For example, Boutanios
et al. [6] conducted atmospheric mesoscale simulations of the Grosse Isle Manitoba storm
whlie using the Weather Research and Forecasting (WRF) model. Boundary conditions that
were extracted from this simulation were then used in a microscale CFD analysis in order
to investigate the flow around steel transmission towers. Several other authors have taken
a similar mesoscale-to-microscale, one-way coupled approach to study the flow around
buildings in urban environments [7,8], and around wind farms [9–14]. Previous two-way
coupled atmosphere-ocean models have largely focused on improved regional and global
weather forecasting (e.g., [15–17]) and do not possess the necessary spatial resolution in
the ocean model in order to resolve small scale disturbances.

This paper presents a one-way coupled atmosphere-ocean model, in which sea surface
currents and sea surface temperatures that are predicted by the ocean model are used
as boundary conditions for the atmospheric model. This work is distinct from previous
works in two ways: (1) atmospheric boundary conditions are set via a microscale CFD
ocean model and (2) the CFD ocean model is developed in order to resolve small scale
disturbances at the air-sea interface. The remainder of the paper is organized, as follows:
Section 2 provides details on the computational approach and discusses some of the
limitations of the current coupled model, Section 3 presents results for two demonstration
cases that are intended to exercise the one-way coupling approach, and Section 4 provides
concluding remarks and a discussion of future work.

2. Computational Approach

A partitioned approach is used in this work in order to study the coupled problem,
in which the atmosphere and ocean domains are solved by separate numerical approaches
that are best suited to their different domains. Data (i.e., surface currents, sea surface
temperatures, etc.) are exchanged at the air-sea interface via an appropriate coupling
scheme. In this case, one-way coupling is accomplished by extracting constant boundary
field information from ocean model predictions at the sea surface. Details on each of the
component models, as well as the coupling, are provided in the following sections.

2.1. Atmospheric Model

The atmospheric subsystem is solved while using the well-known numerical weather
prediction software Weather Research and Forecasting model (WRF). WRF is a fully-
compressible, Eulerian non-hydrostatic equations solver that uses terrain-following
hydrostatic-pressure vertical coordinates. WRF includes several boundary layer physics
schemes and sub-grid scale turbulence formulations. Predictions of three-dimensional
winds, pressure, precipitation, air temperature, surface sensible, and latent heat fluxes, as
well as many more, are available. WRF is known to be highly scalable and it supports grid
nesting to improve resolution over specific areas of interest. Table 1 provides a summary of
the atmospheric model configuration used in the current work. The interested reader is
referred to Skamarock et al. [18] for a complete description of WRF.
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Table 1. A list of the key physics schemes and meteorological data sources that are used in this work.

Atmospheric Model Configuration

Software WRF Version 4.2.1
Integration Domain Gulf of Mexico

Grid Arakawa semi-staggered C-grid
Initial and boundary conditions NCEP GDAS/FNL Reanalysis, 0.25◦ × 0.25◦

6-hour update of boundary conditions
SST NCEP GDAS/FNL Reanalysis

Surface Layer Revised MM5 Monin-Obukhov scheme [19]
Planetary Boundary Layer YSU [20]

Microphysics Thompson scheme [21]
Cumulus None

Land surface Noah [22]
Radiation RRTMG scheme used for longwave and shortwave radiation [23]

2.2. Ocean Model

The primary focus of this effort is to characterize the propagation of small scale
sea surface perturbations into the atmosphere in realistic environments. To that end,
the proposed ocean model is designed in roder to allow for a specification of realistic initial
conditions and a variety of geophysical forcings. The equations governing the behavior of
the ocean domain are solved while using the open-source CFD software, OpenFOAM™.
This work uses OpenFOAM v2006 that is distributed by ESI-OpenCFD (Bracknell, UK).

2.2.1. Governing Equations

The ocean domain is assumed to satisfy the incompressible unsteady Reynolds-
averaged Navier–Stokes (URANS) equations for a Boussinesq fluid, such that the balance
of mass and momentum can be expressed as

∇ · U = 0, (1)
∂U

∂t
+ U · ∇U − ν∇2U = −∇ p̂ +∇ · u′

iu
′
j −

Δρ

ρ0
g + Fb. (2)

Here, U = [U, V, W]T is the mean velocity field, u′
i is the fluctuating component of velocity

due to turbulence, ν is the kinematic viscosity, Δρ = ρ − ρb(z) indicates a perturbation
from the background density profile, ρb(z), and ρo = ρb(z = 0) is a reference density. This
work also makes use of the piezometric pressure, p̂ = (p − ρog · x)/ρo, where x is the
position vector, g is the gravity vector, and p is the total pressure. The final term on the
right-hand side of Equation (2), Fb, represents external body forces other than gravity (e.g.,
Coriolis force, etc.). Those forcings are neglected in the current work, but they can be easily
included in the future.

The evolution of temperature and salinity are directly modeled in this work through
the following transport-diffusion equations

∂T
∂t

+∇ · (UT) = ∇ · (κT∇T) +∇ · u′
i t
′, (3)

∂S
∂t

+∇ · (US) = ∇ · (κS∇S) +∇ · u′
is
′. (4)

where t′ and s′ are the unsteady fluctuations in temperature, T, and salinity, S, respectively,
and κT and κS are the molecular diffusivity of heat and salinity. Modeling temperature and
salinity, in this way, allows for the use of realistic environmental profiles that were recorded
by oceanic buoys or Regional Ocean Modeling System (ROMS) forecasts. Equations (1)–(4)
are closed by an equation of state (EOS) relating pressure, temperature, salinity, and density.
In this work, the density is computed while using the TEOS-10 seawater EOS [24].
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2.2.2. Turbulence Modeling

A standard k − ε model, modified to include buoyancy production effects, is used
in order to compute the Reynolds stresses, u′

iu
′
j, and the turbulent fluxes u′

i t
′ and u′

is
′.

The Reynolds stress and turbulent fluxes are given by

−u′
iu

′
j = 2νtSij − 2

3
kδij, (5)

−u′
i t
′ = νt

σT

∂T
∂xi

, (6)

−u′
is
′ = νt

σS

∂S
∂xi

, (7)

where νt = Cμ
k2

ε is the eddy viscosity and Sij =
1
2

(
∂Ui
∂xj

+
∂Uj
∂xi

)
is the mean rate of strain.

The following evolution equations describe the turbulent kinetic energy k = 1
2 (u

′
iu

′
j) and

dissipation ε:

∂k
∂t

+∇ · (Uk) = ∇
[(

ν +
νt

σk

)
∇k

]
+ Pk + Pb − ε, (8)

∂ε

∂t
+∇ · (Uε) = ∇

[(
ν +

νt

σε

)
∇ε

]
+ C1ε

ε

k
(Pk + C3εPb)− C2ε

ε2

k
, (9)

Pk = −u′
iu

′
j
∂Ui
∂xj

= νtS2, (10)

Pb = ρ′g νt

Prt
. (11)

Here, Pk is the standard turbulent kinetic energy production term, Pb is the turbulent energy
production due to buoyancy effects, and C1ε, C2ε, C3ε, σk, and σε are the model constants.

2.3. One-Way Coupling Approach

WRF employs a surface layer scheme that is based on the Revised Monin–Obukhov
similarity theory [19]. Within WRF, the surface layer is assumed to be the first vertical layer.
Following Varlas et al. [17], the air-sea fluxes of momentum, sensible heat, and latent heat
can be expressed as

τ = ρau2∗ = ρaCd(U − Us)
2 (12)

H = −ρaCpu∗θ∗ = ρaCpChU(θs − θa) (13)

LH = Lνρau∗q∗ = LνρaCqU(qs − qa) (14)

where ρa is the density of air in the surface layer, u∗ is the friction velocity, Us, is the sea
surface current velocity, and U is the wind speed at the lower layer that is modified by
convective velocity and a sub-grid velocity following Beljaars [25] and Mahrt and Sun [26],
respectively. Additionally, θ∗ and q∗ are the temperature and moisture scales, respectively,
Cp is the specific heat capacity at constant pressure, and Lν is the latent heat of vaporization.
θa and θs are the air and sea surface potential temperatures, respectively, qs is the specific
humidity at the sea surface, qa is the specific humidity of air at the lower level, and Cd, Ch,
and Cq are the dimensionless bulk transfer coefficients for momentum, sensible heat, and
moisture. For details on the parameterization of the bulk transfer coefficients, the reader is
referred to Jiménez et al. [19].

In order to couple the atmosphere and ocean domains, predictions for sea surface
currents, Us, Vs, and sea surface temperature (SST), θs, from the ocean model are applied
as the bottom surface boundary conditions and used in the surface momentum, heat,
and moisture flux calculations of the atmospheric model, as given by Equations (12)–(14).
For the results that are presented in this paper, the ocean domain is assumed to evolve
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much more slowly in time than the atmospheric domain. Consequently, predictions of
surface currents and SST from the ocean model are taken to be constant relative to the
atmosphere and result in a one-way coupled system. This greatly simplifies the coupling,
as no data exchange is required during execution of either the ocean or atmosphere model.
Figure 1a illustrates the proposed one-way coupling algorithm and it can be summarized,
as follows:

1. initialize the ocean and atmospheric models with a consistent ambient environment;
2. run the ocean model and extract relevant surface fields (Us, Vs, Ts);
3. map surface fields from the ocean domain onto the atmospheric domain;
4. overwrite initial atmospheric environment with mapped ocean fields; and,
5. run the atmospheric simulation as normal.

(a)
(b)

Figure 1. (a) Illustration of the one-way coupling algorithm. The ocean model (FOAM) is run prior to the atmospheric model to
generate the required bottom boundary conditions. (b) Depiction of the possible disparate meshes that can exist between ocean and
atmospheric model components. The ocean domain, drawn in blue, at a finer grid resolution, and not aligned with the underlying
atmospheric domain.

2.3.1. Mapping Data Fields

In general, the atmosphere and ocean models will have different domain projec-
tions, different resolution requirements, and different reference frames. Consequently,
the computational domains will often be mismatched at the air-sea interface, as illustrated
in Figure 1b. The process of interpolating sea surface predictions from the ocean model
onto the atmospheric domain involves four steps: (1) aligning the atmospheric and ocean
domains, (2) transform the atmospheric domain geographic coordinates into Cartesian
coordinates, (3) locate the atmospheric points in the ocean domain and interpolate field
data from the ocean domain onto the specified interpolation points, and (4) output the new
interpolated fields in an appropriate format.

In general, some amount of transformation (rotation and/or translation) is required
in order to align the atmospheric and ocean reference frames. Often, the origin of the
ocean domain is chosen in such a way as to simplify initialization of the model or to satisfy
some other modeling consideration. For example, the surface ship wake application that is
presented in Section 3 requires one coordinate (the x-coordinate, in this case) be aligned
with the direction of ship motion in order to satisfy the 2D + t assumption. Predictions of
sea surface currents must then be transformed in order to align with the ship’s heading
relative to the atmospheric domains reference frame.

For the applications under consideration in this work, the computational domain of
the ocean model is much smaller than the atmospheric domain. Therefore, it is assumed
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that the x-coordinate direction is parallel to lines of longitude and the y-coordinate direction
is parallel to the lines of latitude. Thus, to a reasonable degree of accuracy, the geographic
and Cartesian coordinates can be related via the expressions:

lat =
(y − ymin)(latmax − latmin)

(ymax − ymin)
+ latmin, (15)

lon =
(x − xmin)(lonmax − lonmin)

(xmax − xmin)
+ lonmin, (16)

where the min and max subscripts refer domain extents [10].
After the coordinate transformations are complete, the required data field must be

interpolated from the ocean domain onto the atmospheric domain. In this work, both
linear and cubic two-dimensional (2-D) interpolation schemes were tested. The bi-linear
interpolation scheme proved to be the most robust at minimizing errors near domain
boundaries and when the resolutions were significantly different between the ocean and
atmospheric domains.

Finally, the interpolated boundary data must be stored in a format that is suitable
for ingestion in the atmospheric model. In this case, the WRF input files are written in
NetCDF format. This step, along with the mapping approach that is described above,
has been implemented in a Python-based utility, called foamToWRF. This utility automates
the extraction of surface field data from OpenFOAM result files, the alignment of the
OpenFOAM and WRF domains, the interpolation of the OpenFOAM data onto the WRF
grid, and the export of the resultant bottom boundary conditions in the NetCDF format
that is required by WRF. This work uses NetCDF version 4.3.3.1.

3. Results and Discussion

The following section describes two examples of the proposed one-way coupled
atmosphere-ocean model. In the first example, the surface currents and SST are analytically
generated without the use of an ocean model. In the second example, the ocean model
is used in order to predict sea surface current and SST modifications that are caused by
the passage of a surface ship. The first example does not use the ocean model and it is
intended to demonstrate the ability to modify the WRF boundary conditions, while the
second example is illustrative of a more realistic scenario. In both cases, the focus of the
investigation is on the microscale Large Eddy Simulation (LES) domain predictions.

3.1. Application to Surface Jets

This test case was conducted as a demonstration of the one-way coupling process.
In this problem, modified sea surface temperatures and currents are analytically described
by Gaussian jets to represent an exaggerated surface signature. In this case, two Gaussian
jets describe the initial sea surface temperature and sea surface currents:

F(x, y) = ∑
i

Fi(x, y), i = 1, 2, (17)

where each jet is given by

F(x, y) = A(x) exp
[
−α(y − y0)

2
]
, (18)

and
A(x) = A0 exp−β(x)x2. (19)

Here, β(x) is given by

β(x) =

{
0, if x̄ < 0
10, if x̄ > 0

(20)
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where − 1
2 ≤ x̄ ≤ 1

2 is a normalized horizontal location. Table 2 lists the values of the
Gaussian jet parameters.

Table 2. Gaussian jet parameters that were used in this study.

Parameter Value for SST Value for U Value for V

A0 20 K 0 m/s 10 m/s
y01 8500 m - 8500
y02 6500 m - 6500
α 1× 10−6 m2 - 1 × 10−6 m2

The meteorological environment is chosen, so that surface winds are nearly perpen-
dicular to the direction of the surface currents, as seen in Figure 2b, and the background
SST is nearly uniform over the region of interest. This is constructed in such a way as
to maximize the induced atmospheric perturbations. NCEP GDAS Final global analysis
and forecast data provide meteorological initial and boundary conditions (0.25◦× 0.25◦
resolution every 6 h). The total simulation length is 10 h, which includes 6 h of spin up
time. The overall elevation in the atmospheric domain is approximately 20,500 m, and the
simulation utilized a total of four nested grids, which are shown in Figure 2a. Table 3 lists
the details of each grid.

(a) (b)

(c) (d)

Figure 2. (a) Overview of nested domains D01-D03, (b) overview of nested domains D02–D03,
(c) contours of sea surface meridonal currents (Vs) with white arrows showing 10 m wind direction,
and (d) contours of sea surface temperature (SST).
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Table 3. The Yonsel University Planetary Boundary Layer scheme (YSU PBL) is used for mesoscale simulations [20].

Simulation Type PBL Treatment Δx (m) Height of 1st Grid Point (m) Grid Points Δt (s)

D01 mesoscale YSU PBL 4500 5 120 × 120 × 81 27.0
D02 mesoscale YSU PBL 900 5 121 × 121 × 81 5.4
D03 mesoscale YSU PBL 300 5 151 × 151 × 81 1.8
D04 microscale LES 100 5 151 × 151 × 81 0.6

Figure 2c,d show the contours of sea surface zonal currents and SST, respectfully, inside
grid D04. As shown, the modified surface fields that are specified in Equations (17)–(20)
are completely contained within the most refined grid (D04) in order to avoid introducing
spurious behavior at the nested grid boundaries. This is consistent with the WRF published
best practice recommendations, which suggest that nested grid boundaries be placed far
away from regions of interest [27]. Figure 3 qualitatively shows the impact of the prescribed
sea surface modifications, which show contours of the U-component of wind at 10 m
elevation and vertical heat flux at the sea surface at the end of the 10-hour simulation time.
In this case, three separate simulations are run: (1) a baseline case, in which no modification
is introduced to the bottom boundary condition, (2) a SST-only case, in which the the SST
is modified, and (3) a current-only case, in which only the meridonal currents are modified.
This allows for independent evaluation of each modification on the atmospheric boundary
layer. The signature of the prescribed jets is clearly visible in Figure 3, which indicates
that the modified boundary conditions are being correctly ingested by the atmospheric
model. However, both the 10 m wind and vertical heat flux are prognostic quantities
that are computed directly from the imposed boundary conditions and are not necessarily
indicative of the sensitivity of the model to the perturbations at the air-sea interface.

Figure 4 provides a more quantitative comparison, which show mean vertical profiles
of potential temperature, water vapor mixing ratio, and vertical wind velocity evaluated at
the center of grid D04. Again, deviations from the baseline predictions are readily apparent.
Potential temperature and water vapor mixing ratio appear to be relatively insensitive
to the imposed perturbations over the elevation ranges of interest. On the other hand,
the vertical wind velocity that is shown in Figure 4c appears to be much more sensitive
to modifications of the air-sea interface, which suggests that vertical wind measurements
may be a key indicator in detecting sea surface perturbations in the atmosphere. However,
a more rigorous parameter study is required before firm conclusions can be drawn.

3.2. Application to Surface Ship Wake

This section considers sea surface disturbances due to the passage of a surface ship.
As the ship moves through the ocean, it generates a wake that perturbs the sea surface
for many kilometers behind the traveling vessel. These perturbations propagate into the
atmospheric boundary layer, although to what extent is not yet well understood.

A full, unsteady, three-dimensional simulation of the evolution of a ship wake is not
computationally tractable, because of the range of length and time scales that are needed to
resolve all of the relevant physics. Instead, a “two-dimensions plus time” (2D + t) approach
is used, in which the problem domain is reduced to two spatial dimensions under the
assumption that changes in the axial direction are negligible. Under this assumption,
the wake is evolved in time, t, and in the (y, z) plane. Assuming that the ship is moving
with constant speed, U0, the x-location in the wake can be determined from the simulation
time as x = U0t.
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(a) (b)
Figure 3. Predicted contours of (a) 10 m U-wind and (b) Upward heat flux. The top row contains predictions for the baseline
case, the middle row contains predictions for SST-only modifications, and bottom most row shows predictions for sea
surface current-only modifications.

117



Fluids 2021, 6, 12

(a)

(b)

(c)
Figure 4. Mean vertical profiles of (a) potential temperature, (b) water vapor mixing ratio, and (c)
vertical wind velocity. Shaded regions represent ±2σ from the mean value.

The computational domain of the ocean model has the dimensions of −500 m < y <
500 m by −500 m < z < 0 m and a nominal cell size of 0.3 m. The time step size is set
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to Δt = 1 s and the total simulation duration is 1 h. The x = 0 m location is set to be
approximately one-half ship length downstream of the stern of the vessel, so as not to
violate the 2D+t assumptions. In this study, the initial conditions at t = 0 s are generated
via a semi-empirical formulation that is similar to Miner et al. [28]. Appendix A of Somero
et al. [29] procides the complete details on the semi-empirical wake formulation.

Table 4 lists the details of the surface ship used in order to generate the initial con-
ditions at t = 0 s. The ship’s heading was specifically chosen to be aligned with the
atmospheric domain’s reference frame in order to assess relative resolution requirements
of the atmospheric model.

Table 4. Surface ship parameters.

Parameter Value

Forward speed (m/s) 13
Draft (m) 6.16
Beam (m) 18.9

Heading (deg) 5.52

Field data (e.g., currents, temperature, etc.) from the 2D + t predictions are first
sampled along the free-surface (z = 0 m) in order to generate the bottom boundary
conditions for the atmospheric model. The sampled fields are then mapped onto the
atmospheric domain, as described in Section 2.3.1. Figure 5 shows contours of the sampled
surface currents predicted by the ocean model and the corresponding mapped currents.

NCEP GDAS Final global analysis and forecast data provide the meteorological initial
and lateral boundary conditions, as in Section 3.1. The total simulated time is 1 h and a total
of five nested grid is used in this analysis in order to reach a sufficient level of refinement
in the atmospheric domain in order to resolve enough of the wake. It should be noted
that a simulation time of 1 h does not, in general, provide sufficient “spin up” time for a
valid physical state to develop in the WRF model. As a result, specific model predictions
during this time period are very likely inaccurate. Despite this limitation, this analysis is
still useful for a qualitative assessment of the one-way coupled approach. Figure 6 shows
the nested grids. Table 5 lists the relevant details for each grid used in this analysis.

(a) (b)
Figure 5. Cont.
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(c) (d)
Figure 5. (a) U-component of surface currents predicted by the OpenFOAM model, (b) V-component of surface currents
predicted by the OpenFOAM model, (c) U-component of surface currents mapped onto WRF domain, and (d) V-component
of surface currents mapped onto WRF domain. The black arrows indicate the direction of the wind at 10 m elevation.

Table 5. The Yonsel University Planetary Boundary Layer scheme (YSU PBL) is used for mesoscale simulations [20].

Simulation Type PBL Treatment Δx (m) Height of 1st Grid Point (m) Grid Points Δt (s)

D01 mesoscale YSU PBL 2500 5 120 × 120 × 81 13.0
D02 mesoscale YSU PBL 450 5 121 × 121 × 81 2.6
D03 mesoscale YSU PBL 90 5 151 × 151 × 81 0.52
D04 microscale LES 30 5 151 × 151 × 81 0.17
D05 microscale LES 10 5 151 × 151 × 81 0.06

Figure 7 shows atmospheric model predictions of 10 m horizontal winds and sea
surface vertical heat flux for the case with and without a ship wake. Larger fluctuations
are predicted by the atmospheric model across the entire D05 domain for the ship wake
case, and evidence of the ship wake is barely discernible in Figure 7f, around 23.79◦ N,
90.28125◦ W.

Figure 8 shows the vertical profiles of potential temperature, water vapor mixing
ratio, and vertical wind taken from the center of domain D05 . Predictions of potential
temperature and water vapor mixing ratio are not strongly affected by the presence of
the modified surface currents caused by the ship wake, as was observed in Section 3.1.
Conversely, differences in vertical wind, as shown in Figure 8c, are observed much higher
into the air column, consistent with the results that are presented in Section 3.1. However,
it should be noted that the fluctuations in the vertical wind are approximately an order of
magnitude greater than those that are observed in Figure 4, due to the influence of transient
pressure waves that are present during the spin up time.
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(a)

(b)
Figure 6. Overview of the atmospheric domain extents of (a) D01–D03, and (b) D03–D05 used in the
surface ship wake analysis.
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(a) (b)

(c) (d)

(e) (f)
Figure 7. Predicted contours of upward heat flux (a,b), 10 m U-wind (c,d), and 10 m V-wind (e,f). Baseline case predictions
without a ship wake are shown in the left column and the right column shows predictions with the ship wake present.
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(a)
(b)

(c)
Figure 8. Vertical profiles of (a) potential temperature, (b) water vapor mixing ratio, and (c) vertical wind velocity. Shaded
regions represent ±2σ from the mean value.

4. Summary and Conclusions

A one-way coupled atmosphere-ocean model was presented in order to study the
effects of air-sea interface perturbations on the atmospheric boundary layer. A partitioned
approach is used in order to solve the coupled problem, in which the atmospheric domain
is modeled while using the numerical weather prediction tool WRF, while the ocean
domain is modeled using an unsteady RANS finite volume method implemented in
OpenFOAM. One-way coupling is achieved by treating ocean model predictions of sea
surface currents and sea surface temperature as a constant bottom boundary condition in
the atmospheric model.

Two demonstration cases are presented in order to illustrate the performance of the
proposed one-way coupled approach. The first case employs analytical functions in order
to specify the perturbed currents and temperatures at the sea surface. The second case uses
a semi-empirical relationship to describe the initial conditions of a surface ship wake, which
is then evolved in time while using the ocean model. Predicted surface fields from the
ocean model are extracted and applied as bottom boundary conditions in the atmospheric
model. The modified boundary conditions were clearly visible in contours of 10 m U-wind
and vertical heat flux predicted by the WRF model. In both demonstration cases, the
vertical profiles of temperature and relative humidity that were predicted by the coupled
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model were relatively unaffected by the modified boundary conditions, while vertical wind
velocity predictions were much more sensitive to the disturbed sea surface conditions.

It is important to note that the results that are presented herein should be considered
preliminary and more work is required in order to improve and validate the proposed
approach. Techniques, such as Digital Filter Initialization (DFI), need to be explored for
reducing atmospheric model “spin up” time [30]. A careful grid convergence study needs
to be performed in order to assess the impact of mesh resolution on the model predictions
and determine appropriate resolution requirements for this application. Additionally,
a parametric study should be conducted to assess which atmospheric parameters are the
most sensitive to sea surface disturbances. Techniques for differentiating the relevant
atmospheric fluctuations from the naturally occurring variability in the ambient environ-
ment is another key aspect of this problem that needs to be investigated. Finally, it will
be important to assess whether the assumption of constant bottom boundary conditions
is appropriate.
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WRF Weather Research and Forecasting model
FVM Finite Volume Method
RANS Reynolds Averaged Navier Stokes
URANS Unsteady RANS
2D + t Two dimensions plus time
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ROMS Regional Ocean Modeling System
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Abstract: The central aim of this paper is to use OpenFOAM for the assessment of mesh resolution
requirements for large-eddy simulation (LES) of flows similar to the ones which occur inside the
draft-tube of hydraulic turbines at off-design operating conditions. The importance of this study
is related to the fact that hydraulic turbines often need to be operated over an extended range of
operating conditions, which makes the investigation of fluctuating stresses crucial. Scale-resolving
simulation (SRS) approaches, such as LES and detached-eddy simulation (DES), have received more
interests in the recent decade for understanding and mitigating unsteady operational behavior of
hydro turbines. This interest is due to their ability to resolve a larger part of turbulent flows. However,
verification studies in LES are very challenging, since errors in numerical discretization, but also
subgrid-scale (SGS) models, are both influenced by grid resolution. A comprehensive examination of
the literature shows that SRS for different operating conditions of hydraulic turbines is still quite
limited and that there is no consensus on mesh resolution requirement for SRS studies. Therefore,
the goal of this research is to develop a reliable framework for the validation and verification of SRS,
especially LES, so that it can be applied for the investigation of flow phenomena inside hydraulic
turbine draft-tube and runner at their off-design operating conditions. Two academic test cases are
considered in this research, a turbulent channel flow and a case of sudden expansion. The sudden
expansion test case resembles the flow inside the draft-tube of hydraulic turbines at part load. In this
study, we concentrate on these academic test cases, but it is expected that hydraulic turbine flow
simulations will eventually benefit from the results of the current research. The results show that
two-point autocorrelation is more sensitive to mesh resolution than energy spectra. In addition, for
the case of sudden expansion, the mesh resolution has a tremendous effect on the results, and, so far,
we have not capture an asymptotic converging behavior in the results of Root Mean Square (RMS)
of velocity fluctuations and two-point autocorrelation. This case, which represents complex flow
behavior, needs further mesh resolution studies.

Keywords: mesh resolution; large-eddy simulation; OpenFOAM; channel flow; sudden expansion

1. Introduction

Hydraulic-turbines are considered a highly reliable power source that can cover an
extensive range of operating conditions in response to electricity demand. The importance
of the large-eddy simulation (LES) for off-design operating conditions is due to the fact
that RANS (Reynolds-averaged Navier–Stokes) studies are mainly capable of accurate flow
simulations near the Best Efficiency Point, since optimal swirling flow occurs and the level
of turbulence is low. However, at off-design operating conditions, swirling vortices are
the main phenomena inside hydraulic turbine draft-tubes and the flow is highly turbulent.
Therefore, it is necessary to use high fidelity methods, such as large-eddy simulation, to
capture the turbulent fluctuations in the flow.
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Analysis of flow phenomena for different components of hydraulic turbines has been
performed by a large number of researchers in the last few decades. The URANS (Unsteady
Reynolds-averaged Navier–Stokes) is the most common approach used by researchers for
numerical analysis of the flow field in hydraulic turbines [1–3]. The limitation of URANS
in predicting self-induced vortex rope was reported by Foroutan and Yavuzkurt (2012),
and the importance of time-dependent boundary conditions with turbulent fluctuations
at the inlet of the draft tube was shown [4]. SAS (Scale Adaptive Simulation), due to its
capability to dynamically adjust the length scale in the turbulent flow and hence provide
more detailed predictions of turbulent flow structures, is often employed for draft tube flow
field behavior investigations [5,6]. For instance, in a study by Neto et al. (2012), SAS-SST
(Shear Stress Transport) results of velocity components inside a draft tube were validated
against experimental data for a Francis turbine at part load [7]. DES (Detached Eddy
Simulation) as a Hybrid RANS/LES approach, applies the RANS approach for near wall
modeling of turbulence and resolves the core flow region using LES. This approach was
employed by Sentyabov et al. (2014) for the analysis of vortex core precession of a Kaplan
turbine [8]. A comparison of URANS and DES potentials to predict turbulence statistics
for the draft tube was presented by Paik et al. (2005). Although both methods agree in
mean velocity field, the results of turbulence statistics show significant discrepancies for
URANS [9]. DES was also used for the prediction of pressure pulsation in high-head
Francis turbines by Minakov et al. (2015), and an accuracy of 10% was reported for the
simulations [10].

A comparison of LES and SAS results for a sudden-expansion test case which resem-
bles the vortex rope of a draft tube at part load was performed by Javadi and Nilsson
(2014) [11]. Rotating stall mechanism of a pump-turbine was investigated by Pacot et al.
(2014) using LES [12]. The results of efficiency prediction of a Kaplan turbine using Zonal
LES (ZLES) is compared to SAS in a study by Morgut et al. (2015) [13]. LES with a cavitation
model for Francis turbine is also performed at part load and high load in a study by Yang
et al. (2016). In this study, however, the LES mesh requirements were not well-satisfied [14].
Comparison of LES results with DES and URANS results for the Francis-99 draft tube at
part load, Best Efficiency Point (BEP), and high load was performed by Minakov et al. (2017)
for mean velocity profiles and pressure fluctuations [15]. Compressible LES is performed by
Trivedi and Dahlhaug (2018) for a whole configuration of the Francis-99 turbine to compare
the high-amplitude stochastic fluctuations at speed no-load [16] and runaway [17].

In the papers featuring LES studies for hydraulic turbines, the effect of the mesh has
barely been studied. Moreover, there is no consensus on the space and time resolution
requirements for the LES or DES studies. The validation studies in most of the references are
less than adequate, since most of the studies avoid to validate the turbulent characteristics
of the flow. This points to a choice of academic test cases with proper Direct Numerical
Simulation (DNS) or experimental validation data. In order to circumvent the complexities
related to the geometry and other requirements for the boundary conditions of the flow
simulation inside hydraulic turbine draft-tube, two academic test cases including internal
non-swirling and swirling flows with available DNS and experimental data were chosen.
First, a case of channel flow which has a simple geometry and includes complex near wall
turbulent behavior was selected. Second, a sudden-expansion test case which resembles
the swirling flow at part load operating condition of a hydraulic turbine draft-tube was
investigated. In this paper, LES results are presented and analyzed for both test cases.

2. Simulation and Modeling of Turbulent Flow

In LES, the velocity field (Ui) is decomposed into a filtered (or resolved) component
(Ui) and a residual (or sub-grid scale, SGS) component (u′). By formally applying the
filtering operation to the continuity equation and Navier–Stokes equations, it is possible
to derive conservation laws for the filtered flow variables. Due to the linearity of the
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continuity equation, applying the filtering is straightforward. The form of the equation
remains unchanged.

∂Ui
∂xi

= 0. (1)

The resulting Navier–Stokes equations are of the same form as the original Navier–
Stokes equations and also a residual stress tensor or SGS stress tensor (τr

ij) appears:

∂Uj

∂t
+ Ui

∂Uj

∂xi
= ν

∂2Uj

∂xi∂xi
− 1

ρ

∂p
∂xj

−
∂τr

ij

∂xi
. (2)

The equation of motions must be closed by modeling the SGS stress tensor. This is
usually performed using an eddy viscosity model. A one-equation model and the WALE
(Wall-Adapting Local Eddy-viscosity) model are used in the present research to model
eddy-viscosity. In the WALE model, the eddy-viscosity reads as:

νr = (CwΔ)2 (Sd
ijS

d
ij)

3/2

(SijSij)
5/2

+ (Sd
ijS

d
ij)

5/4 , (3)

where

Sd
ij =

1
2
(g2

ij+g2
ji)−

1
3

δijg2
kk

gij =
∂Ui
∂xj

g2
ij = gikgkj

, (4)

and the constant is in the range 0.55 ≤ Cw ≤ 0.60. A one-equation model can be used to
model SGS turbulent kinetic energy:

∂ksgs

∂t
+

∂(Ujksgs)

∂xj
=

∂

∂xj

[
(ν + νsgs)

∂ksgs

∂xj

]
+ Pksgs − ε, (5)

νsgs = ckΔk1/2
sgs , (6)

ε = Cε
k3/2

sgs

Δ
, (7)

Pksgs = 2νsgsSijSij. (8)

Very close to the wall, the van Driest damping function is used to correct the behavior
for the νsgs. This function has the following form:

D = 1 − e
−y+

A+ , (9)

where A+ = 26. The final length scale is given by:

Δ = min(
κy
CS

D, Δg), (10)

where Δg is a geometric-based filter length, such as the element cube-root volume delta.
Several approaches are presented in the literature to evaluate the resolution of LES.

Following Gant (2010) [18] and Celik (2006) [19], some of these methods can be used by a
prior RANS simulation or one LES calculation. For example, a good practice is to obtain
the integral length scale Lint from a prior RANS simulation as Lint =

k3/2

ε and, therefore, to
estimate the initial grid resolution for LES [20]. Therefore, they can also be called single-
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grid estimators, which means that, by running one LES calculation, they can be estimated.
The multi-grid estimator methods require a number of LES calculations and some sort
of Richardson Extrapolation. In this research, two-point autocorrelation is used for the
evaluation of mesh resolutions in LES.

Correlation means the tendency of two values to change together, either in the same or
opposite way. If we think of u(x) as a component of the velocity along a line in statistically
homogeneous turbulence, the autocovariance or two-point correlation in space is:

R(r) ≡ 〈u(x + r)u(x)〉, (11)

where r is the separation distance between two points. As the two points move closer to
each other, R increases. If the points move further away, R will go to zero. R(r) is often
normalized by the root-mean-square of velocity. Integral length scale Lint can be computed
from the autocovariance which is the integral of R(r) over the separation distance r, i.e.,

Lint =
1

〈u2〉
∫ ∞

0
R(r)dr. (12)

The two point correlations are calculated by Davidson (2009, 2011) [20,21]. In this
study, the separation distance is varied with the grid resolution. The number of cells
needed for the autocovariance to approach zero is verified, thereby checking the grid
resolution. It is recommended that in a good LES, the integral length scale should cover
8–16 cells. In this study, it is reported that the energy spectra and the ratio of the resolved
turbulent kinetic energy to the total one is not a good measure of LES resolution. Two-point
correlations are suggested as the best measures for estimating LES resolution.

The ways to create turbulent inlet boundary conditions vary and include the two main
categories of synthesis inlets and precursor simulation methods which are briefly described
in the following sections.

Divergence-free synthetic eddy method (DFSEM) was proposed by Poletto et al.
(2013) [22] to reduce near-inlet pressure fluctuations and the development length in the
original SEM method by Reference [23]. The steps in DFSEM are the following:

1. User selection of inlet surface Ω.
2. User definition of average velocity u(x), Reynolds stresses and turbulence length-

scales σ(x), for x ⊂ Ω.
3. Eddy bounding box taken as: max{x + σ},min{x − σ} for x ⊂ Ω.
4. Definition of the number of eddies.
5. Assigning random positions xk and intensities αk to all the eddies.
6. Eddies being convected through the eddy box, xk = xk + Ub ∗ Δt, where Ub =∫

Ω uds/
∫

Ω ds is the bulk velocity.
7. u′(x) calculated and superimposed to u to generate the inlet condition.
8. Repeat steps 6–7 for all the subsequent time steps.

The fluctuating velocity field is:

u′(x) =

√
1
N

N

∑
k=1

qσ(|rk|)
|rk| × αk, (13)

where:

• N: the number of eddies introduced into the DFSEM;

• rk = x−xk

σk with σk being the eddy length scale for the kth eddy;
• qσ(|r|k) is a suitable shape function; and
• αk

i are random numbers with zero averages which represent eddy intensity.

The fluctuating velocity field, taking into account the turbulence anisotropy, is:
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u′
β(x) =

√
1
N

N

∑
k=1

σk
β

[
1 − (dk)

2]
εβjlrk

j αk
l , (14)

where:

• dk =
√
(rk

j )
2; and

• εβjl is the Levi-Civita symbol.

The expression for the Reynolds stresses is also expressed as follows:

〈u′
βu′

γ〉 =
1
N

N

∑
k=1

σk
βσk

γεβjlεγmn

〈{[
1 − (dk)

2
]2

rk
j rk

m

}〉
〈(αk

l )(α
k
n)〉. (15)

Therefore, σk
β and σk

γ are the eddy length scales for the kth eddy in β and γ directions.
This method in comparison with original SEM methods is able to provide a divergence-

free velocity field and also to reproduce all possible state of Reynolds stress anisotropy
as a function of the characteristic ellipsoid eddy shapes described by the aspect ratio
Γ = σx

σy
= σx

σz
.

3. Verification and Validation Results

3.1. Channel Flow Test Case

The turbulent flow in the channel is simulated at a moderate Reynolds number.
The geometry of the channel is shown in Figure 1. The flow in the channel is considered
statistically homogeneous in the spanwise direction (z) and statistically developing in the
streamwise (x) and channel-height (y) directions. Domain size for the channel is (20π,
2, π) [m]. The physical modeling is done based on friction Reynolds number which is
Reuτ = uτδ

ν = 395, where δ = 1 [m] is a characteristic length (Channel half-height) and

friction velocity, uτ =
√

τw
ρ is assumed to be equal to 1 [ m

s ]. This research took advantage of

OpenFOAM built-in mesh generators. Capabilities and meshing strategies of OpenFOAM
are presented by Concli et al. (2020) [24]. The initial number of nodes for the mesh was
chosen as (500, 46, 82) with a total of 1,866,000 cells. Therefore, the wall units which
are the normalized distance of the first mesh vertex next to the wall are (x+, y+, z+) =
(49.36, 1.1, 15.1). This orthogonal mesh results in a maximum aspect ratio of 23. Two sets of
boundary conditions are considered for the generation of the inflow turbulence, periodic
and Divergence Free Synthetic Eddy Method (DFSEM). The boundaries in the spanwise
direction are considered periodic. k-equation is used as the SGS model.

Figure 1. The geometry of the channel.
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In the initial verification study, we want to investigate the influence of the inlet eddy
sizes on the development of the flow inside the channel, and we want to verify that we
can obtain the mean velocity and Reynolds stress field independent of the size of eddies
generated at the inlet and transported into the domain. Therefore, the effect of the size of
the inlet eddies will be evaluated based on the development length of the mean streamwise
velocity profile inside the channel. Our hypothesis is that further increment in the size of
the inlet eddies will not further exhibit changes in the flow development length. Starting
the simulation by considering 1 cell per eddy simulation, and then increasing to 3 and
5, we expect that simulating each eddy with an adequate number of 3 cells would allow
capturing non-decaying turbulence fluctuations in the domain.

The results of this verification study are provided in Figures 2 and 3. In these figures,
the downstream development of the profiles of the mean streamwise velocity and 〈u′u′〉
component of the Reynolds stress is presented, respectively, for several cross sections and
for different values of the parameter nCellsPerEddy representing the eddy sizes at the
inlet. Moreover, the results for the periodic boundary condition case is also provided in the
same figure, as a reference for the comparison.

The results of these simulations show enormous changes in the profiles of the mean
streamwise velocity and 〈u′u′〉 component of the Reynolds stress, which are shown in
Figures 2 and 3. In these figures, we can see how the flow develops across the channel
using different conditions for the inlet eddies. Changing the value of the number of mesh
cells per eddy to a value of 3, which means that each eddy is represented by at least 3
mesh cells in the domain, although requiring smaller time steps, improves the results of
the development of the flow in the channel. The influence of further increasing this value
to 5 does not exhibit a further improvement in the flow characteristics and only imposes
more expensive computations in terms of time steps. In the aforementioned figures, the
results at each streamwise section is averaged in the spanwise direction and time; therefore,
the notation 〈〉 and {YZ} index in the axis titles imply averaging in time and in the {YZ}
plane, respectively.

Figure 2. Mean velocity profiles at selected streamwise locations using various inlet conditionsas (a) 1 cell Per Eddy (b) 3
cells Per Eddy (c) 5 cells Per Eddy (d) Periodic.
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Figure 3. 〈u′u′〉 profiles at selected streamwise locations using various inlet conditions as (a) 1 cell Per Eddy (b) 3 cells Per
Eddy (c) 5 cells Per Eddy (d) Periodic.

In Figure 3, the cross sections with the values of x/δ = 0.06 and x/δ = 62.7 represent
the center of the first cell immediately after and before the inlet and outlet boundaries. It
seems that a minimum number of cells in the streamwise direction and away from the
boundaries is required for the attenuation of the effect of boundary conditions. Moreover,
it seems that, although both boundary conditions with 3 and 5 mesh cells are representing
shorter development length in comparison with the one with one mesh cell per eddy, which
is evident by the results at downstream locations of x/δ of 12.5, 50.2, and 56.5 being almost
on top of each other, the results of the 5 cells per eddy is worse than with 3 cells per eddy. A
possible explanation could be that there should be an optimum number of cells per eddies
for a given mesh, and increasing this value does not necessarily provide more accurate
results. In other words, the optimum value for this parameter could be mesh-dependent.
This hypothesis needs further investigation and analysis which is beyond the scope of
this research.

For mesh resolution analysis, two other meshes are generated. The details of these
meshes are presented in Table 1.

Table 1. Details of the numerical grids.

Name Number of Cells Total Size Δx+ Δz+ y+

Mesh 1 397 × 38 × 65 980,590 62.51 19.09 1.34
Mesh 2 500 × 46 × 82 1,886,000 49.63 15.13 1.11
Mesh 3 630 × 58 × 103 3,763,620 39.39 12.05 0.91
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The results of the verification analysis for the three mesh resolutions including compo-
nents of mean velocity and RMS of velocity fluctuations are presented in Figure 4. In this
figure, the results are averaged in both {YZ} and {XY} planes, meaning both span-wise
and stream-wise directions. The results show different flow behavior when moving farther
from the wall in the outer layer (y+ > 50). The finest mesh gives results that are in very
good agreement with DNS across the whole region. We can conclude that grid refinement
has a positive effect which is reflected in the gradual increase in the accuracy of the obtained
results. The results of the RMS of velocity fluctuations show that all three components
converge towards the DNS data as the mesh gets refined. Closer to the core region of the
channel (y/δ > 0.5), mesh 2 shows generally better prediction for the three components of
RMS of velocities.

Figure 4. Comparison of RMS of velocity fluctuations for different mesh resolutions for (a) stream-wise, (b) wall-normal, (c)
span-wise and (d) shear stress.

The second verification study for the mesh resolution is done for the two-point
autocorrelation of velocity fluctuations. The results of this analysis are presented in Figure 5
for y+ = 5 . It should be noted that the results of autocorrelation in the x direction are
averaged in a cross section plane (z-plane) and the results of autocorrelation in the z
direction are averaged in the stream-wise plane (x-plane). In general, the profiles indicate
that the chosen size of the domain is large enough to accommodate all the relevant turbulent
structures, since the profiles reach near zero value or an asymptotic value in each computed
direction. These profiles show higher sensitivity of this indicator to the mesh resolution,
especially in the x-direction. The results computed with DFSEM boundary conditions,
overall, show better performance than the periodic case, almost for all the cases, even for
the coarsest mesh. In the integral length scale results in the Table 2, we do not observe
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a consistent trend in the results. These behaviors in the results show that further mesh
refinement is still required to get a converged value for the integral length scales, especially
in the streamwise direction, since the difference in the results for Mesh 3 and 2 is still big.

Figure 5. Spatial autocorrelation of velocity components at y+ = 5: stream-wise velocity along (a) x and (b) z directions,
wall-normal velocity along (c) x and (d) z directions, span-wise velocity along (e) x and (f) z directions.

135



Fluids 2021, 6, 24

Table 2. Integral length scales.

y+ Lx Lz

Mesh: 1 2 3 Periodic DNS Mesh: 1 2 3 Periodic DNS

uu 5 0.74 0.75 0.51 0.90 0.53 0.02 0.01 0.01 0.02 0.02
uu 150 0.56 0.38 0.30 0.50 0.80 0.04 0.04 0.03 0.05 0.08
vv 5 0.74 0.75 0.51 0.90 0.13 0.02 0.01 0.01 0.02 0.01
vv 150 0.56 0.38 0.30 0.50 0.15 0.04 0.04 0.03 0.05 0.07
ww 5 0.74 0.75 0.51 0.90 0.20 0.02 0.01 0.01 0.02 0.02
ww 150 0.56 0.38 0.30 0.50 0.08 0.04 0.04 0.03 0.05 0.16

The third verification study for the mesh resolution is done based on the energy
spectra. The objective of this verification analysis is to evaluate the influence of the mesh
resolution on the energy spectra and to compare the spectra in the inertial subrange
with the Kolmogorov spectrum. The results of this verification analysis are presented in
Figure 6. These results show a much less sensitive behavior of the energy spectra to the
mesh resolution; therefore, this parameter does not prove to be useful as an indicator of the
LES mesh resolution.

Figure 6. Energy spectra at two y+ values of (a) 15 and (b) 150.

3.2. Sudden-Expansion Test Case

The Dellenback Abrupt Expansion test case resembles the swirling flow inside the
draft-tube of hydraulic turbines at part load condition. Measurements of mean and fluc-
tuating velocities were performed in a water flow with a laser Doppler anemometer [25].
The measurements were taken at the cross-sections shown in Figure 7. The simulation are
performed at Reynolds number 30,000 and swirl number 0.6. The swirl number may be
physically interpreted as the ratio of axial fluxes of swirl to linear momentum divided by a
characteristic radius.

S =

∫ Rin
0 VθVzr2dr

Rin
∫ Rin

0 V2
z rdr

∣∣
z/Din=−2.00. (16)

The largest uncertainties in the experiments were reported to be about 2% in Reynolds
number, 8% in swirl number, and 1% in probe volume positioning. Uncertainties in mean
and RMS velocities stemming from the many possible biases and broadening errors were
estimated to be about ±3% and ±10%, respectively.

The mesh is shown in Figure 8. This mesh has 1,567,944 cells. This mesh corre-
sponds to a maximum aspect ratio of 21, maximum non-orthogonality of 28, average
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non-orthogonality of 5, and and maximum skewness of 0.7, which are within the accept-
able range. For inlet boundary conditions, velocity profiles from the measurements are
specified as axisymmetric profiles using the profile1DfixedValue boundary condition
in OpenFOAM. The k − ω SST model is used as the turbulence model for the RANS and
WALE model is used as the SGS model for the LES. For the case of simulations at swirl
number 0.6, no inlet turbulence generation method is used, as it is stated in Reference [26],
and the inlet turbulence is only important when the swirl in the flow is low.

Figure 7. Measurement cross-sections. Numbers refer to Z/D, where D is the inlet diameter, and
Z = 0 at the abrupt expansion.

Figure 8. Numerical mesh for abrupt expansion test case.

The validation study is performed to compare the results of the mean velocity field
and RMS of velocity fluctuations against experimental data. These results for the axial
and tangential components of the mean velocity at the aforementioned cross sections are
presented and compared with experimental data in Figures 9 to 10. The same comparison is
also drawn for the axial and tangential components of the RMS of the velocity fluctuations
in Figures 11 to 12. The results of the LES WALE model show great improvement over the
results of the RANS k-ω SST model. These results show a huge improvement in the mean
velocity results compared to the RANS model, especially immediately after the expansion
where z/D = 0.25 to z/D = 1.5. LES also captured the RMS of velocity components with
a good agreement with experimental data.

The verification analysis is performed to investigate the impact of the mesh resolution
on the LES results. To this aim, two other meshes one coarser and one finer than the one
for which results were presented in the previous paragraph were generated. The details
about these meshes are given in Table 3. The results of these simulations are provided
in Figures 13 and 14 for the mean velocities for axial and tangential components and in
Figures 15 and 16 for RMS of velocity fluctuations, again for axial and tangential compo-
nents. These results show higher sensitivity of the velocity profiles to mesh resolution
for both mean and RMS values. A higher mesh resolution does not necessarily give less
deviation from experimental data, due to the complex nature of the flow, especially for
RMS of velocity fluctuations. However, in general, results for Mesh 3 appear to be slightly
more consistent with experimental data.
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Figure 9. Mean axial velocity at several cross sections (dashed line: k-ω Shear Stress Transport (SST) Reynolds-averaged
Navier–Stokes (RANS), solid line: Wall-Adapting Local Eddy-viscosity (WALE) large-eddy simulation (LES), dots: experi-
ments).

Figure 10. Mean tangential velocity at several cross sections (dashed line: k-ω SST RANS, solid line: WALE LES,
dots: experiments).

The results of the two-point correlations of the components of the velocity fluctuations
at the centerline of the cylinder downstream of the expansion are calculated for the three
meshes. These results are presented in Figure 17. This figure shows that the complex
vortical structures also represent a complex interactions which does not linearly go to zero
as it changes randomly further downstream of the expansion.
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Figure 11. RMS of axial velocity at several cross sections (solid line: WALE LES, dots: experiments).

Figure 12. RMS of tangential velocity at several cross sections (solid line: WALE LES, dots: experiments).

Figure 13. Mean axial velocity at several cross sections for different mesh resolutions (red: Mesh 1, green: Mesh 2, blue:
Mesh 3, dots: experiments).
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Table 3. Details of the numerical grids for sudden expansion test case.

Name Number of Cells Δt y+
min y+

max y+
average

Mesh 1 787,512 0.0005 0.195 35.42 5.29
Mesh 2 1,567,944 0.0005 0.360 28.70 4.21
Mesh 3 3,108,397 0.0001 0.412 54.17 6.38

Figure 14. Mean tangential velocity at several cross sections for different mesh resolutions (red: Mesh 1, green: Mesh 2,
blue: Mesh 3, dots: experiments).

Figure 15. RMS of axial velocity at several cross sections for different mesh resolutions (red: Mesh 1, green: Mesh 2, blue:
Mesh 3, dots: experiments).

The third verification analysis of the mesh resolution is performed for the results of
the energy spectra of pressure fluctuations. The objective of this analysis, as for the case
for the channel flow, is to investigate the effect of the mesh resolution on the convergence
behavior of the energy spectra and also to compare the spectra in the inertial subrange
with the Kolmogorov spectrum. Time history of the pressure fluctuations at several points
at the wall is recorded and monitored during the simulations. Power spectral density of
the pressure fluctuations at one point at z/D = 2 is calculated for the three meshes, and
results are presented in Figure 18. This case also shows less sensitivity of the results to
the mesh resolution, and this criteria can again not be used as an indicator of the mesh
resolution adequacy.
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Figure 16. RMS of tangential velocity at several cross sections for different mesh resolutions (red: Mesh 1, green: Mesh 2,
blue: Mesh 3, dots: experiments).

Figure 17. Two-point auto-correlation of the (a) stream-wise, (b) wall-normal, (c) span-wise components of the velocity
fluctuations along the centerline.

Figure 18. Power spectral density of the pressure fluctuations at one point on the wall at z/D = 2.
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4. Conclusions

This work is dedicated to developing an expertise on how to use, validate, and verify
the OpenFOAM CFD code for the large-eddy simulation of the flow types similar to the ones
which occur at off-design operating condition, such as part load inside hydraulic turbines.
Two main test cases, a case of turbulent channel flow and a case of sudden-expansion, were
considered in this study. The first one brings the classical problem of near-wall turbulence
complexities, and the second one resembles the swirling flow inside a hydraulic turbine
draft-tube at part load off-design operating condition. The calculated profiles of two-point
autocorrelation and hence the integral length scales showed that, even for a simple case of
channel flow, obtaining mesh-independent results is still challenging, and further mesh-
dependency analysis is required. The verified framework for LES on the channel flow was
then applied to study the flow in a sudden expansion pipe flow at a Reynolds number of
30,000 and swirl number of 0.6. As with this case, the validation analysis of the LES WALE
results versus RANS k-ω SST results show a large improvement of the LES results over the
RANS ones for the mean and RMS of axial and tangential velocities. These improvements
were also more evident at the cross sections which were immediately after the expansion.
The influence of mesh resolution was also studied and showed a higher sensitivity of the
results of this case to the mesh resolution and characteristics. The energy spectrum of the
pressure fluctuations also did not exhibit much sensitivity to the mesh resolution, as it was
also evident in the channel flow test case.
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Abstract: During recent years, thorough experimental and numerical investigations have led to
an improved understanding of dynamic phenomena affecting the fatigue life and survivability of
offshore structures, e.g., ringing and springing and extreme wave impacts. However, most of these
efforts have focused on modeling either selected extreme events or sequences of highly nonlinear
waves impacting offshore structures, possibly overestimating the actual load to be experienced by
the structure. Overall, not much has been done regarding short-term statistics. Although clear
non-Gaussian statistics and therefore higher probabilities of extreme waves have been observed in
random seas due to wave–wave interaction phenomena, which can impact short-term statistics for
the structural load, they have not been studied extensively regarding the assessment of the dynamic
behavior of offshore structures. Computational fluid dynamics (CFD) models have shown their
viability for studying wave–structure interaction phenomena. Despite the continuously increasing
computational resources, these models remain too computationally demanding for applications to
the large spatial domains and long periods of time necessary for studying short-term statistics of
non-Gaussian seas. Higher-order spectral (HOS) models, on the other hand, have been proven to
be efficient and adequate in studying non-Gaussian seas. We therefore propose a one-way domain
decomposition strategy, which takes full advantage of the recent advances in CFD and of the
computational benefits of HOS. When applying this domain decomposition strategy, it appeared to
be possible to deduce response statistics regarding the impact of nonlinear wave–wave interactions.

Keywords: non-Gaussian seas; wave–structure interaction; HOS; OpenFOAM

1. Introduction

Due to the world’s ever-growing energy demand, the offshore wind industry has
known an exponential growth during the last two decades. As a result, there is a strong
tendency towards increasingly larger wind turbines being constructed offshore and cost-
reduction per kilowatt hour, which poses new challenges regarding design and effi-
ciency [1,2]. XL-monopiles are one such example. Offshore wind turbines have grown
increasingly taller and are installed in deeper water depths than ever before, which jeopar-
dizes their fatigue life due to a higher susceptibility to ringing and springing as their natural
frequencies decrease further towards typical wave frequencies [3]. Moreover, innovative
structures combining wave energy take-off and harvesting wind energy, e.g., combined
offshore wind and offshore airborne prototypes, confront designers with substantial dif-
ferences in dynamic behavior compared to traditional structures stemming from the oil
and gas industry. Especially in terms of prevailing fluid phenomena, viscous effects and
turbulence gain considerable importance when assessing such structures.

Traditionally, design practices adopt Gaussian seas to represent operational conditions,
while real seas are non-Gaussian [4]. In modeling moderately severe wave climates, second-
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order wave theory is adopted, which gives rise to increased dynamic response for both
stiff and compliant structures due to bound second-order wave components [5]. However,
in addition to bound components, free wave components are known to interact at third
order of nonlinearity for intermediate to deep water wave conditions, which results in
spectral energy downshifts and a higher probability of extremes compared to second-order
wave theory [6,7]. Due to these spectral energy downshifts, the dynamic response of stiff
structures is reduced [8], while at the same time increased probability for extreme events,
due to focussing, could lead to a higher occurrence of transient dynamic phenomena,
such as ringing and slamming. An improved understanding of the influence of these
nonlinear wave–wave interactions on the response statistics could therefore lead to a more
appropriate assessment of offshore structures in operational conditions.

Expensive physical experiments in large-scale facilities and simplified engineering
models originating from the offshore industry are still the norm. Most numerical models
resolve the Euler equations, assuming incompressibility, irrotationality and inviscosity.
Moreover, a Taylor expansion around the water level is used to approximate the kinematic
and dynamic atmospheric boundary conditions imposed for the wave dynamics problem.
As a result, linear potential theory based models, e.g., NEMOH, and expansions up to
second-order, e.g., WAMIT, are still of main use, which is a clear consequence of offshore
activities being situated in deep water, where second-order theory is generally assumed
to capture most phenomena. However, as bottom-founded structures are situated closer
to shore and higher-order wave effects, e.g., ringing, originate from higher-order wave
harmonics, these models do not suffice in assessing state-of-the-art innovative offshore
structures. Therefore, extensive research has been done in recent years to resolve the
wave dynamics boundary value problem with fully nonlinear boundary conditions. Two
such efforts are the nonlinear potential flow solvers OceanWave3D and formulations of
the higher-order spectral equations (HOS). While OceanWave3D is essentially a fully
nonlinear potential flow model [9], HOS solves the Euler equations up to a desired level
of nonlinearity in the (spectral) wave number domain [10,11]. By truncating up to third-
order nonlinearity, HOS has shown to accurately capture the effect of nonlinear four-wave
interactions on extreme wave statistics [12]. Nonetheless, all of the aforementioned models
still lack in the sense that they do not model viscosity nor turbulence.

As computational fluid dynamics (CFD) solves the full Reynolds-averaged Navier–
Stokes (RANS) equations, it overcomes the problems previously posed by the Euler based
models, therefore allowing for viscosity and turbulent effects to be taken along [13]. CFD
accurately captures the wave–structure interaction, even in highly nonlinear waves. A no-
table code is the open-source CFD solver OpenFOAM, of which different branches exist
and to which researchers worldwide contribute. Notwithstanding the continuously grow-
ing computational resources, these models remain computationally demanding, which
makes for a real challenge in applying them to large, high resolution domains and long
computational times. Consequently, CFD is often used in conjunction with faster models
as part of a domain decomposition approach.

In Paulsen et al. [14,15], such a domain decomposition approach was adopted to model
respectively wave impact and ringing for monopiles, where the previously mentioned
fully nonlinear potential flow solver OceanWave3D as far-field was used in conjunction
with OpenFOAM modeling the near-field through coupling by the wave generation and
(passive) absorption toolbox waves2Foam. At the near-field boundaries, numerical re-
laxation zones, which gradually force the computated wave field to comply with the
theoretical wave field calculated through the fully nonlinear far-field solver, were ap-
plied [16]. A similar strategy was applied in studying breaking of rogue waves arising
from modulational instability in a wave train consisting of a carrier wave and side-band
perturbations, where a domain decomposition was adopted between the higher-order
spectral model (HOSM) and OpenFOAM. First, an initial wave train was simulated in
HOSM until a certain threshold for wave height was reached. Subsequently, this wave
surface was fed to the wave maker in the wave generation and (active) absorption toolbox
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olaFlow to closely study the breaking, for which HOSM does not account [17]. More
recently, adopting CFD for both the far field and near field, Di Paolo et al. [18] presented a
coupling approach with a 2D CFD model representing the far field and a 3D CFD model for
the near field, foregoing the limitations associated with potential flow models. However,
adopting this approach would still be too time-consuming in studying long time series, as
is the case in this work, and CFD also invokes inaccuracies in its long-distance progressive
wave modeling [19].

Alternatively, in Luquet et al. [20], field decomposition through the Spectral Wave
Explicit Navier-Stokes Equations (SWENSE) approach has been proposed as a way of
coupling the computationally efficient HOS solver to fully nonlinear wave tanks. First, the
flow field potential is decomposed into the HOS potential and the near field solution in the
numerical wave tank. Next, after evaluating the HOS potential, the nonlinear wave tank
potential is solved for with the HOS potential as free surface boundary condition. Finally,
adding both potentials produces the full flow field potential. SWENSE therefore allows
for fast parallellized computations for both the far field solutions in HOS and the near
field solutions in numerical wave tanks. In the OpenFOAM branch, foam-extend, this very
same strategy has been successfully implemented together with similar passive absorption
boundary conditions as in Jacobsen et al. [16] to prevent waves from reflecting into the
near field. In doing so, both extreme wave simulations and the accurate assessment of
near field effects on the structure have become possible [21,22]. However, although this
approach is very effective in obtaining realistic extreme waves arising from an initial wave
field and in studying their impacts on offshore structures, HOS essentially resolves the
time evolution of an initial wave field. Therefore, this approach is as such less suited for
deriving structural response statistics regarding the spatial evolution of random seas and
the nonlinear wave–wave interactions involved, which have shown to lead to a departure
from Gaussian statistics [7,23].

This work presents an efficient numerical strategy in generating sufficient data to
assess the effect of the interacting free wave components on the response of a stiff monopile.
The response statistics for a simple offshore structure in non-Gaussian seas are studied in
the time domain. To this end, an efficient domain decomposition strategy, where the near
field is modeled through CFD and the far field through a fast HOS numerical wave tank
model, is adopted. The purpose of this work is to show that such a domain decomposition
strategy is an effective and efficient way to study the response characteristics of a structure
under wave loads. In the following, first, the methodology of the domain decomposition
strategy is discussed. Next, the set-up and numerical input of far field, near field and
structural test case are laid out. Based on the thus established models, a benchmark study
for the domain decomposition strategy with emphasis on convergence is presented, after
which, the simplified structural model’s validity is assessed. Finally, a discussion takes
place considering the ability of the developed time domain approach regarding response
statistics in non-Gaussian seas, proving that the model is able to live up to expectations,
but, however efficient, still becomes too expensive in view of the multiple long Monte
Carlo simulations needed for the response statistics to be representative.

2. Methodology

2.1. Domain Decomposition

Previous work by Toffoli et al. [23] showed that a large amount of randomly generated
(deep) water waves are needed to obtain reliable response statistics regarding nonlinear
wave–wave interactions. Moreover, these waves have to travel over long distance to
attain their nonlinear properties, when starting from an initial wave field composed of a
random superposition of linear waves. If and when maximum non-Gaussianity is reached
is primarily related to kd, with k the wave number and d the water depth. For deep water
waves this typically occurs after about 10–15 wavelengths, while for intermediate water
depths (kd = 2), where monopiles are typically built, convergence is not reached even after
20 wavelengths, as will be illustrated further on. As the computational cost of using a
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full CFD model would be excessive, the domain decomposition strategy, demonstrated in
Figure 1 is applied. As shown in Figure 1, the fluid domain is decomposed into a far field
modeled by HOS and a near field accounted for by the CFD solver, OpenFOAM [24].

Figure 1. Time domain decomposition strategy.

In the domain decomposition strategy, HOS is used to randomly generate a time series
by a wave maker boundary first. In previous work by Toffoli et al. [7,23], the higher-order
spectral method (HOSM), has shown to yield statistically significant results regarding the
influence of third-order nonlinearities on the occurrence of extreme waves in random wave
fields. The higher-order spectral implementation typically resolves the Laplace equations
in cyclic wave number space with nonlinear free surface boundary conditions formulated
in Equations (1) and (2) with W(x, y, t) and φs(x, y, η, t) respectively the vertical velocity
and the velocity potential at the free surface, η [25].
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Starting from a randomly generated initial wave field, HOSM then uses a series
expansion to resolve the wave surface up to desired order of nonlinearity [11].

The higher-order spectral numerical wave tank, HOS-NWT, by Ducrozet et al. [26],
is selected to obtain the spatial evolution of a wave field generated by a wave-making
boundary. As a numerical wave tank domain is finite by definition and necessitates the
presence of wave generation and absorption boundary conditions, HOS-NWT, adopts an
additional velocity potential in an approach similar to what was done in Luquet et al. [20]
to account for these boundary conditions. Similarly, as is the case for traditional HOS codes,
no wave breaking models or dissipation have been implemented into the publicly available
code [27], so that when breaking should occur, i.e., if the steepness exceeds a limit, the
computation breaks down.

After running HOS-NWT, the input time series for the near field numerical wave
basin in OpenFOAM is determined by taking the wave gauge corresponding to maximum
kurtosis and assuming this probe to be the equivalent position of the structure in the near
field OpenFOAM model. Subsequently, the time series measured at a wave gauge two
peak wavelengths back, i.e., the distance between the wave generation boundary and the
structure in the near field numerical modeling is then reconstructed by the olaFlow wave
generation and absorption toolbox from the measured spectrum and used as boundary for
the near field model.
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Assuming incompressibility and irrotationality, the continuity and momentum equa-
tions in respectively Equations (3) and (4) together with the two-phase mixture continuity
in Equation (5) are then solved by OpenFOAM’s interFoam solver.
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In Equation (4), the hydrostatic pressure p∗ relates to the total pressure p as p∗ = p−ρgi,
and ur,i depicts a vector coefficient used for volume-of-fluid compression in Equation (5).
μ represents the dynamic viscosity, ρ the water density and α the water volume fraction
bounded between 0 and 1.

Before applying the measured wave spectrum to the near field boundary, the high
frequencies in the HOS-NWT solution need to be filtered. The reason is two-fold. On the
one hand, these high-frequencies are unphysical in the sense that they do not lie within
the frequency range typically associated with wind-generated waves. On the other hand,
when applying an unfiltered wave field including these high-frequency components as
boundary condition to the near field, it jeopardizes numerical stability at the inlet. More-
over, including very low-frequency wave components might lead to an increasing water
level in the CFD model. A low-frequency cut-off is therefore adopted as well. Filtering
only retains energy in the frequency range from 0.33 fp to 3 fp, with fp the peak wave
frequency of the applied spectrum, which still includes the phenomena of interest for the
simplified monopile herein considered. However, in case of compliant structures, a smaller
low-frequent cut-off wave frequency might be considered to trigger the slow structural
responses, while stiffer structures will define the high-frequent cut-off wave frequency.

As a first assessment regarding the applicability of the proposed domain decomposi-
tion model in obtaining response statistics for offshore structures in non-Gaussian seas, a
simplified structural model is added to the wave flume after benchmarking the coupled
approach’s ability to reproduce the HOS wave field. A monopile-founded offshore wind
turbine modeled as a 1 DoF inverted pendulum with a spring-damper hinge aimed at
approaching the first fore-aft bending frequency, is chosen. Due to the small excursions
of the monopile in the water fraction, a one-way coupled approach, where waves impact
on a fixed monopile to then apply the thus obtained wave loads in a structural solver,
would also be acceptable. However, the inverted pendulum model also served the purpose
of verifying mesh motion for a simple structure before transgressing to more complex
multi-degrees-of-freedom motion.

2.2. A Simplified Structural Model

A simplified monopile, modeled as an inverted pendulum, is used to assess the
applicability of the domain decomposition in deriving response statistics in non-Gaussian
seas. This equivalent monopile is modeled through the capabilities already existing in
OpenFOAM’s rigid body motion solver, which is frequently used for floating structures.
As illustrated in Figure 2, the monopile is gradually simplified to a rigid inverted pendulum
with a spring-damper hinge connection at the bottom of the wave flume, which adequately
emulates the original monopile-tower assembly first fore-aft bending mode. Although
doing so implies that the motion of the structure in the water is overestimated due to stiff
modeling of the pile, this should give a first idea considering the possible impact of random
wave loading on monopiles.
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Figure 2. Equivalent monopile model.

First, the monopile is reduced to a one degree-of-freedom system, for which the free
vibration has been written down in Equation (6).

mẍ + cẋ + kx = 0 (6)

In Equation (6), m is the sum of the lumped mass of the tower and monopile assembly
and the mass of the rotor and hub, c is the viscous damping based on the modal damping
factor, ζ, of 0.01 and k in this context the stiffness derived for the cantilevered beam.

Assuming the tower-monopile assembly to be stiff and massless, the equation of
motion for the first fore-aft bending mode in Equation (6) then reduced to the momentum
equilibrium, in terms of ϑ, for an inverted pendulum freely rotating about a spring-damper
hinge, as illustrated in the free body diagram on the right-hand side of Figure 2.

Iϑϑ̈ + cϑϑ̇ + (kϑ −mgL)ϑ = 0 (7)

In Equation (7), Iϑ signifies the inertia about the spring-damper hinge, L the length
of the tower-monopile assembly and g the gravitational constant. Enforcing the natural
frequency and the modal damping, the equivalent spring-damper hinge constants cϑ and
kϑ can be readily derived. As can be clearly noted, it has to be borne in mind that contrary
to the original structural bending model with its inherent small angle approximations, the
pendulum model in OpenFOAM takes into account the second-order effect associated with
gravity. Hence, the moment resulting from gravity has to be taken along when determining
the spring hinge stiffness, kϑ.

In Equation (8), the full expression for the momentum equilibrium of the equivalent
monopile in water is shown, with a the added mass, chydr the hydrodynamic damping,
khydr the hydrodynamic restoring coefficient and M the moment resulting from the hydro-
dynamic forcing.

Iϑϑ̈ + cϑϑ̇ + kϑϑ = −aϑ̈ − chydrϑ̇ − khydrϑ +mgL +M (8)
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As such, the monopile is reduced to a one-degree-of-freedom rigid body system
with appropriate restraints and structural parameters. Its hydrodynamic properties are
implicitly taken along by adopting several loops over the fluid solver and the rigid body
motion solver.

3. Numerical Set-Up

3.1. Far Field

As a far field domain, a numerical wave basin of 25 peak wavelengths and 40 m water
depth is modeled in HOS-NWT at full-scale, nihilating any possible scale effects, which
should be sufficient for the considered sea state to develop its nonlinear characteristics.
However, instead of the deep water waves considered in Toffoli et al. [12], intermediate
conditions are studied here, which reduces the wave growth rate. An equilibrium state
regarding non-Gaussianity might therefore not be reached by the end of the wave basin.
At the inlet of the basin, waves are generated by a numerical flap-type wave maker from a
JONSWAP spectrum applying linear wave maker theory. Input parameters to the wave
maker are peak enhancement factors, γ, of 1, 3.3 and 6, a steepness, kp Hs, of 0.1 and a
relative water depth, kph, equal to 2, i.e., a moderately steep sea state in intermediate water
depth, which corresponds to an environment where a monopile would be typically built. kp
depicts the peak wave number and Hs the significant wave height. A grid of 512 × 1 × 128
points, i.e., a spatial resolution of 11.29 m and a maximum resolvable frequency of 0.372 Hz,
is used, which provides about ten points to model the peak wave length and two points
for the smallest wave length. Wave data are sampled at 50 Hz. Furthermore, the HOS
solutions are truncated at third order of nonlinearity, allowing for the nonlinear wave–wave
interactions to occur [12]. Wave gauges are equidistantly placed along the full length of the
wave flume at an interval of one peak wavelength. To prevent wave reflection at the end of
the basin, a numerical relaxation zone of two peak wavelengths is provided at the outlet of
the basin.

For each peak enhancement factor, seven runs of 1000 s were run, which amounts to
approximately 7000 waves per input spectrum. One serial run for the far field model takes
a CPU time of about 12 h for three hours of wave data on one Intel Xeon CPU E5-2630 v3
at 2.40 GHz × 16.

3.2. Near Field
3.2.1. Numerical Wave Flume

For the near field model, the latest version of the wave generation and absorption
toolbox olaFlow is used together with OpenFOAM-v1906+. The near field is represented
by a wave flume of total length five peak wavelenghts with the monopile being located at
two peak wavelengths from the inlet. A schematic view of the near field domain is shown
in Figure 3.

The waves obtained from HOS-NWT at two wavelengths before the location of interest
are, after filtering, are input to olaFlow’s irregular wave generation boundary. To recon-
struct the exact same time series and retain the non-Gaussianity developed over the course
of the HOS-NWT model, the original phases are input to the irregular wave generation as
well. In doing so, the result of the nonlinear wave–wave interactions developed up to the
equivalent position of the near field wave generation boundary in the far field is retained.
The remaining interactions to occur in between the wave generation boundary and the
monopile are then taken care of by the near field CFD model. The benchmark will provide
more insight in the validity of these assumptions and the near field resolution needed to
guarantee correct reproduction of the original time-series.
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Figure 3. Schematic view of the near field time domain.

At the outlet, active (shallow water) wave absorption is applied. As mentioned before,
although olaFlow makes for fast evaluation of wave absorption profiles, it is meant to
actively compensate shallow water velocity profiles [28]. Therefore, the (exponential)
velocity profiles associated with deeper water waves cannot be adequately absorbed. In
Higuera [29], several options for improvement to olaFlow’s active wave absorption, i.e., by
slightly reformulating the original compensating velocity field and by combining it with
passive wave absorption, are explored, generally arriving at reduced reflection at higher
computational cost. Instead of applying these proposed improvements, acceptable and
computationally efficient wave absorption will be obtained by including a domain of two
peak wavelengths consisting of cells of increasing dimensions towards the active wave
absorbing boundary, taking full advantage of numerical dissipation. Further on in this
work, a reflection analysis along the lines Mansard and Funke [30] will assess the validity
of this approach.

In benchmarking the hybrid HOS-CFD approach, the near-field numerical wave flume
is modeled as two-dimensional. One run for the herein presented near field 2-D CFD model
takes about 72 h on one Intel Xeon CPU E5-2630 v3 at 2.40 GHz × 16 for 3600 s.

3.2.2. Structural Model

As input to the structural model, the monopile presented by Jonkman and Musial [31]
with the 77.6 m high National Renewable Energy Laboratory (NREL) 5 MW reference wind
turbine by Jonkman et al. [32] on top is used. For nonlinear wave–wave interactions to
occur, kh > 1.36 must be valid [7]. Therefore, an intermediate water depth of 40 m was
chosen and the original monopile of 30 m length in a water depth of 20 m is lengthened
up to 50 m. The monopile diameter of 6m and wall thickness of 0.06 m are kept the same.
As mentioned earlier, the equivalent monopile is modeled by using OpenFOAM’s rigid
body motion solver applying appropriate translational restraints and a spring-damper
hinge constraint. The mass at the tower top is taken to be the sum of the actual mass of the
rotor-hub-nacelle assembly and the lumped tower-monopile mass under the assumption
of a clamped connection at the sea floor. The moment of inertia is then simply determined
as this mass times total height squared. Knowing the dry natural frequency and the modql
damping ratio, the stiffness and damping coefficients can then be readily derived. The
original monopile properties and the equivalent monopile input to the structural model
are listed in Table 1.
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Table 1. Structural parameters for the original monopile and the simplified monopile.

Original Monopile Equivalent Monopile

Mass rotor-nacelle 350,000 kg (Lumped) mass 615,000 kg
Mass tower-monopile 725,575 kg Moment of inertia 10,013,282,400 kg⋅m2

Center of mass 71,946 m Location of lumped mass 127.6 m
Stiffness 1,711,570 N/m Spring stiffness 28,637,234,480 N⋅m/rad
Modal damping factor 0.01 Spring damping 334,080,290 N⋅m⋅s/rad
Natural frequency (dry) 0.26550 Hz Natural frequency (wet) 0.25385 Hz

For the structural computations, the numerical wave flume is modeled by expanding
the near field domain in Figure 3 up to 3D and by including the equivalent monopile
model presented in Figure 2. As kpD = 0.3, with D the structural diameter, viscosity is
not negligible, but as the Keulegan-Carpenter (KC) number corresponding to the peak of
the input spectrum is still small (KC = ±4) no vortex shedding is to be expected. Taking
into account the absence of asymmetric vortex shedding and the structural symmetry, it
is appropriate to model only half of the domain and the structure, applying symmetry
boundary conditions at the symmetry surface, and thus saving considerate computational
resources. The resulting three-dimensional mesh is shown in Figure 4. As can be seen in
Figure 4, throughout the mesh in the x-direction the target refinement is withheld. For
the y- and z-direction, gradual refinement is adopted towards this target refinement in
the vicinity of the monopile and the wave surface. As part of the benchmark, this target
refinement about the monopile and the free surface will be varied.

Figure 4. Three-dimensional wave flume mesh with a simplified monopile model.
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Simulations are run with an adaptive time step defined by a maximum Courant
number (Co) of 0.5. Furthermore, OpenFOAM’s interFoam solver adopts the two inner
loops for the pressure correction typically of PISO and three outer PIMPLE loop iterations
to force convergence between the rigid body and the spring-damper hinge on the one hand
and the wave–structure interaction on the other hand during each time step. As the motion
in the water is limited, this small number of outer loops suffices. Relaxation and damping
factors of, respectively, 0.95 and 0.90 are enforced in the rigid body solver using the implicit
second-order Crank–Nicolson scheme. The terms in the Navier–Stokes are discretized using
Gaussian integration and using Euler explicit time stepping. Preconditioned conjugate
gradient and stabilized bi-conjugate gradient solvers are used for respectively solving for
the initial guess for the velocities and the pressure correction equation.

Waves are presented to the near field’s numerical wave basin. Both the surface
elevation and the structural response are sampled at 50 Hz. For each wave case seven
realizations were fed to the near field and run for three weeks on five Intel Xeon CPU’s
E5-2680 v2 at 2.8 GHz × 20, resulting in time series of approximately 1000 s, i.e., 160 peak
waves. The actual length of the obtained time series depended on the spectra simulated,
because the irregular wave surface associated with broad-bandedness gives rise to more
spurious air velocities at the air-water surface, which significantly reduced the adaptive
time steps. Simulating for the Pierson–Moskovitz spectrum took longer than the narrow-
banded JONSWAP spectrum generally.

4. Results

4.1. Benchmark for the Wave Field

Before running the fully coupled HOS-CFD model, a benchmark study was conducted
to verify the validity of the proposed domain decomposition strategy regarding the wave
fields involved and to identify probable discrepancies between the HOS solution and the
coupled HOS-CFD solution and their causes. In doing so, first, the HOS model has been
used to compute the wave series at 23 peak wavelengths from the models’ wave maker.
Next, the time series obtained two peak wavelengths back, was applied to the near field
boundary and the CFD model was used to let the wave further evolve. Finally, the time
series logged at the location of the would-be structure in the CFD model was compared
to the original time series obtained at that very same position in the HOS model. The
result is presented in Figure 5 for three different near field mesh resolutions, i.e., Hs/5,
Hs/10 and Hs/20.
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Figure 5. Benchmark with surface elevation plotted against time for the higher-order spectral (HOS) model (blue) and the
coupled model for mesh resolutions Hs/5 (red), Hs/10 (yellow) and Hs/20 (purple).

From Figure 5, it can be clearly seen that the signals of the coupled HOS-CFD and
of HOS-NWT correspond closely both in terms of phases and peaks for all considered
mesh resolutions. As mesh resolution increases, the reconstructed signal in HOS-CFD
converges to the target signal obtained from HOS-NWT. Good agreement is found for
Hs/20, although the signal corresponding to a resolution Hs/10 is a very close second.
As optimal reconstruction of the target signal is key in this work, Hs/20 will be withheld
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in further considerations. Occasionally, slight underestimations are observed for the
waves compared to their HOS counterparts. These underestimations are rather small
at the beginning of the time series, but grow more pronounced towards the end. Two
explanations for these observed differences in peak values seem plausible.

Firstly, no breaking model is included in HOS-NWT, while waves in OpenFOAM
might prematurely break, i.e., before reaching their breaking limit, or lose energy to
dissipation. Although publicly available HOS-NWT does not incorporate breaking models
and dissipation, it does include a limit to the steepness above which the computation
breaks down. Still, large peaks that overshoot the physics might be encountered. On
the contrary, OpenFOAM’s interFoam solver does include viscosity and two-phase fluid
interaction through diffusive transport equations for cell water fractions. The evolution
of wave fields can therefore be expected to be more realistic in the sense that they are
allowed to break. However, due to the dissipative nature of these transport equations,
waves might lose energy to numerical dissipation. Therefore, a breaking detection was
performed on the HOS output signal for aω2/g > γ with a the wave amplitude, ω the wave
frequency and γ the wave limiting steepness. As this condition is only applicable for linear
waves, the assessment of the wave breaking is based on a characteristic wave amplitude
and characteristic wave frequency computed for each time instance by applying wavelet
analysis along the lines of Liu and Babanin [33] with a limiting value, γ, of 0.2. As can be
seen from Figure 6, the considered wave field from HOS is in no danger of breaking.

Figure 6. Localized steepness, aω2/g, plotted against time for the HOS result.

On the other hand, the differences in peak values could be attributed to the different
wave absorption strategies used in HOS-NWT and the CFD model; in HOS-NWT a passive
absorption based on numerical relaxation is applied, while in olaFlow active (shallow
water) absorption combined with additional numerical dissipation is adopted. There-
fore, a reflection analysis according to Mansard and Funke [30], has been applied to both
HOS-NWT and CFD at the same respective positions. When comparing the reflection coef-
ficients in Figure 7, it is clear that HOS-NWT shows larger reflection at the high frequencies.

0 0.05 0.10 0.15 0.20 0.25 0.30
f [Hz]

0

2

4

6

8

10

12

R
ef

le
ct

io
n

 c
o

ef
fi

ci
en

t 
[%

]

0 0.05 0.10 0.15 0.20 0.25 0.30
f [Hz]

0

2

4

6

8

10

12

R
ef

le
ct

io
n

 c
o

ef
fi

ci
en

t 
[%

]

Figure 7. Reflection coefficients for higher-order spectral numerical wave tank (HOS-NWT) (left) and OpenFOAM (right).
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Notwithstanding, the known inaccuracies of the reflection analysis with respect to the
high-frequency tail, about 9% reflection can be noted in the high-frequency tail for CFD,
while approximately 11% reflection is shown for HOS-NWT. Both models display small
values for the reflection coefficient in the low-frequency tail as well. The values for the
reflection coefficient for the HOS-NWT model are generally higher than the ones for the
CFD model. This difference in absorbing long waves can be explained by the inherent
differences between the active and passive wave absorption applied. As olaFlow is aimed
at absorbing shallow water waves, it simply absorbs long waves best. Furthermore, in
HOS-NWT, a numerical relaxation zone of two peak wavelengths is used, resulting in the
increased reflection of wave components slightly longer than this zone.

The waves obtained by both the CFD and the coupled HOS-CFD model collide
remarkably well. Discrepancies can most certainly be attributed to the differences in
absorption strategy.

4.2. Verification of the Equivalent Monopile

In order to verify the applied simplified inverted pendulum model and to improve
the understanding of the wave–structure interaction results further on, a free decay test
for the model’s pitch motion has been conducted in the numerical wave flume. Figure 8
shows the pitch motion, ϑ, as it decays in time. Applying modal analysis through the
MATLAB toolbox MACEC 3.3 [34], the natural frequency and the damping ratio are defined
as respectively 0.253Hz and 1.4%, which lies close to the target values earlier defined in
Table 1.
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Figure 8. Free decay test for the inverted spring-damper pendulum.

Furthermore, as can be seen from Figure 9, the equivalent monopile response closely
mimics the wave elevation, which is expected as the natural frequency is situated on the
right-hand side of the wave peak frequency. The high-frequency stiff monopile response
is superposed onto the quasi-static response to the waves. Even for the short window
presented, multiple high-frequency events can be noted. The most notable one is situated in
between 650 and 700 s and corresponds most plausibly to a typical high-frequency ringing
event; the response appears to build up over several periods and subsequently decays.

The equivalent monopile is therefore not only able to reproduce the monopile’s
structural properties, it captures its typical high-frequency behavior as well. Having
verified the validity of both the domain decomposition and the equivalent monopile, in
the remainder of this work, some statistics regarding the waves and the responses will be
drawn and their reliability will be assessed.
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Figure 9. Results for wave elevation (top) and structural response (bottom).

4.3. Application to Obtaining Non-Gaussian Response Statistics

While adopting the same wave parameters as previously used for the benchmark
study, the applicability of the proposed domain decomposition strategy to obtaining
response statistics for structures in non-Gaussian seas is hereafter studied. Seven Monte
Carlo realizations of about 500 peak waves have been simulated for three wave spectra
with different peak wave factors; i.e., 1, 3.3 and 6. The input spectra were chosen to
contain similar energy content, i.e., same zero-order moment, m0, or standard deviation,
σ. Using different spectral peak factors changes the shape of the wave spectrum with the
spectrum corresponding to γ = 1 classified as broad-banded and the one with γ = 6 being
narrow-banded.

Narrow-banded spectra are known to be especially prone to a special case of resonant
wave–wave interactions, the so-called Benjamin–Feir instability, which modulates a wave
train originally narrow-banded by exchanging energy with its close side-bands. As the
Benjamin–Feir instability modulates narrow-banded wave trains, it is a considered to be a
plausible candidate in explaining the formation of freak waves [35]. The Benjamin–Feir
instability manifests itself to differing degrees in long-crested deep to intermediate water
wave trains (kd ≤ 1.36) [7,23]. Onorato et al. [36] summarized the influence of bandwidth
and water depth on the occurrence of the Benjamin–Feir instability in the Benjamin–Feir
index (BFI) as

BFI = 2kpa(Δk/kp)
√∣β∣

σ
(9)

with factors σ and β for finite water depths defined as

σ = 2− ν2 + 8(kph)2 cosh(2kph)
sinh2(2kph) (10)

β = 8+ cosh(4kph) − 2 tanh2(kph)
8 sinh4(kph) − (2 cosh2(kph) + 0.5ν)2

sinh2(2kph)( kph
tanh(kph)

− ν2/4) (11)

with ν = 1+ 2kph

sinh(2kph) (12)

The Benjamin–Feir indices for the herein considered wave spectra then become 0.09,
0.58 and 0.73 for respectively γ = 1, 3.3 and 6, the highest BFI incorporating the fact that
instabilities will most likely occur for narrow-banded spectra.
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Figure 10 shows the probabilities of the wave elevations captured in the near field
for the three wave spectra considered. These wave elevations correspond to the sea state
captured at 23 peak wavelengths from the wave maker in the far field. For the sake of com-
parison, all wave elevations are normalized by their standard deviation σ =Hs/4 = √m0.
In addition, the normal probability density function and its second-order correction, com-
puted along the lines of Tayfun [37], are shown. From Figure 10, all realizations appear to
be skewed with respect to the Gaussian. The positive surface elevations evidently conform
closest to the Tayfun distribution. However, the negative values overestimate the values
expected for typically second-order waves. Furthermore, not much can be said regarding
the differences between the spectra.
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Figure 10. Probability density function of the surface elevations with respect to the surface elevations
normalized by their standard deviation, as computed by near-field time domain for BFI = 0.09 (●),
BFI = 0.58 (▲) and BFI = 0.73 (∎) plotted against the normal pdf (full line) and its second-order
correction (dashed line).

In Figure 11, the probability distributions for the wave crests are shown. The thresh-
olds have been normalized by their wave height, i.e., Hs = 4σ. For comparison, the Rayleigh
distribution, to which wave crests for linear waves tend, are drawn together with the Tay-
fun distribution for second-order wave crests. As expected, the wave crests resulting
from all three wave specra conform best to the Tayfun distribution. Depending on the
bandedness of the spectra, differences in wave crest distribution can be noted as well. For
the largest BFI, corresponding to the narrow-banded case, strongest deviations from the
Tayfun distribution can be noted. Overall, the statistics presented in Figure 11 are in strong
agreement with the works by Onorato et al. [36] and Toffoli et al. [7].

Figure 12 shows the tower top excursions with respect to the Gaussian. All displace-
ments have been normalized by their respective standard deviation. The skewness of the
responses compared to the Gaussian appears to reflect the skewness originally found for the
probability density function of the wave elevations in Figure 10. Compared to Figure 10,
the lower and upper tails seem to be heavier and clear differences are noted depending on
wave spectral bandedness. The tails seem to be heaviest for the broad-banded specrum,
corresponding to lowest BFI, while the narrow-banded wave spectrum results in slightly
heavier tails than does the response spectrum corresponding to γ = 3.3.

Moreover, Figure 13, depicting the probability distribution for the tower top displace-
ments, appears to confirm the more extreme responses already found in the upper tail in
Figure 12 for the broad-banded spectrum. Similarly, the narrow-banded spectrum results
in more extreme responses than does the wave spectrum lying in between.
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Figure 11. Probability distribution of the wave crests with respect to the wave elevations normalized
by their standard deviations, as computed by near-field time domain for BFI = 0.09 (●), BFI = 0.58 (▲)
and BFI = 0.73 (∎) plotted against the Rayleigh distribution (full line) and the Tayfun distribution
(dashed line).
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Figure 12. Probability density function tower top displacements with respect to the displacements
normalized by their standard deviations, as computed by near-field time domain for BFI = 0.09 (●),
BFI = 0.58 (▲) and BFI = 0.73 (∎) plotted against the normal pdf (–).

The largest response noted for the broad-banded spectrum could be attributed to its
heavier high-frequency spectral tail, which continuously excites the tower’s first fore-aft
bending resonant frequency. The remaining narrower-banded wave spectra have similar
energy in their tails, with the narrowest-banded wave spectrum having obviously the
least. Interestingly though, the narrowest-banded wave spectrum results in larger response
than does the wave spectrum corresponding to γ = 3.3. Therefore, energy considerations
probably not tell the full story.
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Figure 13. Probability distribution maximum tower top displacements with respect to the displace-
ments normalized by their standard deviation, as computed by near-field time domain for BFI = 0.09
(●), BFI = 0.58 (▲) and BFI = 0.73 (∎) plotted against the Rayleigh distribution (–).

Figure 14, depicting the response spectra for the considered wave spectra smoothed
using a Hann window of 512 samples (sampled at 50 Hz) and averaged over the seven real-
izations, shows that indeed the broad-banded wave spectrum results in highest response in
its tail. The second broadest wave spectrum appears to do so as well. The narrow-banded
spectrum shows overall the least energy. Therefore, it is most plausible that the larger
response for the narrowest-banded spectrum as noted in Figure 13 originates from the
larger waves associated with the higher probability of occurrence of the Benjamin–Feir
instability. Moreover, looking at the response spectra, one would expect the response at the
wave spectral peak to be largest for the narrow-banded wave spectrum and smallest for
the broad-banded wave spectrum.
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Figure 14. Response density spectra for the tower top displacements for BFI = 0.09 (blue), BFI = 0.58
(orange) and BFI = 0.73 (green).
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5. Discussion

From the above presented results, the proposed domain decomposition strategy
is clearly able to both reproduce the non-Gaussianity of the wave field obtained from
HOS-NWT with remarkable accuracy and capture some interesting dynamic response
phenomena. Furthermore, a link appears to exist between the non-Gaussian wave statistics
obtained through the decomposed model and the perceived simplified monopile responses,
indicating that the model could be applied to studying the impact of nonlinear wave–wave
interactions in offshore structural response. During this study, the question was raised
of whether such a model would be able to generate enough data for converged response
statistics. In answering this question, three points have to be considered: the extent of the
data gathered and the sampling rate; the availability of computational resources; and most
importantly, the response characteristics of the structure under consideration.

Regarding the first point, reducing the sampling frequency by five could deliver data
at one-third of the above-mentioned computational costs as a large overhead exists in
CFD in writing data to disk space, still leaving us at 7 × 1 week of computational time
on five Intel Xeon CPU’s E5-2680 v2 at 2.8 GHz × 20. per wave spectral case. Having
sufficient computational resources, simulating for two months would deliver enough data,
i.e., ±10,000 waves, for a simple stiff structures as is the monopile. This is in line with
the amount of waves previously used in studying modulational instability as one of the
mechanisms underlying extreme wave formation [7].

For the monopile, the results indicate that nonlinear wave–wave interactions have
their influence on its response statistics. Obviously, the Pierson–Moskowitz spectrum
continuously excites the first fore-aft bending natural frequency due to its relatively high
energy content in its high-frequency tail. However, results also indicate that although
its limited energy content in the upper spectral tail, narrow-banded wave spectra might
lead to larger response maxima than does a traditional JONSWAP spectrum characterized
by γ = 3.3. Based on the premise that narrow-banded waves lead to a higher occurrence
of extreme waves and taking into account the ringing observed in Figure 9, a plausible
guess could be that ringing more often occurs for these narrow-banded spectra. The above
presented results agree with what would be expected from literature and therefore confirm
the applicability of the proposed model in studying response statistics in non-Gaussian
seas. Nonetheless, it has to be borne in mind that these preliminary observations are based
on statistics that are not converged yet.

When considering compliant floating structures, eigenfrequencies are about an order
of magnitude lower than, e.g., the monopile’s first natural frequency. Many more data
would therefore be needed to arrive at converged response statistics for compliant struc-
tures. The bottleneck lies in the number of realizations of the slow difference frequency
response realizations rather than the amount of waves. Computations are expected to
become truly demanding in cases of 3D motion and directional wave fields, rendering the
previously applied symmetry plane invalid. Therefore, although the model has shown to
be able to capture the response phenomena related to nonlinear wave–wave interactions
in non-Gaussian seas, and the estimate of the cost required for converged results for stiff
offshore structures seems reasonable, the proposed methodology is not expected to be
feasible for 3D motion, directional wave fields and compliant structures.

6. Conclusions

In this work, a time-domain approach for the response statistics in non-Gaussian seas
based on domain decomposition through coupling between HOS-NWT and OpenFOAM
has been proposed to overcome the combined cost of detailled near field CFD and the long
domains needed for waves to develop the required non-Gaussian properties. A benchmark
case for the coupled HOS-CFD model showed that the peaks and phases of the wave signal
obtained by HOS-NWT are well reproduced. Furthermore, an equivalence between the
monopile and its simplified structural model adopted herein exists, which allows one to
capture typical hydrodynamic phenomena, such as ringing. It appears to be possible to
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deduce response statistics regarding the impacts of nonlinear wave–wave interactions,
and a major implication for further research was found, as the wave extremes for the
narrow-banded spectrum were mirrored in the corresponding response. However, not
enough data were obtained for these observations to be conclusive.

Due to computational cost, the proposed methodology seems to be limited to stiff
structures and unidirectional wave trains.

Author Contributions: Conceptualization, G.D. and A.T.; methodology, G.D. and A.T.; software,
G.D.; validation, G.D..; formal analysis, G.D.; investigation, G.D.; resources, J.M. and A.T.; data
curation, G.D.; writing—original draft preparation, G.D.; writing—review and editing, G.D., A.T.,
J.M and G.L.; visualization, G.D.; supervision, A.T., J.M. and G.L.; project administration, J.M. and
G.L.; funding acquisition, G.D. and J.M. All authors have read and agreed to the published version of
the manuscript.

Funding: This research was funded by the Research Foundation—Flanders grant numbers 11A1217N
and V431019N.

Acknowledgments: The first author is a Ph.D. fellow of the Research Foundation—Flanders (FWO)
(Ph.D. fellowship 11A1217N). This specific collaborative research came to fruition thanks to the travel
grant awarded to the first author (Long stay travel grant V31019N) by the Research Foundation—
Flanders (FWO).

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Breton, S.P.; Moe, G. Status, plans and technologies for offshore wind turbines in Europe and North America. Renew. Energy 2009,
34, 646–654. [CrossRef]

2. Bilgili, M.; Yasar, A.; Simsek, E. Offshore wind power development in Europe and its comparison with onshore counterpart.
Renew. Sustain. Energy Rev. 2011, 15, 905–915. [CrossRef]

3. Bhattacharya, S. Challenges in design of foundations for offshore wind turbines. Eng. Technol. Ref. 2014, 1, 922. [CrossRef]
4. DNV GL. DNV-OS-J103—Design of Floating Wind Turbine Structures. Available online: https://rules.dnvgl.com/docs/pdf/

DNV/codes/docs/2013-06/OS-J103.pdf (accessed on 6 January 2021).
5. Moan, T.; Zheng, X.Y.; Quek, S.T. Frequency-domain analysis of non-linear wave effects on offshore platform responses. Int. J.

Non-Linear Mech. 2007, 42, 555–565. [CrossRef]
6. Onorato, M.; Osborne, A.R.; Serio, M.; Cavaleri, L.; Brandini, C.; Stansberg, C. Extreme waves, modulational instability and

second order theory: Wave flume experiments on irregular waves. Eur. J. Mech.-B/Fluids 2006, 25, 586–601. [CrossRef]
7. Toffoli, A.; Onorato, M.; Bitner-Gregersen, E.; Osborne, A.R.; Babanin, A. Surface gravity waves from direct numerical simulations

of the Euler equations: A comparison with second-order theory. Ocean Eng. 2008, 35, 367–379. [CrossRef]
8. Schløer, S.; Bredmose, H.; Bingham, H.B. The influence of fully nonlinear wave forces on aero-hydro-elastic calculations of

monopile wind turbines. Mar. Struct. 2016, 50, 162–188. [CrossRef]
9. Engsig-Karup, A.P.; Bingham, H.B.; Lindberg, O. An efficient flexible-order model for 3D nonlinear water waves. J. Comput. Phys.

2009, 228, 2100–2118. [CrossRef]
10. Dommermuth, D.G.; Yue, D.K. A high-order spectral method for the study of nonlinear gravity waves. J. Fluid Mech. 1987,

184, 267–288. [CrossRef]
11. West, B.J.; Brueckner, K.A.; Janda, R.S.; Milder, D.M.; Milton, R.L. A new numerical method for surface hydrodynamics. J. Geophys.

Res. Ocean. 1987, 92, 11803–11824. [CrossRef]
12. Toffoli, A.; Gramstad, O.; Trulsen, K.; Monbaliu, J.; Bitner-Gregersen, E.; Onorato, M. Evolution of weakly nonlinear random

directional waves: Laboratory experiments and numerical simulations. J. Fluid Mech. 2010, 664, 313–336. [CrossRef]
13. Weller, H.G.; Tabor, G.; Jasak, H.; Fureby, C. A tensorial approach to computational continuum mechanics using object-oriented

techniques. Comput. Phys. 1998, 12, 620–631. [CrossRef]
14. Paulsen, B.T.; Bredmose, H.; Bingham, H.B. An efficient domain decomposition strategy for wave loads on surface piercing

circular cylinders. Coast. Eng. 2014, 86, 57–76. [CrossRef]
15. Paulsen, B.T.; Bredmose, H.; Bingham, H.B.; Jacobsen, N.G. Forcing of a bottom-mounted circular cylinder by steep regular water

waves at finite depth. J. Fluid Mech. 2014, 755, 1–34. [CrossRef]
16. Jacobsen, N.G.; Fuhrman, D.R.; Fredsøe, J. A wave generation toolbox for the open-source CFD library: OpenFoam®. Int. J.

Numer. Methods Fluids 2012, 70, 1073–1088. [CrossRef]
17. Alberello, A.; Pakodzi, C.; Nelli, F.; Bitner-Gregersen, E.M.; Toffoli, A. Three dimensional velocity field underneath a breaking

rogue wave. In Proceedings of the ASME 2017 36th International Conference on Ocean, Offshore and Arctic Engineering,
Trondheim, Norway, 25–30 June 2017.

162



Fluids 2021, 6, 28

18. Di Paolo, B.; Lara, J.L.; Barajas, G.; Losada, Í.J. Wave and structure interaction using multi-domain couplings for Navier-Stokes
solvers in OpenFOAM®. Part I: Implementation and validation. Coast. Eng. 2020, 103799. [CrossRef]

19. Larsen, B.E.; Fuhrman, D.R.; Roenby, J. Performance of interFoam on the simulation of progressive waves. Coast. Eng. J. 2019,
61, 380–400. [CrossRef]

20. Luquet, R.; Ducrozet, G.; Gentaz, L.; Ferrant, P.; Alessandrini, B. Applications of the SWENSE Method to seakeeping simulations
in irregular waves. In Proceedings of the 9th International Conference on Numerical Ship Hydrodynamics, Ann Arbor, MI, USA,
5–8 August 2007.
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Abstract: The safety of underwater operation depends on the accuracy of its speed logs which
depends on the location of its probe and the calibration thoroughness. Thus, probes are placed in
areas where the flow of water is smooth, continuous, without high velocity gradients, air bubbles,
or vortical structures. In the present work, the flow around two different submarines is numerically
described in deep-water and near-surface conditions to identify hull zones where probes could be
installed. First, the numerical setup of a multiphase solver supplied with OpenFOAM v7 was verified
and validated using the DARPA SUBOFF-5470 submarine at scaled model including the hull and sail
configuration at H/D = 5.4 and Fr = 0.466. Later, the grid sensitivity of the resistance was assessed
for the full-scale Type 209/1300 submarine at H/D = 0.347 and Fr = 0.194. Free-surface effect on
resistance and flow characteristics was evaluated by comparing different operational conditions.
Results shows that the bow and near free-surface regions should be avoided due to high flow velocity
gradient, pressure fluctuations, and large turbulent vortical structures. Moreover, free-surface effect
is stronger close to the bow nose. In conclusion, the probe could be installed in the acceleration region
where the local flow velocity is 15% higher than the navigation speed at surface condition. A 4%
correction factor should be applied to the probe readings to compensate free-surface effect.

Keywords: submarine; flow characterization; vortex identification; full-scale simulation; type 209
class; DARPA SUBOFF

1. Introduction

Although submarines are the most powerful underwater marine vehicles used to
guarantee the maritime sovereignty of nations, their operational safety depends on several
mechanical and electronic equipment. For instance, the warship underwater position
estimation relies on the accuracy of its speed log, which is affected by the location of its
probe on the hull and the calibration procedure to compensate the hydrodynamic non-
linearities on the flow velocity caused by the hull curvature. The accuracy of the measured
speed depends on technology used by the log, such as electromagnetic (EM), pitometer,
Doppler, impeller, and Global Positioning Satellite (GPS). Although latter is the preferred
alternative for modern surface vessels due to its high precision, it is useless for submarines
operating completely submerged. One of the viable options for submarines navigating
completely submerged are EM logs with flush or protruding probes that estimate the local
speed of water by measuring the amplitude of the electrical signal and whose accuracy
relays on the probe protruding distance from the hull, flow linearity, turbulence intensity
at the probe location, and sensor calibration thoroughness.

The procedure to determinate the probe installation location requires to have an in-
sight into the physics of the water flowing around the full-scale submarine’s light hull
considering every hydrodynamic variable available in deep-water and near-to-surface con-
ditions. These flow characteristics depend on fluid properties, hull geometry, appendage
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distribution, vessel motion orientation, and free-surface proximity. Typically, towing tank
tests are used to measure the total resistance force, local pressure and velocity, and stream-
line patterns around underwater vehicles at model scale. Later, full-scale extrapolation is
performed by parts: (i) skin friction and pressure components are estimated assuming an
axisymmetric body moving through an unbounded fluid, and (ii) wake-making component
is estimated considering wave train generation and non-linear effects from free-surface
proximity that modifies the pressure distribution around the light hull. For the last step,
it is possible to perform full-scale CFD simulations to characterize this free-surface effect on
the flow pattern around submarines through detailed analysis of streamline distribution,
boundary layer development, vortex core identification, velocity and pressure distributions
and turbulence levels. The probe calibration procedure could include free-surface effects
using CFD results after a proper verification and validation procedure [1,2] is performed
using experimental data from towing tank experiments or sea trials measurements .

One of the experimental databases used for CFD validation was published by the
SUBOFF program sponsored by the Defense Advanced Research Projects Agency (DARPA),
where a submarine with polynomial geometry was developed and tested including typical
appendages at several operational conditions [3,4]. Thereafter, many studies have been
performed to understand the flow field around the SUBOFF submarine through numerical
prediction of resistance, maneuverability, self-propulsion, both in deep-water and near-
surface conditions. Regarding deep-water analysis, Gross et al. [5] numerically studied
the velocity, eddy viscosity, and skin friction at different angles of attack of the bare hull
configuration. They confirmed the presence of streamwise vortices on the leeward side at
large angles of attack and identified a laminar separation near the submarine stern at low
Reynolds number. A thorough investigation of a more complex geometry configuration was
performed by Lungu [6], who analyzed the hydrodynamic performance of SUBOFF hull
including the sail and four stern appendages using a modified Detached Eddy Simulation
(DES) approach. In this work, the streamwise velocity, the pressure distribution and
turbulent structures of the nose of the SUBOFF bow and sail confirmed the expected flow
physics and showed that the wake at the propeller plane has significant velocity defects,
which suggest that special attention is required when modeling the propeller performance.

Regarding free-surface effects, Vasileva and Kyulevcheliev [7] numerically predicted
the submarine resistance at different depths for a wide range of velocities and demon-
strated that the submarine resistance increases as its free-surface distance decreases due
to the wave train generated around submarine. However, this effect decreases at higher
speeds in agreement with the different evolution of wave making and viscous resistance
coefficients as a function of Froude number. Another alternative used to assess near-
surface conditions was proposed by Gourlay and Dawson who used a Havelock Source
Panel Method [8] to take advantage of its low computational requirements. Wave-making
resistance was successfully compared with model tests data results except in extreme
near-surface condition.

Additionally, several self-propulsive simulations, where the DARPA SUBOFF sub-
marine is fitted with a seven bladed INSEAN E1619 propeller, have been performed to
assess the propeller thrust, torque, advance coefficient and wake fraction. Di Felice et al. [9]
investigated the performance and fluid dynamics of the INSEAN E1619 propeller running
in open water conditions through experiments and simulations. It was suggested that
submarine propellers require more cell elements than conventional propellers to capture
the weaker flow structures generated by the propeller motion. For this reason, different
methods such as body force and sliding mesh method [10] or LES method are used to
simulate the flow [11] and thrust identity method [12]. For example, Drogul et al. [13]
demonstrate the robustness of the actuator disc theory on the self-propulsion point esti-
mation by coupling open water propeller results with a RANSE solver in a single phase
analysis. Here, two methods of self-propulsion were analyzed; (i) where the propeller was
modeled as an actuator disc based on a body force method, and (ii) where the propeller
behind the hull is included in the simulation. It was shown that the former underpredicts
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the propulsive efficiency and overpredicts the delivered power. In a complementary study,
Delen et al. [14] compared the hydrodynamic performance predictions of DARPA SUBOFF
with the previous actuator disk method and empirical method [15]. The CFD resistance
predictions are more accurate than those of the empirical method when compared with the
experimental data. Finally, Sezen et al. [16] successfully extended the resistance and self-
propulsion analysis to bare hull, sail, and four stern appendages configuration, modeling
the propeller action with a Moving Reference Frame (MRF) method. It was found that the
hull efficiency is higher in self-propelled case suggesting that this could be due to positive
propeller-hull interaction.

Regarding maneuvering analysis, Duman et al. [17] investigated the propeller effects
on maneuvering forces, moments, and its derivatives in six oblique towing conditions of
the bare hull configuration approximating the propeller effect through an actuator disk.
It was found that using this actuator disk model, the propeller does not affect the sway
force and yaw moment, but produce a considerable difference in longitudinal forces at
small drift angles. Moreover, Chase et al. [18] performed self-propulsion simulations of the
fully appendaged DARPA Suboff traveling straight-ahead and turning with several drift
angles using RANS and DDES approaches implemented in the CFDShip-Iowa software
efficiently coupled with a modified version of a vortex-lattice potential flow propeller code
PUF-14 with and a discretized propeller. The most complex case considered was a surfacing
maneuver simulation of the DARPA and a discretized E1619 propeller including a sea state
of 4. It was showed that the submarine adopts a bow-down attitude as it reaches the surface,
that is accompanied with large fluctuations in thrust and torque because of the highly
unsteady inflow to the propeller. Furthermore, this configuration was used to analyze a
methodology used in surface ships, concluding that this could be applied to compute self-
propulsion of submarines [19]. The comparison of four different turbulence models (RANS,
DES, DDES, and no turbulence model) showed that RANS overly dissipates the wake and
no turbulence model tip vortices become unphysically unstable. The results confirmed
that the approach applied to surface ships is applicable to self-propulsion performance
prediction of submarines. However, to the best of the author knowledge, there is no
hydrodynamic study of the flow around a different class type of submarine, other than
SUBOFF geometry, considering its full-scale length.

Additional CFD studies on the free surface effect on underwater vehicles with different
submarines types, other than SUB-OFF, have been performed. For example, the total
drag and wake of an axisymmetric UWV model were studied at different depths and
speeds using ANSYS CFX [20]. Numerical predictions showed good agreement with the
experimental data, where drag coefficient is inversely proportional to Reynolds number
for all submergence depths and it is inversely proportional to submergence depth form
constant Reynolds number due to the wave-making resistance. In addition, Moonesun
and Korol [21] analyzed two torpedo-like models with different L/D ratios using Flow
Vision and found that the free surface effects banished for high Froude numbers at an
immersion depth of 4.5 D. For regular and irregular waves, a torpedo-like model was
analyzed using Flow 3D and Panel method respectively [22,23]. It was recommended an
immersion depth of 10% of the incident wavelength to operate safely for AUVs, research
submersibles and submarines. Furthermore, a benchmark geometry model, proposed
by the CSSRC, was used to assess the hull/propeller interactions in submergence and
near surface conditions [24]. Numerical results of thrust, torque, and self-propulsion
factors showed a fairly good agreement when compared with experimental data with a
small variation of the self-propulsion factors in the near-surface condition. An additional
experimental and numerical study on hull/propeller interaction of a realistic modern
geometry and a five-blade Wageningen B-series propeller was done by Vali et al. [25]. It was
found that when the propeller is operating near the free-surface, the thrust deduction and
wake factors decrease and that the thrust coefficient is reduced by 9% when compared
to the open water condition. Moreover, Carrica et al. [26] simulated the near-surface self-
propulsion of the generic Joubert BB2 submarine considering two conditions, even keel and
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in controlled free running considering calm water and regular waves representative of sea
state 2 to 7. Here, the top of the sail distance to the calm water surface is used as a reference
depth. It was shown that near surface operation causes an increase in the propeller thrust
and in waves presented a decay of the wave influence with depth and with decreasing wave
amplitude. On the other hand, a compensation through trim tanks is required in controlled
free running in response to the vertical forces and pitching moments. Another study was
carried out by Zhang et al. [27] and included experimental and numerical simulations
of the emergency rising of a Russia’s Kilo-class diesel-electric submarine . The effect of
course keeping on the roll stability was assessed and it was demonstrated a coupling effect
between roll and yaw. It was concluded that the excessive yaw deviation is the cause of
emergency rising roll instability at moderate incidence angles.

Among the few available studies on full-scale submarines operating in fully sub-
merged condition, Moonesun et al. [28] analyzed a torpedo-like and an IHSS model through
CFD, and a Tango nose model in a towing tank. In all three cases, it was shown that the
total resistance coefficient becomes Reynolds number independent after 5× 106, suggesting
that there is a critical Reynolds number that is independent of the submarine geometry.
Finally, full-scale numerical simulations of a modern submarine type were done to estimate
the hydrodynamic derivatives required to evaluate its maneuvering characteristic [29].
Simulations considering the submarine moving in a straight line and rotating showed that
asymmetric forces are generated by a vortex flow developed behind the conning tower
that affects diving motion. Hence, all the previously described works focused on global
variables estimation using experimental or numerical methods, including hull-propeller
interaction without describing the flow structure on the near bow region where speed
sensors are usually fitted.

In this work, the flow around a Type 209 submarine is simulated at full-scale using
OpenFOAM to identify the suitable hull regions for installing speed logs to guarantee sen-
sor precision. First, the numerical setup of a multiphase solver supplied with OpenFOAM
v7 was verified and validated using the DARPA SUBOFF-5470 submarine at scaled model
including the hull and sail configuration navigating at H/D = 5.4 and Fr = 0.466. Later,
the grid sensitivity analysis of the resistance force is assessed following the Validation and
Verification guidelines recommended by the ITTC. Afterward, several fluid characteristics
such as: dynamic pressure, velocity on boundary layer limit, skin friction, and vortex
cores are used to understand the flow evolution around the submarine light hull at the
emerged condition. Later, the influence of the free surface is evaluated using the validated
mesh density to identify the flow variations, especially on velocity distribution, including
a fully submerged condition. Finally, the linear variation of local flow speed at the probe
installation location is assessed to confirm measurement usefulness. It is expected that
the methodology used in this work to determine appropriate areas on the hull for probe
installation could be generalized to existing or new submarines type designs.

2. Numerical Method

The air and water flow around the submarine light hull was modeled as a steady-state
multiphase flow using OpenFOAM v7 [30]. Following current numerical hydrodynamics
practices used for surface vessels, this study adopted a Volume of Fluid (VOF) method,
implemented in the interFoam solver, to capture free-surface evolution when the subma-
rine is navigating at near-surface and deep-water depth conditions. Also, the κ − ω SST
eddy viscosity model including wall functions were used to capture turbulent structures.
The interFoam solver approximates in each cell the Continuity and the Navier-Stokes
equations for two immiscible, incompressible, and viscous fluids. An additional transport
equation is included to capture free-surface evolution as follows

∂ρ

∂t
+

∂(ρui)

∂xi
= 0 (1)
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∂(ρui)

∂t
+

∂[ρuiuj]

∂xj
= − ∂p

∂xi
+

∂τij

∂xj
+ ρ fi (2)

∂α

∂t
+

∂(αuj)

∂xj
= 0 (3)

where ρ is a mixture density defined as ρ = αρ1 + (1 − α)ρ2, being α = 1 if cell is filled
with water, and 0 otherwise. Hence, the free-surface interface is located when 0 < α < 1,
and the available MULES correction algorithm is used for the free-surface reconstruction
guaranteeing its sharpness. In general, equations are integrated in time using the lo-
calEuler scheme with a global maximum CFL number of 4 even at the free surface interface.
At post-processing, the local flow velocity (Vf low) over the hull and outside boundary layer
is estimated from dynamic pressure (p_rgh) and nondimensionalized using submarine
navigation velocity (Vsub), as follows:

V∗
hull =

Vf low

Vsub
= α

√
1 − 2 · p_rgh

ρ · V2
sub

(4)

2.1. DARPA SUBOFF and Type 209/1300 Submarine Geometry

As described above, the geometry of the DARPA SUBOFF model is defined by poly-
nomial equations [31] and consists of an axi-symmetrical hull tested in eight different
arrangement configurations (AFF) depending on the appendages included [3]. In the
present study, only the geometry of the bare hull with the sail is modelled because log
probes are typically fitted on the forward half of the hull to avoid stern appendages or
propeller interaction. Hence, the experimental resistance force data measured in the DTMB
Tow Tank that is used in the validation is estimated from AFF-1 (bare hull), AFF-3 (hull
with four stern appendages), and AFF-8 (hull with sail and four appendages).

On the other hand, Type 209 submarine is a diesel-electric warcraft built by HDW
of Germany since 1971, with 61 units still operating in 13 countries worldwide. There
are five variants depending on the surface displacement, from 1100 to 1500. In the last
decade, most of the oldest submarines have being refitted including electronic equipment
upgrades. In particular, the 209/1300 submarine analyzed in this study upgraded to
two EM speed logs, located at starboard and upper deck, see Figure 1, that must rely on
experimental or numerical hydrodynamics studies to determine its light hull location and
further calibration curve for near-surface and deep-water navigation.

(a) Navigating at surface condition (b) EM speed probe at starboard (c) EM speed probe at upper deck

Figure 1. Type 209/1300 class submarine with Electromagnetic (EM) speed logs. Subfigure (a) was provided by the
Submarine Squadron of Ecuador.

This calibration curve is estimated from sea trials to guarantee the accuracy of the
readings reported by the probes. This curve compares the submarine navigation speed
and local flow velocity at probe location to compensate non-linearities for hydrodynamic
variations produced by the curvature of the hull. In the submarine case, two calibration
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curves, near-surface and deep-water operation conditions, are used. Typically, the cal-
ibration of the deep-water curve uses the near-surface one as the reference navigation
speed. However, this heuristic methodology wrongly assumes that flow at deep-water
and near-surface conditions are similar, despite experimental evidence proving otherwise,
as previously discussed. One alternative to quantify free surface effects at the full-length
scale at regions near probe locations is to use an open-access experimental database, such
as DARPA SUB-OFF. However, there are significant differences in displacement and length
proportions with the 209/1300 class, as shown in Table 1, that prevent a straight forward
extrapolation. Hence, the only feasible option is to perform a numerical study at full-scale
to characterize flow conditions around the Type 209/1300 submarine light hull.

Table 1. Main characteristics comparison between DARPA–SUBOFF and Type 209/1300 submarines.

Parameter Symbol
SUB-OFF
Model Scale

SUB-OFF Equivalent
Prototype Scale

Type
209/1300

Length between perpendiculars [m] L 4.356 58.167 58.167
Length-Diameter ratio L/D 8.575 8.575 9.950
Draft-Diameter ratio T/D 0.863 0.863 0.863
Length percentage of fore body LFB/L 0.233 0.233 0.189
Length percentage of parallel middle body LPMB/L 0.512 0.512 0.496
Length percentage of aft body LAB/L 0.255 0.255 0.314
Relative sail location LFC/L 0.21 0.21 0.40
Wetted area of hull at surface [m2] Ssur f 4.760 848.759 775.220
Wetted area of hull + sail [m2] Shull−Sail 6.160 1098.394 1182.420
Wetted surface area of sail [m2] Ssail 0.184 32.855 83.258
Displacement at surface condition [tons] Δsur f 0.650 1547.675 1309.950
Displacement submerged hull + sail [tons] Δsub 0.703 1674.560 1578.00

Finally, Table 2 shown the coordinates of four points, P1 to P4, that corresponds to
the base and measurement location of fixed protruding probes at starboard (P1, P3) and
upper deck (P2, P4), as shown in Figure 1. The distance between each pair of points is
40 cm, corresponding to distance between the probe base and its measurement position.
This control points are used to assess the lineal variation of the local flow speed with
navigation speed.

Table 2. Control points locations measured from baseline used to probe flow velocity on the hull of a
Type 209/1300 submarine.

Control Point X (m) Y (m) Z (m)

P1 53.82 −2.34 1.34
P2 50.64 −0.53 7.02
P3 53.82 −2.68 1.14
P4 50.64 −0.53 7.41

2.2. Simulation Setup for Submarines

For the DARPA SUBOFF-5470 submarine, the bare hull and sail configuration at model
scale was considered, as shown in Figure 2. The hull is Axis-symmetric and is defined by
polynomials as described in Groves et al. [31]. The 3D CAD geometry was generated using
the Grasshopper plugin in Rhinoceros and the surface was exported to OpenFOAM as an
STL file. Additionally, after transforming the geometry to mesh type, the water tightness of
the geometry was verified with the software Blender.
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Figure 2. 3D CAD model of DARPA SUB-OFF submarine used in the present study.

For the Type 209/1300 submarine, a complete CAD model was generated by com-
bining original blueprints provided by shipowner and measurements taken during a
scheduled dry-dock maintenance. However, appendages with dimensions smaller than
10 cm such as: hydroplanes, passive sonars, antennas, and collision bumpers, were not
included in the CAD version used in the current work. This simplified CAD version, shown
in Figure 3, was used in the numerical simulations to decrease the required computational
time per simulation, where neither propeller geometry nor its hull interaction is included.

Figure 3. Simplified 3D CAD model of Type 209/1300 submarine used in the present study.

Although the flow around the submarine may be vortex dominated, the dominant
vortical structures are generated by the sail [32], that produce asymmetrical flow structures
about the central plane that are shed downstream along the hull, hence requiring a full-
domain approach. Nevertheless, there is evidence that when a submarine is moving
straight-ahead, it is possible to use the half-domain approach [5,7,10,21]. On the other hand,
if the submarine propeller [9,17], self-propulsion problem [12–14,18,26], or maneuvering
characteristics [27,29] are numerically assessed; then a full-domain approach must be used.
The present work focus on the forward hull region below the free surface interface, where
the flow is expected to be axisymmetric when fully submerged as reported by Lungu [6],
that is slightly perturbed by the occurrence of breaking wave in front of the bow due to
vertical, cylindrical bow that is symmetric around centerline when operating at surface
depth, as reported by Jasak et al. [33]. Thus, half-domain approach is chosen in this work
and decreasing the required time per simulation.

Hence, the computational domain size was defined following ITTC guidelines [34],
where the inlet, side, bottom, atmosphere, and outlet boundaries are placed far enough from
the submarine to avoid spurious flow interaction, see Figure 4. The boundary conditions
are shown in Table 3 for all patches of the computational domain, where the no-slip wall
condition is imposed on the submarine boundary. Regarding initial conditions, the flow
velocity is initialized with the navigation speed in the inlet, bottom, and internal field.
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In addition, turbulent kinetic energy (κ) and its specific rate of dissipation (ω) are set
assuming a turbulence intensity level of 1.5% considering wall functions for the hull patch.

Figure 4. Computational domain and boundaries used to model DARPA SUBOFF and Type
209/1300 submarines.

Table 3. Boundaries names and conditions.

Label Name U p_rgh

a Inlet fixedValue fixedFluxPressure
b Side symmetryPlane symmetryPlane
c Atmosphere pressureInletOutletVelocity totalPressure
d bottom fixedValue fixedFluxPressure
e outlet outletPhaseMeanVelocity zeroGradient
f midPlane symmetryPlane symmetryPlane
g hull movingWallVelocity fixedFluxPressure

The computational grids are generated in stages: (i) an hexahedral background grid
using blockMesh with refinement in the region where free-surface interface is expected,
(ii) six refinement levels using topoSet tool to half the element size progressively as the
elements get closer to the submarine hull, (iii) the surface is inserted with additional (1 or 2)
refinement levels if the elements is less than 0.1 D from the submarine hull, (iv) eight layers
of prismatic elements parallel to submarine surface are included with a target yPlus, that
is estimated considering the laminar boundary layer thickness as a reference length to
capture boundary layer evolution efficiently. Figure 5 shows slices of centerline showing
one of the generated grids for SUBOFF and S209 submarines. The progressive refinement
in regions close to the submarine is evident, aiming to capture high gradients of velocity in
the boundary layer and pressure distribution around the submarine’s light hull.

Figure 5. Slices showing mesh refinement for fine grid around SUBOFF (left hand side) and Type 209/1300 (right hand side)
submarine with 4,500,437 and 9,145,512 cells respectively.
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Table 4 shows the number of cells used for modelling the computational domain
to estimate grid errors and uncertainties. The element size in the inner topoSet region
is used as the reference length (Δx) and it is uniform in all three directions to improve
the reliability of free surface evolution and turbulence prediction. The Medium grid was
generated using the ITTC recommendations and the additional grids were generated using
a refinement ratio of rG =

√
2 in both directions. For the Medium grid: (i) DARPA SUBOFF,

an element size close to the submarine of 0.05 m (L/Δx = 87.12) and a target yPLus of
50 were used, (ii) Type 209/1300, an element size of 0.20 m (L/Δx = 291.45) and a target
yPLus of 300 were used. For the second geometry, the element size is of the same order of
magnitude than the probe dimension and it will capture the relevant flow characteristics
for speed log accuracy.

Table 4. Number of cells for uncertainty analysis.

# Grid Type DARPA SUBOFF Type 209/1300

1 Finer 11,986,756 22,832,329
2 Fine 4,500,437 9,145,512
3 Medium 1,576,885 3,892,550
4 Coarse 600,071 1,348,794
5 Coarser 215,582 514,008

Figure 6 shows the distribution of the number of surface layers obtained for each of
the considered meshes, despite having requested eight layers, suggesting that most of the
hull has the necessary elements to capture the viscous effects within the boundary layer.
This difference is due to the mesh quality parameters and curvature of the light hull at the
bow and stern sections. Despite the above, the prism surface layer reaches the requested
thickness in most of the outer hull, not shown here. Although the yPlus distribution near
the surface at the bow, sail, and aft regions has values greater than 300, it is expected
that it will not affect the main flow characteristics near the probe location due to its small
influence area.

Figure 6. Actual number of surface prism layers generated around submarine by snappyHexMesh tool.

2.3. Test Matrix

The DARPA SUBOFF submarine was used for the Verification and Validation consid-
ering H/D = 5.4 and Fr = 0.46 condition, where H is the distance from the free-surface to
the hull diameter centerline. The numerical prediction is compared to the experimental
data provided by Liu and Huang [3]. Additional simulations predictions using the verified
grid were compared with the experimental data provided by Neulist [35] for different
immersion depth H/D ratios and Froude number, as shown in Table 5:

For the Type 209/1300, the navigation conditions shown in Figure 7 were used to
assess the flow characteristics, free-surface effects, and potential zones on the light hull
of the submarine for probe installation to guarantee measurement accuracy fulfilling the
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manufacturer requirements. Thus, three different drafts measured at the aft perpendicular
were considered without initial trim, namely: (i) surface depth at 5.18 m, (ii) periscope
depth at 12 m, and (iii) deep-water at 40 m corresponding to a non-dimensional H/D of
0.33, 1.47, and 6.14 respectively.

Table 5. Experimental data used for Verification and Validation of DARPA–SUBOFF subma-
rine simulations.

H/D Fr CT × 103 Source

0.132 4.730
1.1 0.310 5.980 Neulist [35]

0.463 7.440

0.132 4.460
2.2 0.310 3.690 Neulist [35]

0.463 4.110

5.4 0.466 3.310 Liu and Huang [3]

(a) Condition 01: Surface depth and no trim,
H/D = 0.33

(b) Condition 02: Periscope depth and no
trim, H/D = 1.47

(c) Condition 03: Deep water depth and a
no trim, H/D = 6.14

Figure 7. Navigation conditions considered for numerical simulations. Initial condition of alpha water distribution where
red is water and blue is air.

Table 6 shows the navigation details for each Type 209/1300 simulation performed
in the present study, such as velocity, draft, and grid density considering operational
limits reported by the submarine crew. First, simulations 1–3 were used to assess grid
convergence independence with the submarine navigating at 9 knots (Fr = 0.194) at
surface depth and no trim. Later, simulations 7–9 and 12–14 are completed to confirm grid
convergence study navigating at 6 knots (Fr = 0.129) at periscope and deep-water depths
respectively. Additional simulations with the submarine at conditions 1, 2, and 3 were
used to verify the linear variation of the local speed measured by the probe including a
speed of 3 knots (Fr = 0.065).

Table 6. Parameters used in each of the simulations in the present study of the Type
209/1300 submarine.

Simulation Navigation Condition
Velocity
[Knots]

Coarse
Grid

Intermediate
Grid

Fine
Grid

1–3 9.0 X X X
4 C1: Surface depth 6.0 X
5 3.0 X

6 9.0 X
7–9 C2: Periscope depth 6.0 X X X
10 3.0 X

11 9.0 X
12–14 C3: Deep-water 6.0 X X X
15 3.0 X
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3. Results

The numerical results obtained with the settings described in the previous section
are summarized here. First, a Verification and Validation procedure is performed using
the DARPA SUBOFF submarine geometry at model scale. Next, the grid sensitivity at
full-scale was assessed using the total resistance predictions acting on the Type 209/1300
submarine sailing at three navigation conditions: surface depth, periscope depth, and deep-
water immersion depth, considering the recommendations described by [1,33,36,37]. Later,
the flow was characterized considering the fine grid by assessing the flow around the
external hull, wave train, dynamic pressure, yPlus, and wall Shear Stress distribution,
and visualization of vortex cores following [38,39].

3.1. Verification and Validation

For this procedure, simulations were performed considering the navigation conditions,
H/D = 5.4 and Fr = 0.466, previously described in Table 5. Figure 8 shows: the evolution
of: (i) the residual for dynamic pressure, the fraction of water, κ, and ω variables and
(ii) viscous and pressure force components acting on the hull, both for the previously
described navigation condition using the fine grid with 4,500,437 cells. All residuals
smoothly decreased several orders of magnitude, but the dynamic pressure oscillates
around 105. Also, both force components achieved convergence after 2000 time steps,
which could be related to the absence of free-surface effects. The others grids show the
same behaviour.

(a) Residual iteration evolution (b) Force components iteration evolution

Figure 8. Residual and force components evolution acting on the DARPA SUB-OFF submarine navigating at Fr = 0.466 and
H/D = 5.4 using grid 02 with 4,500,437 cells.

Figure 9 shows the evolution of the resistance force for all grids. It is evident that
convergence is achieved after 2000 iterations. Additionally, all curves are smooth, but Grid
03 that has spurious oscillations. Grid 01 and 02 are close, suggesting that grid convergence
have been achieved. Table 7 shows the average values of pressure and viscous force
components acting on the whole hull area, and it is estimated as two times the average
of the last 1000 iterations for each grid considered in this study. Although the numerical
prediction approximates to the experimental value and the error percentage decreased
considerably from Grid 05 to 01, it is still at 4.7% for the latter. It is believed that a possible
explanation of the current simulations is due to the existing limitations of snappyHexMesh
to add enough prism layers in about 1.1% of the hull area, especially on the hull-sail
intersection and the aft end of the hull. Another source of error is from the procedure
estimation of the experimental data, since the hull-sail configuration is obtained from three
different configurations (AFF1 + AFF8 - AFF3) as described in [3]. Further simulations of
SUBOFF use the fine grid due to current hardware limitations.
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Figure 9. Convergence of forces on SUBOFF in CFD simulations for H/D = 5.4 and Fr = 0.466.

Table 7. Average and standard deviation of force components vs grid density for SUB-OFF submarine at Fr = 0.466 and
H/D = 5.4.

Grid Density Number of Cells Pressure Viscous Total % SD Exp Value % Error Avg. y+

Coarser 215,582 30.840 82.840 113.685 0.004 20.6% 103.24
Coarse 600,071 21.643 86.270 107.913 0.009 14.4% 58.29
Medium 1,576,885 17.631 86.271 103.902 0.798 94.29 10.2% 43.39
Fine 4,500,437 12.508 86.954 99.461 0.002 5.5% 23.06
Finer 11,986,756 10.884 87.813 98.696 0.097 4.7% 16.48

Tables 8 and 9 show the results of the Verification calculations obtained using the Total
Resistance coefficient from the numerical results previously shown in Table 7. The con-
vergence ratio RG of 0.172 and 0.605 means that the numerical results for these grid sets
(1–3, and 3–5) are in the convergence region and Richardson extrapolation can be used
to estimate the numerical force coefficient corresponding to a grid with infinity number
of cells. For the grid 1–3 set, the low values of δG = 0.8% and UGC = 0.6% suggest that
numerical results achieved grid convergence and it could be considered as verified.

Table 8. Total resistance coefficient convergence for SUB-OFF submarine at Fr = 0.466 and H/D = 5.4.

Grid Coarser—G5 Coarse—G4 Medium—G3 Fine—G2 Fine—G1 Richardson Extrapolation Exp Value—S

CT × 103 3.985 3.783 3.642 3.486 3.460 3.433 3.305
E% 5.1% 3.7% 4.3% 0.8%
εij × 103 0.202 0.141 0.156 0.027

Table 9. Verification and Validation parameters considering grids 1–5 for SUB-OFF submarine at
Fr = 0.466 and H/D = 5.4.

Analysis Set RG %GCIFINE PG CG UG%S δG%SC UGC%SC SC

1–3 0.172 0.2% 4.98 4.842 1.4% 0.8% 0.6% 3.433
2–4 1.107
3–5 0.695 14.3% 0.90 0.433 8.9% 4.0% 2.7% 3.501
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Finally, Figure 10 compares numerical Total Resistance Coefficient prediction to the
experimental values provided by Neulist [35] and Liu and Huang [3]. Although the
numerical prediction seems to slightly over-predicts the Total drag coefficient for all H/D
ratios but for the lowest Froude number Fr = 0.132, simulations are able to capture the
non linear variations at intermediate Froude Fr = 0.31 for the near-surface condition
H/D = 1.1. Furthermore, the difference at the lowest Froude condition could be explained
by limitations on computational resources and should decrease further refining the grid.

Figure 10. Total Drag coefficient variation with Froude number and immersion depth ratio for the
DARPA SUB-OFF submarine.

3.2. Grid Convergence for Type 209 at Full-Scale

Figure 11 shows the evolution of the viscous and pressure force components acting
on the submarine light semihull for simulation 03 using CFL = 4 in the fluid domain
and free-surface interface taking advantage of the implicit MULES scheme. As usual,
the viscous component is related to the shear stresses of both fluids and the pressure
component is linked to normal stresses due to the interaction of fluid motion and waves
generated around the submarine. Both resistance components reach steady values after
10,000 iterations, with a smoother behaviour for the coarser. Furthermore, the viscous
curve converges faster, and it is smoother than the pressure curve, as expected. The force
evolution predicted using coarse and intermediate grids shows a similar behavior but
with an increased dispersion on the pressure curve, that is suspected to be produced by
smaller vortices being captured, and spurious instability produced by high CFL number.
For this reason, the smaller CFL number of 4.0 was chosen to avoid the occurrence of
numerical instability. In summary, the viscous component represents roughly 30% of the
total resistance force, which agrees with the expected predictions of cylindrical bluff bodies
moving near a free surface at moderate Froude numbers.
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(a) Residual iteration evolution (b) Domain CFL = 4 and Free Surface CFL = 4

Figure 11. Residual and force evolution of viscous and pressure components acting on the Type 209/1300 submarine
navigating at H/D = 0.33 and Fr = 0.194 using the fine grid.

The viscous and pressure force predictions shown in Table 10 correspond to average
values of the last 1000 iterations for each of the grids considered in Simulation 03, namely,
H/D = 0.33 and Fr = 0.194. The standard deviation is used as an indicator of the variation
between iterations of the total force, having a maximum value of almost 460 N (2% of
average value) of the pressure component for the finer grid, that is similar to the behaviour
described in Jasak et al. [33] where a transient simulation of a general cargo carrier shows
the resistance force oscillating due to breaking waves in front of the bow.

Table 10. Average and standard deviation of force components vs grid for submarine at condition 1
with Domain CFL = 4 and Free surface CFL = 4.

Grid Density Number of Cells Pressure (N) Viscous (N) Total (N) SD (N)

Coarser 524,008 17,560.51 7390.06 24,950.57 446.85
Coarse 1,348,794 15,602.31 7927.64 23,529.95 336.51
Medium 3,892,550 16,467.29 7807.49 24,274.78 292.47
Fine 9,145,512 16,640.02 7768.89 24,408.91 450.07
Finer 22,832,329 15,709.69 8113.64 23,823.22 459.44

Figure 12 shows the iteration evolution of the total resistance for grids 01 to 05.
All curves seem to achieve a quasi-steady state value with oscillations that could be related
to the bow breaking wave shown in Figure 13. In this study, convergence condition (RG) is
calculated as 0.18 for the Grid set 2–4 which means that the solution is converged mono-
tonically. For Grid sets 1–3 and 3–5, RG is calculated as −4.366 and −0.524 respectively,
which means that the solution has an oscillating convergence. The Grid Convergence
Index (GCI) for the set 2–4 is 1.0%, 0.3%, and 3.9% for sets 1–3, 2–4, and 3–5, where the
latter has the higher uncertainty. Furthermore, the total resistance is extrapolated from
set 2–4 using the Richardson extrapolation procedure [37] to 24,458.84 N for an infinite
number of elements. Hence, the fine grid is considered as acceptable considering its balance
between the resolution of the flow characteristics and the required computational resources.
All remaining simulations will use this fine grid with 9,145,512 elements.
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Figure 12. Convergence of forces in CFD simulations for H/D = 0.347 and Fr = 0.194.

3.3. Flow Characterization at Condition 01: Surface Depth — H/D = 0.33

Figure 13 shows the wave train generated around the Type 209/1300 submarine
at condition 1, namely, H/D = 0 and Fr = 0.194. On the left-hand side, it is evident
that two Kelvin wave patterns are obtained, regardless of a spurious green water on the
submarine upper deck produced by the instantaneous acceleration imposed as initial
condition. Regarding both wave systems: (i) the system beginning at the submarine’s bow
with a 0.4 m wave amplitude forward stagnation point, and (ii) the small system beginning
at the higher aft foil with a 0.2 m wave amplitude. On the right-hand side, the water
fraction distribution profile shows that the first wave crest is almost high enough to wet
the upper deck area. However, the next wave trough is modified by a small wave system
generated at the upper deck and light hull intersection. The wave profile seems to be
canceled after this area as the flow moves downstream, in agreement with the theoretical
prediction of the first wave resistance hollow.

(a) Wave train (b) Wave profile along external hull

Figure 13. Distribution of wave generated around a Type 209/1300 submarine at condition 1 H/D = 0.33 and Fr = 0.194.
This distribution includes contour lines between 0.45–0.80 with steps of 0.025 [m].

Figure 14 shows the dynamic pressure and wall shear stress distribution around the
Type 209/1300 submarine at condition 1 and Fr = 0.194. On the right-hand side, it is
possible to distinguish a stagnation area at the bow of the forward body section as predicted
by a Pitot-tube like device and several pairs of high-low pressure areas produced by wave
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crest-trough propagation. Moreover, there are stagnation areas at the nose of each aft
foil. On the left-hand side, the wall shear stress distribution seems smooth, but in the
near-surface bow region at the bow wave trough, where high gradients are observed and
the presence of turbulent eddies at the free surface level is suspected.

(a) Dynamic pressure (b) Wall shear stress

Figure 14. Numerical prediction of dynamic pressure and wall shear stress distribution around a Type 209/1300 submarine
at condition 1 H/D = 0.33 and Fr = 0.194. Dynamic pressure distribution includes contour lines between range limits with
steps of 1000 [Pa]. Wall shear stress distribution includes the free surface profile.

Figure 15 shows the flow velocity distribution relative to the navigation speed of
the submarine including contour lines between 0.5 and 1.3. The stagnation area at the
submarine bow described earlier is followed by a wide high-velocity gradient area where,
in principle, the speed probe should not be fitted. Moreover, a small high velocity region
is revealed at the first wave trough described before that could be related to vortices
being shed from this location. Although P1, corresponding to the side probe base location
(marked by a grey dot), is at the end of the acceleration region on a wide velocity region
where the local flow speed is between 1.1 and 1.2 times higher than the navigation speed.
Velocity probe could be installed here, because of appendage restrictions, if the local flow
velocity remains inside this range for the whole range of operational speeds. Hence, it is
required to include the results from Simulations 04 and 05.

(a) Side view (b) Bow view

Figure 15. Non-dimensional flow velocity distribution, outside boundary layer, including contour lines between 0.5–1.3
with steps of 0.1, around a Type 209/1300 submarine at condition 1 H/D = 0.33 and Fr = 0.194.

Figure 16 shows the local flow velocity as a function of navigation speed at two
locations: P1 and P3, corresponding to the measurement position of a protruding probe
that is 40 cm away from P1. Both trend lines for condition 01 can be approximated by a
lineal function with a slope of 1.15, which suggests that the flow velocity remains in the
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1.1–1.2 range described before and that there is not a significant difference in local flow if
measured by a flush or protruding probe when the boundary layer effect is neglected.

Figure 16. Local flow velocity as a function of navigation speed of a Type 209/1300 submarine at
condition 1 at probe base location P1 and measurement protruding probe location P3.

Figure 17 shows vortex cores at the submarine bow identified by using Q and λ2
parameters. Both methods detect a dominant vortex structure at the bow wave and its
downstream propagation along the light hull. Small vortex structures with low dynamic
pressure (high flow velocity) are detected at the free surface level near the first trough
wave, as suggested by the wall shear stress distribution shown above. The latter method is
able to detect smaller structures at the free surface and upper deck level.

(a) Parameter Q=20 (b) Parameter λ2 = −5

Figure 17. Vortex cores identification around the bow of a Type 209/1300 submarine at condition 1
and Fr = 0.194.

Finally, Figure 18 shows the numerical prediction of drag coefficients for total, viscous,
and pressure force components as a function of Froude number, including ITTC’57 curve
for the submarine at condition 01 and Total Drag Coefficient for SUBOFF at H/D = 1.1.
The total coefficient prediction of the Type 209/1300 submarine has a different behaviour
than the SUBOFF, and it is closer to the variation expected for surface vessels. Viscous
coefficient data compares well with ITTC’57 curve despite its light hull has fuller form
than standard surface vessels. Furthermore, the pressure component, which includes wave-
making and form factor effects, increases with Froude number as expected, and becomes
dominant for higher Froude number. The viscous coefficient difference could be related to
insufficient elements being used to describe the hull surface for lower Froude numbers.
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Figure 18. Total Drag coefficient vs Froude number for a Type 209/1300 submarine at condition 1
(H/D = 0.33).

3.4. Free-Surface Depth Influence on Flow Characteristics

Figure 19 shows the wave profile at midplane generated by the Type 209/1300 sub-
marine navigating at H/D = 1.47 and Fr = 0.194. On the left-hand side, the sail deforms
the free surface above it due to a Venturi effect and produces a short length wave system
beginning at the sail end regardless of no free surface piercing. On the right-hand side,
the wave elevation demonstrates a weak free-surface interaction with the submarine light
hull, where a small wave amplitude system is generated.

(a) Wave profile (b) Wave train elevation

Figure 19. Wave train generated by Type 209/1300 submarine at H/D = 1.47 (condition 2—periscope depth) for Fr = 0.194.

Figure 20 shows the flow velocity distribution on light hull relative to the submarine
speed including contour lines between 0.5 and 1.3 for H/D = 1.47 and 6.14. In both
conditions, the stagnation area at the submarine’s bow, sail, and aft foils are followed
by a high-velocity gradient where the probe should not be installed. On the other hand,
P1—side probe base, marked by a grey dot, is located on a wide velocity region between
1.1–1.2 times the navigation speed and P2—upper deck probe base in on a slower region
between 1.0–1.1 times the navigation speed is used when the submarine is completely
submerged. Hence, speed probes could be mounted on both locations given the local flow
velocity remains this range for the whole range of operational navigation speeds regardless
of its difference with the condition 01 H/D = 0.33. Moreover, the calibration procedure
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used for the upper deck probe is discouraged because it is located on a different velocity
range. Finally, the flow velocity distribution is similar for H/D = 1.47 and 6.14 but at the
sail produced by its free surface proximity where changes are evident at the sail side.

Figure 20. Non-dimensional flow velocity distribution, outside boundary layer, including contour lines between 0.5–1.3
with steps of 0.1, around a Type 209/1300 submarine at condition 2 (above) and 3 (below)—Fr = 0.194.

On the left-hand side, Figure 21 shows local flow velocity as a function of navigation
speed at two locations: P1 and P2 for H/D = 1.47. Both trend lines can be approximated
by linear functions with a slope of 1.12 and 1.03 respectively, suggesting that the local flow
velocity around the side probe at P1 remains in the 1.1–1.2 range predicted for the surface
depth condition and that it is safe to use this probe when the submarine is operating at
near-surface condition. On the other hand, the upper deck probe at P2 is within a different
speed range 1.0–1.1, suggesting that the calibration procedure based on the side probe
is not appropriate producing an error of 0.25 knots when the submarine is navigating to
9 knots (Fr = 0.194). On the right-hand side, the local flow velocity at P1 is shown as a
fraction of the navigation speed. The local flow velocity decreased almost 4% when the
submarine move from emerged (H/D = 0.33) to the deep-water condition (H/D = 6.14)
slightly increasing the error of the measured velocity by side probe sensor.

Finally, Figure 22 shows drag components coefficients as a function of Froude number,
including the ITTC’57 curve for submarine at H/D = 1.47, and H/D = 6.14 conditions
and the Total Drag Coefficient for SUBOFF at H/D = 1.1 and H/D = 3.3. On the right-
hand side, viscous coefficient data compares well with the ITTC’57 curve, despite the
wetted area includes the sail contribution. The pressure component is almost parallel to
the viscous one, suggesting that the form factor could be estimated. Total drag coefficients
have the same trend as the experimental values for SUBOFF geometry at H/D = 3.3,
where some free surface effects are still present. On the left-hand side, viscous data have
the same behavior as before, and pressure data seems to increase as the Froude number
increases. The Wave-making coefficient could be estimated by deducting the form factor
previously estimated.
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Figure 21. Local flow velocity at condition 2 at side probe base location P1 and upper deck probe
base location P2.

(a) Condition 02—H/D = 1.47 (b) Condition 03—H/D = 6.14

Figure 22. Drag coefficients vs Froude number for a Type 209/1300 submarine at condition 2 - periscope depth and 3 - deep
Water depth.

4. Conclusions

Results for DARPA SUB-OFF geometry demonstrate that the numerical methodology
used in this work is reliable at the engineering level when 4,500,000 cells are used in the
simulations. The Verification and Validation procedure was used to estimate the numerical
uncertainty of three grid sets combining 5 different densities. Also, strong nonlinear
effects due to proximity to free-surface can be captured for Froude number of Fr = 0.3 at
H/D = 1.1.

Considering the results and discussion shown in the previous section, it is concluded
that the side probe sensor could be installed at P1 location considering that this area
presents a continuous flow without recirculating zones or vortex cores for all the navigation
conditions considered. However, turbulent structures are concentrated in the near-surface
regions. This probe will be located close to the end of the acceleration region at bow,
where the local flow speed is still 15% higher than actual submarine speed. This location
is recommended to be used when submarine is at surface condition because the flow is
considered linear because its velocity remains at the same level for navigation velocities
between 0 and 9 knots. Moreover, speed measurements could be useful for near-surface
and deep-water conditions if a 4% correction is included to compensate for free-surface
effect. On the other hand, the current calibration procedure used for the upper deck probe
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at P2 using the side probe measurement at P1 as a reference should be further modified to
take into account the difference in the flow velocity range of both locations P1 and P2.

Finally, it is recommended to verify the effect of boundary layer thickness on speed
measurements of the flush probe type to guarantee the expected accuracy of the flush probe
and to generate validation data during sea trials, including at least 8 calibration points
for the flush probe type to compensate the manufacturer declared difference in precision
(±0.2 knots) between flush and protruding probe types.

This research could follow several interesting paths: (i) to improve results reliability,
authors could perform transient simulations, include ramping initial conditions, improve
the prism layer generation to cover 100% of the submarine hull, include a wave damping
region at the outlet boundary to avoid reflections; (ii) to assess the non-linear free surface
effect for Froude numbers between 0.2 and 0.4, to assess the boundary layer thickness effect
on speed measurements or assessing the operational trim effect on flow characteristics.
Finally, it will be challenging to assess the Type 209 submarine in self propulsion or
maneuvering conditions.
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AUV Autonomous Underwater Vehicle
CFD Computational Fluid Dynamics
CSSRC China Ship Scientific Research Centre
DARPA Defense Advanced Research Projects Agency
DDES Delayed Detached Eddy Simulation
DES Detached eddy simulation
HDW Howaldtswerke-Deutsche Werft
IHSSS Iranian Hydrodynamic Series of Submarines
ITTC International Towing Tank Conference
MRF Moving Reference Frame
RANSE Reynolds-averaged Navier–Stokes equations
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