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Abstract: The development and promotion of teaching-enhanced learning tools in the academic
field is leading to the collection of a large amount of data generated from the usual activity of
students and teachers. The analysis of these data is an opportunity to improve many aspects
of the learning process: recommendations of activities, dropout prediction, performance and
knowledge analysis, resources optimization, etc. However, these improvements would not be
possible without the application of computer science techniques that have demonstrated a high
effectiveness for this purpose: data mining, big data, machine learning, deep learning, collaborative
filtering, and recommender systems, among other fields related to intelligent systems. This Special
Issue provides 17 papers that show advances in the analysis, prediction, and recommendation
of applications propelled by artificial intelligence, big data, and machine learning in the
teaching-enhanced learning context.

Keywords: teaching-enhanced learning and teaching; personalized learning; intelligent tutoring
systems; data mining and big data analysis; intelligent systems; machine and deep learning;
recommender systems; software tools; performance prediction; knowledge analysis

1. Introduction

Analysing and predicting individuals’ behaviour are important topics in academic environments,
especially after the increasing development and deployment of software tools for supporting learning
stages. The automation of many processes involved in the usual students’ activity allows for processing
massive volumes of data collected from teaching-enhanced learning (TEL) platforms, leading to useful
applications for academic personnel. In this way, monitoring and analysing students’ behaviour are
key activities required for the improvement of students’ learning.

Recommendations of activities, dropout prediction, performance and knowledge analysis,
and resources optimization, among other students-centred interests, are complex tasks that involve
many elements that need to be considered. Therefore, it becomes necessary that these efforts
search for support from other fields in the computational science that have demonstrated a high
effectiveness when handling data and processes that are strongly interconnected. Data mining,
big data, machine learning (ML), deep learning, collaborative filtering, and recommender systems,
among other fields related to intelligent systems, allow for the development of advanced techniques
that provide a significant potential for the above purposes, leading to new applications and more
effective approaches in the analysis and prediction of the students’ behaviour in academic contexts.

Appl. Sci. 2020, 10, 6178; doi:10.3390/app10186178 www.mdpi.com/journal/applsci1
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This Special Issue provides a collection of papers of original advances in the analysis, prediction,
and recommendation of applications propelled by artificial intelligence, big data, and machine learning,
especially in the TEL context.

2. Summary of the Contributions in This Special Issue

Although each paper published in this Special Issue covers different topics, we can identify
three groups where the papers can be classified according to their main focus: performance and
behaviour prediction, dropout and risk prediction, and intelligent analysis of different learning aspects.
However, some of these papers could be classified into more than one of these groups. Finally, a review
article is also provided to get a wide perspective of this field.

With regard to performance and behaviour prediction, we find four contributions.
The first article in this group is entitled “Implementing AutoML in Educational Data Mining

for Prediction Tasks” [1], by Maria Tsiakmaki, Georgios Kostopoulos, Sotiris Kotsiantis and Omiros
Ragos. This research focuses on examining the potential use of advanced ML strategies on educational
settings from the perspective of hyperparameter optimization, because of the complexity of ML when
it is applied for a given problem formulation and it must be optimally configured. To this end,
the authors analyze the effectiveness of automated ML (autoML) for the task of predicting students’
learning outcomes based on their participation in online learning platforms, limiting the search space to
tree-based and rule-based models. After carrying out many experiments, the performance of AutoML
is verified. This proposal allows educators and instructors in educational data mining (EDM) to
perform experiments with good parameter configurations, thus achieving highly accurate results.

The second article in this group is entitled “Predicting Student Performance in Higher Educational
Institutions Using Video Learning Analytics and Data Mining Techniques” [2], by Raza Hasan,
Sellappan Palaniappan, Salman Mahmood, Ali Abbas, Kamal Uddin Sarker, and Mian Usman Sattar.
The authors have developed a system for predicting student’s overall performance at the end of the
semester using video learning analytics and data mining techniques. They consider video-based
learning with flipped teaching to improve student’s academic performance. Particularly, the authors
applied eight classification algorithms (where random forest obtained the best results) to data
collected from the student information system, learning management system and mobile applications.
Additionally, they used genetic search, principle component analysis, rule inducer and multivariate
projection to improve different aspects of the study.

The third article in this group is entitled “Towards Portability of Models for Predicting Students’
Final Performance in University Courses Starting from Moodle Logs” [3], by Javier López-Zambrano,
Juan A. Lara, and Cristóbal Romero. This work focuses on the data sources rather than the prediction
techniques. Particularly, the work studies the portability of prediction models obtained directly from
Moodle logs, according to grouping similar courses by degree or level of usage of activities or using
numerical or categorical attributes. To this end, the authors apply a classification algorithm to the
datasets in order to obtain decision tree models and test their portability to other courses by comparing
the obtained accuracies. The authors conclude that the prediction models can be transferred to different
courses under some circumstances.

The fourth article in this group is entitled “Prediction of High Capabilities in the Development of
Kindergarten Children” [4], by Yenny Villuendas-Rey, Carmen F. Rey-Benguría, Oscar Camacho-Nieto,
and Cornelio Yáñez-Márquez. This paper focuses on a type of the student’s behaviour: the early
detection of high capabilities, particularly at kindergartens, when the students are children.
The prediction of such students is difficult, due to its low number and the focus of the teachers
in the learning process. The authors propose a prediction algorithm based on Nearest Neighbor able
to tackle this problem with satisfactory results.

With regard to dropout and risk prediction prediction, we find five contributions.
The first article in this group is entitled “Predicting Students Success in Blended Learning-

Evaluating Different Interactions Inside Learning Management Systems” [5], by Luiz Antonio
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Buschetto Macarini, Cristian Cechinel, Matheus Francisco Batista Machado, Vinicius Faria Culmant
Ramos, and Roberto Munoz. The authors apply ML techniques for detecting at-risk students earlier in
courses involving algorithms and programming topics in undergraduate programs, where dropout
and failure rates are usually high. This research finds the best combination of datasets collected from
Moodle (considering cognitive, social and teaching presence) and classification algorithms. The best
ML model was able to detect students at-risk in the first week of the course.

The second article in this group is entitled “The Machine Learning-Based Dropout Early Warning
System for Improving the Performance of Dropout Prediction” [6], by Sunbok Lee and Jae Young
Chung. This researc tries to identify students who are at risk of dropping out of school. To this
end, the authors developed a dropout early warning system characterized by two features. On the
one hand, the system addresses the class imbalance issue using the synthetic minority oversampling
techniques (SMOTE) and the ensemble methods in ML. On the other hand, the system evaluates the
trained classifiers with both receiver operating characteristic (ROC) and precision–recall (PR) curves.
The authors trained random forest, boosted decision tree, random forest with SMOTE, and boosted
decision tree with SMOTE by using large datasets. Among these ML techniques, boosted decision tree
obtained the best results.

The third article in this group is entitled “A Learning Analytics Approach to Identify Students
at Risk of Dropout: A Case Study with a Technical Distance Education Course” [7], by Emanuel
Marques Queiroga, João Ladislau Lopes, Kristofer Kappel, Marilton Aguiar, Ricardo Matsumura
Araújo, Roberto Munoz, Rodolfo Villarroel, and Cristian Cechinel. This article continues in the line
of the early prediction of at-risk students. Here, the authors consider students’ interactions with
the virtual learning environment as data source. With the goal of maximizing the prediction results,
the authors apply an elitist genetic algorithm for tuning the hyperparameters of some classifiers:
classic decision tree (DT), random forest (RF), multilayer perceptron (MLP), logistic regression (LG),
and the meta-algorithm AdaBoost (ADA).

The fourth article in this group is entitled “An Early Warning System to Detect At-Risk Students
in Online Higher Education” [8], by David Bañeres, M. Elena Rodríguez, Ana Elena Guerrero-Roldán,
and Abdulkadir Karadeniz. The authors centered the research effort on finding accurate predictive
models to identify at-risk students. The authors considered several classifiers, whose prediction quality
was evaluated by a proposed method. Furthermore, they developed an early warning system tested in
a real educational setting, which demonstrated accuracy and usefulness for detecting at-risk students
in online higher education. This system shows different dashboards where students and teachers can
analyze the information and perform some interventions to reduce at-risk situations.

The fifth article in this group is entitled “Automated Assessment and Microlearning Units as
Predictors of At-Risk Students and Students’ Outcomes in the Introductory Programming Courses” [9],
by Jan Skalka and Martin Drlik. This work predicts at-risk students particularly in the context of
introductory programming courses, where some students with limited programming skills can be
discouraged by key aspects as the ability to think abstractly, solve problems, and design solutions.
This work analyzed the automated source code assessment of assignments and the implementation
of a set of microlearning units as predictors of at-risk students and students’ outcomes. The authors
found a significant contribution of automated code assessment in students’ learning outcomes and
proved a certain dependence between the students’ activity and achievement in the activities and final
students’ outcomes.

With regard to intelligent analysis of different learning aspects, we find seven contributions.
The first article in this group is entitled “Predicting Students’ Behavioral Intention to Use Open

Source Software: A Combined View of the Technology Acceptance Model and Self-Determination
Theory” [10], by F. José Racero, Salvador Bueno and M. Dolores Gallego. This work focuses on students’
behavioral intention to continue using open source software (OSS) after be trained in it. This intention
is predicted by applying Self-Determination Theory and the technological acceptance model (TAM).
The dataset was built collecting data from a survey. The results obtained by the model confirmed the
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influence of the intrinsic motivations, autonomy and relatedness, to improve perceptions with regard
to the usefulness of OSS and, therefore, on the intention to continue considering OSS.

The second article in this group is entitled “A Multi-Analytical Approach to Predict the
Determinants of Cloud Computing Adoption in Higher Education Institutions” [11], by Yousef A.
M. Qasem, Shahla Asadi, Rusli Abdullah, Yusmadi Yah, Rodziah Atan, Mohammed A. Al-Sharafi,
and Amr Abdullatif Yassin. This work predicts the key aspects that influence on the managers
of higher education institutions for adopting cloud computing as services provider. To this end,
a variance-based structural equation modeling (PLS-SEM) and an artificial neural network (ANN)
were applied to data collected from 134 managers involved in the decision making of the institutions.
The PLS-SEM approch was used for extracting the significant relationships among the identified
factors, whereas ANN ranked the normalized importance among those factors. It is interesting to know
that technology readiness is the most important predictor for cloud computing adoption, followed by
security and competitive pressure. Furthermore, the authors present an innovative approach useful
for decision-makers to develop stategies for adopting cloud computing services.

The third article in this group is entitled “Predicting Student Grades Based on Their Usage of LMS
Moodle Using Petri Nets” [12], by Zoltán Balogh and Michal Kuchárik. In this paper, the data source
is the popular learning management system (LMS) Moodle. This platform provides the information
needed for analyzing the correlations between access to materials and the final grade in order to predict
student’s grades. According to the highest correlation, a model with Petri nets predicts what grade the
student would get based on their usage of Moodle.

The fourth article in this group is entitled “The Relationship between the Facial Expression of
People in University Campus and Host-City Variables” [13], by Hongxu Wei, Richard J. Hauer and
Xuquan Zhai. The authors evaluate the public attitude towards university campuses and detect the
relationship with host-city variables by using data about facial expression scores on social networks.
It is interesting to know this attitude since it matters for the resource investment to sustainable science
and technology. To this end, ML techniques area applied on datasets composed of 4327 selfies collected
from social networks. The photos provide scores of happy and sad facial expressions and a positive
response index was calculated. After analyzing some interesting results, the main conclusion is that
people tend to show positive expression at campuses in cities with more education infrastructures but
fewer residences and internet users.

The fifth article in this group is entitled “How to Extract Meaningful Insights from UGC:
A Knowledge-Based Method Applied to Education” [14], by Jose Ramon Saura, Ana Reyes-Menendez,
and Dag R. Benn. Students and teachers are a rich source of user generated content (UGC) on social
networks and digital platforms. The vast amount of this type of data can supply useful knowledge
by extracting and visualizing samples of readily available content, particularly the tweets published
in Twitter. The authors apply latent dirichlet allocation (LDA) to identify topics, which are then
subjected to sentiment analysis by using ML and a data visualization algorithm for complex networks.
This research allows practitioners to improve short-term education strategies and interventions.

The sixth article in this group is entitled “Short CFD Simulation Activities in the Context of
Fluid-Mechanical Learning in a Multidisciplinary Student Body” [15], by Manuel Rodríguez-Martín,
Pablo Rodríguez-Gonzálvez, Alberto Sánchez-Patrocinio, and Javier Ramón Sánchez. The learning
goal in this research was the instruction of students in fluid simulation tools in industrial engineering
bachelors. These tools usually require long training times. Therefore, the authors propose
a methodology based on short lessons, whose statistical results show a good acceptance in many
terms. Furthermore, a ML technique was applied to find group peculiarities and differences among
them in order to identify the need for further personalization of the learning activity.

The seventh article in this group is entitled “Technology-Enhanced Learning for Graduate
Students: Exploring the Correlation of Media Richness and Creativity of Computer-Mediated
Communication and Face-to-Face Communication” [16], by Shan-Hui Chao, Jinzhang Jiang,
Chia-Hsuan Hsu, Yi-Te Chiang, Eric Ng, and Wei-Ta Fang. This article explores and compares the
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differences in potential creative thinking that media richness had on learners in creativity training by
considering computer-mediated communication and face-to-face communication. The authors found
that the computer-mediated communication format shows better fluency, flexibility, and originality
dimensions of creative thinking than the face-to-face format. Moreover, the computer-mediated format
provides a greater level of media richness perception.

Finally, this special issue includes the review article entitled “Analyzing and Predicting Students’
Performance by Means of Machine Learning: A Review” [17], by Juan L. Rastrollo-Guerrero, Juan A.
Gómez-Pulido, and Arturo Durán-Domínguez. This article provides a wide perspective in the field of
predicting students’ performance. Many promising algorithms and methods focused on predicting
students’ performance have been investigated, hence the need to provide a detailed review. In this
article, almost 70 papers were analyzed to show different techniques and objectives, mainly in the
context of the artificial intelligence (AI).
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Abstract: Educational Data Mining (EDM) has emerged over the last two decades, concerning with
the development and implementation of data mining methods in order to facilitate the analysis of
vast amounts of data originating from a wide variety of educational contexts. Predicting students’
progression and learning outcomes, such as dropout, performance and course grades, is regarded
among the most important tasks of the EDM field. Therefore, applying appropriate machine learning
algorithms for building accurate predictive models is of outmost importance for both educators and
data scientists. Considering the high-dimensional input space and the complexity of machine learning
algorithms, the process of building accurate and robust learning models requires advanced data
science skills, while is time-consuming and error-prone in most cases. In addition, choosing the proper
method for a given problem formulation and configuring the optimal parameters’ values for a specific
model is a demanding task, whilst it is often very difficult to understand and explain the produced
results. In this context, the main purpose of the present study is to examine the potential use of
advanced machine learning strategies on educational settings from the perspective of hyperparameter
optimization. More specifically, we investigate the effectiveness of automated Machine Learning
(autoML) for the task of predicting students’ learning outcomes based on their participation in online
learning platforms. At the same time, we limit the search space to tree-based and rule-based models
in order to achieving transparent and interpretable results. To this end, a plethora of experiments
were carried out, revealing that autoML tools achieve consistently superior results. Hopefully our
work will help nonexpert users (e.g., educators and instructors) in the field of EDM to conduct
experiments with appropriate automated parameter configurations, thus achieving highly accurate
and comprehensible results.

Keywords: automatic machine learning; educational data mining; Bayesian optimization; early
performance prediction

1. Introduction

Educational Data Mining (EDM) is the research field of using data mining methods and tools
in educational settings [1,2]. Its main objective is to analyze these environments in order to find
appropriate solutions to educational research issues [3], all of which are directed to improve teaching
and learning [4]. Their results help students improve their learning performance, provide personalized
recommendations, enhance the teaching performance, evaluate learning effectiveness, organize
institutional resources and educational offer and many more [1,5].

Three common concerns that employ EDM techniques are the detection of whether a student is
going to pass or fail a certain course, the prediction of students’ final marks and the identification of
students that are likely to drop out. The ability to predict students’ performance and their underlying
learning difficulties is a significant task and leads to benefits for both students and educational
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institutions [6]. With a view to encouraging those students, remedial actions could be organized,
such as early alerts and advising interventions [7]. In addition, the critical analysis of the reasons for
failure and dropouts assist educators to improve their pedagogical basis and teaching approach [8].
Moreover, when used effectively, they can help institutions enhance learning experiences, develop
appropriate strategies and ultimately, reduce dropout rates [9]. As such, we consider that effective
tools for predicting student failures can be beneficial, especially at an early stage.

Related studies encompass a large collection of data mining tasks for studying different aspects of
these problems. They include algorithms for attribute selection, association rule learning, classification
and regression. Most of these methods depend on a wide range of hyperparameter choices with
varying degrees of complexity and dimensions, which make them difficult for non-machine-learning
experts to apply and even more to reason about. Meanwhile, the rapid development and the wide
distribution of machine learning applications also point out the necessity of advanced data science
skills in the relevant fields. Therefore, the need for machine learning methods that automate several of
these design choices has been identified. The research area that promises to reduce the human input
and effort on these processes is called automated Machine Learning or autoML. In experiments with
several datasets, results from sophisticated automated optimization approaches compared favorably
with results published from human experts inputs and the state of the art [10–13]. AutoML allows
non-experts, such as educators and instructors, to conduct experiments and produce complex and
effective learning models that ultimately support educational institutions.

At the same time, the need to provide transparent and explainable ML systems is also a factor to
consider [14]. Such an effort aims to help scientists and nonexperts to understand and analyze ML
models, their operational mechanism and the choices made towards their decision-making processes.
Generally, it can be argued that methods that provide more linguistic models, such as rule and
tree-based classifiers, are considered to be more comprehensible [15]. On the other hand, methods that
are easy to understand and interpret tend to have lower predictive accuracy [16]. However, practical
experience has demonstrated that, for some cases, the explainability feature is more important than the
predictive accuracy [14,15]. AutoML could tackle the performance-transparency trade-off, providing
tuned hyperparameters that improve the overall performance of the selected methods.

In the above context, our present work investigates the use of autoML in order to automate
any part of the process of building machine learning models for the above mentioned three tasks:
predict students who are prone to pass of fail, student’s final grade and students at risk of dropout.
We present a comparative study on classic educational data mining techniques and autoML. To equally
highlight the importance of producing interpretable and explainable machine learning models [14,16],
we restrict the configuration space by allowing only tree-based and rule-based classifiers (the choice of
the classifier itself is considered as a hyperparameter). We prove that in most cases, the application of
autoML on educational data improves model performance over traditional approaches. To the best of
our knowledge, there is no research that demonstrates the use of advanced machine learning strategies
to educational settings.

This paper is organized as follows. Section 2 is devoted to related work. We present a collection
of studies that investigate the student’s performance employing data mining techniques. Section 3
briefly introduces the Bayesian optimization search strategy that allows the efficient hyperparameter
configuration. Section 4 describes our proposed approach. Section 5 illustrates our results. In Section 6
we discuss our findings, while Section 7 concludes our research considering some thoughts for
future work.

2. Related Work

Predicting students’ learning behavior and outcomes is regarded among the most important tasks
of the EDM field. The main interest is mainly focused on three forms of predictive problems [17].
Predicting student performance (i.e., whether a student will pass or fail a course) covers a very wide
area of research in the EDM field [18]. In addition, a plethora of studies has been published with
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the aim of predicting students who are prone to drop out from a course, a very important problem,
which principally concerns distance learning [19]. Finally, another common problem on prediction is
estimating students’ grades in a specific test, an exam or a course [20].

2.1. Related Work on Predicting Student Academic Performance

Mueen et al. (2016) employed Naïve Bayes (NB), Neural Networks (NNs), and Decision Trees (DTS)
classification algorithms to predict the performance of undergraduate students [21]. The dataset was
collected from two courses, both supported by a Learning Management System (LMS). The information
retrieved included the access to teaching material, the performance on course assignments and the
participation in discussion fora. The experimental results revealed that NB classifier outperformed the
other two methods.

Student performance prediction models were also constructed and compared in a similar
study [22]. Demographic features, academic background and behavioral metrics for student and parent
participation in the learning process were exploited for this purpose. Apart from Artificial Neural
Network (ANN), NB and DTS algorithms, the authors also compared several ensemble methods such
as Bagging, Boosting and Random Forest (RF). The ANN model outperformed the other data mining
techniques, while Boosting was the best ensemble method.

The prediction of whether a student should be considered as qualified or not was the research
objective of Kaur et al. (2015) [23]. The authors experimented with four attribute evaluation
methods and five classification algorithms, using a sample dataset of 152 regular high school students.
The Multilayer Perceptron (MLP) was the best performing classifier among all other methods.

Guo et al. (2015) developed a prewarning system for students at risk of failing on the basis of
a deep learning multiclass classification model [24]. The deep neural system developed in this work
was a six-layer, fully connected feed-forward neural network with Rectified Linear Units (ReLU).
The output layer was composed of five neurons with Softmax as a classifier. Each node on the output
layer represented the students’ final score {O, A, B, C, D}. The results showed that the proposed
architecture acquired the highest accuracy values compared to three familiar classification algorithms:
NB, MLP and Support Vector Machine (SVM).

The objective of Saa’s study (2016) was to discover relations between students’ personal and social
factors, as well as their educational performance using data mining tasks [25]. The authors collected
270 records through online questionnaires and tested four classification algorithms, while the values of
the class attribute were: excellent, very good, good, and pass. The best performing method was the
Classification and Regression Tree (CART) classifier, scoring an accuracy measure of 40%.

In another comparative study regarding the effectiveness of EDM techniques [26], the authors
compared four methods to predict students that are likely to fail in introductory programming
courses at early stages. In addition, they demonstrated the importance of data preprocessing and
algorithms fine-tuning tasks in the effectiveness of these techniques. Finally, the fine-tuned SVM was
the best performer.

Predicting students’ graduation performance at the end of a degree program was one of the
three research goals examined by Asif et al. (2017) [27]. The data used comprised students’ marks
for all the courses in the four years of the program and variables related to students’ pre-admission
marks. The graduation mark (the class attribute) was divided into five possible values: A, B, C, D, E.
The authors used several classification algorithms (DTS, k-Nearest Neighbor (kNN), NB, NNs and RF),
while the maximum accuracy score (83.65%) was obtained by NB.

Finally, a recent study indicated the effectiveness of semisupervised learning (SSL) methods in
students’ performance prediction [28]. The authors evaluated the performance of SSL algorithms,
namely Self-Training, Democratic, De-Tri-Training, Tri-Training, Co-Training, RAndom Subspace
CO-training (RASCO) and Rel-RASCO. The best overall averaged accuracy score was obtained by
Tri-Training algorithm with a C4.5 Decision Tree as the base classifier. Moreover, the Tri-Training
algorithm performed better than the C4.5 Decision Tree supervised algorithm trained on the full dataset.
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2.2. Related Work on Predicting Student Grade

Personalized multiple regression-based methods and matrix factorization approaches based on
recommender systems were used by Elbadrawy et al. (2016) to forecast students’ grades in future
courses and in-class assessments [29]. Briefly, the first method was the course-specific regression,
which predicted the grade that a student will achieve in a specific course as a sparse linear combination
of the grades that the student obtained in past courses. The second method was the personalized
linear multiregression, which employed a linear combination of k regression models, weighted on
a per-student basis. The third method was a standard matrix factorization approach that approximated
the observed entries of the student–course grade matrix. The fourth method was matrix factorization
based on factorization machines. The evaluations showed that the factorization machines produced
lower error rates for the next-term grade prediction.

Predicting student performance was also the main focus of the study conducted by Xu et al.
(2017) [30]. Their goal was to predict the final cumulative Grade Point Average (GPA) of a student,
given his/her background and performance states of the known grades and the predictions for the
courses that have not been taken. For enabling such progressive predictions, the authors proposed
a two-layer architecture. The first layer implements the base predictors for each course, given the
performance state of graduate students on courses relevant to the targeted course. For discovering
the relevant courses, a course clustering method was developed. In the second layer, ensemble-based
predictors were developed, able to keep improving themselves by accumulating new student data over
time. The authors’ architecture was compared with four classic machine learning algorithms, named
Linear Regression (LR), Logistic Regression (LogR), RF and kNN. The proposed method yielded the
best prediction performance.

Predicting students’ final grade was one of the two research goals also by Strecht et al. (2015) [31].
The authors evaluated various popular regression algorithms, i.e., Ordinary Least Squares, SVM,
CART, kNN, RF and AdaBoost R2. The experiments were carried out using administrate data from the
university’s Student Information System (SIS) of Porto, concerning approximately 700 courses. The
algorithms with best results overall were SVM, RF and AdaBoost R2.

The proposed method by Meier et al. (2015) made personalized and timely predictions of the
grade of each student in a class [32]. Using data obtained from a pilot course, the authors’ methodology
suggested that it was effective to perform early in-class assessments such as quizzes, which result
in timely performance prediction for each student. The study compared their proposed algorithm
against four different prediction methods: two simple benchmarks; Single performance assessment
and past assessments and weights and two well-known data mining algorithms; Linear Regression
(LR) employing the Ordinary Least Squares (OLS) method and kNN algorithm (k = 7). The error of the
proposed method decreased approximately linearly as more homework and in-class exam results were
added to the model.

Sweeney et al. (2016) also presented the problem of student performance prediction as a regression
task [33]. They explored three classes of methods for predicting the next-term grade of students. These
were (1) simple baselines, (2) Matrix Factorization (MF)-based methods, and (3) common regression
models. For the third category of methods, four different regression models were tested: RF, Stochastic
Gradient Descent (SGD), kNN and personalized LR. The obtained results revealed that a hybrid of the
RF model and the MF-based Factorization Machine (FM) was the best performer.

The first study that applied Semi-Supervised Regression (SSR) methods for regression tasks in
educational settings was carried out by Kostopoulos et al. (2019) [34]. In order to predict final grades
in a distance learning course, the authors proposed a Multi-Scheme Semi-Supervised Regression
Approach (MSSRA) employing RF and a set of three k-NN algorithms as the base regressors. A plethora
of features related to students’ characteristics, academic performance and interactions within the
learning platform throughout the academic year formed the training set. The results indicated that the
proposed algorithm outperformed typical classical regression methods.
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Finally, a recent study utilized eight familiar supervised learning algorithms − LR, Random
Forests (RF), Sequential Minimal Optimization algorithm for regression problems (SMOreg), 5-NN,
M5 Rules, M5, Gaussian processes (GP), Bagging − for predicting students’ marks [35]. The training
data contained selected demographic variables, students’ first semester grades along with the number
of examination attempts per course. The reported results seem rather satisfactory, ranging from 1.217
to 1.943. It was observed that RF, Bagging and SMOreg took precedence over the other methods.

2.3. Related Work on Predicting Student Dropout

One interested study used data gathered from 419 high schools students in Mexico [36]. The authors
carried out experiments to predict dropout at different steps of the course, to select the best indicators
of dropout. Results showed that their classifier (named ICRM2) could predict student dropout within
the first 4–6 weeks of the course.

Student retention and the identification of potential problems as early as possible was the main
aim of Zhang et al. (2010) [37]. The authors used data from the Thames Valley University systems that
were related to the background and the academic activities of the students. Three algorithms, namely
NB, SVM and DTS, were chosen and different configurations for each algorithm were tested in order to
find the optimum result. Finally, NB was reported to have achieved the highest prediction accuracy.

Moreover, Delen (2010) used five years of institutional data along with several popular data
mining techniques (four individual and three ensemble techniques), in order to build models to predict
and explain the reasons behind students dropping out [38]. The data contained variables related to
students’ academic, financial, and demographic characteristics. The SVM produced the best results
when compared to ANN, DTS and LogR. The information fusion-type ensemble model produced the
best results when compared with the Bagging and Boosting ensembles.

Lykourentzou et al. (2009) presented a dropout prediction method for e-learning courses, based
on three machine learning techniques: NNs, SVM and the probabilistic ensemble simplified fuzzy
ARTMAP [39]. The results of these techniques were combined using three decision schemes. The dataset
consisted of demographic attributes, prior academic performances, time-varying characteristics
depicting the students’ progress during the courses, as well as their level of engagement with the
e-learning procedure. The decision scheme where a student was considered to be a dropout if at least
one technique has classified this student as such, was reported to be the most appropriate solution for
achieving and maintaining high accuracy, sensitivity and precision results in predicting at-risk students.

Superby et al. (2006) applied NNs, discriminant analysis, DTS and RF on survey data from
three universities, to classify new students in low-risk, medium-risk, and high-risk categories [40].
The authors found that the scholastic history and socio-family background were the most significant
predictors of students at risk. The least bad result of the four methods was reported by the NNs
method, reaching the total rate of correctly classified students up to 57.35%.

Herzog’s study (2006) examined the predictive accuracy of the DTS and NNs over the problem
of predicting college freshmen retention [41]. The author used three sources to produce the data set:
the institutional student information system for student demographic; the American College Test
(ACT)’s Student Profile Section for parent income data; and the National Student Clearinghouse for
identifying transfer-out students. Overall prediction results showed that the DTS and NNS performed
substantially better to the LR baseline. Also, the different results from the three NNs variations
confirmed the importance of exploring available setup options.

Finally, a recent study explored the usage of semi-supervised techniques for the task of drop
out prediction [42]. The dataset consisted of 2 classes of 344 instances characterized by 12 attributes.
The authors compared familiar SSL techniques, Self-Training, Co-Training, Democratic Co-Training,
Tri-Training, RASCO and Rel-RASCO. In their two separate experiments, C4.5 and NB were the base
classifiers, while C4.5 was the dominant supervised algorithm. The results revealed that Tri-Training
(C4.5) algorithm outperformed the rest SSL algorithms as well as the supervised C4.5 Decision Tree.
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To sum up, various researchers have investigated the problem of student’s performance prediction
employing a plethora of data mining techniques. The results reveal that there is a strong relationship
between students’ logged activities in LMSs and their academic achievements. Most of the proposed
prediction models achieved notable results (accuracy is more than 80%). However, a variation in
the outperformers is observed; i.e., there is no method that can be thought of or shown to be better
than others for educational settings (Table 1). Even more, to the best of our knowledge, there is no
research that demonstrates the use of advanced machine learning strategies to these settings, such as
the autoML.

Table 1. Data mining algorithms as applied in educational settings.

Paper Prediction Task Metrics Methods Compared Outperformers

Related work on predicting student academic performance

[21] Binary Classification Accuracy, Precision,
Recall, Specificity NB, NNs, DTs NB

[22] Binary Classification Accuracy, Precision,
Recall, F-measure

ANN, NB, DTs, RF, Bagging,
Boosting ANN and Boosting

[23] Binary Classification
Accuracy, Precision,
Recall, F-measure,

ROC Area
NB, MLPs, SMO, J48, REPTree MLP

[24] Multiclass
Classification Accuracy NB, MLPs, SVM Deep Neural Network

[25] Multiclass
Classification

Accuracy,
Precision, Recall C4.5, NB, ID3, CART, CHAID CART

[26] Binary Classification F-measure NNs, J48, SVM, NB SVM fine-tuned

[27] Multiclass
Classification Accuracy, Kappa DTs, NB, NNs, Rule Induction,

1-NN, RF NB

[28] Binary Classification Accuracy,
Specificity

De-Tri-Training, Self-Training,
Democratic, Tri-Training,

Co-Training, RASCO,
Rel-RASCO, C4.5

Tri-Training (C4.5 as
base learner)

Related work on predicting student grade

[29]

Regression course
grades

RMSE, MAE
Regression-based methods,
Matrix factorization–based

methods

Factorization machine

Assessments Grades Depending on the
records

[30] Regression GPA MAE LR, LogR, RF, kNN Proposed architecture

[31] Regression course
grades RMSE SVM, RF, AB.R2, kNN, OLS,

CART SVM

[32] Regression course
grades

Average absolute
prediction error

Single performance assessment
proposed architecture and Past
Assessments, Weights, LR, 7-NN

Proposed architecture

[33] Regression course
grades RMSE, MAE

Simple baselines, MF-based
methods, regression models {RF,

SGD, kNN, personalized LR}

Authors’ proposed
hybrid model (FM-RF)

[34] Regression course
grades

MAE, RAE, RMSE,
PCC

IBk, M5Rules, M5 Model Tree,
LR, SMOreg, k-NN, RF, MSSRA

Proposed method
(MSSRA)

[35] Regression course
grades MAE LR, RF, 5NN, M5 Rules, M5,

SMOreg, GP, Bagging RF, Bagging, SMOreg

Related work on predicting student dropout

[36] Classification
(dropout)

Accuracy, TP rate,
TN rate, GM NB, SMO, IBk, JRip, J48, ICRM2 Proposed architecture

(ICRM2)

[37] Classification
(dropout) Accuracy NB, SVM, DTs NB
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Table 1. Cont.

Paper Prediction Task Metrics Methods Compared Outperformers

Related work on predicting student dropout

[38] Classification
(dropout) Accuracy

ANN, SVM DTS, LR,
Information fusion, Bagging,

Boosting
Information fusion

[39] Classification
(dropout)

Accuracy,
Sensitivity,
Precision

3 decision schemes based on
NN, SVM, and ARTMAP Decision scheme 1

[40] Classification
(dropout) Accuracy NNs, DTs, RF, Discriminant

Analysis NNs

[41] Classification
(dropout) Accuracy NNs, DTs, LR DTs

[42] Classification
(dropout)

Accuracy,
Sensitivity

Self-Training, Co-Training,
Democratic Co-Training,

Tri-Training, RASCO,
Rel-RASCO, C4.5

Tri-Training (C4.5)

3. Introduction to Bayesian Optimization for Hyperparameter Optimization

For the prediction of students’ academic performance, we explore the use of autoML to
automatically find the optimal learning model without human intervention. The task of constructing
a learning model usually includes supplementary processes; the attributes selection, learning algorithm
selection, and their hyperparameter optimization. Therefore, to model the problem of automatically
tuning the machine learning pipeline for obtaining the optimal performance result (i.e., the goal
of autoML), the overall hyperparameter configuration space covers the choice between various
preprocessing and machine learning algorithms along with their relevant hyperparameters.

This optimization problem is currently addressed by various techniques. During this section,
we will briefly discuss algorithms that are part of a powerful and popular approach, referred to as
“black-box optimization” techniques. More specifically, our focus will be the Bayesian optimization
algorithm, as this is the method that we employ for our experiments. We will also refer to prominent
autoML software packages and to the importance of autoML, especially for the non-ML-expert
users. At first, we provide some definitions related to both optimization and hyperparameter
optimization problem.

3.1. Definitions

In general, optimization refers to the process of finding the best result under specified
circumstances [43]. More formally, it is the (automatic) process of finding the value or a set of
values of a function (a real valued function called the objective function) that maximizes (or minimizes)
its result. It is consistent with the principle of maximum expected utility or minimum expected loss
(risk) [44]. It is well known that there is no single method that can solve every optimization problem
efficiently. It can be challenging to choose the best method for a given problem formulation, usually
complex and computationally expensive processes are required. However, optimization methods can
obtain high quality results with reasonable efforts.

In machine learning systems, the targets of automation include mechanisms that optimize machine
learning pipelines, such as the feature engineering, model selection, hyperparameter selection, etc.
The problem of identifying values for the hyperparameters that optimize the system’s performance is
called the problem of hyperparameter optimization [45]. Hyperparameters are the parameters whose
values are set before the beginning of the learning process, e.g., the number of neighbor’s k in the
nearest neighbor algorithm, or the depth of the tree in tree-structured algorithms. In contrast, model
parameters are parameters that are learned during the training process, e.g., the weights of neurons in
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a neural network. The central focus of autoML is the hyperparameter optimization (HPO) of machine
learning processes.

Formally, the general statement of the hyperparameter optimization problem is defined as [44]:

x∗ = argmin
x∈X

f (x) (1)

where f is the objective function, given a set of hyperparameters x from a hyperparameters space X.
We are interested in finding x∗ set that minimizes the expected loss (the value of f (x)). One important
property of this function f is that its evaluation is expensive (costly) or even impossible to compute [46].

To make f more clear, consider the context of machine learning applications, where, for example,
the function f can be a system that predicts student dropout rates (e.g., a set of preprocessing and
classification algorithms) with adjustable parameters x (e.g., the learning algorithm or the depth of the
tree when tree structured algorithms are tested), and an observable metric y = f (x), on data collected
from learning systems (e.g., data from a learning management system).

As manual tuning is an error-prone process that also requires time and experts in the field [47],
various automatic configuration methods have been proposed. A popular approach is to treat
the problem as black-box optimization. Grid search has been the traditional and the most basic,
yet extremely costly method. A fairly efficient alternative is random search [48]. Other families
of methods that have been applied are gradient-based algorithms [49], racing algorithms, e.g., [50],
evolutionary optimization algorithms [51], and population-based search, e.g., [52]. Next, we will try to
focus on another strategy employed to obtain the optimal set of hyperparameters, that of Bayesian
optimization. Our research also leverages the advances of this method.

3.2. Bayesian Optimization

Bayesian optimization is an effective strategy for minimizing (or maximizing) objective functions
that are costly to evaluate. The main advantage of this method is that it uses previous results in order
to pick the next point to try, while dealing with the dilemma of exploration and exploitation. As such,
it reaches the optimal solution with less number of evaluations [44,53].

Bayesian optimization uses the famous Bayes theorem. The theorem states that the posterior
probability of a model M given data D P(M|D) is proportional to the likelihood of D given M P(D

∣∣∣M)

multiplied by the prior probability P(M). As for the hyperparameter optimization problem, model M
should not be mistaken with the output model of machine learning algorithms. On the contrary, M is
actually a regression model that represents our assumptions about f [54]:

P( f
∣∣∣Di:t) ∝ P(Di:t

∣∣∣ f )P( f ) (2)

where Di:t =
{
xi:t, f (xi:t)

}
defines our accumulated observations of the objective function f on sequences

of data samples xi:t [44]. The prior prescribes our belief (what we think we know) over a space of
objective functions. The likelihood captures how likely the data we observed are, given our belief
about the prior. These two combined, give us the posterior, which represents our belief about the
objective function f . Additionally, the posterior conceptualizes the surrogate function, the function
used to estimate f .

As it is much easier to optimize the surrogate probability model than the objective function,
the Bayesian optimization selects the next set of hyperparameters to evaluate based on its performance
on the surrogate. During the execution, the accuracy of the surrogate model is increased by continually
incorporating the evaluations on the objective function.

The Bayesian optimization is considered as a sequential design strategy (formally Sequential
model-based optimization (SMBO)) [10,55]. At first, a surrogate probabilistic regression model of the
objective function is built. Until a budget limit is being reached, new samples of hyperparameters are
sequentially selected. These new samples are selected by optimizing an acquisition function S, which
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uses the surrogate model. Each suggested sample is applied on the true objective function and produce
new evaluations. The new observations are used to update the surrogate model (Algorithm 1). There
are several variants of the SMBO formalism, which are specified by the selection of the probabilistic
model and the criteria (acquisition function) used to select the next hyperparameters.

In the model-based optimization literature, the most recognized choices for the surrogate model
are the Gaussian Processes [56], Tree Parzen Estimators (TPE) [10,57], and Random Forests [58]. In this
research, we selected Random Forests for our experiments. Some of the advantages of this method
is that it can represent the uncertainty of a given prediction, and that it can handle categorical and
conditional parameters [59]. Hutter et al. [54] suggested that tree-based models (i.e., TPE and Random
Forests) work best for large configuration spaces and complicated optimization problems. The same
conclusions are marked by the authors of [60]. They further notice that, in their experiment, Random
Forests could obtain results of four more configurations at that same time budget compared to TPE
and GP. The reason is their support on small number of folds at the cross- validation procedure.
Random Forests are used by the Sequential Model-based Algorithm Configuration (SMAC) library
(https://github.com/automl/SMAC3).

Algorithm 1: The sequential model-based optimization algorithm

Input: f , M0, T, S, H := ∅

Output: x∗ from H with minimal c

1: Function SMBO
2: for t := 1 to T do
3: x∗ := argmin S(x, Mt−1);
4: c:= evaluateCost ( f (x∗));
5: H := H ∪ {(x∗, c)

}
;

6: Mt:= fitNewModel (H);
7: end for

The role of the acquisition function is to decide which point the surrogate model should evaluate
next. It determines the utility of the candidate data points, trading off exploration and exploitation.
Exploration favors new, uncertain areas in the objective space. Exploitation benefits areas that are
already known to have advantageous results [11]. The Expected Improvement is considered to be
among the typically used acquisition functions [61]. Other strategies have also been suggested, such as
the upper confidence bound (UCB), the Probability of Improvement [62], and the more recent proposed
Gaussian process upper confidence bounds (GP-UCB) [63].

Several open-source Bayesian optimization software packages exist for various stages of
autoML. Some libraries that can be used to optimize hyperparameters are Spearmint (https:
//github.com/JasperSnoek/spearmint) [11], Metric Optimization Engine (MOE) [64], Hyperopt [13],
Sequential Model-based Algorithm Configuration (SMAC) [59]. SMAC framework enabled the autoML
frameworks: Auto-WEKA and Auto-sklearn.

3.3. Use Cases

In the context of machine learning, each time we try a different set of hyperparameters, we build
a model using the training dataset and create the predictions based on the validation dataset and the
evaluation metric. Considering the high dimensional search space and the complexity of models, such
as deep neural networks or ensemble methods, the specific process is practically intractable to be done
by hand, while in most cases it requires advanced data science skills. Therefore, autoML processes
make machine learning more accessible, while reducing the human expertise that is required and,
finally, improving the performance of the model [45]. Moreover, automatic tuning is reproducible and
generally supports the fair comparison of the produced results [57], while in the case that the search
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space is limited by design to specific learning algorithms, the produced results can be more transparent
and interpretable to the end users, as our study shows.

4. Method

4.1. Research Goal

The goal of this study is to examine the potential yield of advanced machine learning strategies
to improve the prediction of student’s performance based on their participation in online learning
platforms. Specifically, we investigated the effectiveness of the Automated Machine Learning (autoML)
in conjunction with educational data to early predict students’ final performance. We experimented
using autoML for the tasks of algorithm selection, hyperparameter tuning, feature selection and
preprocessing. Furthermore, to achieve explainable machine learning decisions, we made available
only tree and rule-based classifiers in the configuration space for the task of selecting a learning
algorithm. We examined log data obtained from several blended courses that were using the Moodle
platform. We studied whether, and to what extent, the use of the autoML could leverage the performance
of the predictions and provide reasonable results rather early when compared with standard ML
algorithms. Our work will hopefully help nonexpert users, such as teachers, to conduct experiments
with the most appropriate settings and hence achieve improved results.

4.2. Procedure

The selected compulsory courses “Physical Chemistry I”, “Physics III (Electricity—Magnetism)”
and “Analytical Chemistry Laboratory” were held in the spring semester of 2017–2018 at the Aristotle
University of Thessaloniki (Table 2). In total, 591 students attended the courses, 322 of which were
male, and 269 females (mean = 295.5, standard deviation = 26.5). The total number of students of the
first course was 282 (122 females and 160 male), in the second 180 (90 females and 90 male), and in
the third 129 (57 females and 72 male). The final grade was based on weighted averages of grades
that students received at the online assignments and the final examination. The students attended the
courses between February 2018 and July 2018.

Table 2. Summary statistics for each course.

Course Female Male Total Course Modules in Moodle

Physical Chemistry I 122 160 282 forum, resource, page, assign, folder
Physics III 90 90 180 forum, resource, page, assign
Analytical Chemistry Lab 57 72 129 forum, resource, page, assign, folder, URL

Total 269 322 591

For all courses, the face-to-face teaching was supported with online resources and activities over
the Moodle learning platform. All of the material of the courses was added into sections as web pages,
files or URLs. The materials were available to the students until the end of the semester. Most sections
also contained learning activities that were evaluated for a grade. Each Moodle course preserved
the default Announcements forum. Announcements were created by making posts in that forum.
It should be noted that the courses were not directed or specially designed for the conduction of the
experiments that are described in the research.

4.3. Data Collection

For the collection of the datasets, we developed a custom plugin for Moodle (Figure 1).
The implemented extension computes an outline report of the course’s activities. For each student,
the outline calculates the number of views for each available module (e.g., activity, resource, folders,
forum), the grades of each activity (e.g., assign, workshop, choice, quiz), the number of created posts
(if any), aggregated event counters, and her/his final grade. By default, the report is computed from
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the course starting date to the current date, but results can also be filtered by a specified date. Data are
exported in various formats and for regression and classification machine learning tasks. Most of the
data are retrieved from the log’s table in conjunction with aggregate functions.

 
Figure 1. Screenshot of the custom report plugin on Moodle. The report outline lists all the available
learning activities of the course (modules) along with a corresponding score for each participant
(student). Scores are calculated according to the resource type (e.g., for the ‘page’ module we count the
total number of student access). The report can be exported in two formats (arff, xls) and for various
data mining tasks (classification, regression). Results can be calculated until a specified date.

For each machine learning experiment (dropout, pass/fail, regression) we collected six samples of
the exported reports, one for each month of the semester. We aimed at experimenting in order to be
aware of the precision of the results at the time and to predict failures as soon as possible during the
semester. Table 3 lists the total number of logs that were available per course in the Moodle platform.
In total, more than 130,000 log events were parsed. As it is expected, the number of events is increased
during the semester (Figure 2). The students’ interest in the course varies, depending on the course
activities. In general, course registrations start in February, final examinations take place in June, and
final grades are announced by professors in July. An exception is the “Physical Chemistry I” course, by
which the logged interactions had not started until March. As such, we will not build models for the
first period.

Table 3. Number of activity logs per month for each course (separate and aggregated). e.g., 7617
records were created for Physical Chemistry I in the logs table during the third month (April), and 9692
records were created until the end of the third month (i.e., 2075 + 7617).

February 2018 March 2018 April 2018 May 2018 June 2018 July 2018

Physical
Chemistry I

0 2075 7617 13,175 9298 787

0 2075 9692 22,867 32,165 32,952

Physics III
1156 8007 7259 10,369 7760 617

1156 9163 16,422 26,791 34,551 35,168

Analytical
Chemistry Lab

5800 28,564 8499 17,054 1623 416

5800 34,364 42,863 59,917 61,540 61,956
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Figure 2. The total number of logs per month for each course. Logged activities are increased during
the semester, as could be expected.

4.4. Data Analysis

Data related to 6 types of learning activities were collected and they are presented in Table 4.
For each module, we calculated a numeric representation. Specifically, for the forum module,
we counted the total number of times a student viewed the forum threads. Respectively, we counted
the number of times a page, a resource, a folder, and a URL module had been accessed by each student.
For the assign module, we counted the number of times a student accessed its description, and the
grade that s/he took using the 0–10 scale. We also include a counter that aggregates the number of
times a student viewed the course (course total views) and the total number of every kind of log
written for a student for the specific course (course total activity). We were not able to examine
additional demographic values apart from gender. The class attribute was the final grade that the
student achieved, transformed to 0–10 scale, or nominal according to the supervised machine learning
problem in question. Students that finally succeeded in a course are the ones that scored above or
equal to 5. Dropout students were considered to be the ones whose final grade was an empty value.
The dataset does not contain missing values. Students that did not access a learning activity score for 0.
Learning resources that were not accessed by any student were not included in the experiments.

Table 4. Variables extracted from students’ Moodle use for each course.

Physical
Chemistry I

Physics III
Analytical

Chemistry Lab
Description Possible Values

gender gender gender Student’s gender {female, male}

1 forum
7 pages

17 resources
2 folders

8 assign views

1 forum
6 pages

15 resources
9 assign views

1 forum
2 pages

4 resources
17 folders

1 URL
8 assign views

Total number of
times a student

accessed the resource

0 or positive
integer

3 assigns 9 assigns 8 assigns Student grade [0,10]

course total views course total views course total views
The total number of
course views for an
individual student

0 or positive
integer

course total activity course total activity course total activity

The total number of
every kind of log

written for an
individual student

0 or positive
integer

42 attributes 44 attributes 45 attributes
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The descriptive statistics are represented in Table 5. The mean (average) and standard deviation
of the final grades in “Physical Chemistry I” were, respectively, 3.98 and 2.92, in “Physics III” 3.62 and
3.17, while in “Analytical Chemistry Laboratory” 6.27 and 2.73. The 48% of students passed the first
course, 41% the second and 81% the third course. Only the 28% of students dropped out of the first
course, 24% dropped out of the second and 6% dropped out of the third. It is concluded that Physical
Chemistry I and Physics III were more challenging courses, while the high grades on average in the
laboratory of Analytical Chemistry affirm that this course was easier.

Table 5. Descriptive statistics for each course.

Regression Classification Classification

Min Max Mean Std Pass Fail Dropout No Dropout

Physical Chemistry I 0 10 3.98 2.92 134 148 78 204
Physics III 0 10 3.62 3.17 74 106 44 136
Analytical Chemistry Lab 0 10 6.27 2.73 105 24 8 121

4.5. Feature Importance

During our research, additional procedures to understand more comprehensively the datasets were
performed. More specifically, we used extremely randomized trees [65] to evaluate the importance of
features on the classification and regression tasks (We used ExtraTreesClassifier and ExtraTreesRegressor
ensemble methods from sklearn Python library, that return the feature importance (e.g., see https:
//scikit-learn.org/stable/modules/generated/sklearn.ensemble.ExtraTreesClassifier.html)). We therefore
indicated the informative features for each course (Figure 3). Table 6 summarizes the results found by
listing the module categories that were estimated above each average per course and per task.

Table 6. Features above the average importance per course and per task.

Physical Chemistry I Physics III Analytical Chemistry Lab

Classification
(Pass/Fail)

14
total views, 3 assign
views, total activity,

4 resources, 3 assigns,
1 folder, forums

13
2 assign, 4 assign views,
4 resources, total views,

total activity, gender

10
8 assigns, 1 resources,

1 assign views

Regression

9
total views, 2 assign
views, total activity,

2 resources, 3 assigns

14
3 assign, 5 assign views,
3 resource, total views,
total activity, gender

7
7 assigns

Classification
(Dropout/No Dropout)

17
total views, 3 assign
views, total activity,

5 resources, 3 assigns,
1 folder, 1 forum, 2 pages

10
1 assign, 5 assign views,
2 resources, total views,

total activity

15
7 assign, 5 folder, 3 assign

views, total views

Common Important
Features

9
total views, total activity,

2 assign views,
2 resources, 2 assigns

8
total views, total activity,

1 resource, 4 assign
views, 1 assign

6
6 assigns
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Figure 3. The plot suggests the features that are informative for each task.
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However, such data approaches rarely can lead to conclusive results. As expected, features related
to assignment grades were far more informative that views counters when considering regression tasks.
A representative example is the laboratory course of Analytical Chemistry; as such type of courses
concentrate on conducting assignments related to the theory of a related course. In-class exams were
indicated as good predictors also by Meier et al. [32]. On the other hand, pass/fail classification tasks list
among the effective and some features that are related to how many times a student accessed resources
and pages. It is worth noting that among the high rated documents are the ones related to result
announcements. Features 22 and 23 of the “Physical Chemistry I” course are related to resources were
the results of the handwritten exams and the final grades were listed. Finally, dropout classification
tasks list the widest variety of features among its important compared to the other tasks. Seventeen
out of 42 features have estimated importance above the average of all the feature importance at the
“Physical Chemistry I” course.

4.6. Evaluation Measures

For evaluating the performance of the classification models, we calculated the accuracy metric,
which is defined in accordance to the confusion matrix (Table 7) as follows:

Accuracy =
TP + TN

TP + FP + FN + TN
(3)

Table 7. Confusion matrix.

Predicted Class

Fail/Dropout Pass/No Dropout

Actual class
Fail/Dropout TP FN

Pass/No Dropout FP TN

In addition, in order to evaluate the regression models, we make use of the Mean Absolute Error
(MAE) measure, which is defined as follows:

MAE =

∑
ι=1

∣∣∣Ĝi j −Gij
∣∣∣

N
(4)

Finally, the dropout classification accuracy was measured with the Receiver Operating
Characteristic (ROC), since it is appropriate for datasets with imbalanced class distributions [66,67].
The ROC Curve is a two-dimensional graph that illustrates the performance trade-off of a given
classification model [68].

Given such experimental set-up, it is necessary to use a statistical test to verify whether the
improvement is statistically significant or not. We apply the paired, one tailed t-test to compare the
maximum accuracy (or minimum error) obtained by a set of classic machine learning algorithms using
their default parameter values (marked with a star *), with the results when using autoML. All t-tests
have been performed with a significance level of α = 0.05. As such, if the p-value is inferior or equal to
0.05, we conclude that the difference is significant.

4.7. Environment

To apply the data mining techniques, we used the WEKA implementation [69] without customizing
the default parameter values. In addition, we employed the Auto-WEKA [70], the autoML
implementation for WEKA that uses SMAC to determine the classifier with the best performance.

During the experiments, the classic algorithms were executed using the 10-fold cross-validation
method. Therefore, each dataset was divided into 10 equally sized subsets (folds). The method was
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repeated 10 times, and for each time 9 of the 10 subsets were used to form the training set, and the
remaining 1 was used as the test/validation set.

4.8. ML Algorithms

For our study we used various classification and regression techniques for predicting the final
student performance. We made sure to choose one representative example out of the six main categories
of learners, i.e., Bayes classifiers, rule-based, tree-based, function-based, lazy and meta classifiers [71].

1. Bayes classifiers: Based on the Bayes theorem, the Bayes classifiers constitute a simple approach
that often achieves impressive results. Naïve Bayes is a well-known probabilistic induction
method [72].

2. Rule-based classifiers: In general, rule-based classifiers classify records by using a collection of
“if . . . then . . . ” rules. PART uses separate-and-conquer. In each iteration the algorithm builds
a partial C4.5 decision tree and makes the “best” leaf into a rule [73]. M5Rules is a rule learning
algorithm for regression problems. It builds a model tree using M5 and makes the “best” leaf into
a rule [74].

3. Tree-based classifiers: Tree-based classifiers is another approach to the problem of learning.
An example is Random Forest classifier that generates a large number of random trees (i.e., forest)
and uses the majority voting to classify a new instance [75].

4. Function-cased classifiers: Function-based classifiers build a discriminant function that separates
selected instances as widely as possible. SMO and SMOreg implement the support vector machine
for classification [76–78] and regression [79,80] respectively.

5. Lazy classifiers: Lazy learners do not train a specific model. At the prediction time, they evaluate
an unknown instance based on the most related instances stored as training data. IBk is the
k-nearest neighbor’s classifier that is able to analyze the closest k number of training instances
(nearest neighbors) and returns the most common class or the mean of k nearest neighbors for the
classification and regression task respectively [81].

6. Meta classifiers: Meta classifiers either enhance a single classifier or combine several classifiers.
Bagging predictors is a method for generating multiple versions of a predictor and using them in
order to get an aggregated predictor [82].

On the other hand, Auto-WEKA was restricted to use tree-based classifiers − Decision Stump, J48,
Logistic model tree (LMT), REPTree, RT and M5P − and rule-based classifiers − JRip, One Rule (OneR),
PART and M5Rules.

5. Results

In this section, we present the main results of our experiments that were outlined in Section 4.
We will show that the application of autoML technique in educational datasets significantly improves
the efficiency of classic machine learning algorithms.

5.1. Predicting Pass/Fail Students

At first, we conducted a series of experiments to identify the effectiveness of classic data mining
algorithms to predict students that are likely to fail at early enough stages. We performed 6 classic
machine-learning algorithms on the datasets of 3 courses, split into chronological sets (month A, month
B, etc.). An exception is the “Physical Chemistry I” course, which did not have any logs on the first
month, and as such, we did not conduct experiments during that period. Tables 8–10 present the
effectiveness results, represented by the accuracy measure.

We observe that Bagging and the Random Forest ensemble algorithms outperform the others in
most cases in the first course, Naïve Bayes, PART and IBk algorithms outperform the others in most
cases in the second course, and SMO and Random Forest algorithms outperform the others in most
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cases in the third course. In total, SMO and Random Forest are noted to be among the best performers
9 times and Bagging 7 times. As such, we could not conclude one best performer for our given datasets.

Table 8. Overall accuracy results regarding the “Physical Chemistry I” course and Pass/Fail
classification task.

February 2018 March 2018 April 2018 May 2018 June 2018 July 2018

Naïve Bayes - 59.22 68.09 75.18 75.18 75.18

Random Forest - 62.06 78.01 * 82.62 * 81.56 * 81.56 *

Bagging - 62.4 74.47 81.21 81.21 81.20

PART 63.12 * 73.76 72.70 75.89 74.11

SMO - 58.16 74.82 79.43 80.85 80.14

IBk-5NN - 59.93 70.92 78.01 79.43 79.08

Auto-WEKA - 66.67
Random Tree

81.20
LMT

83.68
LMT

82.27
REPTree

81.56
PART

t-test: p-value = 0.0365, a = 0.05.

Table 9. Overall accuracy results regarding the “Physics III” course and Pass/Fail classification task.

February 2018 March 2018 April 2018 May 2018 June 2018 July 2018

Naïve Bayes 53.33 61.67 61.67 63.33 67.78 * 67.78 *

Random Forest 52.78 54.44 60.56 60.00 61.67 60.56

Bagging 57.22 57.78 60.56 61.11 66.67 62.22

PART 62.22 * 63.33 * 58.89 62.22 55.00 52.22

SMO 56.11 61.67 64.44 * 65.56 * 64.44 63.89

IBk-5NN 56.67 58.89 60.56 60.56 60.56 60.00

Auto-WEKA 61.11
PART

73.33
J48

66.67
OneR

69.44
LMT

71.11
J48

70.56
JRip

t-test: p-value = 0.0317, a = 0.05.

Table 10. Overall accuracy results regarding the “Analytical Chemistry Laboratory” course and
Pass/Fail classification task.

February 2018 March 2018 April 2018 May 2018 June 2018 July 2018

Naïve Bayes 61.24 63.57 66.67 83.72 84.50 84.50

Random Forest 78.29 85.27 * 86.05 * 90.70 * 90.70 89.92

Bagging 79.84 85.27 * 84.50 88.37 88.37 88.37

PART 72.09 76.74 75.97 86.04 86.82 86.82

SMO 81.40 86.05 86.05 * 89.92 91.47 * 90.70 *

IBk-5NN 75.19 85.27 * 84.50 89.92 89.92 89.92

Auto-WEKA 81.40
LMT

86.82
JRip

86.05
LMT

93.02
LMT

93.02
LMT

93.02
LMT

t-test: p-value = 0.0223, a = 0.05.

In addition, we used Auto WEKA to run automated machine learning experiments for the
corresponding datasets. From the results, we identify that in most cases, the accuracy was significantly
increased. Auto-WEKA was able to optimize the results up to 10% (Figure 4). The suggested classifiers
and hyperparameters again vary across the datasets, including LMT, J48, PART, and JRip, to name
a few. Overall, tree-based classifiers were suggested the most. More specifically, the LMT method was
the outperformer 8 out of 17 times.
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Figure 4. Comparative results of the effectiveness of autoML over classic EDM methods. The results
indicate that in most cases, the effectiveness of the best classic classifier was improved when we
applied autoML.

Finally, by applying the t-test on the results as shown in Tables 8–10, we obtained the following
p-values: “Physical Chemistry I” p-value = 0.0365; “Physics III” p-value = 0.0317; Analytical Chemistry
Laboratory p-value = 0.0223. Thus, we can conclude that the autoML presents a statistically significant
increase when applied to specific educational datasets.

5.2. Predicting Students’ Academic Performance

In addition, we conducted a series of experiments to identify the effectiveness of classic data mining
algorithms to predict students’ grades at early enough stages. Next, we compared the results with the
predictions given by models created by applying the autoML. Similar to Section 5.1, the experiments
comprise of six phases, one for each month of the semester. Tables 11–13 present the regression results,
represented by the mean absolute error measure.

Depending on the dataset, we observe that Bagging and the Random Forest algorithms outperform
the others in most cases in the first course, Bagging and SMOreg algorithms outperform the others in
most cases in the second course, and Random Forest algorithm outperforms the others in most cases in
the third course. In total, Bagging is noted to be among the best performers 10 times, Random Forest
9 times, and SMOreg 5 times. Overall, from the predictions generated we could not conclude one best
performer for our given datasets.

In addition, we used Auto-WEKA to run the automated machine learning experiments for the
corresponding datasets. From the results, we identify that in all cases, the mean absolute error was
significantly decreased. Auto-WEKA was able to minimize the error from 0.0188 to 0.4055 (Figure 5).
The suggested classifiers and hyperparameters again vary across the datasets, including M5P, Random
Tree, REPTree and M5Rules. Overall, tree-based methods were primarily suggested. More specifically,
the M5P and Random Tree were the outperformers 5 out of 17 times.
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Table 11. Overall MAE results regarding the “Physical Chemistry I” course and regression task.

February 2018 March 2018 April 2018 May 2018 June 2018 July 2018

Random Forest - 2.4264 1.9346 1.7334 * 1.5784 * 1.5731 *

M5Rules - 2.4504 2.0541 1.8244 1.8169 1.782

Bagging - 2.3903 * 1.901 * 1.7495 1.6081 1.6136

SMOreg - 2.4604 2.1352 1.9962 1.8998 1.9037

IBk-5NN - 2.4433 2.1556 1.9011 1.7521 1.774

Auto-WEKA - 1.9848
REPTree

1.8822
Random

Tree

1.6715
M5P

1.4017
Random

Tree

1.4255
Random

Tree

t-test: p-value = 0.0366, a = 0.05.

Table 12. Overall MAE results regarding the “Physics III” course and regression task.

February 2018 March 2018 April 2018 May 2018 June 2018 July 2018

Random Forest 2.944 2.676 2.6011 2.507 2.4429 2.4946

M5Rules 2.8632 * 2.6879 2.6901 2.5311 2.5291 2.5235

Bagging 2.8638 2.6932 2.5707 2.5179 2.4094 * 2.3855 *

SMOreg 3.1291 2.6246 2.5372 * 2.3305 * 2.4123 2.4305

IBk-5NN 2.8962 2.5815 * 2.5832 2.5777 2.5059 2.5448

Auto-WEKA 2.8194
M5P

2.0091
M5Rules

2.2386
Random

Tree

2.1743
REPTree

2.2015
M5P

2.1276
M5Rules

t-test: p-value = 0.0021, a = 0.05.

Table 13. Overall MAE results regarding the “Analytical Chemistry Lab” course and regression task.

February 2018 March 2018 April 2018 May 2018 June 2018 July 2018

Random Forest 2.1137 1.7123 * 1.62 * 1.381 * 1.3825 * 1.3864 *

M5Rules 2.1347 1.9989 1.6982 1.4233 1.5202 1.5492

Bagging 2.0715 * 1.795 1.7555 1.4894 1.4902 1.4864

SMOreg 2.1972 1.9377 1.7385 1.5705 1.5401 1.5303

IBk-5NN 2.3073 1.8891 1.7302 1.4574 1.4434 1.4426

Auto-WEKA 1.7935
REPTree

1.6067
REPTree

1.4947
M5P

1.2135
M5Rules

1.0402
M5P

1.2135
M5Rules

t-test: p-value = 0.0016, a = 0.05.
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Figure 5. Cont.
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Figure 5. Comparative results of the effectiveness of autoML over classic ML methods. The results
indicate that in all cases, the effectiveness of the best classic classifier was improved when we
applied autoML.

Finally, by applying the t-test on the results as shown in Tables 11–13, we obtained the following
p-values: “Physical Chemistry I” p-value = 0.0366; “Physics III” p-value = 0.0021; Analytical Chemistry
Laboratory p-value = 0.0016. Similarly, a statistically significant decrease was observed in the
overall measurements.

5.3. Predicting Dropout Students

Lastly, we conducted a series of experiments to identify the effectiveness of classic data mining
algorithms to predict students that are likely to drop out at early enough stages. We compared the
results with the predictions given by models created by applying the autoML. Similar to Sections 5.1
and 5.2, the experiments consist of six phases, one for each month of the semester. As the Analytical
Chemistry Laboratory course displays a large level of class imbalance—the dropout class represents
the 6% of the dataset—we did not include it in this category of experiments. Since it is easy to get
high accuracy without actually making useful predictions in imbalanced datasets [66,83], for the drop
out problem we used the ROC measure to compare the results of the classifiers. For the same reason,
in Auto-WEKA we set the ‘area above ROC’ as the metric to optimize. Tables 14 and 15 present the
drop results.

Depending on the dataset, we observe that SMO and Bagging algorithms outperform the others
in most cases in the first course, and Bagging algorithm outperforms the others in most cases in the
second course. In total, Bagging is noted to be among the best performers 7 times, and SMO 4 times.
We could not result in one best performer.

Table 14. Overall ROC area results regarding the “Physical Chemistry I” course and dropout
classification task.

February 2018 March 2018 April 2018 May 2018 June 2018 July 2018

Naïve Bayes - 0.520 0.731 0.793 * 0.817 0.817

Random Forest - 0.569 0.763 0.777 0.871 * 0.869 *

Bagging - 0.512 0.774 * 0.791 0.860 0.854

PART - 0.599 * 0.710 0.740 0.796 0.787

SMO - 0.500 0.500 0.688 0.820 0.818

IBk-5NN - 0.594 0.700 0.758 0.804 0.811

Auto-WEKA - 0.801
J48

0.863
LMT

0.828
LMT

0.928
LMT

0.896
LMT

t-test: p-value = 0.0308, a = 0.05.
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Table 15. Overall ROC area results regarding the “Physics III” course and dropout classification task.

February 2018 March 2018 April 2018 May 2018 June 2018 July 2018

Naïve Bayes 0.463 0.680 0.710 * 0.699 0.743 0.744

Random Forest 0.487 0.697 0.704 0.689 0.708 0.716

Bagging 0.495 0.723 * 0.690 0.702 0.747 * 0.760 *

PART 0.477 0.590 0.660 0.722 * 0.651 0.742

SMO 0.500 * 0.500 0.500 0.500 0.496 0.496

IBk-5NN 0.486 0.649 0.632 0.655 0.740 0.737

Auto-WEKA
0.545

Decision
Stump

0.883
Random

Tree

0.778
Random

Tree

0.801
J48

0.842
LMT

0.784
LMT

t-test: p-value = 0.0039, a = 0.05.

Auto-WEKA experiments again proved to be more effective. From the results, we identify that in
all cases, the ROCK curve measure was increased. Auto-WEKA was able to optimize the results from
0.018 to 0.202 (Figure 6). The suggested classifiers and hyperparameters again vary across the datasets,
including LMT, Random Tree, and J48. Overall, only tree-based algorithms were suggested. More
specifically, the LMT was the outperformer 6 out of 17 times.
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Figure 6. Comparative results of the effectiveness of autoML over classic ML methods. The results
indicate that in all cases, the effectiveness of the best classic classifier was improved when we
applied autoML.

Finally, by applying the t-test on the results as shown in Tables 14 and 15, we obtained the following
p-values: “Physical Chemistry I” p-value = 0.0308; “Physics III” p-value = 0.0039. A statistically
significant increase was observed in all courses.

6. Discussion

The results illustrated in previous sections unveil the effectiveness of the autoML methods in
educational data mining processes. Without any human intervention, the suggested models report
performance often much better of classic supervised learning techniques with default hyperparameters
settings. Even from the early half of the semester, predictions have satisfactory values. The result
models can help educators and instructors to identify weak students, improve retention and reduce
academic failure rates. It can also lead to improved educational outcomes.

Finding appropriate models and hyperparameter configurations is one of the most difficult
processes when building a machine learning solution and indeed, it is central to the pursuit of precision.
The main advantage of autoML and tools like Auto-WEKA is that they provide an out-of-the-box
mechanism to build reliable machine learning models without the need for advanced data science
knowledge. People in IT, educational administration, teaching, research or learning support roles,
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who want to explore how their students perform, are not always experts in educational data mining.
Therefore, despite having basic knowledge, novice ML users can converge easily to a suitable algorithm
and its related hyperparameter settings and develop trusted machine learning models to support their
educational institutions.

In our comparative study we focus on classification and regression using educational data.
We evaluated widely known ML algorithms from 6 different categories versus 2 allowed categories
in Auto-WEKA, on 51 datasets exported from 3 compulsory courses, using the Moodle LMS as
a complement to face-to-face lectures. For each course, we collected 6 samples of data—one for each
month of the semester—in order to predict students’ final performance as soon as possible. The total
number of students (591) who attended the courses produced more than 130,000 log events between
February 2018 and July 2018. Logs were triggered by a variety of learning modules that structured the
courses—fora, pages, resources, assignments, folders, and URLs. Assignment grades were scaled to
a common metric. The final performance for each ML task—pass/fail, regression and dropout—was
adjusted to represent the class attribute appropriately.

We further indicated the informative features for each course using the extremely randomized
trees. We concluded that attributes related to assignment grades were more important than views
counters when performing regression tasks. For pass/fail classification, apart from assignment grades,
some features related to how many times a student accessed a resource or a page also had high
importance scores. Lastly, dropout classification tasks yielded the widest variety of features among its
important compared with the other tasks.

As previous studies have shown [17,84,85], there is no algorithm that is the best across all
classification problems. A similar conclusion was reached by our experiments, as we could not result
in one best performer in our educational data mining tasks illustrated in Section 5. We applied
6 well known supervised machine learning algorithms—Naïve Bayes, Random Forest, Bagging,
PART/M5Rules, SMO/SMOreg and IBk—one representative of the six main learners’ categories. Each
time we compared the performance of the classic models with the calculated by Auto-WEKA model.
Auto-WEKA was set to allow only ten tree or rule-based classifiers. The automated one was in most
cases better. Significant differences calculated by t-test were marked. We did not conclude an overall
winner classifier suggested by the Auto-WEKA tool either. However, when we grouped the proposed
classifiers under the 6 learner’s categories, it was clear that Auto-WEKA suggestions were mostly
tree-based classifiers (Table 16).

Table 16. Classic outperformers and Auto-WEKA suggestions grouped under 6 learners’ categories.
Twelve out of 17 proposed Auto-WEKA classifiers (71%) were tree classifiers. Similarly, 14 out
of 17 regressors (82%) and 11 out of 11 (100%) suggested dropout models also belong to the tree
classifiers category.

Pass/Fail Regression Dropout

Best of Classic
Methods

Auto-WEKA
Best of Classic

Methods
Auto-WEKA

Best of Classic
Methods

Auto-WEKA

bayes 5% - Not applicable Not
applicable 12% -

functions 27% - 19% - 4% -

lazy 9% - 7% - 8% -

meta 21% - 37% - 32% -

rules 9% 29% 4% 18% 12% 0%

tree 27% 71% 33% 82% 32% 100%

functions/trees trees meta trees meta/trees trees

There are several advantages to using decision trees in classification and prediction applications.
Decision trees models are easy to interpret and explain [14]. Compared to other algorithms, they require
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less effort for data preparation during pre-processing. A decision tree does not require normalization
of data nor scaling of data.

Finally, automated hyperparameter optimization familiarized us with a wide range of models
and configurations that were practically applied to our settings [10]. It allowed us to test models with
many variables that would be complicated to be tuned by hand.

However, some limitations should also be noted. First, it was not clear what was the appropriate
time limit that imposed on our (relatively small) datasets. We marked differences between the suggested
models for the same datasets when Auto-WEKA was executed e.g., for 5 min and when it was executed
for 1 or 2 h. In limited cases, as the time limit increased, the performance was not necessarily better.
This behavior is probably due to the fact that the parameter space is too large to explore, and different
randomizations (e.g., during the train/test splitting, or in the underline SMAC optimizer that is used)
allow to explore a smaller or a larger part of it. Another possible explanation is the fact that datasets of
such size are prone to overfitting and underfitting. In any case, the suggested model was generally
beneficial over using default values. Secondly, autoML methods, by definition, take much longer to
train. Such an effect could be afforded due to the reliability of the results.

7. Conclusions and Future Research Directions

This study has investigated the effectiveness of autoML techniques for the early identification
of students’ performance in three compulsory courses supported by the Moodle e-learning platform.
In our experimental evaluation, we focused on classification and regression. We further limited the
configuration space of autoML methods to allow only tree and rule-based classifiers, in order to
enhance the interpretability and explainability of the resulting models. Our results provide evidence
that tools optimizing hyperparameters rather than choosing default values achieve state-of-the-art
performance in educational settings as well. The comparison we made reveals that in the majority
of cases, hyperparameter optimization results in better performances than default values for a set
of classic learning models. We also noted that in most cases, the proposed configuration included
tree-based classifiers. On this basis, we believe that autoML procedures and tools like Auto-WEKA can
help people in education—both experts and novices in the field of data science.

Moreover, the proposed method may serve as a significant aid in the early estimation students’
performance, and thus enabling timely support and effective intervention strategies. Appropriate
software extensions within learning management systems could be built, to enable non-expert users
benefit from autoML. Meanwhile, such tools should not lack transparency. It is essential to incorporate
features that enable the interpretability and explainability of the produced results to a certain extent.
Understanding why a student is prone to fail can help to better align the learning activities and
support with the students’ needs. This assumption could be addressed in future studies. Overall, the
potential use of automatic machine learning methods in the educational field opens up new horizons
for educators so as to enhance their use of data coming from educational settings, and ultimately
improve academic results.
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Abstract: Technology and innovation empower higher educational institutions (HEI) to use different
types of learning systems—video learning is one such system. Analyzing the footprints left behind
from these online interactions is useful for understanding the effectiveness of this kind of learning.
Video-based learning with flipped teaching can help improve student’s academic performance. This
study was carried out with 772 examples of students registered in e-commerce and e-commerce
technologies modules at an HEI. The study aimed to predict student’s overall performance at the
end of the semester using video learning analytics and data mining techniques. Data from the
student information system, learning management system and mobile applications were analyzed
using eight different classification algorithms. Furthermore, data transformation and preprocessing
techniques were carried out to reduce the features. Moreover, genetic search and principle component
analysis were carried out to further reduce the features. Additionally, the CN2 Rule Inducer and
multivariate projection can be used to assist faculty in interpreting the rules to gain insights into
student interactions. The results showed that Random Forest accurately predicted successful students
at the end of the class with an accuracy of 88.3% with an equal width and information gain ratio.

Keywords: classification algorithms; data preprocessing; data mining; data transformation; student
academic performance; video learning analytics

1. Introduction

Digitalization has infiltrated into every aspect of life. Emerging new technologies have an impact
on our lives and change the way we do our daily work, raising our performance to a new height. The
technology used in education has allowed educators to implement new theories to enhance the teaching
and learning process. This shift from “traditional learning” has led to a model in which learning can
take place outside the classroom, facilitating different learner attributes such as visual, verbal, aural and
solitary learning within the “blended learning” approach [1]. Educators use innovative technologies to
cater to different learners with blended learning, and learners can use these technologies to improve
their cognitive abilities to excel in the courses being taught [2]. Educators use virtual classrooms,
webinars, links, simulations or any other online mechanism to deliver the information [3].

In blended learning environments (BLE), the approach to education is a flipped classroom, where
content is provided through the Internet in advance before the commencement of the class [4]. The
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flipped classroom enables students to come to the class prepared, and the educator uses activities in
the class that can clear the doubts of the students, as well as helping them in their assessments and
the concepts learned from the content provided to them in the form of discussions or activities. The
content that is usually provided by the educator for the flipped classroom includes reading along with
questions and answers, created video lectures, demonstration videos, an online class discussion room,
lecture slides, tutorials and reading from textbooks or reference books [5].

The adoption of flipped classrooms by higher education institutions (HEI) has rapidly increased
in recent years [6]. The crucial factor in flipped classrooms is the electronic support that the HEI uses to
disseminate knowledge among the learners. Encouraging learners to learn at their own pace, including
through video lectures, frees up classroom time for more applied learning or active learning. Educators
take support from various educational technologies to replicate the virtual classroom.

At Middle East College (MEC), different systems are in place to store student information. The
student information system (SIS) stores the related academic data; the learning management system
(LMS)—i.e., Moodle—is used as an e-learning tool to disseminate knowledge at the same time as
online behavior is stored in the logs for each student; and the video streaming server (VSS) is used
alongside Moodle to share video lectures to the students [7]. As mobile culture is on the rise, an
in-house built mobile application—eDify—has been developed to share video lectures to students
since spring 2019, enhancing the teaching and learning process. With the use of eDify, the collection of
students’ video interactions was made easy, providing valuable information about the learners. The
data which these systems hold about the learners can be useful for enhancing the teaching and learning
process. Learning analytics (LA) help HEIs to gain useful insights about their learners interacting with
the system [8–11]. When videos are used to provide useful information about the learners, it is called
video learning analytics (VLA) [10,12–14].

The study aimed to use systems such as SIS, LMS and eDify to explore students’ overall performance
at the end of the semester. Education data mining is used to elucidate this issue as this uses predictive
analysis on the data [8,15,16]. The majority of the research suggests that the classification model can be
used to predict success in HEIs using data related to student profiles and data logs from Moodle [17–19].
Similarly, research has been carried out to predict student performance using videos, but little work has
been done on using both systems to predict the students’ academic performance. The study attempts
to predict student performance in HEIs using video learning analytics and data mining techniques to
help faculty, learners and the management to make better decisions.

The contribution of this paper is threefold: (1) when the classification model is formed using
interaction data from different systems used in the learning setting, we determine which algorithm and
preprocessing techniques are best for predicting successful students; (2) we determine the impacts that
feature selection techniques have on classification performance; and (3) we determine which features
have greater importance in the prediction of student performance.

This paper is organized as follows: Section 2 presents a literature review and an overview of
related works in this field. Section 3 presents the methodology used in the study. Section 4 presents
the results. Section 5 presents the discussion on the study. Finally, Section 6 draws a conclusion and
proposes future research.

2. Literature Review and Related Works

2.1. Learning Analytics

LA is defined as the usage of data, statistical analysis, and explanatory and predictive models to
gain insight and act on complex issues. LA involves the data analysis of the learners and their activities
to enhance the student learning experience [20]. Implementing LA allows higher education institutions
to understand their learners and the barriers to their learning, thus ensuring institutional success and
retaining a larger and more diverse student population, which is important for operational facilities,
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fundraising and admissions. Student success is a key factor in improving academic institutions’
resource management.

LA is the measurement, collection, analysis and reporting of data about learners. Understanding
context is important for the purposes of optimization and learning and for the environments in which
learning occurs [21], as shown in Figure 1.

Figure 1. Learning analytics cycle.

Several studies have been conducted on LA to understand the students’ learning behaviors and to
optimize the learning process. Thus, HEIs will able to identify the learners’ behavior and patterns
to detect low achievers or students who are at-risk. Early warning systems are investigated in order
to achieve these objectives. Predictive modelling is usually used to predict the learners’ end-of-term
academic performance, with the data from different online learning systems being evaluated [22].
Purdue university uses course signals which allow faculty to provide real-time feedback to the students.
Grades, demographic data, learning management system (LMS) interaction data, grade history and
students’ effort are measured with the help of LA. A personalized email is used to communicate
with students about their current status with the help of traffic lights. The system helps to retain
information, and performance outcomes are thus evaluated [23]. Predictive analysis using PredictED
emails students about their behavior to predict their end-of-semester grades with the help of LMS
access logs [24]. An LA study showed that students’ online activities correlate with their performance
in the course, and a prediction can be made regarding the possible outcome of their performance at the
end of the course [25]. The study suggests that LA plays a vital role in affecting students’ perspectives
and the way they learn in the different online settings [26]. LA not only provides the educator with
insights on the outcomes of the course, but also provides an opportunity for self-evaluation for the
students [9,27].

2.2. Video Learning Analytics

VLA enables us to understand and improve the effectiveness of video-based learning (VBL) as
a tool and its related practices [28]. Flipped teaching is an important component of VBL, where an
educator uploads a video lecture. The evaluation of this type of education can be enhanced through
LA and can predict the students’ overall performance in the course. With the rapidly changing
environments in teaching and learning, different technologies in VLA can help stakeholders, educators
and learners to understand the data generated by these videos. Different research has been carried
out to understand this relationship. Regarding the use of YouTube to upload lectures, quantitative
data were analyzed by using the trends of the video interactions [13]. The researcher used student
interactions in the analyzed video to understand the students’ behavior and tried to predict the
outcomes of their final scores with the help of machine learning. These interactions within the video are
called the “Clickstream” [28,29]. Researchers use different data mining algorithms to predict student
performance or for grade prediction [12].

2.3. Educational Data Mining

Data mining (DM) refers to the discovery of associable patterns from large datasets. It is a
powerful tool in artificial intelligence (AI) and facilitates the categorization of data into different
dimensions, identifying relationships and categorizing the information. This allows stakeholders to
use the information extracted from DM and can help improve decision-making. Educational data
mining (EDM) is a growing discipline which is used to discover meaningful and useful knowledge
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from data extracted from educational settings. Applying DM techniques, EDM provides researchers
with a better understanding of student behavior and the settings in which learning happens, as shown
in Figure 2 [18,30].

 

Figure 2. The cycle of applying data mining in education [31].

The EDM process converts raw data from different systems used in HEIs into useful information
that has a potential impact on educational practice and research [32]. It is also referred to as Knowledge
Discovery in Databases (KDD) due to the hierarchical nature of the data used [18,30]. The methods
used for KDD or EDM are as follows.

2.3.1. Prediction

This is a widely used technique in EDM. Here, historical data are used in terms of student grades,
demographic data, etc., to predict the future outcomes of the students’ results. Many studies have
been carried out in which classification is most the commonly used method to make predictions.
In order to achieve their research targets, researchers have used the Decision Tree, Random Forest,
Naïve Bayes, Support Vector Machines, Linear Regression or Logistic Regression models, and K means
approaches [33–38]. The studies mainly suggest the prediction of students’ academic performance
either before the classes, at the middle of the session or at the end of the term.

2.3.2. Clustering

This is a process of finding and grouping a set of objects, called a cluster, in the same group
based on similar traits. This technique is used in EDM, where student participation in online forums,
discussion groups or chats is studied. Studies show that classification should be used after clustering.
Researchers have used similar algorithms as those for prediction to determine students’ academic
success [39–42].

2.3.3. Relationship

This method is used to look for similar patterns from multiple tables as compared to other methods.
The methods commonly used to investigate relationships are association, correlation, and sequential

38



Appl. Sci. 2020, 10, 3894

patterns. The study suggests that, in EDM, an association rule should be used to predict students’
end-of-semester exam results and performance using heuristic algorithms [43,44].

2.3.4. Distillation

This recognizes and classifies features of the data, depicted in the form of a visualization for
human inference [18,36,45].

2.4. State-Of-The-Art

EDM aims to predict student performance either using demographic data or socio-economic data
or online activity on the learning management system at different educational levels. A problem arises
when the data are imbalanced or where researchers have used other techniques alongside a simple
classification method such as data balancing, cost-sensitive learning and genetic programing [8,46].
Early dropout studies have been conducted by researchers to determine the factors that can influence
student retention. Here, classical classification methods were also used to predict early dropout.
Feature selection plays a vital role in the accuracy of the classification algorithms. The genetic algorithm
was used and obtained 10 attributes out of 27, and the efficiency was improved [47,48]. For our
study into handling imbalanced data, we use the K-fold cross-validation technique; to reduce features,
we use ranking and scoring, the genetic search algorithm, principle component analysis and the
multiview learning approach using multivariate projection along with the CN2 Rule induction for
easier interpretation, as the multiview learning approach uses sparse data where a high percentage of
the variable’s cells do not contain actual data.

HEIs use different learning systems and the amount of data accumulated from these systems is
enormous. The LA provides the analysis of data from these systems and finds meaningful patterns
which can be helpful for educators and learners. From the literature review and related works, it is
evident that, when analyzing student academic performance prediction, LA is a widely used method
in EDM. The classification technique is also used to classify the parameters used for the prediction and
success of the model. Due to innovative teaching and learning pedagogies and the implementation
of flipped classrooms, the use of VBL is on the increase, where students can study prior to the class
at their own leisure and come prepared to the class. Little research has been carried out on VLA
and on determining students’ attitude and behavior towards VBL. Educators apply different settings
within or outside the classroom to create an effective learning experience for learners. For effective
knowledge transfer, an educator needs a predictive model to understand the future outcomes for each
student. This will help the educator to identify the methods which should be applied, to identify
poorly performing students and provide better support to the students to obtain good grades at an
early stage.

3. Methodology

The study is exploratory in nature. The quantitative prediction method is used for the study.

3.1. Educational Datamining Model

According to the literature review in the previous section, some of the important activities are
recognized in educational datamining, as shown in Figure 3. The classification method is used to predict
student academic performance as a widely used method in prediction, as shown in the literature review.
For this study, we also use the classification method, and the data are gathered from multiple systems
which are already running in the HEI: student academic information is gathered from the student
information system (SIS), student online activity from LMS Moodle and student video interactions
data from eDify (mobile application). The algorithms used for this study are based on the frequently
used algorithms form the existing literature: Classification Tree, Random Forest, k-Nearest Neighbors
(kNN), Support Vector Machine (SVM), Logistic Regression, Naïve Bayes, Neural Network and CN2
Rule Induction.
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Figure 3. The cycle of applying educational data mining in research.

3.2. Module Selection

The study was conducted at a private HEI in Oman with a dataset consisting of 772 instances of
students registered in the sixth semester. The modules chosen were e-commerce (COMP 1008) and
e-commerce technologies (COMP 0382). The reason for choosing these modules was that the modules
are offered in different specializations, sharing the same course content and yielding the maximum
number of students necessary for making the dataset.

3.3. Data Collection

Before starting data collection for any research, ethical approval is necessary. For this study,
informed consent was obtained from the applicants, explaining the purpose of study and the description.
There were “no potential risks” or discomfort while using eDify, but if the applicant, for any reason, felt
discomfort or risk, they were able to withdraw from the study at any time. To ensure confidentiality
and privacy, all the information from the study was coded to protect applicant names. No names
or other identifying information were used when discussing or reporting data. Once the data was
fully analyzed, it was destroyed. This research was voluntary and the applicant retained the right
to withdraw from participation at any time; this was also communicated to the students when the
semester started.

The data were collected from the Spring 2019 and Fall 2019 semesters after the implementation of
eDify (mobile application) supporting VBL and by capturing students’ video interactions. Eight lecture
videos were used in the module, but for study purposes, the data from all lecture videos were used.

3.4. Data Cleansing

In this activity, unnecessary data were cleansed and data were separated from information which
was not relevant for the analysis. Historical data for each student registered in the two modules were
considered for the study. In total, 19 features were selected for study, from which 12 features and one
meta attribute was used from SIS; Moodle yielded two features related to the online activity within
and outside the campus; and four features were selected from eDify.

3.5. Data Partionioning

After the data cleansing activity, data partitioning was performed. Relevant data were extracted
and combined for further analysis, as shown in Table 1.
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3.6. Data Pre-Processing

The main reason for testing several algorithms on the dataset was that their performance varies
for the selected features. The study suggested that algorithms behave differently; depending on the
dataset, the efficiency and performance may also vary. With this approach, it is easier to identify
any one algorithm which suits the dataset with better accuracy and performance. For this purpose,
a similar approach was used for this study. For the study, the Orange data mining tool was used in
accordance with the process shown in Figure 4 [49].

Figure 4. Data mining process.

Pre-processing methods were used to transform raw data collected from these systems into an
understandable form. Table 1 shows the features selected from SIS, where CGPA is converted into
nominal order as excellent, very good, good, fair, adequate, or poor/fail; plagiarism count into low,
medium, or high; coursework (CW)1 into pass or fail; CW2 into pass or fail; and end-of-semester
evaluation (ESE) into pass or fail. Online activity was captured from Moodle in terms of minutes and
is converted into nominal order as follows: activity on campus—low, medium, or high; and activity
off campus—low, medium, or high. From eDify, four features—played, paused, likes/dislikes and
segment—were selected, and discretization was applied on the continuous data to transform them into
categorical data.

The dataset was fed into the analyzer, and the select column widget was used to select the features
from the available variables. Student ID is the meta attribute, and the result was selected as the target
variable. The discretize widget was used to transform the variable into categorical data in order to be
used in the study. The rank widget scoring technique was used for feature selection, which could be
used further for prediction. Information gain, gain ratio, and the Gini decrease weight were compared
for the performance of the prediction model. Furthermore, the investigation of the feature selection
proceeded using the genetic algorithm, and principle component analysis (PCA) was used to further
reduce the features. Multivariate projection was used as an optimization method that finds a linear
projection and associated scatterplot that best separates instances of separate classes, uncovering
feature interactions and providing information about intra-class similarities.
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3.7. Performance Evaluation

The performance of the classification algorithms was determined in the study; performance was
based on the four standard evaluation metrics for accuracy, sensitivity, specificity and f-measure. A
10-fold cross-validation for comparison with the baseline method was used, splitting the data into
10 folds and using nine folds for training and one fold for testing. Confusion metrics were used for
the analysis of supervised learning, where each column of the matrix represents the instances in a
predicted class, while each row represents the instances in an actual class to avoid mislabeling as
shown in Table 2.

Table 2. Sample confusion matrix.

Predictions

Actual

Failed Passed
Failed a b
Passed c d

The entries in the confusion matrix have the following meaning in the context of a data mining
problem: a is the correct negative prediction, also called true negative (TN), classified as failed by the
model; b is the incorrect positive prediction, also called false positive (FP), classified as passed by the
model; c is the incorrect negative prediction, also called false negative (FN), classified as failed by the
model; and d is the correct positive prediction, also called true positive (TP), classified as passed by
the model.

The performance metrics according to this confusion matrix are calculated as follows.

3.7.1. Accuracy

The accuracy (AC) is the proportion of the total number of predictions that were correct. It is
determined using the following equation:

AC = (d + a)/(d + a + b + c), (1)

3.7.2. Sensitivity

The recall or TP rate is the proportion of positive cases that were correctly identified, as calculated
using the following equation:

Sensitivity = d/(d + c), (2)

3.7.3. Specificity

The TN rate is the proportion of negatives cases that were correctly classified as negative, as
calculated using the following equation:

Specificity = a/(a + b), (3)

3.7.4. F-Measure

The confusion matrix belongs to a binary classification, returning a value of either “passed” or
“failed”. The sensitivity and specificity measures may lead to biased comments in the evaluation of the
model, as calculated using the following equation:

F-measure = 2d/(2d + 2b + c), (4)
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4. Results

A supervised data classification technique was used to determine the best prediction model that
fit the requirements for giving an optimal result. For analysis, the same set of classification algorithms,
performance metrics and the 10-fold cross-validation method were used.

4.1. No Feature Selection and Transformation

The CN2 Rule Inducer and Random Forest algorithm exhibited a performance rate of 85.1%, as
shown in Table 3. Further investigating the performance metrics of the CN2 Rule Inducer showed
good sensitivity, levelling-out the lower specificity and giving a good F-measure score. When no data
transformation and no feature selection were undertaken, the CN2 rule inducer showed the highest
classification accuracy.

Table 3. Data transformation (none), feature selection (none).

Algorithm Accuracy Sensitivity Specificity F-Measure

CN2 Rule Inducer 0.851 0.960 0.870 0.913
Random Forest 0.851 0.952 0.875 0.912

Log. Reg. 0.847 0.992 0.846 0.913
Tree 0.843 0.939 0.876 0.907
kNN 0.841 0.939 0.874 0.905

Naïve Bayes 0.821 0.957 0.844 0.897
Neural Network 0.811 1.00 0.811 0.896

SVM 0.785 0.927 0.829 0.875

4.2. No Feature Selection and Equal Frequency Transformation

When data transformation was applied with equal frequency, the Random Forest algorithm
predicted with an accuracy of 85%, as shown in Table 4. The predicted scores were similar to the
previous results when no data transformation and no feature selection were applied, as shown in
Table 3.

Table 4. Data transformation (equal frequency), feature selection (none).

Algorithm Accuracy Sensitivity Specificity F-Measure

Random Forest 0.850 0.911 0.873 0.911
Log. Reg. 0.846 0.992 0.845 0.913

kNN 0.837 0.939 0.870 0.903
Tree 0.837 0.936 0.872 0.903

CN2 Rule Inducer 0.837 0.938 0.871 0.903
SVM 0.820 0.960 0.841 0.896

Neural Network 0.811 1.00 0.811 0.896
Naïve Bayes 0.804 0.931 0.844 0.885

4.3. No Feature Selection and Equal Width Transformation

When data transformation was applied with equal width, the Random Forest predicted with an
accuracy of 85.5%, as shown in Table 5. From the analysis, it was found that the equal width data
transformation technique can be further investigated with feature selection, as the result showed
slight improvements.
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Table 5. Data transformation (equal width), feature selection (none).

Algorithm Accuracy Sensitivity Specificity F-Measure

Random Forest 0.855 0.973 0.865 0.916
Log. Reg. 0.846 0.990 0.846 0.912

kNN 0.842 0.971 0.854 0.909
Tree 0.842 0.955 0.864 0.907

CN2 Rule Inducer 0.842 0.957 0.863 0.908
SVM 0.820 0.958 0.842 0.896

Naïve Bayes 0.811 0.935 0.848 0.889
Neural Network 0.811 1.00 0.811 0.896

4.4. Information Gain Feature Selection and Equal Width Transformation

The tree-based algorithm showed improvements in accuracy when a data transformation of
equal width was applied with the ranking technique, utilizing the scoring methods provided by the
Orange data mining tool. The accuracy of Random Forest increased from 85.5% to 87.6%, the CN2
Rule Inducer increased from 85.1% to 87.3%, and Classification Tree increased from 84.3% to 87.2%
when the information gain feature was selected. The nine selected features were found in all the three
scoring methods—CW1, ESE, CW2, likes, paused, played, segment, Moodle on campus and Moodle off
campus. SVM performed worse compared to others, but the accuracy of SVM was slightly improved
from 82% to 82.5%, as shown in Table 6.

Table 6. Data transformation (equal width), feature selection (information gain).

Algorithm Accuracy Sensitivity Specificity F-Measure

Random Forest 0.876 0.981 0.883 0.930
CN2 Rule Inducer 0.873 0.978 0.883 0.928

Tree 0.872 0.978 0.881 0.927
Log. Reg. 0.870 0.992 0.871 0.928

kNN 0.864 0.961 0.886 0.922
Naïve Bayes 0.835 0.935 0.876 0.905

Neural Network 0.835 1.00 0.835 0.910
SVM 0.825 0.949 0.857 0.901

4.5. Information Gain Ratio Feature Selection and Equal Width Transformation

Random Forest’s accuracy was improved by 0.7% with better sensitivity and F-measure when
the equal width data transformation technique and information gain ratio technique were applied.
The CN2 Rule Inducer improved by 0.1% with less sensitivity and better specificity. Interestingly,
Classification Tree, Logistic Regression, Naïve Bayes, Neural Network and SVM showed no sign of
improvement and remained unchanged. kNN’s performance was decreased by 3% from the previous
example, as shown in Table 7.

Table 7. Data transformation (equal width), feature selection (information gain ratio).

Algorithm Accuracy Sensitivity Specificity F-Measure

Random Forest 0.883 0.975 0.895 0.933
CN2 Rule Inducer 0.874 0.964 0.894 0.928

Tree 0.872 0.978 0.881 0.927
Log. Reg. 0.870 0.992 0.871 0.928

Naïve Bayes 0.835 0.935 0.876 0.905
Neural Network 0.835 1.00 0.835 0.910

kNN 0.834 0.922 0.884 0.903
SVM 0.825 0.949 0.857 0.901
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4.6. Gini Decrease Feature Selection and Equal Width Transformation

Data transformation with equal width and the feature selection of Gini decrease reduced the
overall accuracy of all the selected algorithms in the study, except the Neural Network, as shown in
Table 8. Although kNN performed well compared to the other classification algorithms, its accuracy
was less than the information gain, as shown in Table 6. Thus, the Gini decrease method was omitted
as the accuracy was not enhanced, as shown in Table 8.

Table 8. Data transformation (equal width), feature selection (Gini decrease).

Algorithm Accuracy Sensitivity Specificity F-Measure

kNN 0.838 0.989 0.844 0.911
Neural Network 0.835 1.00 0.835 0.910

Log. Reg. 0.832 0.995 0.835 0.908
Tree 0.829 0.980 0.842 0.905

CN2 Rule Inducer 0.829 0.980 0.842 0.905
Random Forest 0.828 0.980 0.840 0.905

Naïve Bayes 0.807 0.941 0.845 0.891
SVM 0.773 0.913 0.832 0.871

4.7. Feature Selection Using Genetic Algorithm and Classification

Due to the limitation of the Orange tool to run the genetic algorithm for feature selection, Weka
(Waikato Environment for Knowledge Analysis) was used on the same dataset for feature selection
using genetic search. Before applying classification algorithms in Orange, relevant features were
selected by using feature selection method. Feature selection was performed by using the genetic
algorithm, and applicant, at-risk, CW1, CW2, ESE and played were selected. Tree predicted with
an accuracy of 87.4%, as shown in Table 9. Feature selection using the genetic search reduced the
features to six as compared to the information gain ratio feature selection technique and equal width
transformation, but the accuracy was not improved, as shown in Table 7.

Table 9. Feature selection using genetic algorithm and classification.

Algorithm Accuracy Sensitivity Specificity F-Measure

Tree 0.874 0.997 0.748 0.93
Log. Reg. 0.871 0.992 0.74 0.928

kNN 0.867 0.983 0.717 0.926
SVM 0.867 0.989 0.748 0.926

Naïve Bayes 0.847 0.952 0.685 0.912
Random Forest 0.835 1 1 0.91

CN2 Rule Inducer 0.834 0.922 0.884 0.903
Neural Network 0.828 0.98 0.84 0.905

4.8. Principal Component Analysis

A principle component analysis (PCA) was undertaken to reduce the number of variables from
19 to eight components with a variance of 95.6%, as shown in Figure 5. Table 10 shows the PCA
component variances.

PC1 shows that a video being played and paused and the segment correspond to the behavior
of a video being watched. PC2 shows that a video being played and the segment correspond to the
behavior of a video being watched and rewound. PC3 shows that CGPA indicates high academic
achievers. PC4 shows that at risk, ESE and likes correspond to the behavior of a student being at risk;
those who scored fewer marks in the ESE will like video content. PC5 shows that plagiarized, likes
and Moodle activity outside campus correspond to the behavior of a student who is weak in academic
writing but likes the video and watches the video outside the campus. PC6 shows that attempt count,
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at risk, plagiarized, CW1, CW2 and Moodle activity in campus correspond to the behavior of a weak
student that spends time on Moodle inside the campus to get better grades in the ESE. PC7 shows that
not at risk, plagiarized, CW1, ESE and Moodle activity outside the campus correspond to the behavior
of weak students who spend time on Moodle activities outside the campus. PC8 shows that not at risk,
plagiarized, CW1, CW2, likes, Moodle activity inside the campus, and less Moodle activity outside the
campus correspond to the behavior of weak students, with the attributes in common that they spend
time on Moodle both inside and outside the campus.

 
Figure 5. Principal component analysis (PCA) selection.

Table 10. PCA variances.

Component PC1 PC2 PC3 PC4 PC5 PC6 PC7 PC8

CGPA 0.013 −0.003 0.998 −0.028 0.011 0.017 −0.024 −0.014
Attempt Count 0.002 −0.004 0.007 0.031 0.005 0.145 0.067 −0.082
High Risk = 1 −0.007 0.005 −0.014 −0.117 0.017 −0.151 0.025 0.044
High Risk = 2 0.007 −0.005 0.014 0.117 −0.017 0.151 −0.025 −0.044

Term Exceeded = 1 −0.006 −0.002 −0.015 −0.005 0.005 −0.012 −0.019 0.050
Term Exceeded = 2 0.006 0.002 0.015 0.005 −0.005 0.012 0.019 −0.050

At Risk = 1 −0.020 0.010 0.016 −0.204 0.057 −0.534 0.154 0.261
At Risk = 2 0.020 −0.010 −0.016 0.204 −0.057 0.534 −0.154 −0.261

At Risk SSC = 1 0.000 0.004 0.004 −0.027 −0.003 −0.049 0.016 0.002
At Risk SSC = 2 0.000 −0.004 −0.004 0.027 0.003 0.049 −0.016 −0.002

Other Module Count −0.008 0.013 −0.011 0.075 0.071 −0.284 −0.265 0.043
Plagiarism 0.016 −0.005 0.003 0.027 0.242 0.287 0.172 0.346
CW1 = 1 −0.011 −0.005 −0.012 −0.065 0.038 −0.132 −0.113 −0.446
CW1 = 2 0.011 0.005 0.012 0.065 −0.038 0.132 0.113 0.446
CW2 = 1 −0.004 −0.003 −0.007 −0.084 0.066 −0.109 −0.075 −0.311
CW2 = 2 0.004 0.003 0.007 0.084 −0.066 0.109 0.075 0.311
ESE = 1 −0.004 0.059 −0.025 −0.638 −0.002 0.232 −0.130 0.052
ESE = 2 0.004 −0.059 0.025 0.638 0.002 −0.232 0.130 −0.052
Played 0.398 0.582 −0.002 0.039 −0.022 −0.020 0.006 −0.010
Paused 0.825 −0.560 −0.014 −0.060 0.001 −0.024 −0.012 0.002
Likes 0.008 0.013 −0.012 0.134 0.522 −0.019 −0.748 0.235

Segment 0.398 0.582 −0.002 0.039 −0.022 −0.020 0.006 −0.010
Moodle Online In campus = 1 −0.009 0.008 0.011 −0.094 0.012 −0.104 −0.047 −0.130
Moodle Online In campus = 2 0.009 −0.008 −0.011 0.094 −0.012 0.104 0.047 0.130
Moodle Outside campus = 1 −0.012 −0.017 0.004 0.033 −0.568 −0.046 −0.325 0.144
Moodle Outside campus = 2 0.012 0.017 −0.004 −0.033 0.568 0.046 0.325 −0.144
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4.9. Multivariate Projection

Multivariate visualization is one of the tools used in datamining and provides the starting point
in an explorative study. With an increasing number of features, it requires some automatic means of
finding good projections that would optimize criteria of quality and expose any inherit structure in the
data. FreeViz is used for multivariate projection, which optimizes the linear projection and displays
the projected data in a scatterplot. The target projection is found through a gradient optimization
approach [50]. Figure 6 depicts the multivariant projection on the dataset; based on the target variable,
the projection is made, and two clusters are easily visible. First, the cluster “pass” identified students
that passed the module, with relationships in CW1, CW2, ESE, played, paused, likes, segment and
Moodle activity either on campus or outside, all of which play a significant role in their overall pass
performance; the second cluster, “fail”, identified students that failed the module, with relationships
in at risk, SSC, high risk, term exceed, at risk, attempt count, CGPA and Moodle activity within
the campus.

 

Figure 6. Multivariate projection.

4.10. CN2 Rule Viewer

CN2 Rule Inducer has a closer accuracy to Random Forest; Table 11 depicts the rules set by CN2
Rule Inducer. Out of 45 rules, only 23 rules were selected based on either Moodle activity or video
interactions or both. The reason for selecting CN2 Rule Inducer was because it is easier to interpret for
non-expert users of data mining. For this case, it would be easier for a faculty member to determine
the probabilities of student interactions within the learning setting systems. The interpretation of
the rules set by CN2 Rule inducer is that there is a high probability—92%—that a student will pass
the module if the student is available on Moodle when active on campus and he/she played the
video at least three times or more. A student is likely to pass the module with a probability of 75%
if there is Moodle activity in and outside the campus. A student has a high chance of passing the
end-of-semester examination if they engaged in the activities outside the campus on Moodle, played
the video more than once and paused the video at least three times or more, with a probability of 94%.
A student spending time on Moodle activities on campus has a fair chance of passing the module,
with a probability of 83%. The student is likely to pass the module if they use Moodle outside the
campus and like a video which they paused either twice or more. A video being paused more than or
equal to 10 times and accessing Moodle outside the campus indicates a probability of 67% that the
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student will not be successful at the end semester examination. A student playing a video equal to
or more than five times and exhibiting activity Moodle outside the campus has a probability of 90%
of passing the module. If the student pauses a video more than or equal to four times and has low
Moodle activity, they are likely to pass the module with a probability of 83%. If a student likes the
video content equal to or more than twice with little Moodle activity outside the campus, they have a
chance of 88% of passing the module. A student has a probability of 87% of passing the module if the
student has Moodle activity outside the campus and played the video at least twice. Students’ CW1
marks are important, as if the student failed the CW1 and played the video equal to or less than twice
along with rewinding to capture the concepts, they have a chance of 75% of passing the module. A
student playing the video content many times, such as more than or equal to five times, and pausing
the video many times has a 91% chance of passing the module. A student who engages in rewinding
and listening to the content many times has high chances, at 93%, of passing the module. For video
content, a student who pauses the videos many times and moves slowly to gather the concepts has
an 80% probability of passing the module, but if the frequency is more than or equal to 13 times, the
student has an 83% chance of failing the end-of-semester examination. If a student failed in CW1 and
exhibits low activity on Moodle on campus, there are high chances of failure in the module, at 90%. If a
student plays the video content at least twice, with a low activity on Moodle outside the campus, and
pauses the video much more than seven times, they have high chances of passing the module, at 90%.
If a student passed in CW1, plays the video at least twice, exhibits a high activity on Moodle outside
campus and likes the video more than once, they have high chances of passing the module at 80%. If a
student pauses the video less than four times, exhibits a high activity on Moodle outside campus and
plays the video more than twice, they have high chances of passing the module, at 90%. Playing video
content more than or equal to five times gives a high probability of 83% that the student will fail in the
module. Similarly, if the video is paused more than or equal to seven times, the probability goes to
62%. Playing a video up to four times results in a probability of 71% of a student passing the module.
It is evident from the analysis and visualization projection (Figure 5) that videos being played, paused,
segments and likes along with either in-campus or off-campus use can enhance learning as compared
to the normal setting in which this opportunity was not available.

Table 11. Rules set by CN2.

No. IF Conditions THEN Class Probability

1 ESE�Fail AND Activity on campus=LOW AND Played≥3 Result = Passed 92%
2 ESE�Fail AND Activity on campus=LOW AND Activity out campus=LOW Result = Passed 75%
3 ESE�Fail AND Activity out campus=LOW AND Paused≥3 AND Played≤2 Result = Passed 94%
4 ESE�Fail AND Activity on campus=LOW Result = Passed 83%
5 ESE�Fail AND Activity out campus=LOW AND Likes≥1 AND Paused≥2 Result = Passed 94%
6 ESE�Fail AND Activity out campus=LOW AND Paused≥10 Result = Failed 67%
7 ESE�Fail AND Played≥5 AND Activity out campus=LOW Result = Passed 90%
8 ESE�Fail AND Activity out campus=LOW AND Paused≥4 Result = Passed 83%
9 ESE�Fail AND Activity out campus=LOW AND Likes≥2 Result = Passed 88%
10 ESE�Fail AND Activity out campus=LOW AND Played≥2 Result = Passed 87%
11 ESE�Fail AND Played≤2 AND CW1�Fail AND Segment≥1 Result = Passed 75%
12 ESE�Fail AND Played≥5 AND Paused≤7 Result = Passed 91%
13 ESE�Fail AND CW1=Fail AND Segment≥2 Result = Passed 83%
14 ESE�Fail AND Paused≥10 Result = Passed 80%
15 Paused≥13 Result = Failed 83%
16 CW1 = Fail AND Activity on campus�LOW Result = Failed 90%
17 Played≤2 AND Activity out campus�LOW AND Paused≥7 Result = Passed 90%
18 Played≤2 AND CW1�Fail AND Activity out campus�LOW AND Paused≥6 Result = Failed 83%
19 CW1�Fail AND Played≤2 AND Activity out campus�LOW AND Likes≥1 Result = Passed 80%
20 Paused≤4 AND Activity out campus�LOW AND Played≥2 Result = Passed 90%
21 Played≥5 Result = Failed 83%
22 Played≥3 Result = Passed 71%
23 Paused≥7 Result = Failed 62%
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5. Discussion

The study was conducted to create a model that can predict students’ end-of-semester academic
performance in the modules e-commerce (COMP 1008) and e-commerce technologies (COMP 0382).
End-of-semester results from these two modules were taken into consideration as the performance
indicators and were considered as target features. The data of students from these modules was
collected using three different systems such as SIS (student academics), LMS (online activities) and
eDify (video interactions). Firstly, the performance of the most widely used classification algorithms
was compared using the complete dataset. Secondly, data transformation and feature selection
techniques were applied to the dataset to determine the impact on the performance on the classification
algorithms. Lastly, we reduced the features and determined the appropriate features that can be used
in order to predict the students’ end-of-semester performance. Four performance metrics—accuracy,
sensitivity, specificity and F-Measure—were evaluated in order to compare the performance of the
classification models.

The effect of data transformation on classification performance was tested by converting the
features into a categorical form using the techniques of equal width and equal frequency. Results
indicated that models with categorical data performed better than those with continuous data.
Observation showed that equal width data transformation performance results were better compared
with equal frequency data transformation.

The impact of feature election on classification performance was tested. For this purpose, a
ranking and scoring technique was used with three feature selection methods: information gain,
information gain ratio and Gini decrease. Nine features were determined from ranking and scoring
techniques—CW1, ESE, CW2, likes, paused, played, segment, Moodle on campus and Moodle off
campus—and were tested regarding the performance of the classification models.

Moreover, feature selection using the genetic algorithm was used to further reduce the features.
The features were reduced from nine to six: applicant, at risk, CW1, CW2, ESE and played. Here, a
meta attribute was selected and the Moodle activity feature was not selected. The performance of the
classification model accuracy was less than the data transformation method and the information gain
ratio selection technique. Then, a PCA analysis was performed to reduce the features with a variance
of 95.6%; PCA derived eight component solutions. The feature selection method enables the prediction
model to be interpreted more easily. However, PCA resulted in one fewer component, and it is difficult
to interpret for a normal faculty member from a different specialization field.

Furthermore, multivariate projection using a gradient optimization approach and CN2 Rule
viewer was used to interpret the relationship within the dataset and the features. Relationship, features
that were extracted with help of data transformation method and information gain ratio selection
technique showed a resemblance which enhances the understanding for the novice users..

From the results of this study, we can conclude that Random Forest provides a high classification
accuracy rate in conditions where equal width data transformation method and information gain
ratio selection techniques were used (Table 7). The Random Forest outperformed the other selected
algorithms in predicting successful students. The confusion matrix for 10-fold cross-validation derived
via Random Forest is provided in Table 12. The classification model correctly predicted 629 students
out of 645 students, with an accuracy of 88.3%.

Table 12. Sample confusion matrix.

Predictions

Actual

Failed Passed
∑

Failed 53 74 127
Passed 16 629 645
∑

69 703 772

50



Appl. Sci. 2020, 10, 3894

6. Conclusions and Future Works

In this study, a supervised data classification model is proposed with the aim of predicting student
academic performance at the end of the semester. Two modules were selected for the study based on
the similarity of the course content. The dataset consisted of student academic data gathered from SIS
(student academics) and performance in the modules using two different learning environments; i.e.,
Moodle (LMS) and eDify (mobile application). Activities performed by students in Moodle on campus
and outside campus were used. Video interactions (clickstreams) of students in eDify were used for
prediction. In total, 18 features and one meta attribute were used to form the dataset, 12 features were
extracted from SIS, 2 from Moodle, four from eDify and one result was used as the target feature for
prediction. The dataset consisted of 772 samples from one academic year. The complete dataset was
tested with eight classification algorithms derived from the literature review and related works.

The Tree-based classification model—specifically, Random Forest—outperformed the other
techniques with an accuracy of 88.3%. This accuracy was achieved using the equal width data
transformation method and information gain ratio selection technique. To identify which features have
greater importance in the prediction of student performance, features were reduced using the genetic
algorithm and PCA. The result was inconclusive as the reduced features have low significance in
predicting student performance. Multivariate analysis was conducted to inspect the correlations, and
nine variables were selected using scoring and ranking techniques to successfully predict the students’
academic performance. Thus, the results obtained with reduced features were better than those
using all the features. The CN2 Rule Inducer algorithm was the second-best performing algorithm,
showing 87.4% accuracy. The reason for using CN2 Rule Viewer is that it provides rules induction
with probability, which is easier to interpret for non-expert users such as faculty who can therefore
easily relate to the situation, as shown in Table 12.

For future work, a dashboard with data representations from these virtual learning environments
would help in projecting the students’ performance and interactions. Predicting the students’
performance and outcomes on a weekly basis could help faculty to identify poor-performing students.
This can act as an early alert system for faculty to intervene with any problems faced by the students
within the module. Students could also self-assess their own performance within the module with the
help of a dashboard.
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Abstract: Predicting students’ academic performance is one of the older challenges faced by the
educational scientific community. However, most of the research carried out in this area has focused
on obtaining the best accuracy models for their specific single courses and only a few works have
tried to discover under which circumstances a prediction model built on a source course can be
used in other different but similar courses. Our motivation in this work is to study the portability of
models obtained directly from Moodle logs of 24 university courses. The proposed method intends
to check if grouping similar courses by the degree or the similar level of usage of activities provided
by the Moodle logs, and if the use of numerical or categorical attributes affect in the portability of the
prediction models. We have carried out two experiments by executing the well-known classification
algorithm over all the datasets of the courses in order to obtain decision tree models and to test their
portability to the other courses by comparing the obtained accuracy and loss of accuracy evaluation
measures. The results obtained show that it is only feasible to directly transfer predictive models or
apply them to different courses with an acceptable accuracy and without losing portability under
some circumstances.

Keywords: Educational Data Mining; predicting student performance; student model portability

1. Introduction

The use of web-based education systems or e-learning systems has grown exponentially in the
last years, spurred by the fact that neither students nor teachers are bound to any specific location and
that this form of computer-based education is virtually independent of a specific hardware platform.
Adopting these e-learning systems in higher educational institution can provide us with enormous
quantities of data that describe the behavior of students. In particular, Learning Management Systems
(LMSs) are becoming much more common in universities, community colleges, schools, and businesses,
and are even used by individual instructors in order to add web technology to their courses and
supplement traditional face-to-face courses. One of the most popular LMS is Moodle [1], a free
and open-source learning management system that allows the creation of completely virtual courses
(electronic learning, e-learning) or courses that are partially virtual (blended learning, b-learning).
Moodle accumulate a vast amount of information, which is very valuable for analyzing students’
behavior and could create a gold mine of educational data. Moodle keeps detailed logs of all events
that students perform and keeps track of what materials students have accessed. However, due to the
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huge quantities of log data that Moodle can generate daily, it is very difficult to analyze them, thus, it
is necessary to use Educational Data Mining (EDM) and Learning Analytics (LA) tools [2]. EDM and
LA techniques discover useful, new, valid, and comprehensible knowledge from educational data in
order to resolve educational problems [3]. There is a wide range of EDM/LA tasks or applications,
but one of the oldest and most important ones is to predict student performance [4]. The objective
of prediction is to estimate the unknown value of a variable that describes the student. In education
the values normally predicted are performance, knowledge, score, or mark [5]. This value can be
numerical/continuous value (regression task) or categorical/discrete value (classification task). In fact,
nowadays, there is a great interest in analyzing and mining students’ usage/interaction information
gathered by Moodle for predicting students’ final mark in blended learning [6,7]. Blended learning
combines the e-learning and the classical face-to-face learning environments. It has been termed as
blended learning, hybrid, or mixed learning [8]. Since either pure e-learning or traditional learning
hold some weaknesses and strengths, it is better to mix the strengths of both learning environments
into a new method of instruction delivery called blended learning.

Most of the research about predicting students’ performance has focused on scenarios that
assume that the training and test data are drawn from the same course [9]. As a matter of fact, the
obtained/discovered models are mostly built on the samples that researchers have ready at hand,
whether it is the current population of students at a university developing a model, the current user
base of the adaptive learning system for which the model is being built, or just students who are
relatively easy to survey or observe [10]. However, in real educational environments, we historical data
are not always available from all the courses. Let us imagine, for example, the case of a new course
that is taught for the first time in an institution. Here, we would not have data for training model for
predicting student performance. Yet, it is fair that the tutors and students of this new subject have the
chance to work with predictive models that notify them of possible unwanted at risk situations such as
student drop out. Thus, model portability can be very useful to create and use transferable models of
other similar course in which we have a prediction model.

The idea of Portability is that knowledge extracted from a specific environment can be applied directly
to another different environment. Within the educational sphere, this idea has great applicability, as it
permits to use a model discovered on a previous course (source) to an ongoing course (target) that does not
have a model for any reason whatsoever, and to apply these models with certain guarantees to this new
course [11]. Most of the previous works related with model portability use a Transfer Learning (TL) approach
in which there is a tune-up process, usually based on deep learning approaches, so that the updated model
is transferred from one course to another, as shown in [12,13]. Other different works use a Generalization
approach that tries to discover one single general model that fit to all the exited courses [14,15]. This is the
reason why, in this paper, we have used the term “portability” instead of the related terms “transferability”
and “generalization”, since we think that it better describes the direct application of a model obtained
with one dataset to a different dataset. In this regard, the goal of this research is to study the portability of
predictive models between courses taught via blended-learning (b-learning) in formal university education.
These predictive models try to predict whether a student will succeed or not in a certain course (pass or fail)
starting to the log data generated from the student interactions with Moodle LMS. Specifically, the problem
we want to resolve is: if we have available data for different university courses, could we use or apply the
performance prediction model obtained in one specific course in other different course (in which we do not
have enough data or we do not have a prediction model) without losing much accuracy. However, due
to that the number of courses in a University can be large, and thus, the number of combinations will be
huge, and it seems logical to think that good model portability only occurs between similar courses. This is
why, in this paper, we propose to group courses in two different ways; our main objective in this paper is to
answer the following two research questions:

Can the models obtained in one (source) course be used in other different similar (target) courses
of the same degree, while maintaining an acceptable predictive quality?
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Can the models obtained in one (source) course be used in other different (target) courses that
make a similar level of usage of Moodle activities/resources?

The rest of the document is arranged in the following order: Section 2 reviews the literature related to
this research. Section 3 describes the data and experiments. The results are shown in Section 4. Section 5
discusses the results obtained. Finally, Section 6 presents the conclusions and suggests future lines
of research.

2. Background

Within the EDM and LA scientific community, several works have been published that discuss
the difficulty of achieving generalizable and portable models. In [14], the authors suggested that it
is imperative for learning analytics research to account for the diverse ways technology is adopted
and applied in a course-specific context. The differences in technology use, especially those related
to whether and how learners use the learning management system, require consideration before
the log-data can be merged to create a generalized model for predicting academic success. In [16],
the authors stated that the portability of the prediction models across courses is low. In addition,
they show that for the purpose of early intervention or when in-between assessment grades are taken
into account, LMS data are of little (additional) value.

Nevertheless, Baker [10] considered that one of the challenges for the future of EDM is what he
called the “Generalizability” problem or “The New York City and Marfa” problem. In his words,
Learning Analytics models are mostly built on the samples that we have ready at hand, whether it is
the current population of students at a university developing a model, the current user base of the
adaptive learning system we are building the model for, or just students who are relatively easy to
survey or observe. However, what happens when the population changes? He defined this problem in
three steps: (1) Build an automated detector for a commonly-seen outcome or measure; (2) Collect a
new population distinct from the original population; and (3) Demonstrate that the detector works for
the new population with degradation of quality under 0.1 in terms of AUC ROC (Area Under the ROC
-Receiver Operating Characteristic- Curve) and remaining better than chance (AUC ROC > 0.5).

In this regard, there are works that have demonstrated the possibility of replicating EDM models.
In [17], they presented an open-source software toolkit, the MOOC (Massive Open Online Course)
Replication Framework (MORF), and show that it is useful for replication of machine learned models
in the domain of the learning sciences, in spite of experimental, methodological, and data barriers.
This work demonstrates an approach to end-to-end machine learning replication, which is relevant to
any domain with large, complex, or multi-format, privacy-protected data with a consistent schema.

What Baker [10] defined as “Generalizability” is, in reality, closely related to the concept of Transfer
Learning (TL). Boyer and Veeramachaneni [11] defined TL as the attempt to transfer information (training
data samples or models) from a previous course to establish a predictive model for an ongoing course.
According to Hunt et al. [18], TL enables us to transfer the knowledge from a related (source) task that has
already been learned, to a new (target) task. This idea breaks with the traditional view of attempting to
learn a predictive model from the data from the on-going course itself, known as in-situ learning.

As listed in [11], there are various types of TL, among which are: (a) Naive Transfer Learning,
when using samples from a previous course to help predict students’ performance in a new course;
(b) Inductive Transfer Learning, when certain class labels are available as attributes for the target
course; and (c) Transductive Transfer Learning, where no labels are available for the target course data.

Transfer learning has been applied in the field of EDM and LA in different applications. In [18],
they proposed an approach for predicting graduation rates in degree programs by leveraging data
across multiple degree programs. There are also TL-based works for dropout prediction. In [12],
they developed a framework to define classification problems across courses, provide proof that
ensemble methods allow for the development of high-performing predictive models, and show that
these techniques can be used across platforms, as well as across courses. Nevertheless, this study neither
mentions each course topic nor does it analyze the transferability of the models. However, in [13]
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they proposed two alternative transfer methods based on representation learning with auto-encoders:
a passive approach using transductive principal component analysis and an active approach that uses
a correlation alignment loss term. With these methods, they investigate the transferability of dropout
prediction across similar and dissimilar MOOCs and compare with known methods. Results show
improved model transferability and suggest that the methods are capable of automatically learning
a feature representation that expresses common predictive characteristics of MOOCs. A detailed
description of the most relevant works in TL can be found in the survey presented in [9], and more
recently, in the survey described in [19].

Domain Adaptation (DA) has gained ground in TL, being a particular case of TL that leverages
labeled data in one or more related source domains, to learn a classifier for unseen or unlabeled data in
a target domain [20]. In this regard, [21] propose an algorithm, called DiAd, which adapts a classifier
trained on a course with labelled data by selectively choosing instances from a new course (with no
label data) that are most dissimilar to the course with labelled data and on which the classifier is very
confident of classification. A complete review of DA techniques can be found in [20] and [22].

Contextualizing our work in relation to the rest of the related research, we may affirm that our
research is innovative and very interesting because it deals with one of the six challenges on EDM/LA
community recently presented by Baker [10] named the “The New York City and Marfa Problem”.
Our work focuses on traditional university courses that use blended learning, while most of the
previous works focus on MOOCs [11–13,21]. Although our research is very related to TL, as it fits the
definitions of [11,18], it is not our goal to propose or study a specific tune-technique, similar to the
latest research on DA [21], but only to study the direct portability of prediction models. To do so, we
will follow the idea demonstrated in [13], but instead of carrying out tests with two subjects to prove
the reliability of the method, our goal is to carry out a complete study with a greater number of courses
in order to study the degree of model portability between subjects. Given that our study does not
focus on any concrete technique, rather it studies the degree of portability of models; we use a direct
transfer, also called Naive in [11]. This type of transfer has innumerable benefits such as simplicity
and immediacy, which can aid other researchers in easily replicating our study with their own data.
Additionally, studies such as [13] have demonstrated that this type of direct approach obtains better
results than other approaches such as instance-based learning and even in-situ learning approaches.
Taking all of this into account, and based on the extent of the authors’ knowledge, this is the first study
that measures the degree of model portability in blended learning university courses (not MOOCs),
focusing on how portability of model is affected when using course of the same degrees and courses
with similar level of usage of Moodle.

3. Materials and Methods

In this section, we describe the data used and the experiments we have conducted in order to
answer the initial research questions.

3.1. Data Description and Preprocessing

We have downloaded the Moodle log files generated by 3235 students in 24 courses in different
bachelor’s degrees of University of Cordoba (UCO) in Spain as shown in Table 1. These courses can
be from year 1 to year 4 of the bachelor’s degree (most of them from year 1) and they have different
numbers of students (#Stds in Table 1) ranging from 50 (minimum) to 302 (maximum). We have
categorized each course depending on how many different Moodle’s activities are used in each course,
having three different usage levels (Low, Medium, and High), denoted LMS Level in Table 1, having
found a medium level in most courses. We have defined three levels of usage according to the number
of activities used in the course:

• Low level: The course only uses one type of activity or even none of them.
• Medium level: The course uses two different types of activities.
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• High level: The course uses three or more different types of activities.

Table 1. Information about the courses.

Course Name Code Degree Year #Stds LMS Level

Introduction to programming IP Computer 1 289 High
Programming methodology PM Computer 1 233 High
Professional computer tools PCT Computer 1 124 Medium

DataBases DB Computer 2 58 Medium
Human Computer Interfaces HCI Computer 2 260 High

Information Systems InS Computer 2 188 Medium
Software Engineering SE Computer 2 58 Medium
Interactive Systems IS Computer 3 84 High

Requirement engineering RE Computer 3 86 Medium
Software Design and Construction SDC Computer 3 50 Medium

Primary Education in the School System PESS Education 1 205 Medium
Knowledge of the Social and Cultural Environment KSCE Education 1 302 Low

Primary Education Planning and Innovation PEPI Education 2 117 Medium
Psychoeducational Care for the Cultural Diversity of

Early Childhood Education PECE Education 4 55 Medium

Hermeneutics of the Work of Art HWA Education 4 83 Low
Spanish Social and Cultural Media SSCM Education 4 58 Medium

Introduction to Psychology IPs Education 4 91 High
Introduction to Computer Science ICS1 Electrical Engineering 1 100 Low
Introduction to Computer Science ICS2 Electronic Engineering 1 198 High
Introduction to Computer Science ICS3 Civil Engineering 1 85 Low
Introduction to Computer Science ICS4 Mining Engineering 1 77 Low

Mathematics Analysis I MA1 Physics 1 155 Low
Mathematical Analysis II MA2 Physics 1 160 Low
Mathematical Methods MM Physics 1 119 Low

Finally, it is important to notice that the class (final marks) of the students in these courses is
not unbalanced, that is, there are not many differences between the number of students who pass
the course and the number of students who fail the course. In addition, although all courses have a
little imbalance (between 50%–70% for each class), this is not a problem for most machine learning
algorithms since standard performance evaluation measures remain effective in those scenarios with
such a little imbalance rate [23].

In order to preprocess the Moodle’s log files and to add the course final marks, we have developed
a specific Java GUI (Graphical User Interface) tool for preprocessing this type of files [24]. This is a
visual and easy-to-use tool for preparing both the raw Excel students’ data files directly downloaded
from Moodle’s courses interface and the Excel students mark files provided by instructors.

Firstly, it shows the content of the Excel files and allows selecting the specific columns where the
required information is located: Name of the students, Date and Events (Moodle events) in the Log file
and Name of student and Marks (final mark in the course that has a value between 0 and 10) in the
Grades file. It joins the information about each student (events and mark) and it anonymizes the data
by deleting the name of the students. Next, it allows the user to select what events (all of them or just a
few) should be used as attributes in the final dataset. In our case, we have only selected 50 attributes
(see Table 2) from all the events that appear in our logs files (we have removed all the instructor’s and
administrator’s events). As can be seen from Table 2, we have considered attributes related to the
interactions of students with assignments, choices, forums, pages, quizzes, wikis, and others.

Then, the specific starting and ending date of the course can be established in order to count
only the number of events that occurred between these dates for each student. Next, it is possible
to transform these values defined in a continuous domain/range into discrete or categorical values.
This tool provides the option of performing a manual discretization (by specifying the cut points) as
well as traditional techniques such as equal-width or equal-frequency. In our case, we are going to
generate two different datasets for each course: one continuous dataset (with numerical values in all
the attributes less the class attribute) and another discretized datasets (with categorical values in all the
attributes). We have discretized all the Moodle’s attributes using the equal-width method (it divides
the data into k intervals of equal size) with the two labels HIGH and LOW. Moreover, we have manually
discretized the students’ final grade attribute, that is, the class to predict in our classification problem,
to two values or labels: FAIL (if the mark is lower than 5) and PASS (if the mark is greater or equal
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than 5). Finally, this tool allows us to generate a preprocessed data file in. ARFF (Attribute-Relation
File Format) format for doing data mining. It is important to notice that all the data used has been
treated according to academic ethics. In fact, firstly we requested the instructors of each course to
download the log files of their courses from Moodle together with an excel file with the final marks of
the students. Then, we signed a declaration for each course stating that we would use the data only for
researching purposes and would anonymize them after integrating the students’ events with their
corresponding final marks as a previous step to the application of data mining algorithms.

Table 2. List of Moodle logs attributes/events used.

Assignments

1. assign submit
2. assign submit for grading
3. assign view
4. assign view all
5. assignment upload
6. assignment view
7. assignment view all

Choices

8. choice choose
9. choice choose again
10. choice report
11. choice view
12. choice view all

Courses

13. course enroll
14. course user report
15. course view
16. course view section

Folders

17. folder view
18. folder view all

Forums

19. forum add discussion
20. forum add post
21. forum mark read
22. forum search
23. forum subscribe
24. forum subscribe all
25. forum unsubscribe
26. forum view discussion
27. forum view forum
28. forum view forums

Pages

29. page view
30. page view all

Questionnaires

31. questionnaire submit
32. questionnaire view
33. questionnaire view all

Quizzes

34. quiz attempt
35. quiz close attempt
36. quiz continue attempt
37. quiz review
38. quiz view
39. quiz view all
40. quiz view summary

Resources

41. resource view
42. resource view all

Urls

43. url view
44. url view all

Wikis

45. wiki edit
46. wiki info
47. wiki links
48. wiki update
49. wiki view
50. wiki view all

3.2. Experimentation

For each of the mentioned 24 UCO courses, we have considered two datasets: one of them
in which we have used continuous values of attributes (called Numerical Dataset); and the other
one in which we have used discretized values of those attributes (called Discretized Dataset). This
means we had 48 datasets in total. In order to answer the two research questions described in the
Introduction section, we conducted two types of experiments that we will describe in detail later
(denoted “Experiment 1” and “Experiment 2”) in which we categorize the courses into different groups.
In those experiments, for each of the 48 datasets, we have measured the portability of each obtained
model to the rest of the courses of the same group. We have used WEKA (Waikato Environment for
Knowledge Analysis) [25] because it is a well-known open-source machine learning tool that provides
a huge number of classification algorithms and evaluation measures. In fact, we have compared the
portability of the models obtained by using the J48 classification algorithm, the AUC and the loss of
AUC (difference in two AUC values) as evaluation performance measures. An explanation of the key
points in which this choice is based can be found in the coming paragraphs.

We have used the well-known J48 classification algorithm, namely, the Weka version of the C4.5
algorithm [26]. J48 is a re-implementation in Java programming language of C4.5 release 8 (hence
the name J48). We have selected this algorithm for two main reasons. The first one is that it is a
popular white box classifier that provides a decision tree as model output. Decision trees are very
interpretable or comprehensible models that explain the predictions in the form of IF-THEN rules in a
decision tree [27] and it has been widely used in education for predicting student performance. The
second one is that C4.5 became quite popular after ranking #1 in the Top 10 Algorithms in Data Mining
pre-eminent paper published by Springer LNCS in 2008 [28].
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We have used AUC and AUC loss as evaluation measures of the performance of the classifier
because: (a) AUC is one of the evaluation measures most commonly used for assessing students’
performance predictive models [29–31]; and, (b) AUC loss is also proposed by Baker in his Learning
Analytics Prizes [10] as the evaluation measure for testing whether or not his transfer challenge has
been solved. The Area Under the ROC Curve (AUC) is a universal statistical indicator for describing
the accuracy of a model regarding predicting a phenomenon [32]. It has been widely used in education
research for comparing classification algorithms and models [33,34] instead of other well-known
evaluation measures such as Accuracy, F-measure, Sensitivity, Precision, etc. AUC can be defined as
the probability that a classifier will rank a randomly chosen positive instance higher than a randomly
chosen negative one (assuming ‘positive’ ranks higher than ‘negative’). It is often used as a measure of
the quality of the classification models. A random classifier has an area under the curve of 0.5, while
AUC for a perfect classifier is equal to 1. In practice, most of the classification models have an AUC
between 0.5 and 1. We have also calculated the AUC loss or difference between the two AUC values
obtained when applying the model over the source dataset and when applying over the target dataset.

The general procedure of our experiments has been summarized in Figure 1, where we graphically
show the main steps of the experiments by using a flow diagram.

An overall explanation of the main steps (see Figure 2) of our experiments is:

• Firstly, Moodle logs have to be pre-processed (step 1) in order to obtain numerical and discretized
datasets according to the format expected in the data mining tool to be used, Weka.

• Then, for each course dataset (numerical and discretized), the algorithm J48 is run in order to
obtain a general prediction model (step 2) to be used in portability experiments.

• Next, courses are grouped according to 2 different criteria to conduct two types of experiments
(step 3); for the first experiment (named “Experiment 1”), related courses are grouped by the area
of knowledge (attribute “Degree” in Table 1); for the second experiment (“Experiment 2”), groups
of courses are built according to the Moodle usage (“Moodle Usage” in Table 1).

• In each experiment, each model is selected (step 4) and tested against the rest of the datasets of
courses belonging to the same group (step 5), repeating this process for each course.

• Finally, AUC values are obtained and AUC loss values are calculated when using the model
against the rest of the courses of the same group (step 6).

 

1. To prepare datasets for each course 
(numerical and discretized) 

2. To obtain a predictive model for each 
dataset using J48 algorithm 

3. To define all groups according to same 
degree and similar level of Moodle usage 

4. To select one of the model inside a group 
5. Test the selected model against the 

rest of courses in the same group 

6. Obtain the AUC value for each test and 
calculate the AUC loss 

Meanwhile there are 
models not selected 

Figure 1. Experiments procedure steps.

61



Appl. Sci. 2020, 10, 354

 

Figure 2. Visual description of the results in four tables.

In the next two subsections, we provide a more detailed explanation of how we have grouped
similar courses in the two experiments.

3.2.1. Groups of Experiment 1

In this portability test, four groups of similar courses were used, according to the degree they
belong to, as shown in Table 3. Our idea is that all courses of the same degree must be related and can
be similar in the subjects.

Table 3. List of groups by degree.

N. Group N. of Subjects

1 Computer 10
2 Education 7
3 Engineering 4
4 Physics 3

It is noticeable in Table 3 that there are a higher number of courses in the Computer degree and
in the Education degree, than in the Engineering and Physics degrees. In general, both Science and
Humanities areas are considered in this study.

3.2.2. Groups of Experiment 2

In this portability experiment, three groups of similar courses were used, according to the
respective Moodle usage level, as shown in Table 4. Moodle is an LMS that provides different types of
activities (assignments, chat, choice, database, forum, glossary, lesson, quiz, survey, wiki, workshop,
etc.). Our idea is that courses that use similar activities will have the same level of usage and these
activities are related to the fact of passing or failing the course [2,6].

Table 4. List of groups by Moodle usage.

N. Group Number of Subjects

1 High 6
2 Medium 10
3 Low 8
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It is important to notice that the most popular activities in our 24 courses are assignments, forums,
and quizzes. Normally, low level courses only use one of these three kinds of activities, medium level
courses use two of them, and high level courses use all three mentioned types of activities or even more.

4. Results

In this section we show the results obtained from the two sets of experiments carried out. We present
the AUC and the loss of AUC in four different matrixes (two for numerical datasets and two for discretized
datasets) for each group of similar courses (see Figure 2). In the upper part, we show two matrixes containing
the AUC metric values that we have obtained when testing each course model (row) against the rest of the
courses datasets (columns) using the numerical and the discretized datasets. The matrix main diagonal
values correspond to the tests carried out for each course model against its own dataset, which means those
AUC values (the highest ones) constitute the reference value (in green color) when compared with the rest
of the courses. We have also calculated the average AUC values for each course (column denoted as “avg”
in the tables) and the overall mean value for the group (cell denoted as “avg mean” in the tables). In the
lower part, we show two matrixes showing the difference values between the highest AUC (row), which
is considered to be the reference value, and the AUC values obtained when applying the corresponding
model to each of the rest of the courses in the same group (column) using the numerical and the discretized
datasets. Finally, our analysis focused on finding the best or highest AUC values and the best or lowest
rates of AUC loss in each group of similar courses. Thus, we highlighted (in bold) the highest AUC values
(without considering the reference value) and the lowest AUC loss values, which will represent the lowest
portability loss, and thus the best results.

4.1. Experiment 1

In this experiment we assess the portability of prediction models between courses belonging to
the same degree, having considered four different groups (Computer, Education, Engineering, and
Physics). Firstly, we have obtained 24 prediction models (one for each course) and then we have tested
them with the other courses’ datasets of the same group, which in this case is a total of 174 numerical
and 174 discretized datasets. Thus, we have carried out a total of 348 executions of J48 algorithm for
obtaining each AUC value and then calculated the AUC loss versus the reference model.

For the Computer group, we can observe from Table 5 that the best AUC value (0.896) when
transferring a prediction model to a different course corresponds to the PM (refer to Table 1 for course
names abbreviations) course model when tested against the DB course numerical dataset. However, we
can observe that the overall mean value for AUC measure with discretized datasets is 0.56, which means
that the predictive ability of models when used in other subjects of this group is lightly above randomness.
Something similar happens with numerical datasets, where the average value is 0.57. We can also observe
that the lowest (best) AUC loss in discretized dataset is close to the perfect portability (0.006). This value
is obtained when using the PM model against the RE subject. Overall, we can observe that AUC loss
is better in the discretized dataset than in the numerical one (0.23 versus 0.33 in average). We can also
highlight that the best average values in terms of portability loss are obtained for DB course in numerical
dataset and PM course in discretized datasets (0.10 in both cases).

For the Education group, we can observe from Table 6 that the best AUC value (0.708) is obtained
when using the prediction model of PESS course against the SSCM course discretized datasets. The overall
average AUC for this group’s discretized dataset (0.56) is very similar to that for the numerical datasets (0.57).
In addition, we noticed that portability loss (AUC loss) is near-perfect (0.003) when testing the PEPI model
against HWA course dataset in the discretized datasets. The overall average portability loss for discretized
dataset experiments is 0.29, much better than the mean value obtained for numerical dataset experiments
(0.39). We can also highlight that the best average values in terms of portability loss correspond to PEPI
course (0.30 for numerical datasets and 0.11 for discretized datasets).

For the Engineering group, we can observe from Table 7 that the best AUC value (0.636) is obtained for
ICS2 course prediction model when tested against ICS1 course discretized dataset. In this experiment, we
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can observe that the overall average value of AUC is again better in the numerical dataset (0.59) than in the
discretized one (0.56), with both values staying above randomness. In addition, we can observe that the best
portability loss value of 0.126 is obtained for ICS2 course model when tested against ICS1 course dataset in
discretized datasets. Again, we obtain better results in the discretized than in the numerical dataset (0.24
versus 0.30) in terms of portability loss. We can also highlight that the best course average portability loss
values are obtained for ICS3 in numerical dataset (0.20) and for ICS1 subject in discretized dataset (0.22).

Finally, for the Physics group, we can see in Table 8 that the highest AUC value (0.641) corresponds
to the MM course prediction model when tested against the MA2 course numerical dataset. This value
is very close to the overall mean value for the numerical dataset (0.68), which outperforms the overall
AUC mean value for the discretized dataset (0.60). If we look at the portability loss values, we notice
that the best (the lowest) AUC loss value of 0.009 is obtained when testing the MM course model
against MA1 course discretized dataset. In this group, again, the global mean values are better for the
discretized dataset than for the numerical one (0.09 versus 0.28), which means that the portability loss
rate is particularly lower in this experiment in the discretized dataset compared to the numerical one.
We can also highlight that the best course portability loss values are obtained for MM course model in
both the numerical (0.21) and discretized (0.04) datasets.

4.2. Experiment 2

In this experiment we assess the portability of prediction models between courses with a similar
level of usage of Moodle activities. In fact, we have considered three different groups (High, Medium,
and Low). Firstly, we have obtained 24 prediction models (one for each course), and then, we tested
them with other courses datasets of the same group, in this case a total of 204 numerical and 204
discretized datasets. Thus, we have carried out a total of 400 executions of J48 algorithm for obtaining
each AUC value and then calculating the AUC loss versus the reference model.

For the high level group, as we can see from Table 9, the best value for AUC measure (0.656) is
obtained when testing the IS course prediction model against the PM course discretized dataset. In this
experiment (and equal than in the previous ones), the overall AUC means values are very similar for
numerical (0.58) and discretized datasets (0.57). If we have a look at portability loss values, we can see
that the best AUC loss value (0.061) is obtained when testing the ICS2 model against IS discretized
dataset. In general, the average mean of AUC loss is better for the discretized datasets than for the
numerical datasets (0.24 versus 0.37). Finally, we highlighted the average values of AUC loss for the
ICS2 course, which are the lowest both in numerical datasets (0.25) and in discretized datasets (0.10).

For the medium level group, we can observe from Table 10 that the best AUC value of 0.792 corresponds
to the prediction model of SDC course when tested against the discretized dataset of the SSCM course. The
global average AUC value for this discretized category (0.53) is very similar to the global AUC value for
numerical datasets (0.55). Regarding portability loss, we can see that the best value (0.009) belongs to DB
prediction model when tested against PEPI discretized dataset. Moreover, again, the portability loss is better
in the discretized datasets (0.25) than in the numerical datasets (0.38). Finally, we would also like to highlight
the good average AUC loss results obtained by the InS course prediction model with the numerical datasets
(0.12) and DB course prediction model in the discretized datasets (0.14).

Finally, for the low level group, we can see from Table 11 that the best AUC measure value (0.758)
is obtained when testing the ICS3 prediction model against the HWA numerical dataset. The global
average value for the numerical dataset (0.57) is a bit better than the obtained value by the discretized
dataset (0.54). We can also notice that the best portability loss value is obtained when testing the MM
model against HWA discretized dataset (0.028). The overall mean value for portability loss measure is
also better for discretized than for numerical datasets (0.22 versus 0.34). Additionally, the best course
prediction model on average values in terms of portability loss correspond to KSCE for numerical
dataset (0.16) and MM for the discretized dataset (0.12).
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5. Discussion

About the obtained accuracy of the student performance prediction models, as we can see in
previous section tables for Experiments 1 and 2, it is noticeable that average AUC values are always
a little better in the case of the numerical datasets than the discretized datasets. It is logical and
expected that the models’ predictive power is higher when we use numerical values. In Experiment 1,
the average AUC highest values are obtained for the Physics group, having 0.68 for the numerical
dataset and 0.60 for the discretized one. In Experiment 2 the highest values are found in the High
group, obtaining values of 0.58 for the numerical dataset and 0.57 for the discretized dataset. Thus, in
general the average AUC values are not high and only a little higher than a change (0.5). If we have a
look at the maximum values for AUC, there is not a clear rule that we can obtain since we have found
similar good values in both experiments: 0.89 in Computer group of experiment 1 with numerical
datasets and 0.79 in medium level group of experiment 2 with discretized datasets. We can conclude
that the accuracy of the prediction models when we transfer them to other different courses are not
very high (but higher than a chance, AUC > 0.5), it is a little higher when using numerical values (but
only slightly) and similar results are obtained in both experiments. We think that this can be in part
due to the number of students vary a lot of from one course to another, ranging from 50 (minimum) to
302 (maximum) and the number of attributes vary from one dataset to another.

When assessing the models’ portability, we have also used the AUC loss as an indicator of
portability loss. According to Baker [10], prediction models are portable as long as their portability
loss values stay around 0.1 (and AUC is kept above randomness). In general, in our two experiments,
we have only obtained these good values in one group, namely, the Physics group with discrete
datasets with 0.60 AUC average value and 0.09 AUC loss average. Thus, this group of courses fit the
Baker’s rule for model portability. However, if we look at specific cases, we also found that some
specific models that applied to specific courses datasets obtain good results and fit the Baker’s rule.
For instance, in Experiment 1, the minimum values of portability loss was 0.008 for the numerical
dataset (Computer group; DB transfer to SE) and 0.006 for discretized dataset (Computer group; PM
transfer to RE). In Experiment 2, the minimum value of portability loss was 0.021 for numerical dataset
(Medium group; InS transfer to PESS) and 0.009 for discretized dataset (Medium group; DB transfer
to PEPI). These results indicate that some particular prediction models are applicable to some other
different courses. However, we are more interested in finding if a model can be correctly transferred to
all the rest of the courses in its group, and thus, we have a look at portability loss average values (“avg”
loss column). In this regard, we have also found some good results, and the best four prediction models
are described below. In Experiment 1, we have obtained good average results for the DB prediction
model in the numerical dataset (average loss of 0.10) and the MM prediction model in the discretized
dataset (0.04). Some similar results were obtained in Experiment 2 with InS prediction model in the
numerical case (0.12) and ICS2 prediction model in the case of discretized dataset (0.10). It is important
to highlight that those best four models not only present average portability loss values close to 0.10,
but they all also keep average values of AUC above randomness. Thus, it indicates that those models
are portables and they can be used to correctly predict in the rest of the courses in their group and we
can conclude that they meet the conditions established in the portability challenge defined by Baker in
The Baker Learning Analytics Prizes [10]. We also checked if these courses are very similar (number of
students, number of types of activity, teachers in charge of the course, etc.), having only found some
similarities in the group of Physics (which obtained the best average mean AUC Loss). In particular,
we noticed that the instructors in charge of the three Mathematics courses in the Physics group were
the same and they used the same methodology and evaluation approach in all their courses.

Next, we will show and comment those best four decision trees prediction models. The discovered
knowledge from a decision tree can be extracted and presented in the form of classification IF-THEN
rules. One rule is created for each path from the root to a leaf node. Each attribute-value pair along a
given path forms a conjunction in the rule antecedent (IF part). The leaf node holds the class prediction,
forming the rule consequent (THEN) part. In our case, we will show the J48 pruned tree that Weka
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provides when training a classification prediction model. We have added the word “THEN” to the
output of Weka in order to make easier the reading of each rule.

5.1. Best Models of Experiment 1

In Figure 3 we can see the best decision tree for Computer group with numerical datasets that is
the prediction model of DB course. It is a big tree (27 nodes in total) that consists of eight leaf nodes
or rules for the Pass class and six rules for the Fail class. We can see that all the attributes or Moodle
events counts are about assignment, choice, forum, page, and resource. In most of the branches that
lead to Pass leaf nodes, we can see “greater than” conditions over attributes and “less or equal than”
condition in the attributes of branches that lead to Fail classification. Thus, we can conclude that in this
prediction model to have a minimum threshold number of events in these activities seem to be much
related with students’ success in the course.

J48 pruned tree 
------------------ 
assignment_view_all <= 0 
| choice_view_all <= 1 
| | forum_add_post > 0.45473 
| | | forum_add_discussion <= 0 
| | | | forum_subscribe <= 0.201712 
| | | | | choice_choose <= 0.209779: THEN Fail 
| | | | | choice_choose > 0.209779 
| | | | | | assignment_view > 9.111531 
| | | | | | | forum_view_forums <= 1.379725 
| | | | | | | | forum_view_discussion <= 30 
| | | | | | | | | page_view > 1.469242 
| | | | | | | | | | choice_view <= 5.482719 
| | | | | | | | | | | resource_view > 1.448263 
| | | | | | | | | | | | choice_view <= 3.43581: THEN Fail 
| | | | | | | | | | | | choice_view > 3.43581: THEN Pass 
| | | | | | | | | | | resource_view <= 1.448263: THEN Fail 
| | | | | | | | | | choice_view > 5.482719: THEN Pass 
| | | | | | | | | page_view <= 1.469242: THEN Fail 
| | | | | | | | forum_view_discussion > 30: THEN Pass 
| | | | | | | forum_view_forums > 1.379725: THEN Pass 
| | | | | | assignment_view <= 9.111531: THEN Fail 
| | | | forum_subscribe > 0.201712: THEN Pass 
| | | forum_add_discussion > 0: THEN Pass 
| | forum_add_post <= 0.45473: THEN Fail 
| choice_view_all > 1: THEN Pass 
assignment_view_all > 0: THEN Pass 
 
Number of Leaves:  14 
Size of the tree:  27 

Figure 3. Best model of the Computer group with numerical dataset—Subject DB.

Figure 4 shows the best decision tree in the Physic group with discretized dataset, that is, the
prediction model of the MM course. It is a small decision tree (11 nodes in total) with five leaf nodes
labeled with the Pass value and only one leaf node with the label Fail. The attributes or events that
appear in the tree are about page, resource, and forum. Thus, thanks to the little number or rules and
the high comprehensibility of the two labels (HIGH and LOW) the tree is very interpretable and usable

72



Appl. Sci. 2020, 10, 354

by an instructor. For example, if we analyze the branch leading to that Fail leaf node, we can see that
students that showed a low number of events with pages, resources, and forums are quite likely to fail
the course.

J48 pruned tree 
------------------ 
page_view = Low 
| resource_view = Low 
| | forum_view_forums = Low 
| | | resource_view_all = Low 
| | | | resource_view = Low: THEN Fail 
| | | | resource_view = High: THEN Pass 
| | | resource_view_all = High: THEN Pass 
| | forum_view_forums = High: THEN Pass 
| resource_view = High: THEN Pass 
page_view = High: THEN Pass 
 
Number of Leaves:  6 
Size of the tree:   11 

Figure 4. Best Model of the Physics group with discretized dataset—Subject MM.

5.2. Best Models of Experiment 2

In Figure 5, we show the best decision tree in the medium level group with numerical datasets,
that is, the prediction model of the Ins course. It is a medium size tree (15 nodes in total) that has three
rules or leaf nodes for Pass class and five rules for Fail. The attributes or events that appear in this tree
are about forum, page, and choice. Most of the branches that lead to Pass show that students must
have a greater number of events in these attributes than a specific threshold. The rest of paths lead to
students’ fail.

J48 pruned tree 
------------------ 
forum_view_forums <= 0.937213 
| page_view <= 1.866007: THEN Fail 
| page_view > 1.866007 
| | choice_view_all <= 0.496039 
| | | forum_view_forum <= 4: THEN Fail 
| | | forum_view_forum > 4: THEN Pass 
| | choice_view_all > 0.496039: THEN Pass 
forum_view_forums > 0.937213 
| choice_view <= 2.576183: THEN Fail 
| choice_view > 2.576183 
| | forum_add_discussion <= 0: THEN Fail 
| | forum_add_discussion > 0 
| | | choice_view_all <= 0.496039: THEN Fail 
| | | choice_view_all > 0.496039: THEN Pass 
 
Number of Leaves:  8 
Size of the tree: 15 

Figure 5. Best model of the Medium group with numerical dataset—Subject InS.
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Figure 6 show the best decision tree obtained in the high level group with discretized dataset,
which is the prediction model of ICS2 course. It is a small tree (only nine nodes in total) that has three
leaf nodes or rules for predicting when the students Pass and two rules for Fail. In this model, the
attributes or Moodle events that appear in the rules are about forum, resource, and choice activities.
Again, most of the branches that lead to Pass show that student must have a greater number of events
in these attributes than a specific threshold. The rest of paths lead to students’ fail.

J48 pruned tree 
------------------ 
forum_view_forum = Low 
| forum_view_discussion = Low 
| | resource_view= Low: THEN Fail 
| | resource_view= High: THEN Pass 
| forum_view_discussion = High: THEN Pass 
forum_view_forum = High 
| choice_view = Low: THEN Fail 
| choice_view = High: THEN Pass 
 
Number of Leaves:  5 
Size of the tree:    9 

Figure 6. Best Model of the High group with discretized dataset—Subject ICS2.

6. Conclusions and Future Research

This paper presents a detailed study about the portability of predictive models between universities
courses. To our knowledge, this work is one of the first exhaustive studies about portability of
performance prediction models with blended university courses, and thus, we hope that it can be of
help to other researchers who are also interested in developing models for portability solutions in their
educational institutions.

In order to answer to our two research questions, we have carried out two experiments executing
the J48 classification algorithms over 24 courses in order to obtain the AUC and AUC loss of the models
when applying to different courses of the same group by using numerical and discretized datasets.
Starting of the results obtained in our experiments, the answers to our two research questions are:

a. How feasible it is to directly apply predictive models between courses belonging to the same
degree. By analyzing the results shown in Tables 5–8, we can see that the average AUC values
are not very high (both in numerical and discretized datasets), but when we used discretized
datasets, the obtained models are better in terms of AUC loss or portability loss, in spite of the
fact that numerical datasets present the best AUC values, which is something that we expected
in advance. In fact, portability loss values are inside the interval from 0.09 to 0.28 for the
discretized datasets and we obtained good portability loss results in the Computer group and in
the Physics group.

b. How feasible it is to directly apply predictive models between courses that make a similar level
of usage of Moodle. By analyzing the results shown in Tables 9–11, we can see that again, the
best AUC values are obtained with the numerical datasets but they are not very high. However,
the best lowest portability loss values are obtained with the discretized datasets in the range
from 0.22 to 0.25. In this experiment, we did not find results as good as in the first one, but
nevertheless, the results obtained are inside an acceptable range.

In conclusion, the results obtained in our experiments with our 24 university courses show that
it is only feasible to directly transfer predictive models or apply them to different courses with an
acceptable accuracy and without losing portability under some circumstances. In our case, only when
we have used discretized datasets and the transfer is between courses of the same degree, although
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only in two specific degrees of the four degrees tested, the loss portability is feasible. Additionally, we
have shown the four best prediction models obtained in each experiment (1 and 2) and type of dataset
(numerical and discretized). We have obtained that the most important attributes or Moodle events
that appear in the decision trees are about forums, assignments, choices, resource, and page. However,
it is important to remark that prediction models when using discretized datasets not only provide the
lowest AUC loss values, that is, the best portability, but they also provide smaller decision trees than
numerical ones and they only use two comprehensible values (HIGH and LOW) in their attributes
(instead of continues values with threshold) that make them much easier to interpret and transfer to
other courses.

A limitation of this work is the fact that the best obtained models (decision trees) might not be
directly actionable by the teachers of the other courses since those models may include activities or
actions that their courses do not have. We have technically solved this problem by executing J48 as
Wrapper classifier that addresses incompatible training and test data by building a mapping between
the training data that a classifier has been built with and the incoming test instances’ structure. Model
attributes that are not found in the incoming instances receive missing values. We have to do it
because there are some cases when the source course and the target course do not exactly use the same
attributes (they do not have the same events in their logs). We also think that this issue can be one of
the reasons why we have obtained low accuracy values when applying a model to other courses that
use different activities.

Finally, this work is a first step in our research. The experimental results obtained show that new
strategies must be explored in order to get more conclusive results. In the future, we want to carry
out new experiments by using much more additional courses and other degrees in order to check
how generalizable our results can be. We are also very interested in the next potential lines or future
research lines:

• To use a low number of higher-level attributes proposed by pedagogues and instructors (such as
ontology-based attributes) in order to analyze whether using only few high level semantic sets
that remain same in all the course datasets has a positive influence on portability results.

• To use other factors (apart from the degree and the level of Moodle usage) that can be used to
group different courses and analyze how portable the models are inside those groups, for example,
the number of students, the number of assessment tasks, the methodology used by the instructor,
etc. Furthermore, if we have a higher number of different courses, we can do groups inside groups,
for example, for each degree, to group the course by the level of Moodle usage and the same
used activities.
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Abstract: Analysis and prediction of children’s behavior in kindergarten is a current need of the Cuban
educational system. Despite such an early age, the kindergarten institutions are devoted to facilitate
the integral children development. However, the early detection of high capabilities in a child is not
always accomplished accurately; due to teachers being mostly focused on the performance of the
children that are lagging behind to achieve their age range’s stated goals. In addition, the amount of
children with high capabilities is usually low, which makes the prediction an imbalanced data problem.
Thus, such children tend to be misguided and overlaid, with a negative impact in their sociological
development. The purpose of this research is to propose an efficient algorithm that enhances the
prediction in the kindergarten children data. We obtain a useful set of instances and features, thus
improving the Nearest Neighbor accuracy according to the Area under the Receiving Operating
Characteristic curve measure. The obtained results are of great interest for Cuban educational system,
regarding the rapidly and precise prediction of the presence or absence of high capabilities for integral
personality development in kindergarten children.

Keywords: student performance; kindergarten children; nearest neighbor; imbalanced data

1. Introduction

The goal for children in the earliest stages of childhood in Cuba is to achieve the maximum
possible integral development in each child. This goal imposes a challenge regarding the attention to
the diverse kinds of children within the Cuban children’s institutions belonging to the Ministry of
Education. To this end there is a marked interest in detecting children that possess high development
potential, since seldom do these children receive an education that is tailored to their potential.

Children with high development potential need specific learning strategies so that their
development can be enhanced [1–3]. Cuban pedagogy wagers on teaching styles that respect
individual differences and grant each child the ability to assimilate knowledge at his or her own pace,
in a personalized way and according to each individual’s needs. In this sense, several advances have
been made in Cuba regarding attention to children with learning difficulties as well as those with
special needs such as blind, deaf and motor-impaired children. However, attention to kindergarten
children with high development potential has not received the same amount of attention, neither
theoretical nor practical, in Cuba.

Among the causes of this phenomenon is the fact that high-capabilities children do not represent
a threat for the performance scores of educational institutions. This results in teachers focusing
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on helping the children that are lagging behind to achieve their age range’s stated goals; leaving
high-capabilities children without specialized attention.

In addition, the theoretical foundation of high capabilities in the early stages of childhood has not
been fully developed. Most research aimed at superior potential detection focuses on children over
five years old [4,5], leaving a void in researching detection at an early age [6]. High capabilities can
show up in fields so apart from each other, such as music and mathematics, which makes it a complex
phenomenon that is hard to define and identify [7]. Even though psychological studies have been
carried out to detect it, most of them involves the use of complex tests that need to be interpreted by
highly-qualified personnel [6].

The absence of easily measurable indicators turns early detection of children with high capabilities
into a nearly impossible task for the personnel in charge of preschool education in Cuba. This results in
an affectation to the differentiated attention process that such children need, since their detection and
further access to pedagogical attention is compromised. In several occasions, this lesser pedagogical
stimulation results in the children not reaching their full intellectual potential and underachieving [2,8,9].
Additionally, the lack of differentiated attention results in a lessened social development in these
children, who can end up isolated from their peers and therefore lacking the expected social skills for
their age [10,11].

We want to emphasize that, in Cuba, that the strategies for the pedagogical management of
children with high-potential exist, and are detailed in the methodological procedures of the education
system. However, they are useless if the educational personnel in charge do not detect the children
with high-potential, that is, if they do not detect the child, they do not apply what is established, and
the development of the child is affected.

It is for these reasons that the Center for Pedagogical Studies of the University of Ciego de Ávila
is undertaking field research aimed at improving pedagogical attention for high-potential children,
which are classified as having special educational needs according to the Cuban educational system.
This study aims to use easily measurable and understandable indicators along with advanced pattern
recognition and data mining techniques as tools to determine the characteristics of gifted children.
Thus, these children would be identified earlier and the design and application of pedagogical strategies
tailored to them would become easier. In this way, the expectation is to achieve the best possible
development for each child.

One of the requirements of computer-aided prediction in educational environments is the decision
explanation capability of the used model. The Nearest Neighbor (NN) classifier [12] is one of
the simplest yet accurate algorithms for non-parametric prediction, and its ability of returning the
neighbors of an unclassified pattern makes it very suitable for soft sciences prediction problems.
The NN classifier had been used previously to successfully solve educational problems in Cuba, such as
family classification [13].

However, the NN classifier heavily depends on the dissimilarity function used. To detect children
with high capabilities, the design of a specific dissimilarity function is needed, in order to successfully
compare the children descriptions. To address this issue, the present paper includes the design of a
specific dissimilarity function for the NN classifier in the detection of children with high capabilities
for the integral personality development.

NN classifier is also sensitive to noisy features and mislabeled or outlier training instances, but these
drawbacks may be overcome by the elimination of irrelevant features and instances. To preprocess
the kindergarten children data, we propose a novel algorithm that selects both relevant features and
instances. Our proposal integrates some elements of the Rough Set Theory [14] and a structuration
strategy of logical-combinatorial pattern recognition [15].

80



Appl. Sci. 2020, 10, 2710

2. Materials and Methods

2.1. The Kindergarten Children Data

The Cuban children of five years of age carried out their studies on the kindergarten facilities of
the Cuban educational system. All of them are government facilities. The Cuban educational system is
under two ministries: the Ministry of Education, and the Ministry of Superior Education. The last one
is just for university and postgraduate education, while the former includes all other forms of education.
The Ministry of Education includes special facilities for children with social and behavioral maladies
(SBAM), as well as special facilities for children with disabilities (blind, deaf, motor problems, mental
retardation, among others). Most of the educational population is under regular facilities, divided into
four stages: nursery school (1–5 years old), elementary (6–11 years old), secondary (12–14 years old)
and high school (15–17 years old, non-mandatory). Our research is focused on children of the preschool
year, that is, children of five years old. Such children can be in classrooms at nursery school facilities or
in classrooms at elementary school facilities. It is important to mention that the preschool year is the
first mandatory school year in Cuba. Therefore, all children must be in the corresponding classroom.

The study of which features potentially intervene in the presence of high capabilities for
development in children was the first step in this research. For this purpose, pedagogical and
sociological research was taken into account [3–5,8,16], as well as the professional experience of
teaching personnel at the preschool level. In addition, other situations that may influence detection
such as environmental and socioeconomic factors were analyzed [2].

The process for data integration considered several sources of data: Data stored in school records
(related to children performance and behavior), data collected from questionnaires and interviews to
families (related to lifestyle, antecedents and others) and data stored in municipality records (related to
environmental and socioeconomic factors). We want to emphasize that all such data were collected with
the consent of the parents and the corresponding authorities. In addition, all surveys and questionnaires
were carried out by qualified personnel, and all the instruments used had the corresponding validation.
Figure 1 shows the data integration process.

Figure 1. Data integration process.

The collected features are divided into five groups. The first one is related to the child and its
antecedents. The features considered in this group were the child’s age, its gender, whether its family
supports its development (family), whether someone in the family has a history of high potential
(antecedents), whether the child received schooling prior to entering preschool (prior education) and
the performance of the teaching agent in charge of the child (performance).

The second group of features alludes to the attributes of the child’s environment. These are the
nutritional status of the child (nutrition), the hygiene level of the household (hygiene), the presence
of healthy lifestyles at home (lifestyle), the structural conditions of the dwelling (dwelling) and
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the characteristics of the home’s neighborhood (environment, considered as favorable, average or
socially challenging).

The third attribute group evaluates the product of the child’s activity within its educational
institution. For this purpose, the situations considered were the quality of the child’s schoolwork
(quality), the quickness with which the child solved the required tasks (speed), the originality of the
child’s proposed solutions (originality) and the tendency to help other children with their tasks in
addition to their own (help).

The fourth group of attributes focuses on characterizing the child’s relationship with their
educational environment. In this sense, the features analyzed are the level of interest and participation
of the child in collective playtime (play), the child’s tendency to interact with other children or to
remain alone (relationships), whether the child prefers the company of an adult to that of other children
(adult) and whether the child is active and energetic (activity).

The fifth feature group takes into account subjective aspects related to the perception that the child
has of itself and of its environment. In this group are included: whether the child shows a heightened
curiosity about its surroundings (curiosity), whether it shows a high level of interest in its environment
(interest), whether the child becomes easily bored with simple tasks (boredom), whether the child feels
superior to its peers (superiority) and its self-esteem level (self-esteem, measured as low or high). In all,
24 potential attributes were considered and are shown in Table 1.

Table 1. Description of the attributes used in the process of automatic detection of kindergarten children
with high development capabilities.

Group No. Name Description

1

1 age Age, in months, of the child (from 56 to 68 months)
2 sex Gender of the child (Male/Female)
3 family Whether the family encourages the child’s development (Yes/No)
4 antecedents Whether there exists a history of high potential in the family (Yes/No)
5 prior education Did the child receive previous educational attention? (Yes/No)
6 performance Quality of the teacher’s performance (Very good/Good/Average)

2

7 nutrition The nutritional status of the child (Well nurtured/Poorly nurtured)

8 environment How is the environment, neighborhood or place where the child is
growing up (Socially challenging/Average/ Favorable)

9 house Condition of the dwelling where the child lives (Good/Average/Bad)
10 hygiene Hygiene conditions of the dwelling (Good/Poor)
11 lifestyle Lifestyle of the family (Healthy/Unhealthy)

3

12 originality Does the child like to be different or non-repetitive? (Yes/No)

13 help Does the child like to help other children with their tasks, in addition
to its own? (Yes/No)

14 quality The quality of the child’s schoolwork (Very good/Good/Average/Poor)
15 speed The speed with which the child works (Fast/Average/Slow)

4

16 activity Is the child active and energetic? (Yes/No)

17 relationships Does the child enjoy the company of its peers or does it prefer to be
alone? (Socializes well/Usually alone)

18 adult Whether the child prefers the company of an adult over being with
other children (Yes/No)

19 play Interest and participation of the child in collective play (High/Low)

5

20 curiosity Whether the child is curious and likes to learn new things (Yes/No)
21 interest Whether the child shows interest in its surroundings (Yes/No)
22 boredom Is the child easily bored when faced with easy tasks? (Yes/No)
23 self-esteem The degree of self-esteem that the child has (High/Low)
24 superiority Does the child feel superior to his peers? (Yes/No)

Taking into account the attributes that are potentially influential in the characterization of
high-capabilities Cuban preschool children, a data collection process was undertaken.

For this purpose, these features were evaluated in children from five preschool classrooms in the
municipality of Ciego de Ávila, Cuba, in the school years 2014–2018. The teaching personnel was in
charge of the description of its own students, except for attribute #6, performance, which was input
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by the administrative staff in charge of the teachers, according to the performance evaluation of each
worker. In total, we obtained the description of 1032 children. Of them, 91 were marked as having
high-potential, for an imbalance ratio of 11.34.

It is important to mention that during the data collection process, not every attribute was able to
be obtained for every student; in the majority of cases, this was because the teacher was unable to find
the right information or was unsure about its accuracy. This resulted in the presence of missing values
in the description of the children.

2.2. Data Mining Algorithms

In order to perform automated detection of high-capabilities children, data mining and pattern
recognition techniques were employed. It is known that not every pattern classifier is able to explain
its inner workings [17]. It is for this reason that for this research it was decided to use a classifier
(Nearest Neighbor, NN) [12] that is able to explain how it arrived at a determined prediction.

NN was proposed by Cover and Hart back in 1967. It stores a set of training instances, and when
a new instance arrives, it computes its distance (or dissimilarity) with respect to every instance in the
training set. Then, it classifies the novel instance with the class of its closest (nearest) instance.

In addition, the presence of missing values represents a challenge for most classification
algorithms [18], which complicates their application to problems presenting this kind of data. Along
with this, most classifiers assume the presence of either numerical or categorical attributes, and are not
prepared to deal with mixed data. In the problem of detecting high-capabilities Cuban preschoolers
we have 23 categorical features, one numerical feature (age) and several incomplete descriptions.
This makes the application of some pattern classifiers difficult.

To apply the Nearest Neighbor classifier to the data we need to define, with the support of
educational specialists, a dissimilarity function to compare children descriptions. The designed function
is non-symmetric, given that the feature comparison criterion of feature “house” is non-symmetric.
Having two children description ni and nj the dissimilarity function to compare them is given as:

d
(
ni, nj

)
=
∑l

k=1
dk
(
ni, nj

)
(1)

where l denotes the amount of features, and dk is the feature comparison criterion for the k-th feature.
For the numeric attribute “age”, we used normalized difference as comparison criterion, as in

Equation (2). maxk and mink denote the maximum and minimum values of the k-th feature.

dk
(
ni, nj

)
=

∣∣∣ ni[k] − nj[k]
∣∣∣

maxk −mink
(2)

Additionally, we used classical comparison criteria, as in Equation (3) for the categorical features
with two admissible values (features 2, 3, 4, 5, 7, 10–13 and 16–24). For the other features, we used the
comparison criterion defined in the corresponding table.

dk
(
ni, nj

)
=

{
1 i f ni[k] � nj[k]
0 i f ni[k] = nj[k]

(3)

To handle missing values (denoted by “?”), we decided to set the dissimilarity value dk
(
ni, nj

)
= 0.5

if ni[k] =?∨ nj[k] = “?”, as numeric and categorical comparison criteria are defined between the [0,1]
interval. For the feature “speed”, we use the feature values dissimilarity matrix showed in Table 2 as
comparison criterion.
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Table 2. Comparison criterion for feature “speed”.

Quick Average Slow

Quick 0 0.5 1
Average 0.5 0 0.5

Slow 1 0.5 0

In addition, features “quality”, “performance”, “environment” and “house” have comparison
criteria showed in Tables 3–6, respectively.

Table 3. Comparison criterion for feature “work quality”.

Very Good Good Regular Bad

Very Good 0 0.1 0.4 1
Good 0.1 0 0.2 0.7

Regular 0.4 0.2 0 0.6
Bad 1 0.7 0.6 0

Table 4. Comparison criterion for feature “teacher”.

Very Good Good Average

Very Good 0 0.4 1
Good 0.4 0 0.4

Average 1 0.6 0

The similarities among feature values for the attributes “environment” and “house” were
determined according to the criteria of specialist of the Municipal Investment Unit of Dwelling (UMIV),
in Ciego de Avila, Cuba.

Table 5. Comparison criterion for feature “environment”.

Favorable Average Socially Challenging

Favorable 0 0.5 1
Average 0.5 0 0.5

Socially challenging 1 0.5 0

Table 6. Comparison criterion for feature “house”.

Good Average Bad

Good 0 0.7 1
Average 0.3 0 0.5

Bad 1 0.6 0

As mentioned earlier, the Nearest Neighbor classifier is sensitive to noisy or mislabeled instances,
as well as to irrelevant attributes. To overcome these drawbacks, we propose a novel algorithm for
selecting both useful cases and features. The proposed algorithm is described in the next section.

3. Data Preprocessing

The proposed algorithm is based on Rough Set Theory (RST), and it is inspired in some elements of
selecting pools of classifiers. The next section is devoted to the explanation of some basic RST concepts.

3.1. Fundamentals of Rough Set Theory

Pawlak introduced Rough Set Theory in 1982 [14] to deal with vague and imprecise information.
Since then, it have been successfully applied to data preprocessing in both cases and attributes
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selection [19]. Let A be a set of features and a non-empty set U (universe) of instances described by the
features in A; the pair (U,A) is denoted as the information system. If every element of U has also an
additional decision feature c, then it is obtained a decision system, DS(U, A∪ {c}), where c � A [14].

Classical (often called Pawlak’s) RST considers that a feature Ai ∈ A distinguishes an instance x
from another instance y, and it is denoted by Distinguishes(Ai, x, y), if and only if all their feature vales
are different; that is, Distinguishes(Ai, x, y)↔ x(i) � y(i), ∀Ai ∈ A .

Every subset of features B of A has associated a binary inseparability relation INDB(U),
which is formed by the set of pairs of instances indistinguishable by the relation; that is,
the instances having the same feature values in the set of features B. Formally, INDB(U) ={
(x, y) ∈ U ×U : ∼ Distinguishes(Bi, x, y), ∀Bi ∈ B

}
. An inseparability or indiscernibility relation

defined by forming subsets of elements from U having the same feature values for a subset of
features B ⊆ A, is an equivalence relation.

The indistinguishable instances form an equivalence class. The equivalence class of an instance x
with respect to the indiscernibility relation induced by the features in B, is denoted by [x]B.

RST incorporates a very interesting concept, the reduct definition. A reduct is a set of features
B⊆A such that INDB(X) = INDA(X); that is, both B and A generate the same partition of the universe
U. In Pawlak’s words “a reduct is the minimal set of attributes that enables the same classification of
elements of the universe as the whole set of attributes. In other words, attributes that do not belong to
a reduct are superfluous with regard to classification of elements of the universe” [14].

Following these considerations, the computation of the set of reducts in a dataset is a kind of
feature selection (by deleting those features, which do not belong to the obtained reducts), and have
been extensively used [20]. In this research, we include the computation of all reducts to perform
feature selection the proposed algorithm.

RST also considers that every concept can be roughly approximated. Let it be a decision system
DS = (U, A∪ {c}) and let it be the sets B and X such that B⊆A and X⊆U. The concept X can be roughly
approximated using the information contained in B by constructing the B-inferior (B-lower) and
B-superior (B-upper) approximations, denoted by INFB(X) and SUPB(X), respectively; and defined
as follows: INFB(X) =

{
x ∈ U : [x]B ⊆ X

}
and SUPB(X) =

{
x ∈ U : [x]B ∩X � ∅

}
. The instances in

INFB(X) are with certainty members of X while the instances in SUPB(X) are possible members of X.
The limit region for the concept X is computed as LIMB(X) = SUPB(X) − INFB(X).

The information in the lower and upper approximations of a rough set have been used for the
task of selecting relevant instances [21]. In this paper, we also used that information. However, we use
Minimum Neighborhood Rough Sets (MNRS) [21] instead of Pawlak’s.

3.2. Proposed Preprocessing Technique

The proposed algorithm consists of three phases. The first phase consists of the parallel selection
of relevant features and relevant instances of the training set. Then, the second phase obtains a
candidate training sets, composed by the selected features and instances. Finally, the candidate training
sets are merged in the third phase of the algorithm. As the main highlights of the algorithm, we
consider its ability to handle mixed and incomplete datasets, with class imbalance. The three phases of
the proposed algorithm, named FIS-SM (Feature and Instance Selection, with Sigmoid Merging) are
described in detail in the next subsections.

3.2.1. Parallel Computation of Relevant Features and Instances

The algorithm starts by executing two separated processes over the training set: selection of
relevant feature sets, and selection of relevant instances (Figure 2). The selection of relevant feature
sets consist on the computation of all reducts of the training sets, using the LEX algorithm [22].
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Figure 2. Schematic of the proposed algorithm.

On the other hand, to remove irrelevant instances, we decide to preserve decision boundaries,
to keep as much as possible the minority class examples. We introduce a condensation algorithm,
based on Minimum Neighborhood Rough Sets (MNRS) [21]. We selected MNRS due to its ability of
handling missing and incomplete decision systems, and non-symmetric similarity functions. Those
characteristics make MNRS very suitable to solving the preprocessing of the Cuban kindergarten data.

In a Minimum Neighborhood Rough Set, the positive and limit regions of the decision classes are
computed according to the relations between instances in a Maximum Similarity Graph (MSG). A MSG
is a directed graph such that each instance is connected with its most similar instance. Formally, two
instances x and y belonging to the set X, for an arc in a MSG if and only if sim(x.y) = max

{
sim(x, z)

}∀z ∈ X
where sim(, ) is a similarity function. The connected components of such graphs are named compact
sets. Let θ be the arcs in a MSG, the lower approximation of a decision class Yi with respect to the
feature set A, is defined as:

INFA(Yi) =
{
x ∈ Yi : ∀(x, y) ∈ θ, y ∈ Yi

}
(4)

The limit region of a decision class Yi is is given by the following:

LIMA(Yi) =
{
x ∈ Yi : ∃(x, y) ∈ θ, y�Yi

}
(5)

The algorithm proposed for selecting relevant instances consist on computing the limit region of
each decision class, and using compact sets [15] to structure each class. Compact sets are the connected
components of a Maximum Similarity Graph, and they have been used for instance selection, with
very good results [23].

Let be U a universe of instances and a similarity function sim(x, y) where x, y ∈ U. A subset
cs � ∅ from U is a compact set if and only if:

(a) ∀xj ∈ U

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
xi ∈ cs∧

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

max
{
sim(xi, xk)

}
= sim

(
xi, xj

)
xk∈U
xk�xi

∨max
{
sim(xk, xi)

}
= sim

(
xj, xi

)
xk∈U
xk�xi

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⇒ xj ∈ cs

(b) ∀xi, xj ∈ cs,∃xi1 , · · · , xiq ∈ cs

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

xi = xi1 ∧ xj = xiq ∧∀p
{
1, · · · , q− 1

}
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

max
{
sim
(
xip , xt

)}
= sim

(
xip , xip+1

)
xk∈U

xk�xip

∨max
{
sim
(
xip+1 , xt

)}
= sim

(
xip+1 , xip

)
xk∈U

xk�xip

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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(c) Every isolated instance is a degenerated compact set.

After computed the compact sets, for each of them the algorithm finds a representative prototype,
which is added to the prototype set, along with the instances in the limit region. This guarantees
the preservation of the decision boundaries, as well as the inner representation of the class structure.
The representative prototypes are computed as the instances that maximize the average similarity with
respect to all instances in the compact set.

The pseudo code of the main steps for the proposed instance selection algorithm is presented as
follows in Algorithm 1.

Algorithm 1. Pseudocode of the proposed algorithm.

Algorithm to compute the representative instance set
Inputs: training set X
Output: representative set C
Steps:

1. C = ∅

2. For each decision class Yi

C = C∪ LIM(Yi) (as in Equation (5))
Structure Yi in compact sets.
For each compact set CS

C = C∪ r where r = argmax
x∈CS

{∑
y∈CS sim(x,y)

|CS|
}

3. Return C

The obtained representative instance set along with the set of all reducts is given as inputs to the
second phase of the proposed algorithms.

3.2.2. Computation of Candidate Training Sets

The second phase of the algorithm begins with the representation of the selected instances using
only the features in the minimal reducts sets. That is, every minimal reduct will be used as the feature
set to represent the selected instances (Figure 3) obtaining as many candidate training sets as minimal
reducts computed.

Figure 3. Representation of the selected instances according to the reducts in the feature sets.
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Then, each candidate training set is postprocessed, by the application of the CSE algorithm [23]
for further instance selection (Figure 4). Our proposal uses the CSE algorithm for additional instance
selection because CSE is able to handle mixed and incomplete data descriptions, and preserves the
inner structure of classes, due to it has the property of been subclass consistent [23].

Figure 4. Additional instance selection in the candidate training sets.

3.2.3. Merging of Candidate Training Sets

Although the application of extra instance selection in the second phase of the algorithm may
cause some information loss, the merging phase compensates it. When two candidate training sets are
merged, the resulting set contains the instances and features of both parent sets (Figure 5).

Figure 5. Merging of two candidate training sets.

We viewed the merging process of candidate training sets as an equivalent of the selection of
classifiers to form a classifier ensemble. In classifier selection to form ensembles, there is a pool of
candidate classifiers, and they must be combined to form an ensemble [24]. In the merging process,
there is a pool of candidate training sets, and they must be merged to form the final training set
(Figure 6).
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Figure 6. Resemblance between classifier ensemble selection (right) and candidate training set
merging (left).

To carry out the merging phase, we introduced a novel procedure (Algorithm 2), inspired in the
SA algorithm [25] to select a classifier ensemble form a pool of classifiers. SA uses classifier correlation
and diversity to guide the selection.

Algorithm 2. Pseudocode of the proposed merging strategy.

Merging of candidate training sets
Inputs: Φ: correlation measure, T: set of candidate training sets, O: original training set
Output: preprocessed training set tbest
Steps:

1. Consider tbest ∈ T as the candidate training set with higher consistency factor (Equation (7)) and best as
the associated consistency factor value.

2. possible = true
3. Select the candidate training set t ∈ T less correlated with tbest, as L = argmin

t∈T
Φ(tbest, t)

4. While (best < γ(L∪ tbest)) and (possible)

tbest = L∪ tbest
Select the most accurate candidate training set to merge with the current tbest,

S = argmax
t∈T

Sig(tbest∪ t), where Sig(tbest∪ t) = 1
|O|
∑

o∈O sigmoid(ρ).

If γ(tbest∪ S) > γ(tbest) then tbest ← tbest∪ L
else possible = false

5. Return tbest

We considered the RST measure consistency factor [14] as a degree of performance of the candidate
training sets. The consistency factor (γ) considers the amount of instances in the lower approximation
of concepts, with respect to the total amount of instances. Thus, the graters γ, greater amount of
instances certainly belong to their classes.

Let us considered a set of instances X described by a set of features A, and a decision attribute c.
The partition of the set X according to the decision attribute form the set Y = {Y1, . . . , Yk}. The lower
approximation of the corresponding decision system DS(X, A∪ c) is given by:

INFA(Y) = ∪Yi∈YINFA(Yi) (6)
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Then, the consistency factor of the decision system is defined as:

γ(A, Y) =

∣∣∣INFA(Y)
∣∣∣

|X| (7)

Taking into consideration the values of the consistency factor, we considered the candidate training
set with higher γ as the current best, tbest.

Then, the procedure selects the less correlated candidate training set, with respect to tbest. If the
merging of both sets outperforms the γ of tbest, tbest is replaced by the resultant training set, and an
iterative process is carried out until no improvements are achieved. Otherwise, tbest is returned as the
final preprocessed training set.

We used the sigmoid function as well as in [25] to potentiate the correct classification of as much
instances as possible. For this task, we computed the Nearest Neighbor classification of the instances
in the original (unprocessed) training set and we followed a procedure based on the sigmoid function.
If both candidate training sets correctly classifies a case belonging to the original training set, then
ρ = 5. On the contrary, if both of them give an incorrect classification, ρ = −5. Finally, if only one
correctly classifies the case, ρ = 0.

We used the Q measure recommended in [26] as a training set correlation measure. The Q measure
has as advantages that it is independent of the amount of sets to considered, and obtained a zero
value for independent training sets. By considered the correlation of the candidate training sets, the
proposed merging strategy avoided fusions with no direct impact on the classifier accuracy.

4. Results and Discussion

In this section, we investigated the performance of the proposed FIS-SM algorithm for data
preprocessing. We carried out two different numerical experiments. The first addressed the suitability
of FIS-SM in selecting relevant instances and feature to solve the classification of Cuban kindergarten
children with high capabilities. The second experiment evaluates the performance of the proposal over
international datasets.

4.1. Results for Educational Data

As we were dealing with an imbalanced dataset, with imbalance ratio IR = 8.1, we used as a
classifier performance measure the Area under the ROC curve (AUC). AUC is a performance measure
that takes into consideration the amount of correctly classified instances of positive and negative
classes [27]. This characteristic makes AUC suitable for the evaluation of classifier performance in
imbalanced datasets, due to its lack of bias in favor of the majority class.

The AUC is based on the computation of two measures: the True Positive Rate (recall or sensitivity)
and the True Negative Rate (specificity).

Table 7. Confusion matrix for a two-class classification problem.

Classified as

Examples Positive Negative

Positive True positive (tp) False negative (fn)
Negative False positive (fp) True negative (tn)

Let us consider the confusion matrix of Table 7. The True Positive Rate (TPR) and True Negative
Rate (TNR) are computed as follows:

TPR =
tp

tp + f n
(8)

TNR =
tn

tn + f p
(9)
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Accordingly, the Area under the ROC curve for a discrete classifier is computed as:

AUC =
TPR + TNR

2
(10)

In addition to classifier performance, we computed the instance reduction rate and feature
reduction rate. As the Nearest Neighbor classifier stores the training set in memory, and also compares
the new instances to be classified with the ones stored in the training set, both instance and feature
reduction measures indicate the amount of computational cost saved with the preprocessing algorithm.

We compared FIS-SM with respect to previously reported algorithms. Several genetic based
algorithms were selected [28], such as the Genetic Algorithm proposed by Ishibushi and Nakashima
(IN-GA) [29], the Genetic Algorithm proposed by Kuncheva and Jain (KJ-GA) [30] and the Genetic
Algorithm proponed by Ahn, Kim and Han (AKH-GA) [31]. The hybrid Evolutionary Instance
Selection enhanced by Rough set based Feature Selection (EIS-RFS) algorithm [19] was also selected
for comparison. In addition, the deterministic algorithm for instance and feature selection proposed
by Villuendas-Rey et al., the Testors and Compact set based Combined Selection (TCCS) [32] were
considered in the comparison.

We also computed the results of the NN classifier without any preprocessing (ONN).
The parameters for the compared algorithms are shown in Table 8. We used the corresponding
papers for such parameter configuration.

Table 8. Parameters used by algorithms under comparison.

Algorithm Parameters

AKH-GA

Iterations: 20
Population count: 200 individuals

Crossover probability: 0.7
Mutation probability: 0.1 per bit

EIS-RFS

MAX_EVALUATIONS: 10,000
Population count: 50

Crossover probability: 1.0
Mutation probability: 0.005 per bit

a: 0.5, b: 0.75
MaxGamma: 1.0
UpdateFS: 100

IN-GA

Iterations: 500
Population count: 50 individuals

Crossover probability: 1.0
Mutation probability for features: 0.01 per bit

Mutation probability for instances: p(1 → 0) = 0.1 and p(0 → 1) = 0.01

KJ-GA

Iterations: 100
Population count: 10 individuals

Crossover probability: 1.0
Mutation probability: 0.1 per bit

TCCS No user-defined parameter

In Table 9 we show the results of the compared algorithms over the kindergarten dataset.
We highlight in bold the best results.

Table 9. Performance of the algorithms to predict high capabilities in kindergarten children.

Algorithm ONN TCCS EIS-RFS AKH-GA IN-GA KJ-GA FIS-SM

AUC 0.94 0.94 0.93 0.87 0.64 0.76 0.95
Instance Reduction 0.00 0.70 0.44 0.45 0.21 0.68 0.93
Feature Reduction 0.00 0.52 0.00 0.71 0.52 0.43 0.73

The results show that the proposed FIS-SM increased the classifier performance according to the
AUC measure, using fewer instances and features. FIS-SM obtained an AUC very close to the perfect
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classification, with less than 7% of instances and with almost 27% of features. Having a reduced set
of instances and features decreased the computational cost of the Nearest Neighbor classifier, and
reduced the execution time. Let n be the number of instances and m the number of features in the
training set. The classification cost of NN classifier was bounded by O(n×m), due to each instance to
be classified need to be compared using a similarity function with an average cost of O(m), with respect
to every instance in the training set. Considering the results of the proposed FIS-SM, the cost after
preprocessing will be O(0.93× n× 0.73×m).

In addition, the FIS-SM algorithm outperformed all compared algorithms according to AUC,
instance reduction and feature reduction. The above results show the high quality of the proposed
algorithm, and its ability to obtain a useful set of both cases and features in mixed, incomplete and
imbalanced scenarios.

Considering the experiments carried out, we selected as relevant the features that were included
in at least one fold. Therefore, our research points out that features 4, 13, 18, 19, 20, 21, 22 and 24
(antecedents, help, adult, play, curiosity, interest, boredom and superiority) are relevant to determine if
a child has or has not high-potential for development.

Having an accurate automatic classification of kindergarten children allows the educational
personnel to improve the pedagogical attention for high-potential children. The automatic classification
alerts the personnel of the presence of gifted children, and the design and application of pedagogical
strategies tailored to them would become easier. In addition, we see that the number of high-potential
children in a classroom is usually very low. In the data collected from 2014 to 2018, the classroom
having the greater number of such children only have four of them. Therefore, guaranteeing an
automatic classification with high AUC (as the 0.95 obtained by our proposal) is a significant result,
and a major aid to educational personnel in charge of the children.

4.2. Results for Repository Data

In addition to the excellent results obtained over the Cuban kindergarten dataset, we also
consider that it was necessary to test the performance of the proposed algorithm over well-known
repository datasets. To accomplish this task, we selected eight datasets from the UCI Machine Learning
repository [33]. Table 10 gives the description of them. The IR column represents the imbalance ratio
of the dataset, computed as the ratio between the instances in the majority and minority classes.

Table 10. Description of repository databases.

Datasets
Nominal

Attributes
Numeric

Attributes
Instances Classes

Missing
Values

Imbalance
Ratio

breast-w 0 9 699 2 1.90
credit-a 9 6 690 2 x 1.25
diabetes 0 8 768 2 1.87
heart-c 7 6 303 5 x 1.20

hepatitis 13 6 155 2 x 3.87
labor 6 8 57 2 1.86
wine 0 13 178 3 x 1.47
zoo 16 1 101 7 10.46

To consider the imbalanced class scenario, we included five datasets having IR > 1.5. We also
considered among the selected datasets seven having mixed numerical and categorical features,
and five incomplete datasets.

To apply the NN classifier over the repository data, we selected as the dissimilarity function the
HEOM dissimilarity [34]. We used the five-fold cross validation procedure and averaged the results.
We selected five-fold cross validation due to its suitability for handling the imbalanced nature of some
of the datasets [35].
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As in the previous experiment, we computed the instance reduction ratio and the feature reduction
ratio for the Nearest Neighbor classifier. However, to compare the classifier performance we could not
use the Area under the ROC curve measure.

As the AUC is only applicable for a two class problems and we were dealing with several
multiclass imbalanced data problems, and it is well known that classifier accuracy is biased to favor
the majority class, we considered the computation of the average accuracy by classes (Avg_Acc) as a
classifier performance measure [36].

Let be Y = {Y1, · · · , Yl} the set of classes the averaged accuracy by classes is computed by:

Avg_Acc = 1
|Y|
∑

Yi∈Y
1
|Yi |
∑

x∈Yi
well(x)

well(x) =
{

1 if x is correctly classified
0 otherwise

(11)

We considered that the computation of the average accuracy by classes eliminates the bias of the
traditional classifier accuracy and allows us to compare the classifier performance over multiclass
imbalanced datasets. This computation is also provided in the summary results of the Explorer module
of the Weka software [37].

Table 11 offers the Avg_Acc results of the Nearest Neighbor classifier without preprocessing
(ONN), as well as the results of TCCS, EIS-RFS and the proposed FIS-SM. Best results are highlighted
in bold.

Table 11. Averaged accuracy by classes obtained by the algorithms.

Datasets ONN TCCS EIS-RFS AKH-GA IN-GA KJ-GA FIS-SM

breast-w 0.94 0.94 0.95 0.94 0.91 0.91 0.96
credit-a 0.81 0.78 0.78 0.79 0.64 0.63 0.85
diabetes 0.68 0.58 0.65 0.64 0.63 0.60 0.69
heart-c 0.70 0.69 0.77 0.64 0.63 0.60 0.71

hepatitis 0.63 0.71 0.63 0.79 0.73 0.76 0.76
tic-tac-toe 0.76 0.73 0.53 0.75 0.70 0.84 0.79

wine 0.96 0.41 0.96 0.81 0.82 0.83 0.96
zoo 0.97 0.90 0.97 0.80 0.71 0.81 0.95

The averaged accuracy results over the repository datasets favored the proposed FIS-SM, which
obtained the best classifier performance in four datasets. We considered that this behavior was due to
FIS-SM being designed to deal with imbalanced data, a key feature that allows it to maintain good
classifications in the datasets.

However, according to the instance retention rate (Table 12) the EIS-RFS algorithm was the best.
In all datasets it achieved the best instance reduction rates, with over 93% reduction. On the other
hand, the proposed FIS-SM had good results, around 35% reduction.

Table 12. Instance retention results of the algorithms.

Datasets TCCS EIS-RFS AKH-GA IN-GA KJ-GA FIS-SM

breast-w 0.32 0.02 0.50 0.47 0.46 0.25
credit-a 0.51 0.01 0.49 0.49 0.48 0.32
diabetes 0.58 0.01 0.49 0.47 0.48 0.28
heart-c 0.59 0.01 0.49 0.47 0.48 0.30

hepatitis 0.56 0.03 0.51 0.43 0.46 0.30
labor 0.75 0.07 0.52 0.51 0.48 0.39
wine 0.95 0.04 0.51 0.45 0.45 0.37
zoo 0.52 0.05 0.49 0.49 0.47 0.12
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According to feature retention (Table 13), the best algorithm was IN-GA, with the best results for
six of the eight datasets. TCCS and FIS-SM had a similar performance. This is due to both algorithms
using the set of minimal reducts to obtain feature sets. The EIS-RFS algorithm deleted no features, but
for only three datasets.

Table 13. Feature retention results of the algorithms.

Datasets TCCS EIS-RFS AKH-GA IN-GA KJ-GA FIS-SM

breast-w 1.00 1.00 0.62 0.40 0.49 1.00
credit-a 0.87 1.00 0.58 0.39 0.45 0.87
diabetes 1.00 1.00 0.63 0.31 0.40 1.00
heart-c 0.81 1.00 0.63 0.31 0.40 0.83

hepatitis 0.67 1.00 0.60 0.43 0.54 0.73
labor 0.53 0.49 0.41 0.44 0.49 0.53
wine 0.73 0.88 0.52 0.44 0.45 0.73
zoo 0.43 0.12 0.44 0.43 0.54 0.43

In addition to the above experiments that supported the excellent performance of the proposed
FIS-SM over imbalanced datasets, we carried out a statistical test to determine if there exist significant
differences in the performance of FIS-SM with respect to previously reported algorithms.

We used the Wilcoxon test [35] to compare the results. This is a non-parametric statistical test to
compare the differences in two related samples. We defined the null hypothesis as the hypothesis that
no performance differences exist between FIS-SM and the other algorithm, and we set a significance
value of 0.05, for a 95% confidence level. Table 14 shows the statistical results. We highlight in bold the
results with statistical differences favoring FIS-SM algorithm, and in italics the results with statistical
significance against our proposal. The columns w–l–t state for won–lost–ties.

Table 14. Results of the Wilcoxon test comparing the performance of the algorithms over repository data.

Pair
Avg_Acc Instance Retention Feature Retention

w–l–t Probability w–l–t Probability w–l–t Probability

FIS-SM vs. ONN 6-1-1 0.075 8-0-0 0.012 6-2-0 0.270
FIS-SM vs. TCCS 6-2-0 0.012 8-0-0 0.012 0-2-6 0.180

FIS-SM vs. EIS-RFS 5-2-1 0.176 0-8-0 0.012 4-2-2 0.463
FIS-SM vs.
AKH-GA 7-1-0 0.025 8-0-0 0.012 1-7-0 0.017

FIS-SM vs. IN-GA 7-1-0 0.012 8-0-0 0.012 0-7-1 0.018
FIS-SM vs. KJ-GA 6-2-0 0.034 8-0-0 0.012 1-7-0 0.025

Comparing the proposed FIS-SM algorithm with the unprocessed NN, the Wilcoxon test did
not find significant differences in Avg_Acc nor in feature retention. However, FIS-SM surpassed
ONN according to the instance retention. Compared to TCCS, the test found differences favoring
FIS-SM according to both averaged accuracy and instance retention. With respect to EIS-RFS, the test
found significant differences according to instance retention and feature retention. The test found
that FIS-SM used fewer features, but more instances than EIS-RFS. According to the genetic based
algorithms (AKH-GA, IN-GA and KJ-GA), the proposed FIS-SM was significantly better according to
averaged accuracy and instance retention. However, the genetic based algorithms outperformed FIS-SM
according to feature retention. These results confirm the good performance of the proposed FIS-SM
algorithm, which is competitive with state-of-the-art methods for selecting features and instances.

5. Conclusions

Predicting the presence or absence of high capabilities for the integral personality development
in kindergarten children is a challenge for the Cuban educational system. The results of this study
suggest the following findings with respect of the use of data driven approaches for organizational
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learning: first, the use of feature selection techniques allows an efficient and objective determination of
which features may intervene para enhances the prediction in the kindergarten children data. Secondly,
the use of a novel preprocessing algorithm for selecting both relevant instances and features, suitable
for handling multi-class imbalanced problems, in mixed and incomplete scenarios, facilitates the
early detection of highly capable kindergarten children, improving their development possibilities.
The proposed algorithm improved the Nearest Neighbor classifier in detecting high capabilities
in Cuban kindergarten children and over repository data. These results confirm the adequacy of
using Rough Set Theory and similarity relations to determine the relevance of instances and features.
In addition, the proposed ensemble-inspired merging strategy was found very suitable for obtained
accurately results in selecting both instances and features in multiclass imbalanced problems. Third,
the study shows that data integration is a key aspect in the development of educational applications.

It is noteworthy that at the moment of this writing, this research is being currently carried out
within the municipality of Ciego de Ávila. As future work, we will continue collecting data until the
information from the whole province is obtained. As well, in order to generalize these results to other
provinces we need to consider that the characteristics of children may vary from one region to another.
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Abstract: Algorithms and programming are some of the most challenging topics faced by students
during undergraduate programs. Dropout and failure rates in courses involving such topics are
usually high, which has raised attention towards the development of strategies to attenuate this
situation. Machine learning techniques can help in this direction by providing models able to detect
at-risk students earlier. Therefore, lecturers, tutors or staff can pedagogically try to mitigate this
problem. To early predict at-risk students in introductory programming courses, we present a
comparative study aiming to find the best combination of datasets (set of variables) and classification
algorithms. The data collected from Moodle was used to generate 13 distinct datasets based on
different aspects of student interactions (cognitive presence, social presence and teaching presence)
inside the virtual environment. Results show there are no statistically significant difference among
models generated from the different datasets and that the counts of interactions together with derived
attributes are sufficient for the task. The performances of the models varied for each semester, with the
best of them able to detect students at-risk in the first week of the course with AUC ROC from 0.7
to 0.9. Moreover, the use of SMOTE to balance the datasets did not improve the performance of
the models.

Keywords: at-risk students; machine learning; learning management system; blended learning;
introduction to programming

1. Introduction

Student dropout and failure are two major problems faced during the teaching-learning process
of computer programming at any education level [1]. These disciplines have high failure rates around
the world, sometimes achieving over 50% [1–5]. According to the literature, many factors may
contribute to this low approval rate, such as difficulties related to the required abstraction for the
proper development of algorithms, difficulties in problem-solving, and also the early stage, in which
the programming courses are placed inside the curricula [6–8].

In Brazil, for example, there is a huge demand for Information Technology (IT) professionals but
the formal teaching-learning environments (schools, courses, universities, etc.) do not account for this
demand. The prediction of the IT professionals demand is around 70,000 between 2020 and 2024 [9]
but the Brazilian universities are graduating 46 thousand, which leaves a deficit of 24,000 per year.
In other parts of the world, the scenario is heavier. It estimates that the deficit of IT professionals in
Europe from 2015 until 2020 is roughly 800,000 [10,11].
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Beside that market demand, international institutes and organisms consider the computational
thinking a knowledge for future generation [12,13]. Resnik [14] says that the consumption of technology
by the actual generation do not convert them, automatically, in technology producers or developers.
The author state that this generation must understand how technology works to create, update and
innovate in hardware, software and so on.

In this context, the early identification of at-risk students can help the educational staff to take
some action to mitigate the students’ failure. One of the biggest challenges is to develop algorithms
and tools to predict the students’ behavior, aiming to facilitate the intervention of professors, tutors and
educators [15,16].

Educational Data Mining (EDM) is an interdisciplinary research area that deals with the
development of methods and techniques to explore data from educational contexts and which has
been exploring different techniques to detect at-risk students [17].

Interactions within the learning management systems are used in several works to extract
knowledge and discover patterns [18]. For example, Murray et al. [19] shows that the students
with the highest rates of access to the study materials within the Learning Management Systems (LMS)
received highest grades, and Dickson [20] presents that the number of clicks made by a student is
strongly correlated to its final grade in the course.

At the same time that there is an overwhelming amount of studies about the detection of at-risk
students, most of the results reported in the literature do not show solutions able of detecting at-risk
students until the middle of the course [21]. In this work, the collected data belongs to the whole
course (15 weeks) but the prediction is based only on the first 8 weeks of the course.

Nevertheless, in this paper we also compare different types of interactions that took
place within the LMS and it is based according to a conceptual framework proposed by
Garrison et al. [22]. The authors proposed a framework to identify the critical elements required
for a successful computer-mediated educational experience [22]. The critical elements identified
are: (1) cognitive presence—representing the extent to which one is able to construct meaning;
(2) social presence—representing the ability that the student has to project himself to the others
participants of the virtual community as a real person and (3) teaching presence—being the design of
an educational experience, facilitating and enhancing cognitive and social presence for the achievement
of learning outcomes.

According to Swan [23], each of the critical elements proposed by Garrison et al. [22]
represents different types of students’ interaction in the LMS. These interactions can affect learning
efficiency, that is, with the course (cognitive presence), among peers (social presence) and with
teachers/instructors (teaching presence).

In this context, the main goal of this paper is to evaluate whether the use of these three different
types of presences significantly influences in the performance of predictive models to early detect
at-risk students. To achieve this goal, we evaluate whether a given type of presence in the LMS is more
suitable to early predict at-risk students or the data collected through a survey may help to improve
the performance of the models.

Since the number of samples is small and unbalanced, we needed to find a solution to
overcome this problem. Previous studies have shown that the use of the SMOTE (Synthetic Minority
Over-sampling Technique)technique to balance datasets helps on improving the performance of the
models [24]. As we are dealing with highly unbalanced datasets, we also applied SMOTE balancing
technique to check if its use interferes in the models’ performance.

Before initiating the courses, social and demographic data were collected from the students.
Since we get only the interaction count from Moodle logs, we included this information in the study
to evaluate to which extent this information could help to improve the performances of the models.
We base our studies on previous work that use solely the count of interactions to predict students
at-risk, with the justification of using information that is not restricted to a given type of learning
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management system [25]. The idea here is to test the sole use of the interaction count to see if it
achieves a satisfactory result.

In this work, we do not distinguish our analysis between students’ failure and dropout. Therefore,
if it is not explicitly said the difference, the term “at-risk students” means students that got a final
grade lower than 6.0 (on a scale from 1.0 to 10.0). In this context, students who dropped out got zero in
their final grade and, consequently, are included in this definition.

For those reasons, the present work come up with the following research questions:

RQ1. Which are the most appropriate datasets to early predict at-risk students?
RQ2. Is the sole use of the count of students interactions sufficient to early predict students’ failure in

the course?
RQ3. Does the use of oversampling techniques (SMOTE) help the models to achieve better

performances?
RQ4. Does the use of data from questionnaires applied at the beginning of the course help to improve

model performance?

The remainder of this paper is divided into 4 sections—Section 2 presents related works. Section 3
presents the methodology, the process of data collection, its description, the dataset generation and the
model evaluation. Section 4 reports the results obtained in this study and Section 5 shows the works’
conclusion and discussion.

2. Related Work

Predicting at-risk students on higher education is a relatively well-established task in the literature,
as well as the notion of interactions within the LMS. Some works show that students’ performance has
often been associated with different measures of LMS interactions and usually has a high correlation
with their success in the course. This section presents a non-exhaustive review of the literature that
used user interaction data to predict at-risk students.

2.1. Programming Courses

In introductory programming course context, Costa et al. [24] presented a comparative study
aiming to measure the effectiveness of educational data mining techniques aiming on predicting at-risk
students. The results have shown that the techniques used in the study can identify students with the
risk of failing, where the best results were achieved using the Support Vector Machine (SVM) algorithm.
Azcona et al. [26] present a research methodology to detect at-risk students in computer programming
courses too. The authors provide adaptive feedback to students based on weekly generated predictions.
The models used students’ offline data and information about the activity logs. Results show that the
students who followed the personalized guidance and recommendations performed better in exams.
The usage of online learning material (in an introductory programming course) was used to predict
academic success [27]. The results obtained have shown that the time spent with the material is a
moderate predictor of student success. The performances of the models depend on the amount of data
used to train them (where the predictions become more accurate during the progress of the course).

2.2. Computer Science/IT Courses

In a computer science course, Tillmann et al. [28] used exam results data from the LMS to indicators
of academic success. Results show that the use of data of domain-specific skills could help to improve
the accuracy and student interaction data almost does not interfere in the results. Using interaction
logs from three computer science courses, Sheshadri et al. [29] tried to predict students’ performance in
a blended course. Results show that the performance can be predicted using data from LMS and also
from a forum, version control and homework system. Using a plug-in to capture data from Moodle,
Jokhan et al. [30] tried to predict the student’s performance in the first year of an IT literacy course.
A regression model was used to determine if there is any correlation between students’ online behavior
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and performance. Results show that the performance in this course could be predicted based on their
average logins per week and the average completion rates of activities.

2.3. University

On an university context, a model to early predict students who are at-risk of failing was presented
by Sandoval et al. [31]. The data comes from the university’s LMS, that is, activity logs for each user
and the administrative information system called DARA, that is, past and current academic status
and demographic data. The results outperform other approaches in terms of accuracy, cost and
generalization. In Mwalumbwe and Mtebe [32], the authors designed a Learning Analytics tool to
determine the causation between LMS usage and students’ performance at Mbeya University of Science
and Technology. Results show that discussion posts, peer interaction, and exercises are significant
factors for students’ academic achievement in blended learning at the university.

2.4. Fully Online

On a fully online course, Hung et al. [33] used time-series clustering to early identify at-risk
online students. Data were collected from an online graduate program in the United States, and results
show that the proposed approach could generate models with higher accuracy if it is compared to
traditional frequency aggregation approaches. In Soffer and Cohen [34], the authors used learning
analytics methods on engagement data from online courses aiming to find their impact on academic
achievements. Results showed that there are significant differences between who completes the
course and who does not. An example is that the students who complete the course are twice more
active than those who do not complete (except for forum activities). In Kostopoulos et al. [35] it was
combined classification and regression algorithms for predicting students’ performance in a distance
web-based course. When the results are compared with some machine learning methods, they show
that the proposed model is accurate and remains comprehensive. Baneres et al. [36] propose to identify
at-risk students using an adaptive predictive model based on students’ grades, trained for each course.
They also present an early warning system using dashboards visualization for stakeholders. The results
show the effectiveness of the approach on data coming from a fully online university’s LMS.

2.5. Blended Courses

In a blended course context, Conijn et al. [37] processed data from LMS on 17 courses. Results show
that the performance of predictive models strongly varies across courses, even when they are generated
with data collected from a single institution. In Sukhbaatar et al. [38], the authors used a decision
tree analysis on LMS data with the goal of predict (until the middle of the semester) students that are
at-risk of failing or dropout in a blended course. Results showed that this approach worked well to
predict the dropouts. However, to predict students that are at risk of failing, the method presented a
lousy performance.

2.6. Multiple Data Sources

In Adejo & Connolly [39], the authors compared the use of multiple data sources (student record
system, LMS and survey) and different classification algorithms aiming to predict student’s academic
performance. The main result is that using multiple data sources combined with an ensemble of
classifierhigh accuracy in the s brought a high accuracy in the prediction of student performance.
Umer et al. [40] used machine learning algorithms and the LMS data to predict students at-risk of
failing. Results show that those data can be used to predict students’ outcomes. However, the count of
activities alone is not enough. In other words, the combination of LMS data and assessment scores can
improve the accuracy of prediction models. Olivé et al. [41] tried to find which students would likely
submit their assignments on time based on LMS data until two days before the deadline. The main
goal was to perform an early prediction of at-risk students. The authors added contextual information
to improve their predictions using neural networks, achieving satisfactory results.
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2.7. Only Interaction Data/Log Files

Using only course log files, in Cohen [42], the author used data accumulated in three academic
course to check if student activity on course websites may assist in providing early identification of
learner dropout. Results show that identifying the changes in student activity during the course period
could help in detecting at-risk students. In Kondo et al. [43] was proposed an automatic method to
detect at-risk students by using log data of the LMS. Experimental results indicated that using this
log data, some characteristics of behavior about learning which affect the student outcomes can be
detected. Also, by using interaction data from the LMS, Usman et al. [44] used EDM and pre-processing
techniques to predict students’ performance. Results show that the Decision Tree achieved the best
performance, followed by Naive Bayes and kNN. In Detoni et al. [25], the authors presented a
methodology to classify students using only the interaction count in the LMS. Three machine learning
methods were tested and results showed that the patterns in the data could provide useful information
to classify at-risk students, allowing personalized activities, trying to avoid the student dropout.
In Zhou et al. [45], the authors created a feature selection framework to pre-processing the data coming
from internet access logs and generate models to predict the students’ performance. Results have
shown that this approach can identify most of the high-risk students. Some online characteristics were
also discovered and can help educational professionals to understand the relation between students’
internet use and academic performance.

2.8. Early Prediction

Aiming to find the optimal time in a course to apply an early warning system, the authors of
Howard et al. [46] examined eight prediction methods to identify at-risk students. The course has a
weekly continuous assessment and a large proportion of resources on the LMS. The results show that
the optimal time to implement an early warning system is in weeks 5-6 (halfway through the semester).
This way, the students can make changes in their study patterns. One of the objectives in Lu et al. [47]
was to find the moment that the at-risk students could be predicted. For that, the authors used learning
analytics and big educational data approach to predict the students’ performance on a blended calculus
course. Results show that the performance can be predicted when one-third of the semester is complete.
With a similar idea, the authors of Gray and Perkins [48] proposed a new descriptive statistic for
student attendance and applied machine learning methods to create a predictive model. Results show
how at-risk students can be identified as early as week three in the fall semester. Appendix A presents
an overview of the main characteristics of the works discussed in this section.

2.9. Approach Novelty

The novelty of our approach is based on the extensive comparison of datasets and classification
algorithms, resulting in 65 combinations (13 datasets and 5 classification algorithms). We also
used pre-processing techniques (SMOTE) aiming to tackle the lack of samples to train and test the
algorithms. Some questionnaire data were used to aggregate more information on the discussion,
adding information like social and demographic variables on the analysis. We also used three types
of presence (cognitive, teaching and social) aiming to generate more data to predict student at-risk
of failing and according to an existing theory about how interactions work inside Virtual Learning
Environments.

The idea of making early predictions is to find out as early as possible whether the student is
at risk of failing. For that, from the data available, we used just those related to the weeks up to the
half of the semester (week 8). In this way, we are testing models that can be used in time to provide
information that can help professors to intervene in order to avoid students failure.
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3. Methodology

This section describes the methods used to achieve the goal of this paper. This research paper
investigates thirteen different datasets (set of attributes), for each of the 4 (four) distinct semesters:
2016-1, 2016-2, 2017-1 and 2017-2, of an Introductory Programming Course to evaluate whether the
types of presence, presented by Garrison et al. [22], influences in the performance of predictive models
to early detect at-risk students. The overview of the adopted methodology is shown in Figure 1 and
the four steps of the methodology are shown in Figure 2.

Figure 1. Overview of the adopted methodology.

Figure 2. Steps of the adopted methodology. The “Pre-Processing” step was showed in dotted lines
because it is optional, i.e., applied only in some experiments.

The first step consists of gathering data from Moodle logs, considering that the platform records
the interactions that the students make in the VLE. The next step consists of generating the datasets
containing different attributes to compare them and verify those which achieve the best results.
Next, we employ some pre-processing techniques, such as oversampling, intending to increase
the performance of the models. The fourth step consists of the generation and evaluation of the
classification models. In the final step, we compare the obtained results to answer the research
questions. The next subsections describe, in more detail, the steps followed.

3.1. Data Collection and Description

Data was collected from the Moodle logs of Introductory Programming courses of the Information
and Communication Technologies (ICT) undergraduate program at the Federal University of Santa
Catarina (UFSC). The introductory course is offered at ICT at night and it has 108 hours, in total,
over 18 weeks. There are three classes per week, where one of them is an online activity. Every type of
activity is computed as an “interaction”. In other words, independently of the type the activity (log in,
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click on a given link, send a file, etc.), the interaction count is incremented by one. Table 1 shows the
summary of the data.

Table 1. Summary of data.

Semester
Interaction

Count
Average of
Interaction

Students Approved Students Reproved Total of Students

2016-1 10,395 547.10 6 13 19
2016-2 11,512 605.89 6 13 19
2017-1 23,457 902.19 9 17 26
2017-2 33,727 1,349.08 12 13 25

The Average of Interaction is calculated by the Interaction Count divided by the Total of
Students. The lecturer was the same for all four semesters. It is important to note that in 2016,
the C programming language was used but in 2017 we started teaching the Python programming
language. The activities were gradually developed by the lecturer for each semester and he also instead
content from previous semester.

For example, every semester, the old exams are posted in the course. In 2017-1 (first semester of
2017), the lecturer posted new programming exercises, video classes and a bunch of links to other video
classes and content. The LMS course became more abundant in the material than before. At the end of
the course, in 2017-1, the lecturer created a new LMS course environment, reorganizing the topics and
content, describing the environment to assist the student in following instructions and making the
course very attractive to the student. In addition to the video classes and content, most of the activities
cited here are related to programming exercises that can be developed, executed and evaluated in
Moodle by the Virtual Programming Laboratory plugin (VPL) [49].

For all the courses, throughout the semester students had three assessments. In 2016-1 students
had two tests—week 10 and 17 and a final assignment in week 18. The tests were handwriting, that is,
students did not make it in VPL because the modified Moodle environment for tests (Moodle’s Test)
that prohibits students access to the internet, was not available at the campus. In 2016-2 the Moodle’s
test was installed and students had two VPL tests in weeks 8 and 16 and a final assignment in week
15. In 2017-1 students had two VPL tests in week 10 and week 16 and a final assignment in week 17.
In 2017-2, it was a bit different, students had three VPL tests in weeks 9, 15 and 17.

It is important to note that in both semesters of 2016, the final assignment was made by a group
of maximum 3 students, it was implemented at home, in 4 weeks and posted in Moodle. In 2017-1,
the assignment was made by two students per group in two classes (the same double in both days).
In 2017-2, all the tests were made within VPL in classes. The final score is calculated as follows:
FS = (T1 ∗ 0.35 + T2 ∗ 0.35 + ASGMT ∗ 0.3), where FS is the final score, T1 and T2 are tests and
ASGMT is the final assignment or the final test in 2017-2.

Every student interaction in the LMS is saved in the logs together with the description of the
activity performed. From that, we calculated the interaction counting for each week during the course
for every student. Figure 3 shows a frequency distribution of interactions on each week of the four
semesters considered for this work. Regarding the weeks when the first test was applied, it is important
to note that one or two weeks before the test, there was a peak of interactions, as seen in 2016-2, 2017-1
and 2017-2. It is also interesting that the students did not use the Moodle in 2016-1, even though there
were 53 not-mandatory VPL activities there.

In 2016-1, there is not a peak per se. But the highest number of interaction happens on Week 1.
For 2016-2 and 2017-1, most of the interaction happens on Week 7. The 2017-2 semester has the highest
number of interactions, where the peak is found on Week 8. From the interactions, we generated
thirteen datasets with different sets of derived attributes to compare the performances of the models.
Table 2 shows the description of the attributes generated.
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Figure 3. Interaction frequency distribution in each week for every semester.

Table 2. Description of the attributes.

Attribute Description

Count Interaction count for each week

Average
Average of interactions

on the week

Median Median of interactions on the week

Zeroed weeks [50]
Number of weeks with zero

interactions until the moment

Average of the difference [50]
Average of the difference between

interactions on week i and week i + 1

Commitment factor [50]
Ratio between the student’s week
interactions and the average class

interaction for that week

Cognitive count [23]
Number of cognitive interaction

on the week

Teaching count [23]
Number of teaching interaction

on the week

Social count [23]
Number of social interaction

on the week

Other count
Number of other types of
interaction on the week

It is important to point out that each attribute in Table 2 is gathered at student level, that is, every
calculation in based on data collected for each student. Cognitive Count, Teaching Count and Social Count
are the counting of the Cognitive, Teaching and Social Presences presented in Swan [23]. “Other count”
is a category created by us for all the other interactions that do not fit the three previously mentioned
categories. In other words, the sum of these four types of interactions result in Counti (Equation (1)).
Table 3 presents how different interactions inside Moodle fall into the three types of presence evaluated
in our work.
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Table 3. Example of interactions classification.

Attribute Description

Cognitive count
Interactions involving content access and visualization:

File upload/download, VPL exercise, URL access

Teaching count Interactions with the professor: comments to the files sent

Social count Interactions with other students: forum participation

Students interactions are normally highly correlated to engagement in distance learning settings,
reflecting the behaviour students have in relation the their course. According to Moore [51],
the interaction with content (cognitive presence), interaction with instructors (teaching presence)
and interaction among peers (social presence) are the three kinds of interactivity that affect the learning
process. Each of these interaction types supports learning and in practice, none of them works
independently [23]. The idea of using these types of interaction is to better discriminate each type of
interaction aiming to help on the generation of better predictive models, that better capture students
behaviour in those learning settings. The implicit idea is that students who fail present different
interactions in the different types of presence than students who succeed and that difference helps to
generate better models.

Following, we formalize every attribute contained in the datasets.

Counti =
7

∑
j=1

xj. (1)

Equation (1) represents the sum of interactions on every day j in each week i.

Averagei =
∑7

j=1 xj

7
. (2)

Equation (2) represents the average number of interactions in week i, summing up the interactions
on each day j, divided by the seven days on the week (to calculate the average, we used the .mean()
method contained in Pandas library [52] (https://pandas.pydata.org/pandas-docs/stable/reference/
api/pandas.DataFrame.mean.html)).

Mediani =

⎧⎨
⎩Samplen/2, if n is odd

Samplen/2 + Sample(n/2)+1
2 , if n is even.

(3)

Equation (3) represents the Median, where n represents the number of samples in the vector. It is
the value in the middle of the crescent ordered vector. If the number of samples is even, the median
is the mean of the two middle values of the vector (To calculate the median, we used the .median()
method contained in Pandas library (http://pandas.pydata.org/pandas-docs/stable/reference/api/
pandas.DataFrame.median.html)).

ZeroedWeeki =

{
ZeroedWeeki−1 + 1, if Counti = 0

ZeroedWeeki−1 + 0, otherwise.
(4)

Equation (4) represents the number of weeks that the students had zero interactions, until week i.
For example, if he had zero interactions on week i, the result is incremented in one. If the student had
at least one interaction on week i, the result stays the same.

AODi =
Counti − Counti−1

2
. (5)

The Average of the Difference represents the average of the difference of interactions between week
i − 1 and week i.
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CFi =
Counti

∑n
j=1 Counti,j

n

. (6)

The Commitment Factor represents the ratio between the interaction count of a student on week i
divided by the average interaction count of the class, where j represents a student and n the number of
students in the class.

Table 4 shows the set of attributes/variables included in each dataset.

Table 4. Attributes of each dataset.

Dataset Variables

DB1 Count

DB2 Count, Average, Median

DB3
Count, Cognitive Count, Teaching Count,

Social Count, Other Count

DB4
Count, Average, Median, Cognitive Count,
Teaching Count, Social Count, Other Count

DB5
Count, Average, Median, Zeroed Week,

Commitment factor, Average of the difference

DB6
Cognitive Count, Teaching Count,

Social Count

DB7 Cognitive Count, Teaching Count

DB8 Cognitive Count, Social Count

DB9 Teaching Count, Social Count

DB10 Cognitive Count

DB11 Teaching Count

DB12 Social Count

DB13 All variables

The idea when creating the datasets was to “separate” the derived attributes from each work.
For example, in DB3 (dataset 3), we only use the attributes from Swan [23] (together with the interaction
count). In DB5, we used attributes similar to Detoni el al. [50]. In DB4, the idea is similar, but with
the addition of the average and median. In DB1, there is only the interaction counting, and in DB2,
the attributes are derived from the interaction counting only (not using the type of interaction).
DB6 contains strictly variables from Swan [23]. In DB7, DB8 and DB9, we created combinations of two
variables from the same work [23]. In DB10, DB11 and DB12, the counting of each type of presence
were used. DB13 is the datasets that contains all variables shown in Table 2 together.

Information from the logs was used together with a socio-demographic-motivational
questionnaire that was applied to the students in the first week of the course. Questions were created
to outline students’ profiles, such as their usage of computer/smartphone (if, how, and how much
they use), the reasons they choose the ICT program, previous skills on computing and computer
programming languages, among others. The idea of using data from the questionnaire was to test to
which extent the inclusion of socio-demographic-motivational data about/from the students would
improve the performances of the models in comparison with using only data coming from students’
interactions within the LMS. The motivational part is only one question and it is related to the main
reason students choose the ICT program, that is for personal satisfaction, to get a better job/position,
for family satisfaction (pressure), to apply for a PhD in the future or to get any degree.
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3.2. Dataset Generation

The interaction counting was made week by week. It begins on Week 0 (last week before the
beginning of the semester) to Week 17 (last week of the semester). However, in this work, we have
used only data from Week 0 to Week 8 (middle of the semester) since the objective was to early predict
the students that were at-risk of failing. It is important to note that in this work we do not distinguish
between fail and dropout. We consider an at-risk student that student that gets a final grade below 6.0,
the necessary grade to be approved on this course. So, independently if the student drops the course
out in the first weeks, he is considered a failing student.

3.3. Data Pre-Processing

Table 1 shows the number of students in each semester and it is clear that there are not a lot of
samples. Therefore, we applied the over-sampling technique called Synthetic Minority Over-sampling
Technique (SMOTE) [53] to generate synthetic data. This allowed us to compare the performances of the
models when using the original datasets and balanced datasets. The script was developed in Python
using the method in the Imbalanced-learn library [54].

3.4. Generation and Evaluation of the Models

For classification, we used Naive Bayes, Random Forest, AdaBoost, Multilayer Perceptron
(MLP), k-Nearest Neighbor (kNN) and Decision Tree algorithms. However, during the experiments,
we removed the last one due to its over-fitting. All these algorithms were implemented using the
Scikit-learn [55] library in Python.

Since the number of samples to train, validate and test the classifiers is small, we used the
Leave-One-Out Cross-Validation. The performance was measured using the Area Under Curve
(AUC)—ROC Curve [56]. It is a measure of performance for classification tasks at various threshold
settings and represents how much a model can distinguish between classes. Consequently, the higher
AUC, the better the model is at predicting. AUC has been used as a reference metric by related
literature such as Gašević et al. [57].

3.5. Comparison between Cases

To compare the results and check if there are differences between performances we applied the
Mann-Whitney U test [58]. This test is suitable for situations where the requisites for the application of
Student T-test have not been met. The Mann-Whitney U test is a non-parametric test applied on two
independent samples with the same size, checking for the null hypothesis. If the p-value is below a
threshold (0.05 in this work), the difference between the two samples did not occur by chance.

To answer the research questions, we performed comparisons presented in Section 4.
The difference between performances (and the improvement of one configuration versus the other)
is considered existent when there is a statistic difference between them (i.e., the p-value of the test
between the two samples is lower than 0.05).

4. Results

As previously mentioned, the ROC curve was calculated for each model generated for each DB.
Sixty-five models for each semester were generated. Models were trained with the counting of the
weeks. For example, to get the results in the first week, we fed the classifier with interaction data from
week 0 only. For the second week, we used the counting of week 0 and week 1 and so on.

We calculated the mean and median of the ROC values until week 8 (middle of the semester) and
sorted the results descending by the median, obtaining our Top-5 combinations for each semester. It is
essential to say that the interaction count is made individually for each week and are not cumulative.
Table 5 shows the Top-5 performances for each semester, considering the combination of the DB and
the classifier used. To do this, we need to compute the ROC value for each week. So, we get the
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predictions on test set for each week using leave-one-out validation, followed by the calculation of the
ROC value and computation of the AUC for the week. The median is calculated using the AUC values
from Week 0 to Week 8, that is, we get the median of these nine values.

Table 5. Five best DB-Classifier combinations for each semester ordered (descending) by median.

Semester DB Classifier Median

2016-1

DB12 AdaBoost 0.62820

DB2 AdaBoost 0.55128

DB5 AdaBoost 0.55128

DB9 AdaBoost 0.55128

DB12 MLP 0.55128

2016-2

DB2 AdaBoost 0.71795

DB5 AdaBoost 0.71795

DB9 kNN 0.71795

DB12 kNN 0.71795

DB1 Random Forest 0.71154

2017-1

DB2 AdaBoost 0.66013

DB5 AdaBoost 0.63072

DB6 kNN 0.60784

DB8 kNN 0.60784

DB10 Random Forest 0.60784

2017-2

DB2 AdaBoost 0.83974

DB5 AdaBoost 0.83654

DB13 AdaBoost 0.75641

DB2 Random Forest 0.67949

DB4 Random Forest 0.67628

The results show that the AdaBoost classifier appears in 11 of 20 cases, being the most present
algorithm. Next, we have the Random Forest and kNN, both appearing four times each. Last, we have
the MLP, which appears only one time, in the fifth position at 2016-1. Next section will answer the
proposed Research Questions focused on the five best results.

4.1. Research Questions

4.1.1. RQ1. Which Are the Most Appropriate Datasets to Early Predict at-Risk Students?

To answer this question, Table 5 provides information about the Top-5 DB-classifier combination
for each week, ordered by the median. The combination that presents better results is the DB2
with AdaBoost classifier, followed by the DB5 with the same classifier in almost every semester.
The exception is 2016-1, where the DB12 with AdaBoost (again) achieved the best results. However,
the two previously cited combinations (DB2 and DB5) are in the second and third positions, respectively.
To confirm to what extent the differences between the best performances and the others were significant,
we applied the Mann-Whitney test. Table 6 shows the results of the tests for each combination.

According to the results of the Mann-Whitney test, there is no significant statistical difference
between the best five results. This means that one could use any of the combinations (model + DB)
without loose or gain significant performances in the predictions. From now on, we will use
“DB2—AdaBoost” as the best combination, since there was no significant difference between this
one and “DB12—AdaBoost”. We choose the former because it appears as the best combination also in
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the other semesters (2016-2, 2017-1 and 2017-2). It is important to highlight though that from these
findings, there is no better dataset configuration that one should use to train the models.

We considered the best combination as DB2 with AdaBoost since it brought the best result on
almost every semester. However, it is necessary to say that there is no significant statistical difference
between this combination the other four on Top-5 (Table 6). So, we may say that this combination is
enough to predict at-risk students. The dataset consists of interaction count, with average and median,
both derived variables from the first. This dataset may have brought the best results since it has the
information on interaction count and, with the other two variables, gives a notion on the behavior of
the students in the past weeks, until the moment of the prediction. It can also bring some insights into
student’s engagement during the weeks.

Table 6. Application of the Mann-Whitney test on the five best results, comparing the best with the
other four combinations.

Semester Combination 1 Combination 2 p-Value

2016-1

DB12—AdaBoost DB2—AdaBoost 0.13032

DB12—AdaBoost DB5—AdaBoost 0.19794

DB12—AdaBoost DB9—AdaBoost 0.48212

DB12—AdaBoost DB12—MLP 0.48224

2016-2

DB2—AdaBoost DB5—AdaBoost 0.32775

DB2—AdaBoost DB9—kNN 0.50000

DB2—AdaBoost DB12—kNN 0.50000

DB2—AdaBoost DB1—Random Forest 0.42911

2017-1

DB2—AdaBoost DB5—AdaBoost 0.34448

DB2—AdaBoost DB6—kNN 0.14441

DB2—AdaBoost DB8—kNN 0.14441

DB2—AdaBoost DB10—Random Forest 0.34525

2017-2

DB2—AdaBoost DB5—AdaBoost 0.41160

DB2—AdaBoost DB13—AdaBoost 0.18712

DB2—AdaBoost DB2—Random Forest 0.32884

DB2—AdaBoost DB4—Random Forest 0.26740

4.1.2. RQ2. The Sole Use of the Count of Student Interactions Is Sufficient to Early Predict Students’
Failure in the Course?

Considering that there is no statistical difference between the models generated using DB1 and
other datasets, one could say that the counting of student interactions could be sufficient to early
predict student’s failure. In other words, the inclusion of several different derived attributes was not
sufficient to improve the performance of the models at a statistically significant level. At the same time,
it is essential to point out that the best results were obtained from DB2 and DB5, which are variations
of DB1 that do not consider the different types of presence (cognitive, social and teaching).

4.1.3. RQ3. Does the Use of Oversampling Techniques (SMOTE) Help the Models to Achieve
Better Performances?

To answer this question, we calculated the median of the performances of the models generated
with original DBs (without the application of SMOTE). We compared them with the performances of
the models generated with oversampled DBs. SMOTE was applied on the training set after splitting
the data in training/testing sets. To check if there is any statistical difference between them, we apply
the Mann-Whitney test again. Table 7 summarizes the results.
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Table 7. Comparison between the ROC values of the normal and oversampled data.

Semester Combination p-Value Median (Normal) Median (Oversample)

2016-1

DB2—AdaBoost 0.03123 0.55128 0.59615

DB5—AdaBoost 0.07874 0.55128 0.63461

DB2—Random Forest 0.00603 0.42308 0.50641

DB5—Random Forest 0.01344 0.42949 0.47436

2016-2

DB2—AdaBoost 0.00280 0.71795 0.51282

DB5—AdaBoost 0.00038 0.71795 0.42949

DB2—Random Forest 0.02070 0.62820 0.67949

DB5—Random Forest 0.36134 0.67308 0.63461

2017-1

DB2—AdaBoost 0.06606 0.66013 0.54575

DB5—AdaBoost 0.01047 0.63072 0.51961

DB2—Random Forest 0.16419 0.54902 0.57516

DB5—Random Forest 0.00067 0.52287 0.63399

2017-2

DB2—AdaBoost 0.35254 0.83974 0.75641

DB5—AdaBoost 0.35279 0.83654 0.75320

DB2—Random Forest 0.00016 0.67949 0.91987

DB5—Random Forest 0.00011 0.67628 0.91987

Results show that there is an improvement on the median of ROC values in 9 out of the 16 cases
(only for DB5 - AdaBoost on 2016-2 semester the results got worse) but these differences are statistically
significant in only 7 out of the 16 cases (p-value is smaller than 0.05).

Figures 4–7 help to better visualize the results for the first 8 weeks of the four evaluated semesters
(2016-1, 2016-2, 2017-1 and 2017-2 respectively).

Figures 4 and 5 show similar results for the semesters 2016-1 and 2016-2, respectively, which are
when SMOTE is not applied, the results are better. It happens for the two cases, in both figures. It can
be seen in Figures 4 and 5 that the AdaBoost achieved the best prediction result with DB5.

In 2017-1 (Figure 6), it can be seen that the use of SMOTE improved the prediction results since
the AdaBoost—DB5 combination with SMOTE presented the best results for the eight week. However,
in Week 8, we can see that the Random Forest—DB5 combination presented similar results.

In Figure 7 we can see that the application of SMOTE brought the biggest difference if compared
to the data without SMOTE. The Random Forest classifier (with DB2 and DB5) presented the best
results and the application of SMOTE improved the results. However, in Week 8, results of Random
Forest (without the SMOTE application) and AdaBoost—DB2/DB5 were pretty similar.

From the results, one can say that the use of SMOTE helps on improving the performances of
the models in only 43.75% of the cases considering all four semesters. Moreover, the use of SMOTE
showed the best improvement on 2017-2, where the ROC value for Random Forest with DB2 and DB5
stayed above all the other combinations on all the weeks.

112



Appl. Sci. 2019, 9, 5523

Figure 4. ROC Curve: 2016-1.

Figure 5. ROC Curve: 2016-2.

Figure 6. ROC Curve: 2017-1.
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Figure 7. ROC Curve: 2017-2.

4.1.4. RQ4. Does the Use of Data from Questionnaires Applied at the Beginning of the Course Help to
Improve Models Performance?

To answer this question, we used the same methodology of the previous question, initially not
including the use of SMOTE and then applying the SMOTE. Table 8 presents the results.

On the one hand, in Table 8 it is possible to see the improvement of the performances (median of
ROC values) in only 3 out of 16 cases, where only 2 cases are statistically significant. Both in 2016-1,
with DB2 and DB5 with AdaBoost. On the other hand, there are some cases where the inclusion of
data from the questionnaire decreases the performances of the models, in which two of them have
a statistically significant level. According to these results, we can say that using questionnaire data,
without performing feature selection, does not help with the prediction of failing of the students.

Table 8. Comparison between the ROC values for the normal data and including questionnaire answers.

Semester Combination p-Value Median (Normal)
Median

(Questionnaire)

2016-1

DB2—AdaBoost 0.02081 0.55128 0.67308

DB5—AdaBoost 0.03846 0.55128 0.62820

DB2—Random Forest 0.48202 0.42308 0.42308

DB5—Random Forest 0.19819 0.42949 0.38461

2016-2

DB2—AdaBoost 0.44679 0.71795 0.67949

DB5—AdaBoost 0.05542 0.71795 0.64103

DB2—Random Forest 0.26698 0.62820 0.62820

DB5—Random Forest 0.16124 0.67308 0.66667

2017-1

DB2—AdaBoost 0.00302 0.66013 0.49020

DB5—AdaBoost 0.01466 0.63072 0.49346

DB2—Random Forest 0.08310 0.54902 0.44118

DB5—Random Forest 0.41219 0.52287 0.49673

2017-2

DB2—AdaBoost 0.39453 0.83974 0.79808

DB5—AdaBoost 0.29755 0.83654 0.75641

DB2—Random Forest 0.48230 0.67949 0.71154

DB5—Random Forest 0.50000 0.67628 0.67628
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We also analyzed the case where over-sampled data was compared with the DBs plus
questionnaire data (also over-sampled). Table 9 shows the results.

In Table 9, it is important to point out that the results got better in 8 out of 16 cases. However,
in these 8 cases better results, there are statistical differences in six of them. Based on these results,
we can reinforce our previous statement that data from the questionnaire does not help to improve the
performance of the models (even when the datasets are balanced).

Table 9. Comparison between the ROC values on the normal data with oversample and data with
oversampled plus questionnaire.

Semester Combination p-Value
Median

(Oversample)

Median
(Questionnaire Data

with Oversample)

2016-1

DB2—AdaBoost 0.06890 0.59615 0.58974

DB5—AdaBoost 0.21254 0.63461 0.58974

DB2—Random Forest 0.00376 0.50641 0.50641

DB5—Random Forest 0.13058 0.47436 0.46795

2016-2

DB2—AdaBoost 0.00506 0.51282 0.34615

DB5—AdaBoost 0.1488 0.42949 0.39102

DB2—Random Forest 0.0087 0.67949 0.71795

DB5—Random Forest 0.03328 0.63461 0.71795

2017-1

DB2—AdaBoost 0.28199 0.54575 0.57189

DB5—AdaBoost 0.2510 0.51961 0.49346

DB2—Random Forest 0.0015 0.57516 0.66013

DB5—Random Forest 0.0533 0.63399 0.60457

2017-2

DB2—AdaBoost 0.0000 0.75641 0.79487

DB5—AdaBoost 0.0000 0.75320 0.79487

DB2—Random Forest 0.2260 0.91987 0.95833

DB5—Random Forest 0.02940 0.91987 0.96154

5. Conclusions

This work presented a comparative study aiming to find the best combination between dataset
and classification algorithm (using and not using pre-processing algorithms) to early predict at-risk
students in introductory programming courses. Thirteen dataset combinations together with five
classification algorithms (k-Nearest Neighbor, Multilayer Perceptron, Naive Bayes, AdaBoost and
Random Forest) were used in the experiments.

The literature has works that also analyze log data from Moodle for generating predictive models
for early identification of at-risk students, though the present work differs from them by providing
a categorization of the counting of the logs according to the three elements required for a successful
computer-mediated learning experience proposed by Garrison et al. [22], that is, cognitive, social and
teaching presences.

We tested to which extent the classification of the counting of the logs into these three dimensions
would serve as better datasets for the generation of more accurate predictive models. The main idea
was that the different classes of students (Approved versus Reproved) would interact differently in
those dimensions of presence and that could help the models to better capture students behavior in
the learning settings. However, results have shown that there is no improvement in the performance
of the models using those three dimensions: cognitive, social and teaching presences. Because of
that, one can assume that the simple counting of interactions can be used to generate predictive

115



Appl. Sci. 2019, 9, 5523

models, corroborating with previous work [59]. This contradicts the findings of other authors, such as
Conijn et al. [37] that say that predictive models cannot be generalized only by the LMS data logs and
additional data sources are needed.

Considering that our interest is to early predict at-risk students, we measured the performances
of the models until the middle of the semester (8 weeks). It is possible to say that the models
achieved performances that can be considered satisfactory (with AUC ROC values of 90% already in
the first week) and it is similar to the results found in the literature, for example, Detoni et al. [25],
Howard et al. [46], Sandoval et al. [31], and Lu et al. [47]. These results were found considering
the pre-processing of the datasets using SMOTE to balance the classes. Even with datasets being
highly unbalanced, the use of SMOTE did not helped on increasing the performance of the models,
improving on only 43.75% of the cases. Improvements in the performances of the models to predict
at-risk students by applying SMOTE were reported in the literature in Costa et al. [24].

At last, we tested whether the inclusion of general, demographic and motivational information
about the students would help to increase the performances of the models. The results show that data
coming from the questionnaire did not help to improve the performance, contradicting results of other
experiments reported by Tillmann et al. [28] and Adejo and Connolly [39], but corroborating previous
findings of Brooks et al. [60].

The performance of the models varied according to the semester and the machine learning
algorithm in use. The decision of which model apply and the the best moment for that would depend
on the specifics of the semester. For instance, in some cases, it is possible to observe a drop in the
performance of the models for some algorithms as the semester approaches to the middle. This is the
case, for instance, of Adaboost-DB2 and Adaboost-DB5 at week 5 of semester 2017.2 (e.g., see Figure 7.
In this scenario, it is recommended to use models generated by Random Forest with the use of SMOTE).
From the figures, one could say that the best moment for predicting with good performances and
before any significant loss, would be week 3. Again, for each semester, a given set of configuration
should be picked accordingly.

One of the main contributions of our work is the investigation of the effectiveness of EDM
techniques to early detect at-risk students and the extensive comparison of different combinations of
classifiers and dataset (five classification algorithms with 13 DBs, generating 65 combinations for each
semester). We also investigated the effect of pre-processing algorithms, such as SMOTE and the use of
questionnaire data.

Regarding the courses’ context, activities, tests and assignment, an important discussion that
we can provide are about the activities and materials the lecturer provided during the 4 semesters
presented in this work. The lecturer gradually improved the quality and the quantity of the resources of
the course. It includes VPL exercises, which increased from 53 in 2016-1 to 86 in 2017-2. It also increased
the number of other resources (slides, websites, examples, tutorials and so on) from 23 to 60 at the end
of 2017-2. A deep analysis of these aspects shows that after the 4th week, students are autonomous to
interact with the course’s resources, more specifically, they can start programming using VPL. There are
a lot of interactions in Moodle within VPL exercises. It seems that the course structure of the 2017-2
version is more intuitive to the students and it let them interact more precisely with the resources.
We are able to conclude that a more structured course, with dozens of materials, best fits the students’
needs, because they can have good interactions with the course and, consequently, succeed. It also
seems that student interaction means engagement, and more engagement leads students to succeed.

The limitation of the work lies on the small number of cases included in each dataset (semester),
although this limitation was softened with the use of leave-one-out validation during the training and
testing of the models and with the use of SMOTE (that generates and includes new synthetic cases in
the samples).

Future works include the test of more pre-processing techniques, aiming to improve the quality
of the data, since the number of samples used in this work was small. Also, we intend to use other
classification algorithms or even a combination of them. Deep Learning techniques can be also used
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for classification. When available, we intend to process data from 2018 and 2019 to check if there are
any differences in the results.
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kNN k-Nearest Neighbor
LA Learning Analytics
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Appendix A. Related Literature—Overview of Context and Main Characteristics

Article Number of
Participants

Data-Mining/Machine Learning
Techniques

Statistics
Packages

Corpus Measure

[24] 423 Naive Bayes, DT, NN, SVM Pentaho Data
Integration

tool, WEKA,
SMOTE

Distance education, On
campus

F-measure, Precision, Recall

[26] 950 kNN, DT, RF, Logistic regression,
Linear SVM, Gaussian SVM

Scikit-learn Custom VLE AUC, F-measure, precision,
recall

[27] 271 Support Vector Classifiers, e-SVR Not informed Interaction with HTML
elements

F-measure, R-squared

[28] 145 Multiple backwards stepwise
regression, multiple squared

correlation, binary logistic
regressions

SPSS LMS and Academic
performance

Z-scores

[29] 527 Logistic regression, DT, and kNN Not informed Moodle, Piazza, Github
Enterprise, WebAssign.

Kendall rank correlation
coefficient, F-Measure

[30] 1403 Multiple linear regression SPSS home-grown EWS (early
warning system) plug-in for

Moodle

R-squared, ANOVA analysis
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Article Number of
Participants

Data-Mining/Machine Learning
Techniques

Statistics
Packages

Corpus Measure

[31] 21,314 Linear regression, Robust linear
regression, RF

Not informed Student administrative
information system, LMS

R2, MAE, RMSE, APA, PAP,
Precision, Recall, F-score

[32] 171 Linear Regression, RF Developed
Analytics Tool

and SPSS

VLE Interaction R-squared

[34] 646 Logistic Regression, Hierarchical
linear regression

SPSS VLE Interaction and
assignment score

ANOVA analysis

[35] 3882 C4.5 DT, Radial Basis Function,
kNN, Naive Bayes, Reduced Error

Pruning Tree, SVM (SMO),
AdaBoost, LogitBoost, Rotation
Forest, Linear Regression, M5’

Algorithm, M5’ Rules Algorithm,
RBF Networks, kNN

Free
Implementation

pre-university and
performance data (17

attributes)

Accuracy, MAE

[36] 608 courses.
Not mention

the number of
students.

CART DT, kNN, Naive Bayes, SVM Weka, Python
and

Scikit-learn

Universitat Oberta de
Calanunya Data Mart

precision, recall, F-measure,
classification error and RMS

[37] 4989 multi-level and standard regressions STATA 14 VLE Interaction and
assignment score

Accuracy, F-measure,
R-Squared

[38] 717 DT Not informed VLE Interaction Accuracy, F-measure

[39] 141 DT, NN, SVM, Stacking Ensemble
(combining the other three)

SPSS, Rapid
Miner Studio

student record system, LMS,
and survey

Precision, Recall, F-measures,
classification error and RMS

[40] 99 RF, Naive Bayes, kNN, LDA scikit-learn VLE Interaction and
assignment score

Accuracy, kappa coefficient,
F-meassure, AUC

[41] 78,722 NN Not informed VLE Interaction Accuracy, F-measure

[42] 362 Not informed Not informed VLE Interaction Accuracy

[43] 202 Logistic Regression, RF, SVM Not informed VLE Interaction Precision, recall, and
F-measure

[44] 515 kNN, Naive Bayes, DT (Adaboost) Weka VLE Interaction Accuracy

[25] 578 SVM, Naive Bayes, DT (Adaboost) Not informed VLE Interaction False-Positive,
False-Negative, AUC

[46] 136 BART, RF, PCR, Multivariate
Adaptive Regression Splines, kNN,

NN, and SVM, XGBoost

R Students’ background
information, continuous

assessment, and VLE
interaction

MAE

[47] 59 Principal Component Regression Not informed student learning profiles,
out-of-class practice

behaviors, homework and
quiz scores, and after-school

tutoring

MSE, R2, Q-Q, predictive
MSE, predictive mean
absolute, percentage

correction

[48] 9847 Floating search, Sequential Forward
Selection, C4.5, RF, RF Regression,

Random Tree, Random Tree
Regression, MLP, SOM, Naive

Bayes, Decision Table, C4.5, kNN

Weka 32 features F-measure, accuracy,
Precision, AUC, Recall
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Abstract: A dropout early warning system enables schools to preemptively identify students who
are at risk of dropping out of school, to promptly react to them, and eventually to help potential
dropout students to continue their learning for a better future. However, the inherent class imbalance
between dropout and non-dropout students could pose difficulty in building accurate predictive
modeling for a dropout early warning system. The present study aimed to improve the performance
of a dropout early warning system: (a) by addressing the class imbalance issue using the synthetic
minority oversampling techniques (SMOTE) and the ensemble methods in machine learning; and
(b) by evaluating the trained classifiers with both receiver operating characteristic (ROC) and
precision–recall (PR) curves. To that end, we trained random forest, boosted decision tree, random
forest with SMOTE, and boosted decision tree with SMOTE using the big data samples of the
165,715 high school students from the National Education Information System (NEIS) in South Korea.
According to our ROC and PR curve analysis, boosted decision tree showed the optimal performance.

Keywords: dropout; machine learning; big data; class-imbalance; oversampling; ensemble

1. Introduction

The negative consequences of students’ dropping out of school are significant for both the
individual and society. The educational deficiencies of dropout students could severely limit economic
and social well-being in their later lives [1]. The society also suffers losses because the nation’s
productive capacity could be undermined by the shortage of the skilled workforce, and also the
dropout students are more likely to be frequent recipients of welfare and unemployment subsidies [2].
Because of those negative consequences, students’ dropouts have long been considered as a serious
educational problem by educators, researchers, and policymakers. A dropout early warning system
can help schools to preemptively identify students who are at risk of dropping out of school and to
promptly react to them [3]. The students at risk are likely to drop out without carefully considering the
negative consequences of their decisions or without having an opportunity to consult with experts.
The early intervention informed by the dropout early warning system can redirect potential dropout
students onto the path to graduation and lead them to a better future [4]. Because of the great potential,
many governments have developed dropout early warning systems. For example, the department of
education and early childhood development in the state of Victoria in Australia developed the Student
Mapping Tool (SMT) to help schools to identify students at risk of disengagement and dropout [5],
and the state of Wisconsin in the United States developed the Dropout Early Warning System (DEWS)
to predict students’ dropouts [6]. In the United States, about half of public high schools implemented
the dropout early warning systems during 2014–2015 [7].
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Machine learning is a promising tool for building a predictive model for a dropout early warning
system. However, the class-imbalance could be one of the potential difficulties in implementing
a dropout early warning system using machine learning. In the binary outcome representing students’
dropouts, the proportions of the two classes (i.e., dropouts and non-dropouts) tend to be imbalanced
(e.g., 1.4 percent of dropouts vs. 98.6 percent of non-dropouts in Korean high school in 2016). In general,
machine learning classifiers trained on datasets with imbalanced classes tend to show a very poor
performance in predicting the minor class because the classifiers ignore the minor class as a noise [8,9].
Because the class of interest in dropout prediction is a minor class (i.e., dropouts), the class-imbalance
issue could severely degrade the sensitivity of the early warning system in predicting potential dropout
students. Another key issue in the presence of class imbalance is to use performance metrics that are
sensitive to performance differences. Traditionally, the area under the curve (AUC) in the receiver
operating characteristic (ROC) curve has been widely used in machine learning literature. However, in
the presence of class imbalance, the ROC curve analysis may not be sensitive enough to differentiate
the performances of classifiers, and the precision–recall (PR) curve may perform better [10]. In the
literature, Márquez-Vera et al. [11] predicted student failure at school using genetic programming and
different machine learning approaches by addressing the class imbalance issue using the synthetic
minority oversampling techniques (SMOTE), and identified the best model based on the true positive
(TP) rate, true negative (TN) rate, and accuracy. Knowles [6] used machine learning to build a
predictive model of student dropout risk, and identified the best statistical model using the ROC curve.
Márquez-Vera et al. [12] used various machine learning algorithms for early dropout prediction, and
used the TP rate, TN rate, accuracy, and AUC. However, in the previous literature, the class-imbalance
issue and the advantage of using the PR curve have not been fully discussed yet. Thus, the present
study aimed to improve the performance of a dropout early warning system: (a) by addressing the class
imbalance issue using the SMOTE and ensemble methods in machine learning; and (b) by evaluating
the trained classifiers with both ROC and PR curves. To that end, we trained random forest, boosted
decision tree, random forest with SMOTE, and boosted decision tree with SMOTE using the big data
samples of the 165,715 high school students from the National Education Information System (NEIS)
in South Korea. Because the class-imbalance issue is prevalent (e.g., cheaters in online education), the
implication of this study is relevant to building predictive models for other educational outcomes
as well.

2. Students’ Dropouts in South Korea

In this section, we briefly present the current status and reasons for high school dropouts in South
Korea to clarify the types of dropouts we are interested in. We also present the rationale for the goal of
our dropout early warning system. Table 1 shows the dropout rates of high school students in South
Korea from 2010 to 2016 [13]. The dropout rates have decreased from 2.0 percent in 2010 to 1.4 percent
in 2016.

Table 1. The Dropout rates of high school students in South Korea from 2010 to 2016.

Year The Total Number of Students The Number of Dropouts Students Dropouts Rates (%)

2016 1,752,457 23,441 1.4
2015 1,788,266 22,554 1.3
2014 1,839,372 25,318 1.4
2013 1,893,303 30,382 1.6
2012 1,920,087 34,934 1.8
2011 1,943,798 37,391 1.9
2010 1,962,356 38,887 2.0

Table 2 shows the reasons for high school dropouts in South Korea in 2013 and 2016 [13].
Students left schools for various reasons: diseases, family problems, poor academic performance,
poor relationship with others, strict school rules, and other reasons (e.g., studying overseas and
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alternative education). Simply leaving schools does not necessarily mean negative outcomes.
Some students leave schools to study overseas, to attend alternative education programs, or to
pursue their own career paths earlier. The dropouts due to those positive reasons are not the types of
dropouts we are interested in. Chung et al. [14] defined at-risk youths as the youths who are exposed to
personal and environmental risks, likely to experience behavioral or psychological problems and find
it difficult to achieve normal development without appropriate educational intervention. This group of
youths reports high risks of running away from home, dropout, unemployment, violence, prostitution,
substance abuse, and other misconducts, crimes, as well as psychological disorders such as depression,
anxiety, and suicide. We are interested in predicting the dropouts among those at-risk youths who
could benefit from the intervention programs informed by the dropout early warning system.

Table 2. The Reasons for high school dropouts in South Korea in 2013 and 2016.

Leaving Expulsion Total

Diseases
Family

Problem

Poor
Academic

Performance

Poor
Relationship
with Others

Strict
School
Rules

Other
Reasons

2013 1429 2327 9887 486 1019 14,094 1090 30,287
(4.7%) (7.7%) (32.6%) (1.6%) (3.4 %) (46.5%) (3.6%) (100%)

2016 882 503 4047 222 225 11,855 998 18,732
(4.7%) (2.7%) (21.6%) (1.2%) (1.2%) (63.3%) (5.3 %) (100%)

The optimal performance of a classifier is only meaningful in relation to a specific task.
In a dropout early warning system, the sensitivity represents the proportion of actual dropout students
predicted correctly. In this study, we aimed to maximize the sensitivity of our dropout prediction
for the following reason. The primary aim of public schools is to support successful learning of all
students without a single failure. UNESCO has placed “Education for All (EFA)” as the international
policy agenda [15]. The idea behind the agenda is to ensure all students around the world benefit
from education. The United States has been building an accountability system to keep all students
from falling behind through the “No Child Left Behind Act” and “Every Study Succeeds Act” [16].
To support successful learning of all students, in South Korea, it was proposed to operate a three-tier
dropout prevention programs [17]. In the first-tier, all students participate in the general prevention
program designed to prevent school dropouts. In the second-tier, students who were identified as being
at-risk of dropouts participate in more specialized group- or individual-based prevention programs.
In the third-tier, students who express their intention to dropout have opportunities to deliberate
their decisions for two weeks before making their final decisions. During the period of deliberation,
students receive personalized counseling and training. In this proposed three-tier prevention programs,
it is very important to preemptively identify all the potential dropout students and to promptly react
to them in order to reduce the number of students who actually want to drop out. Another important
performance metric in a dropout early warning system is the precision (or positive predictive value),
which represents the proportion of predicted dropout students who actually dropout. The precision is
important because it is directly related to the cost for the intervention.

3. Analysis Plan

3.1. Supervised Learning

We used supervised learning in machine learning to train our binary classifiers that predict
students’ dropouts and non-dropouts. The goal of the supervised learning is to estimate the best
mapping function f (.) from the set of features (Xs) to the target label (Y) by training a specific machine
learning model on a dataset. The learning process in the supervised learning focuses on assuring
the capability of a trained model generalizing knowledge learned from the current observations to
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the future observations. The emphasis on the generalizability of the model makes the overfitting
a critical issue in supervised learning. The overfitting is said to occur when a model is more complex
than necessary and therefore fits too much noise in the training dataset. The model complexity is
controlled by the so-called hyper-parameters of the model (e.g., the strength of the penalty in the
regularized regression, the depth of a tree in the decision tree). Therefore, the key task in supervised
learning is to determine the optimal values of hyper-parameters to make a balance between bias and
variance. In practice, k-fold cross-validation is often used to determine (or tune) hyper-parameters.
In k-fold cross-validation, the training dataset is partitioned into k equal-sized subsets, each of which
is called a fold. At each iteration from 1 to k, a single fold is retained as the validation dataset, and the
remaining k − 1 folds are retained as the training dataset, and the model trained on the training dataset
is evaluated on the validation dataset. Then, k performance metrics from the k iterations are averaged
to produce a less biased estimate of the performance of the model. The best hyper-parameters can
be determined by comparing the averaged performance metrics from k-fold cross-validation of the
models with different values of hyper-parameters. We used 10-fold cross-validation for our analysis.

3.2. The Problem of Class Imbalance

The focus of our analysis is to train our binary classifiers by addressing the class-imbalance issue.
In classification, a classifier predicts categorical labels (or classes). The classes are imbalanced if there
are many more instances of some classes than others in a dataset [18]. The class imbalance is prevalent
because many real-world applications, such as fraud detection, spam detection, anomaly detection,
and psychological diagnosis, are composed of a large number of normal examples with only a small
number of abnormal or interesting examples [19]. The ratio between minor and major classes can be
1:100, 1:1000, or even 1:10,000 depending on the applications. For example, fraudulent cases in retail
banking are about 0.1 percent [20].

The class imbalance poses a difficulty in classification because the classifiers trained on the
imbalance dataset tend to show a higher predictive accuracy on the major classes, but a poorer
predictive accuracy on the minor classes. This bias toward the major classes happens because the
performance metrics tend to treat the minor classes as the noise, and therefore guide the classifiers
to ignore the misclassification of the minor classes during the learning process [9]. Table 3 shows a
hypothetical confusion matrix illustrating the case where the accuracy of a binary classifier can be
deceptively excellent when the classifier completely ignores the misclassification of the minor classes.
In this example, the proportions of dropouts and non-dropouts are imbalanced, i.e., 100 dropouts
(1%) vs. 9900 non-dropouts (99%). The accuracy of the binary classifier in this example is 0.99 despite
the complete misclassifications of the dropouts. In this way, when classes are imbalanced, the minor
classes are often more misclassified than the major classes. Because the minor class is usually the
class of interest in classification, the class imbalance has been a challenging problem in data mining
community [21,22].

The problem of class imbalance is a well-known issue in the machine learning community.
However, less attention has been paid to this issue when developing dropout early warning system.
As presented in Table 1, high school dropout rates in South Korea are less than 2%. According to
the National Center for Education Statistics, high school dropout rates in the United States have
decreased from 27.2% in 1960 to 6.1% in 2016. Because the class of interest in the dropout prediction is
a minor class (i.e., dropout), the issue of class imbalance needs to be properly handled when building
a predictive model for the dropout early warning system.
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Table 3. The hypothetical confusion matrix showing the case where the accuracy of a binary
classifier can be deceptive for an imbalanced dataset. In this example, the proportions of
dropouts and non-dropouts are imbalanced, i.e., 100 dropouts (1%) vs. 9900 non-dropouts
(99%). Despite of the complete misclassifications of the dropouts, the accuracy is still
0.99 = (0 + 9900)/(0 + 0 + 100 + 9900) = 9900/10000 because the correct predictions of the
non-dropout dominate the accuracy.

True Labels

Dropout Non-Dropout

Predicted lables Dropout 0 0
Non-dropout 100 9900

3.3. SMOTE

Many methods have been proposed to address the problem of class imbalance. In the literature,
those methods are typically categorized into four groups: algorithm-level, data-level, cost-sensitive,
and ensemble approaches [8,9]. The algorithm-level approaches modify existing classification
algorithms to be biased toward the minor classes to improve the performance of the model in predicting
the minor classes [23,24]. These approaches require knowledge of the specific classifiers, and why
the classifiers fail to modify the algorithms. The data-level approaches rebalance the imbalanced
classes by over-sampling the minor classes or under-sampling the major classes to alleviate the effect
of imbalanced classes [19]. Because these approaches are implemented in the preprocessing step, they
are independent of specific classifiers and also can be more easily implemented. The cost-sensitive
approaches combine both the data- and algorithm-level approaches by adding high misclassification
costs for the minor classes (data level approaches), and also modifying the classification algorithms to
accept the costs ([25], algorithm level approaches). Recently, the ensemble approaches are attracting
more and more attention as a solution to the class imbalance problem. Hybridizing the bagging
and boosting paradigms in ensemble methods with the algorithm-level, data-level, and cost-sensitive
approaches for the imbalanced dataset turned out to be very promising. Readers who are interested in a
more compressive review on this topic are referred to the works of Galar et al. [9] and Haixiang et al. [8].

In this study, we used SMOTE [19] from the data-level approaches to address the problem of class
imbalance. In the data-level approaches, the under-sampling randomly eliminates some major classes
to make the major classes less effective on the learning process. However, the under-sampling could
remove major classes which are more representative and informative than others, and therefore the
decision boundary could be biased. The over-sampling randomly replicates the minor classes to make
the minor classes more effective on the learning process. However, the over-sampling creates repeated
copies of the same minor class instances many times, and therefore the classifiers could overfit to these
minor class instances. After reviewing previous studies on over- and under-sampling, Chawla et al. [19]
summarized that the under-sampling showed better performance than the over-sampling, and the
combination of the over- and under-sampling did not outperform the under-sampling. They proposed
SMOTE as a new over-sampling technique in which the minor class instances are over-sampled
by creating synthetic instances rather than creating the same minor instances multiple times with
replacement, and showed that the combination of SMOTE and under-sampling performed better than
the plain under-sampling. In SMOTE, the minor class instances are over-sampled by creating synthetic
instances along the line segments joining the k nearest neighbor instances with minor classes. The idea
behind the SMOTE is to over-sample similar instances rather than to over-sample the same instances
multiple times so that the classifiers are not overfitted to the minor class instances.

3.4. Ensemble Methods

Machine learning has been successfully applied for predictive modeling in various fields.
Especially, ensemble methods have gained considerable attention in recent years because ensemble
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methods can substantially improve the accuracy of predictions by combining multiple machine learning
algorithms [26]. Each algorithm in the ensemble methods is usually called a base (or individual or
component) learner. The ensemble of learners has outperformed a single learner in various tasks,
such as the object detection [27], lung cancer identification [28], and fraud detection [29]. The superior
performance of ensemble methods mainly comes from the better generalizability of the ensemble
of learners.

In ensemble methods, bootstrap aggregating (bagging) and boosting are the two popular
paradigms. As the name indicates, bagging improves the accuracy of predictions by aggregating
predictions from multiple learners. In bagging, the N base learners are trained in parallel on N
bootstrap samples from the original dataset, and then the N predictions from the N base learners
are combined using majority voting or other synthesizing methods. Because of its aggregating (or
averaging) nature, bagging can reduce the variance of a model. The random forest is a popular machine
learning algorithm that uses the bagging paradigm. The random forest is the collection of N decision
trees, and combines N predictions from the N decision trees trained on the N bootstrap samples to
make a final prediction.

Boosting is another ensemble paradigm. The idea behind boosting is to produce a series of weak
learners to make a strong learner. Unlike bagging in which learners are trained in parallel and the
predictions are aggregated without preference to any learner, boosting sequentially trains learners,
and the predictions are aggregated with heavier weights on better learners. For example, the adaptive
boosting (AdaBoost) calls a weak or base learner repeatedly in a series of rounds t = 1, ..., T by
weighting previously misclassified instances with higher weight, and then combines the T predictions
from the T base learners with the weights of learners determined during the training process [30].
Notice that both the instances and learners have their distributions of weights which are updated
across the rounds. The weight distribution for instances at round t makes the learner at round t focus
on the instances that were misclassified at round t − 1, whereas the weight distribution for learners
determines how to combine the T learners after T rounds. In addition to the variance, the boosting
can also reduce the bias because of its adaptive nature. In sum, the bagging trains a set of learners
in parallel to reduce the variance by exploiting the independence between learners, whereas the
boosting sequentially trains a series of learners to reduce both the bias and variance by exploiting the
dependence between learners.

In total, we trained four classifiers using the big data samples of the 165,715 high school students
from the NEIS database in South Korea: random forest, boosted decision tree, random forest with
SMOTE, and boosted decision tree with SMOTE.

3.5. Performance Metrics for Binary Classifiers

A confusion matrix is the cross-tabulation between the true labels from the labeled dataset and the
predicted labels from a classifier. Depending on the values of true and predicted labels, the true positive
(TP), true negative (TN), false positive (FP), and false negative (FN) can be defined, and these four
cases are used to define sensitivity (or recall, TP/(TP + FN)), specificity (TN/(FP + TN)), accuracy ((TP
+ TN)/(TP + FN + FP + TN)), negative predictive value (TN/(FN + TN)), and positive predictive value
(or precision, TP/(TP + FP)).

The area under the curve (AUC) is another popular metric. The AUC is the area under the receiver
operating characteristic (ROC) curve [31]. The ROC curve is the curve in the two-dimensional ROC
space whose y-axis represents a classifier’s true positive rate (or sensitivity) and x-axis represents
a classifier’s false positive rates (or 1 − specificity). Each point in the ROC space represents a classifier’s
(false positive rate, true positive rate) pair. If the classifier is the discrete classifier that produces only
a class label (e.g., dropout or non-dropout), then the performance of the discrete classifier can be
represented as a point in the ROC space. In the ROC space, the upper left point (0, 1) represents
a perfect classifier that never predicts the true negative labels as positive (i.e., false positive rate = 0)
and predicts all the true positive labels as positive (i.e., true positive rate = 1). Some classifiers
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produce the probability of the instances being a member of a class, instead of the discrete class label.
Such classifiers can be converted into the discrete classifiers by introducing a threshold. The ROC curve
for such classifier is the set of (false positive rate, true positive rate) pairs for all possible thresholds.
The ROC curve allows us to visualize the trade-off between the true positive rate (or sensitivity) and
false positive rates (or 1 − specificity) of a classifier. That is, it shows that a classifier cannot increase
the true positive rate without increasing the false positive rate [9].

Although the ROC curve is a popular evaluation metric for binary classifiers, the precision–recall
(PR) curve is recommended when evaluating binary classifiers trained on imbalanced datasets [10].
When the number of negative instances is very large, the true negative (TN) is also likely to be very
large. Then, the large true negative (TN) makes the specificity less sensitive. Therefore, the precision
(or positive predictive value) could be a more sensitive measure for the imbalanced data because the
precision is not affected by the large true negative (TN). Notice that recall is just another name for the
sensitivity, and therefore the PR curve only replaces the false positive rate in the ROC curve with the
precision. In PR curves, good classifiers aim for the upper right corner. In the present study, we used
both the ROC and PR curves for model-wide threshold-free evaluation of binary classifiers.

4. Methods

4.1. Data

Samples. Our sample consists of the big data samples of 165,715 high school students from the
NEIS database of 2014. Those are students from two big cities and two provinces in South Korea:
Seoul, Incheon, Gyeongsangbuk-do, and Gyeongsangnam-do. The proportion of male students is
0.60. The proportions of freshman, sophomore, and senior in high school are 0.33, 0.34, and 0.33,
respectively. The NEIS is the web-based integrated administration system that connects South
Korean’s education organizations including around 12,000 elementary, middle and high schools,
17 city and provincial offices of education, and the Ministry of Education. The NEIS was developed
by South Korea’s Ministry of Education in the early 2000s for several purposes. The NEIS was
designed to reduce teachers’ workload. For example, teachers do not need to prepare various
reports, statistics, and administrative documents. In addition, the NIES was designed to enhance
the conveniences of citizens, especially parents. For example, parents can request 38 types of student
information (e.g., school schedule, meal schedule, grades, and absence) and official certificates online.
The NEIS was also designed to enhance the efficiency in school administration. For example, the NEIS
reduces manual document preparation, enhances information sharing, and improves decision making
processes at a policy level. Currently, the NEIS is maintained by the Korea Education & Research
Information Service (KERIS) under the Ministry of Education. The NEIS has two databases. The
educational affairs database contains information more than six million students, such as academic
achievement, absence, health and so on. The school administration database contains information
about HR affairs, teacher information, and school information. Ethics Committee/Institutional Review
Board approval for this study was not sought because we used the government data that are already
collected in the NEIS system, and IRB approval is not required in South Korea in this case.

Target label. In this study, the target label for prediction is students’ dropouts. The binary target
label representing students’ dropouts was created based on variables named “the school register
change” and “the reasons for the school register change” in the NEIS database. The variable named
“the school register change” has 15 categories such as entrance, expulsion, leaving, transfer, and
graduation. The variable named “the reasons for the school register change”’ describes 43 reasons
for the changes. As discussed above, we are interested in the dropouts among those at-risk youths
who could benefit from the intervention programs informed by the dropout early warning system.
Therefore, in this study, we defined dropout students as the ones who have dropped out of school for
the 13 negative reasons presented in Table 4. In total, out of 165,715 students, 1348 students (0.81%)
were identified as dropout students in our analysis.
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Table 4. 13 reasons for the school register changes considered as dropouts.

Category Specific Reasons Counts Percentages (%)

Behavior Violation of School Rules 126 9.3
Behavior Requests from Autonomous Committees 15 1.1
Behavior Assault/Burglary 4 0.3
Behavior Others 5 0.4
Family Family Trouble 9 0.7

Maladjustment Poor Academic Performance 690 51.2
Maladjustment Victimization 1 0.1
Maladjustment Relationship with Friends/Teachers 23 1.7
Maladjustment Strict Rules 66 4.9
Maladjustment Others 375 27.8

Disease Disease 8 0.6
Others Running away from Home 21 1.6
Others Others 5 0.4

1348 100%

Features. Following the recommendation from the National High School Center, we used the
attendance, behavior, and course performance (the “ABCs”) as the key indicators for our dropout
predictions [32]. Previous studies also showed that low attendance at the beginning of a semester can be
an indicator for the dropout prediction [33]. Therefore, we further included the attendance in the first
four weeks as indicators. In sum, we used 15 features to predict students’ dropouts: the unauthorized
absence in the first four weeks, unauthorized early leave in first four weeks, unauthorized class absence
in first four weeks, unauthorized lateness in first four weeks, unauthorized absence, unauthorized
early leave, unauthorized class absence, unauthorized lateness, number of self-regulated activities,
number of club activities, number of volunteer activities, number of career development activities,
normalized ranking on Korean, normalized ranking on Math, and normalized ranking on English.

4.2. Preprocessing, Tuning, Training, and Testing

We used the caret package in R to preprocess, tune, train, and test the four classifiers.
Preprocessing. The original dataset that consists of 165,715 students was divided into training

(80%; N = 132,573) and testing (20%; N = 33,142) datasets to train and evaluate the four classifiers.
For the preprocessing, the 15 features in the training dataset were centered, scaled, and median
imputed using the preProcess() function in the caret package.

SMOTE. The preprocessed training dataset was over- and under-sampled using the SMOTE()
function in the DMwR package in R.

Tuning. The 10-fold cross-validation was used to tune the hyper-parameters of each classifier by
setting the method option to cv and number option to 10 in the trainControl() function in the caret
package. The optimal hyper-parameters were chosen by comparing the classifiers’ ROCs with different
values of hyper-parameters.

Training. The train() function in the caret package in R was used to train the random forest,
boosted decision tree, random forest with SMOTE, and boosted decision tree with SMOTE.

Testing. The trained classifiers were evaluated on the testing dataset using the predict() function
in the caret package. The testing dataset was not oversampled in any case.

5. Results

Figure 1 presents the density plots for the selected eight features. Each plot presents the density
plot of a specific feature for both the dropouts (shaded as red) and the non-dropouts (shaded as
blue). Figure 1 shows that the dropout students are more likely to be problematic in attendance and
achievement, and are less likely to participate in the school activities.

130



Appl. Sci. 2019, 9, 3093

Figure 1. The density plots for the selected eight features.

Figure 2 presents the ROC curves for the four binary classifiers used in this study. The AUC
of the random forest (RF), boosted decision tree (BDT), random forest with SMOTE (SMOTE + RF),
and boosted decision tree with SMOTE (SMOTE + BDT) were 0.986, 0.988, 0.986, and 0.991, respectively.

Figure 3 presents the PR curves for the four binary classifiers used in this study. The AUC
of the random forest (RF), boosted decision tree (BDT), random forest with SMOTE (SMOTE + RF),
and boosted decision tree with SMOTE (SMOTE + BDT) were 0.634, 0.898, 0.643, and 0.724, respectively.
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Figure 2. The ROC curves.

Figure 3. The PR curves.
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6. Discussion

Classifiers trained on class-imbalanced datasets tend to show a poor sensitivity of predicting
minor classes because classifiers tend to ignore the misclassification of minor classes. Given our specific
goal of maximizing our chance of supporting the successful learning of all students, and minimizing
the cost for intervention, the present study aimed to improve the performance of a dropout early
warning system: (a) by addressing the class imbalance issue using the SMOTE and ensemble methods
in machine learning; and (b) by evaluating the trained classifiers with both receiver operating
characteristic (ROC) curves and precision–recall (PR) curves. Using the reliable features from the
big data samples of the 165,715 high school students provided by the NEIS database in Korea,
we trained four classifiers: random forest (RF), boosted decision tree (BDT), random forest with SMOTE
(SMOTE + RF), and boosted decision tree with SMOTE (SMOTE + BDT). Based on our model-wide
evaluation based on ROC and PR curves, boosted decision tree showed the best performance.

In Figure 2, the four ROC curves indicate that all four models were excellent in terms of AUCs:
the AUC values of RF, BDT, SMOTE + RF, and SMOTE + BDT were 0.986, 0.988, 0.986, and 0.990,
respectively. However, this result needs to be interpreted with caution. As previously discussed,
the ROC curve may not be a good evaluation metric for imbalanced datasets because the false
positive rate (or 1 − specificity or 1 − TN/(FP + TN)) does not change much when the true negative
(TN) is huge, which is common for imbalanced datasets. In our analysis, the ROC curves were not
informative when comparing the performance of our four classifiers. On the contrary, the PR curves
in Figure 3 were more informative in that the PR curves and their corresponding AUC values were
more distinctive: the AUC values of RF, BDT, SMOTE + RF, and SMOTE + BDT were 0.634, 0.898,
0.643, and 0.724, respectively. According to the AUC values of the PR curves, the BDT showed the best
performance (i.e., AUC = 0.898), indicating that, among the four tested classifiers, the dropout early
warning system based on BDT was optimal in maximizing our chance of supporting the successful
learning of all students, and minimizing the cost for intervention. Our result is consistent with the
recent study on the impact of class rebalancing techniques on the performance of prediction models.
Tantithamthavorn et al. [34] recently found that class rebalancing techniques, such as SMOTE, impact
recall the most positively and impact precision the most negatively.

The PR curve essentially illustrates the trade-off between recall (or sensitivity) and precision.
This trade-off between recall and precision raises an important issue regarding decision making based
on machine learning. The predictions made by machine learning are often used to make a policy
or plan, which always has a budget constraint. Therefore, the optimal performance of a classifier
is only meaningful in relation to a specific task with the consideration of both the benefit from the
improved performance and the cost for the improvement. In this study, our task was to build the
dropout early warning system that maximizes the sensitivity of predicting potential dropout students
to support successful learning of all students, and minimizes the cost for intervention. Even with BDT,
the false alarms still exist and will require additional costs in time and money for the interventions.
However, we believe that the benefit of preventing dropout students exceeds the cost for interventions.
For example, in Ohio in the United States, the median earnings of a high school dropout are $17,748,
whereas the ones of high school graduates are $26,207 [35]. The additional earning of $8,459 a year
would be accumulated over a lifetime of a single individual.

The results of this study should be interpreted with caution because of the different nature of
performance metrics. Sensitivity and specificity are independent of the prevalence of positives in
the population, whereas positive and negative predictive values are influenced by the prevalence of
positives in the population. Therefore, if our predictive modeling were transported to a population
with higher frequencies of dropouts, the sensitivity would remain the same because the sensitivity
is the characteristic of a test, but the positive predictive value would increase because the positive
predictive value reflects the population.

In machine learning, the quality of training data is a critical factor that determines the performance
of predictive models. The NEIS is an ideal database for developing the dropout early warning
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system in South Korea for several reasons. First, the NEIS database contains information about
more than six million students’ basic information, academic achievement, absence, health and
so on. Therefore, the NEIS can provide various students’ features to build an effective dropout
early warning system. Second, the NEIS has been used during the past 20 years in South Korea.
Therefore, teachers are well trained in using the NEIS system, which also improves the quality of data.

There are some limitations to the present study. First, our access to the NEIS database was limited
in this study. Although we included the key risk indicators for dropout prediction in our analysis,
we were not able to access many other features in the NEIS database, such as teachers’ evaluation of
students, at the time of our analysis. We expect that the performance of our prediction model could
be improved by adding those additional features in the future. Second, our predictive model only
predicts students at risk of dropping out of school. Recent advances in predictive modeling enable us
to estimate heterogeneous treatment effects to understand those who can effectively be intervened [36].
Such information would be very useful in designing and implementing prevention programs.

In sum, we aimed to build a dropout early warning system that maximizes our chance of
supporting the successful learning of all students, and minimizes the cost for intervention by
addressing the class imbalance issue using the SMOTE and ensemble methods in machine learning,
and also by evaluating the trained classifiers with both ROC and PR curves. ROC curves were not very
informative, whereas PR curves were informative. According to our PR curves, BDT showed the best
performance. Considering the prevalence of the class-imbalance issue in other educational outcomes,
this study has implications for other educational studies using predictive modeling as well.
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Abstract: Contemporary education is a vast field that is concerned with the performance of education
systems. In a formal e-learning context, student dropout is considered one of the main problems and
has received much attention from the learning analytics research community, which has reported
several approaches to the development of models for the early prediction of at-risk students. However,
maximizing the results obtained by predictions is a considerable challenge. In this work, we
developed a solution using only students’ interactions with the virtual learning environment and
its derivative features for early predict at-risk students in a Brazilian distance technical high school
course that is 103 weeks in duration. To maximize results, we developed an elitist genetic algorithm
based on Darwin’s theory of natural selection for hyperparameter tuning. With the application of the
proposed technique, we predicted the student at risk with an Area Under the Receiver Operating
Characteristic Curve (AUROC) above 0.75 in the initial weeks of a course. The results demonstrate
the viability of applying interaction count and derivative features to generate prediction models
in contexts where access to demographic data is restricted. The application of a genetic algorithm
to the tuning of hyperparameters classifiers can increase their performance in comparison with
other techniques.

Keywords: at-risk students; genetic algorithm; learning analytics; educational data mining

1. Introduction

Learning analytics (LA) approaches have emerged in the context of the increasing use of
digital information and communication technologies in education [1]. LA provides information and
knowledge so that institutions can overcome core challenges with the qualification of their teaching
and learning processes [2,3]. Student dropout is one of the main problems in e-learning that has
received considerable attention from the research community. Early detection of students at risk of
dropout plays an essential role in reducing the problem, enabling targeted actions aimed at specific
situations [4–6].
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According to OECD [7], contemporary education is vast, and there are many concerns about the
performance of education systems. Among the various important challenges faced in education, one of
the most difficult to tackle is the low completion rates observed in many institutions [8], being the final
representation of the high dropout rates and low student performance in courses. These problems are
related to many factors other than teaching methodologies, such as the profile of the students and their
ability to self-manage time [7,9,10].

Dropout rates in e-learning are generally higher compared with face-to-face education [8].
According to the European Commission on Education and Culture, countries like Poland, Sweden,
and Hungary have dropout rates in higher education of 38%, 47%, and 47%, respectively [11]. In Spain,
the dropout rate is 50% at the Spanish National Distance Education University (UNED) [12]. In Brazil,
the enrolment numbers significantly increased in the last few years, but student dropout rates
simultaneously increased. The last census of distance education in Brazil [13] reported dropout
rates of 50% in the distance courses offered by the Ministry of Education.

Studies have established that student success in distance courses is directly correlated with their
engagement inside virtual learning environments (VLEs). Distance learning technology allows tutors
to measure the engagement of students by looking into system logs and evaluating the intensity of
students’ interactions in the different activities available inside virtual classrooms [9,14,15].

In the educational context, access to data is a considerable challenge [16]. The distribution
of institutional and academic data across numerous systems creates challenges for accessing
social-demographic and previous academic data. This occurs typically because VLEs are usually
unprepared for the storage of this kind of data and because several educational institutions apply
different learning modalities, such as face-to-face learning, hybrid learning, and distance learning,
thus requiring a central academic system. Data are usually concentrated in a central academic system
that has no direct connection with the virtual environment. This situation restricts the automated
retrieval of data external to VLE, for example, to use in dashboards for data visualization or in the
generation of predictive models. In many institutions, the access to use this kind of data is restricted
either due to internal policies or data access legislation [16–18].

One of the main advantages of distance learning courses is the large amount of data generated
by interactions between students and the system, which provides new possibilities for studying and
understanding the data. In e-learning courses, the interaction between students and teachers is usually
mediated by a VLE. Thus, VLEs generate a large volume of data that can be consumed by machine
learning models [19]. Machine learning algorithms have been used to build successful classifiers using
diverse student attributes [10]. While these models showed promising results in several settings, these
results are usually attained using attributes that are not immediately transferable to other courses
or platforms.

In machine learning, the parameters are defined by the model generated by the algorithms,
unlike regular programming, where the term parameter is used to refer to the entry of a given
function. The final accuracy of models is directly linked to the quality of the fine-tuning of their
hyperparameters on the algorithm input [20]. Thus, more adjusted hyperparameters result in more
accurate models [21,22]. The control variables of the classifiers are called hyperparameters, which aim
to define relevant issues regarding the model to be trained, such as the number of estimators in a
random forest algorithm or the number of layers hidden in a neural network [21]. In a neural network
context, parameters are adjusted during the training phase using weights. Hyperparameters are
variables set before the training, such as the network topology or learning information [22].

In this context, we previously proposed exploiting students’ interaction counts solely over time
(and other attributes derived from the counts) to predict at-risk students [23–25]. This approach
was tested and produced good results, allowing the early prediction of students at risk of dropout
and achieving overall accuracies varying from 65% to 90% in the first eight weeks of a two-year
distance courses. These studies produced results comparable to those in the literature. For instance,
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Jayaprakash et al. [26] obtained general accuracies varying from 73% to 94% and Manhães et al. [4]
reported accuracies from 62.22% to 67.77%.

Maximizing the results obtained by predictions is a considerable challenge [27], as the different
algorithms commonly present a wide variation in the performance rates that depend on the
combination of several characteristics (e.g., balance among classes, amount of data, input variables,
and others) and algorithm hyperparameters [28]. Evolutionary computation, and especially genetic
algorithms (GAs), are used for optimization problems and tuning classifiers in several areas such as
medicine [20] and emotion recognition [29], producing significant results. Here, we propose the use of
an evolutionary GA to tune the hyperparameters of the classifiers, thereby optimizing the performance
of the models for the early detection of students at risk of dropping out.

This paper is a continuation of these previous works, now aiming to enhance the results
by applying an approach that uses GAs to tune machine learning algorithms’ hyperparameters.
This paper contrasts the results of two methods for hyperparameter optimization applied on models
to detect at-risk students in technical e-learning courses based on the counting of students’ interactions
inside the VLE. The first method for hyperparameter optimization is based on a GA created by the
authors, and the second is the traditional widely used method called grid search [21]. During this
study, we aimed to answer the following research questions:

RQ1. Does the GA approach to hyperparameter optimization outperform traditional techniques?
RQ2. Does the resulting predictive models generated by the use of the GA approach for

hyperparameter optimization perform better than models with default hyperparameters?

The remainder of this paper is organized as follows: Section 2 presents the theoretical background
and related work about the problem of predicting at-risk students and the use of GAs in this context.
Section 3 presents the case study conducted to test the proposed solution, detailing the data gathered,
the methodology, the proposed GA for fine-tuning, and the experiments. Section 4 discusses the results,
and Section 5 concludes the paper and proposes future work.

2. Theoretical Background

This section presents works focused on predicting at-risk students in different scenarios and
the use of hyperparameter techniques to improve results. Several works in the field of learning
analytics and educational data mining deal with the problem of early predicting at-risk students.
The works usually differ according to several aspects, such as (1) the sources of data used to generate
the models for prediction (demographic, VLEs, surveys, exams); (2) the level of education of the
courses (high school, secondary education); (3) the goal of the predictive models (e.g., to predict
performance or evasion); (4) the scope of the prediction focused on an entire program or a specific
course or discipline; (5) the modality of the course (formal or informal, face-to-face, blended, or distance
learning); and (6) whether or not to use tuning techniques for classifiers.

According to Liz-Domínguez et al. [30], data analysis is the set of techniques used to transform
data into information and knowledge, thus revealing correlations and hidden patterns. The data
resulting from this process can be used to create early warning systems to predict future events.
This process mainly aims to support learning and mitigate some of the problems, such as academic
performance, retention, and dropout. The reliability of the predictions by the predictor is one of the
main factors established by Liz-Domínguez et al. [30] and Herodotou et al. [31] for their application on
a large scale.

According to Liz-Domínguez et al. [30], researchers have experimented with methodologies in
different scenarios. However, according to Hilliger et al. [32] and Cechinel et al. [33], in Latin America,
these studies are mainly concentrated in the university context, so more applications in other contexts
are necessary.

González et al. [34] demonstrated that information and communication technologies have a
greater impact on the teaching and education process. González et al. [34], de Pablo González [35]
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demonstrated the significant impact of the use of VLEs by teachers on student learning.
This impact can be maximized using intervention methods based on machine learning, as proposed
by Herodotou et al. [36]. Herodotou et al. [31] demonstrated that the classes where teachers used
predictive methods produced a performance at least 15% higher than the classes without that use.
This improvement was also observed in comparison with classes with the same teachers but from
previous years.

In the educational context, traditional research usually uses data from educational systems and
virtual environments. The research by Zohair [37] proposed only using data from the academic system
(e.g., extracurricular courses, grades, and age) to predict performance in graduate students. Some of
the extracted data were extracurricular courses taken and the respective grades, initial training course,
and descriptive data about the grades and the age of the student. This study demonstrated that for
small groups of students, this is a logical approach that produces good results with few pre-processing
steps and a limited set of data. The author focused on the use of algorithms that perform well with low
amounts of data, such as support vector machines and multilayer perceptrons (MLP), that produce
results with accuracy above 76%.

The search for methods that can be generalized and therefore replicable for other courses
represents a significant portion of the research. Thus, studies such as [38] proposed an architecture
that is not dependent on a single type of datum, working with the flow of clicks that academics make
in a Massive Open Online Course (MOOC). To do so, data are captured from a course and different
prediction models are trained and tested in other courses and environments. The experiments showed
87% accuracy when testing in different courses and 90% when tested in the same course, not varying
significantly according to the environment.

In [39], several techniques for pre-processing data were compared in terms of interactions with the
virtual environment Moodle in risk prediction. Data from the plugin Virtual Programming Laboratory
(VPL) were used for risk prediction in algorithm and programming disciplines in undergraduate
courses. Data such as weekly interaction count, an average of interactions, median, number of
weeks without interactions, standard deviation, and commitment factor are generated based on a
previously proposed technique [25,40]. Data added included the teacher interaction count, social count,
and cognitive count based on a proposed theory Swan [41]. With naturally unbalanced data,
the synthetic minority over-sampling technique (SMOTE) was applied to create balance. Several
datasets were generated with different variables to compare the techniques. The results demonstrated
that the use of only the interaction count as proposed in [24,25] presented results superior to the other
techniques, including their union.

For instance, [5] proposed a students’ dropout prediction system that combines outcomes from
three different algorithms (neural network, support vector machine (SVM), and probabilistic ensemble
simplified fuzzy Adaptive Resonance Theory (ARTMAP—PESFAM)). The authors gathered static
demographic data, like sex and place of residence; academic data, like performance and scholar degree;
and dynamic data, such as the number of interactions in the virtual environment, grades, and even
delivery dates of activities. After applying the algorithms, three distinct approaches to the dropout
prediction were generated: (1) A student is considered a dropout case if at least one method classified
them as such, (2) a student is considered as a dropout if at least two methods indicated the student to
be a dropout and, (3) the student is only presumed as a dropout if all three techniques classified them
as a dropout. The accuracy of the results obtained ranged from 75% to 85%, and the best results were
achieved using the less restrictive approach, the first one, which achieved accuracies up to 85% on the
first section of a given course.

Jayaprakash et al. [26] proposed a warning system focused on student performance to reduce
dropout and retention rates. The system provides the student with updated feedback on their potential
scholarly performance. To do so, the system uses several types of data, such as demographic (sex and
age), student interactions on the VLE, previous academic performance, time passed since the student
entered the university, online time spent on the VLE, and outcomes from the scholastic aptitude
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test (SAT) (verbal and math). Different models of prediction were produced using J48, Bayesian
networks with naive Bayes, SVM with minimal sequential optimization (SMO), and logistic regression,
considering data from 9938 students. These classifiers presented similar results, with the classifier
based on logistic regression producing slightly superior outcomes (94.2% general accuracy and 66.7%
precision for identifying students at dropout risk).

A classifier able to early predict student dropout using students’ interactions inside a VLE was
proposed [42]. They used information such as if the student watched all video tutorials, if the student
ignored some given material or activity, if the student was delayed in following the virtual classes,
and the student performance in the activities. Students were then classified according to three flags:
Green (low dropout risk), yellow (medium dropout risk), and red (high dropout risk). The authors did
not mention the types of machine learning algorithms used but reported performance (TP accuracy)
varying from 40% to 50% to predict dropout students within two weeks in advance.

Genetic algorithms are widely used in data mining and can be implemented as the classifier
or as a result of the optimizer, as proposed in this approach. One of the applications of genetic
algorithms for optimization is a method combining the predictions generated by classifiers. To this end,
Minaei-Bidgoli and Punch [43] proposed the application of machine learning to predicting student
performance in an online physics course at Michigan State University. For this, data derived from
the tasks performed by the students were used. Ten different variables were extracted, including
success rate, success on the first attempt, the number of attempts, the time between task delivery and
deadline, the time involved in solving, and the number of interactions with colleagues and instructors.
A principal component analysis (PCA) method was applied to transform the variables, and three
different sets with two, three, or nine components were generated. After this, the Bayes classifier,
I-nearest neighbor (I-NN), k-nearest neighbor (k-NN), Parzen-window, multilayer perceptron (MLP),
and decision tree classifiers were applied. Then, the predictions obtained by the classifiers were
combined with the genetic algorithm using 200 individuals with 500 generations. The GA proposed by
the author achieved optimization of 10% to 12% depending on the number of components in the input.

Márquez-Vera et al. [6] proposed the evolutionary algorithms Interpretable Classification Rule
Mining Algorithm (ICRM) [27] and ICRM2 [6] based on grammar-based genetic programming (GBGP).
In Márquez-Vera et al. [6], ICRM was used to predict the dropout of high school students in Mexico.
The authors proposed a double-approach prediction on the same algorithm, creating two classification
rules: One for identifying students who tend to complete the course and the other for students who
tend to drop out. The data used included 60 attributes that range from the entrance test to research
data distributed to students. As a comparison method, the algorithm proposed by the author was
compared with five classifiers: Naive Bayes, decision tree, Instance-based lazy learning (IBK), Repeated
Incremental Pruning (JRip), and SVM. Techniques were also used to reduce the dimensionality of
the base. Using the accuracy as an evaluation metric, the results obtained by the proposed algorithm
showed that it can be a valid approach, especially considering the ease of interpretation of the generated
classification rules.

3. Proposed Approach

The proposed approach consists of the use of a GA for the classifier (hyperparameter) optimization
and selection of the fittest, to predict dropout in distance learning courses. Figure 1 shows the proposed
solution. The following machine learning algorithms were selected to test the solution: Classic
decision tree (DT), random forest (RF), multilayer perceptron (MLP), logistic regression (LG), and the
meta-algorithm AdaBoost (ADA). The proposed approach was compared against the grid search
method regarding hyperparameter optimization and the regular solution without hyperparameter
optimization. The proposed approach uses a classification method, where several classifiers with
different hyperparameters, such as DT, RF, MLP, LG, and ADA, compete against each other. In the end,
the classifier and the hyperparameters with the best results are selected by a fitness function.
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Figure 1. Proposed approach.

3.1. Case Study

The case study consisted of the following steps: Data capture, data pre-processing, data
understanding, and modelling, according to the solution proposed in the Figure 1. These steps
occur in parallel, with tests, implementations, and generation of new features for developing models
for the early prediction of at-risk students in a technical distance learning course. The methodology to
generate the models relies on the counting of interactions of the students inside the VLE, with the use
of the proposed solution described in the previous section.

Data related to the student’s interactions were collected from the logs of the institutional Moodle
platform of a given technical distance course of the Instituto Federal Sul Rio-grandense (IFSul) in Brazil.
Table 1 shows the number of logs collected, the number of students enrolled in the course, and the
percentages of dropout and success. The course is taught in 18 different cities throughout the state of
Rio Grande do Sul and involves weekly activities that are posted on the VLE by the teacher. Students
have one week to develop the activities with the help of tutors. The course has a maximum completion
time of 103 weeks, with a total workload of 1215 h divided into disciplines. The maximum duration is
24 months, with three breaks also called vacations, and the student’s final situation is determined by
their performance in the evaluations and their re-enrolment every six months.

The maximum term for completion of the curriculum is four years, and the student may repeat
each discipline only once and, therefore, the year. The student has the option of taking up to two
subjects for the next year and taking them concurrently with the others. For approval, the student must
have a grade of six or higher in each of the disciplines of the curriculum. Students who spend 365 days
without interactions with the virtual environment or do not perform their annual re-enrolment are
considered absent and are removed from the course. Thus, the student receives a grade from 0 to 10 at
the end of a given discipline, and one of two states is associated with the student: Approved or failed.
However, we aimed to predict students who drop out during the course. For this, the student will
be considered dropped out if they leave, do not perform the activities during the course, and their
enrolment in the following semester.

Table 1. Dataset summary.

Number of Log Rows Number of Students Dropouts (%) Success (%)

1,051,012 752 354 (47%) 398 (53%)

The choice to only use data from the counting of interactions was motivated by previous research
that achieved satisfactory results using the same approach [23,25]. This choice was also related to
limitations on capturing other kinds of data for the present study. In previous works, we sought to
create models that are easy to generalize so that they could be applied to other courses. To accomplish
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that, we used four courses, where the model created by one was applied to the others, and the models
generated with data from three courses were applied to the remaining one. In these experiments,
the labeling of the type of interaction was tested and did not show significant results. When testing
the models generated with data from one course on data from other courses, this type of labeling
negatively impacted the results.

Studies such as Macarini et al. [39] tested the application of different types of interactions
and derived data, with their labeling showing no significant differences in performance. Thus,
we applied the methodology that presented the best previous results to model other courses in the
same educational context, even if the model is derived from data from one course only.

The courses studied here are offered in several cities throughout the interior of Brazil and present
a large demographic diversity. Nowadays, the collection of demographic data is a task manually
performed by eighteen different teaching centers through a printed questionnaire that is sent to IFSul
after completion. This process generates a series of problems, such as lack of data, reading and typing
problems, and consequently low diversity and inconsistencies. These factors led to the lack of reliability
in these data and their consequent non-use.

Data capture consisted of collecting raw data from student interactions with Moodle VLE. The data
initially had the format presented in Table 2. After selection, data were validated. This stage consisted
of comparing the student situation data in the VLE to the data on the institutional academic system.
Both systems are independent and have no integration. Cases of inconsistency were handled manually
by checking other types of internal control.

Table 2. Information contained in the log files.

Column Comment

Course Name of the virtual classroom accessed

Time Day and time of the access

IP Address IP Address of the machine

Full name User (student) name

Action
Event Name

The action represents the type of interaction that the
student performed in the classroom. For instance:

(1) Visualization and participation on chats;
(2) Visualization and inclusion of posts in forums;
(3) Visualization of resources; and
(4) Visualization of the course.

Description Detailed description of the event. Example: Download the .pdf file.

The course format analyzed in this project consists of 103 weeks divided over two years. As stated
by [5], early identification of a risk situation is a fundamental criterion for its reversal. Thus, for this
work, we chose to use the methodology based on [4], which consists of the application of data mining
on the data of the first subjects of the course. Using this process, we chose to use data from the 50 weeks
that compose the first year of the course. Every two weeks starting from the fourth, a prediction model
was generated, so the approaches used in this work created 23 models in the period.

After validation, data were anonymized and preprocessed, and variables were generated (features
extraction). Table 3 describes the variables extracted to be used as the input for training and testing
the predictive models. The table shows that all variables were based on the counting of students’
interactions inside the VLE. Figure 2 exemplifies the behavior of the Weekly interactions variable for
some weeks of the course and according to the Student Final Status category.

Exploratory data analysis (EDA) seeks to visualize dataset information to better understand the
student’s behavior when using the VLE. Table 4 shows how dropout rates evolved after every 10 weeks
of the course until week 50. The table also shows the dropout rates for the first and second year of
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the course after week 50. We considered a student as dropped out after a period of six weeks without
interactions with the VLE. The idea here was to pinpoint the period where the departure occurs.

The evasion rates between the two years of the course are practically the same (182 dropouts for
year 1 and 172 dropouts for year 2). However, if we look proportionally at the number of students
enrolled at the beginning of each year, the dropout rate is slightly higher in the second year, with 30.06%
compared with 24.20% in the first year. These values differ from the average dropout rates known from
higher institutions in Brazil [44] as well as from secondary and technical schools [45]. Unfortunately,
there are no national data related to the distance learning modality to enable a more precise comparison.

A total of 86.81% of the course dropouts of the first year are concentrated in the first 20 weeks
(152 dropouts of the1 82 in the first year). This shows a tendency of the students to leave at the very
beginning of the course, which could be related to difficulties faced in the initial studies. This tendency
is also reported in the literature in relation to face-to-face courses where difficulties in the beginning of
the course are reported as the most critical factor leading students to drop out.

Figure 2 presents the bi-weekly total count, the means, and the standard deviations of the students’
interactions. In the figure, students identified as dropped out in a given week are not counted in the
following weeks. As shown in the figure, dropout students present a higher number of interactions
than successful students until week 13. One possible explanation for this behavior is that those students
are experiencing difficulties during their learning process, so they interact more with the VLE to obtain
assistance. The total count of interactions per group is lower for the dropout group (considering the
whole period). Figure 3 presents a boxplot of the counting of interactions for each group of students,
which highlights the differences in these groups regarding the use of the VLE.

Figure 2. Interactions every two weeks.
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Figure 3. Boxplot success X dropout.

Table 3. Features extracted to be used as input for the models.

Variable Description

Daily interactions Count of interactions of a given day (from 1 to 350 days)
Weekly interactions Count of interactions of a given week (from 1 to 50 weeks)
Mean of the week Average of the count of interactions of a given week
Standard deviation of the week Standard deviation of the count of interactions of a given week

Student final status Dependent variable representing the student final status: Dropout or success

Table 4. Evolution of dropout during the course.

Year Period
Number of Students

in Course
Number of Dropout

Students (NDS)
NDS
Rate

Accumulated
NDS

Accmulated
NDS Rate

Year 1

Week 10 752 87 11.56 87 11.56
Week 20 665 71 10.67 158 21.01
Week 30 594 21 3.5 179 23.27
Week 40 573 1 0.17 180 23.4
Week 50 572 2 0.34 182 24.20

Total of First
50 Weeks 752 182 24.20 182 24.20

Year 2
Total after
50 Weeks 572 172 22.87 354 47.07

Final
Values Total 752 354 47.07 354 47.07

In Figure 4, the central diagonal presents the density plots of the Weekly Interactions variable for
weeks 1, 10, 20, 30, and 40. The two groups of students (dropout and success) initially presented similar
behavior at the beginning of the course (weeks 1 and 10), and gradually started to differ after week 20
when the number of weekly interactions of the successful students was slightly higher. The scatterplots
help to better visualize the behavior of the interactions and their comparison between the weeks.
The scatter plots demonstrate that there is no direct positive correlation between weeks. Students who
were successful in the course tended to have more interactions, similar to that observed in Figure 2.
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Figure 4. Density and scatter plots of weekly interactions.

3.2. Fine Tuning with Proposed Genetic Algorithm

In the GA, the solution set is defined by a space where a search for an optimal solution occurs,
which may not be the global best solution [46]. This factor is directly dependent on the problem,
the time that can be spent searching, the expected result, and the input dataset, among others.
These should be considered when the algorithm is designed [47]. In this work, a time-limited search
approach is proposed, so the algorithm creates a number N of generations, where N is predefined at
the time of configuration. In the end, the algorithm returns a solution with the setting that produced
the best performance according to the predefined metric [48]. In this case, a learning machine model
together with its hyperparameters were optimized for the prediction of students at risk in technical
distance courses. As previously mentioned, this solution can be global or local. The steps of this
process are presented in Figure 5.

The proposed approach is executed according to the general steps of classical GA solutions,
which are: (1) Generate population, (2) fitness function, (3) selection, (4) crossover, and (5) mutation.
For the context of our solution, the following definitions are provided:

(a) Epoch: One complete cycle execution of the GA (from Steps 1 to 5). The proposed approach works
with 50 epochs;

(b) Individual (or candidate): A machine learning algorithm/classifier (DT, RF, MLP, LG, and ADA)
together with its hyperparameters;

(c) Chromosome: A vector of hyperparameters for a given individual (machine learning algorithm).
As different machine learning algorithms have different hyperparameters, the chromosomes in
our study have different sizes and meaning according to the machine learning algorithm to which
they are referring.
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Figure 5. Genetic algorithm flow: An example of crossover and mutation with a multilayer perceptrons
(MLP) chromosome.

Here, we outline each step of the process in the context of our proposed approach:

• Step 1 (generate population): The GA generates 100 individuals (candidates) for each machine
learning algorithm (DT, RF, MLP, LG, and ADA) with hyperparameters (chromosomes) randomly
defined considering the available list of options. The classifiers are trained and tested using
10-fold cross-validation and their performances are measured by using the area under the receiver
operating characteristic curve metric (AUROC) [49] and as conducted by Gašević et al. [50].

• Step 2 (fitness function): The performance obtained by each of the 100 individuals of each machine
learning algorithm are then compared by the fitness function.

• Step 3 (selection): The 25 individuals with the highest AUC for each machine learning algorithm
are selected for the next step.

• Step 4 (crossover): The crossover is conducte using the concept based on the genetic inheritance
of sexual reproductions, where each descendant receives a part of the genetic code (chromosome)
of the father and part of the mother, as exemplified in Figure 5. Thus, the configurations of the
fittest individuals of the last step are combined, one being the father and the other the mother.
In the implemented algorithm, the individuals who will assign part of their genetic code to form
a new member are chosen randomly from among the 25 best placed of that classifier in the last
generation. This step results in 25 new individuals for each machine learning algorithm.

• Step 5 (mutation): This step randomly alters the chromosome (hyperparameter) of the 25 best
individuals. In other words, a certain characteristic of an individual selected in the previous step
receives a randomly generated configuration. As shown in Figure 5, an individual of the MLP
type with hyperparameter “Active” set to “RELU” was changed to “TAHN”. The mutation is set
to change only one hyperparameter of the chromosome.

After Step 5, if the GA did not run the predefined number of epochs (50 for our experiment),
a new population is generated in Step 1. The last important factor in generating a new population is
randomness. For each generation, 25 new individuals are randomly generated again, even though
they may have already been generated in earlier epochs. This seeks to ensure population diversity by
narrowing the hypothesis that the solution reaches a local maximum and has no opportunity to evolve
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to the global maximum. The quantitative formation of the population from the second epoch onwards
for each machine learning algorithm is:

• 25 individuals selected from the previous generation from the fitness function (Steps 2 and 3);
• 25 individuals formed by crossover (Step 4);
• 25 individuals formed by mutations (Step 5); and
• 25 new individuals randomly generated (Step 1).

The process is repeated for 50 epochs. In the end, for each of the five machine learning algorithms,
the individual with the highest aptitude (highest AUC) is selected. With the selection of the fittest for
each machine learning algorithm, the five remaining individuals compete against themselves, and the
one with the best AUC is selected.

3.3. Experiments

This section outlines the experiments with three different approaches to predict students at risk of
dropout in the database described earlier. The first is the proposed genetic algorithm, the second is
a grid search method called GridSearchCV, implemented using the Scikit-learn package. The third
and last is the use of classifiers with their default hyperparameters. The machine learning techniques
implemented in this study used the Python programming language with the Scikit-learn, Pandas,
and Numpy libraries.

GridsearchCV allowed the testing of different combinations of hyperparameters for classifiers,
facilitating choosing the best one. The hyperparameters needed to be explicitly declared and all
possible combinations tested. All available combinations in Table 3 were checked with the same
algorithms defined in the GA (DT, RF, MLP, LG, and ADA). For each week of the course, we selected
the classifier together with its hyperparameters that achieved the best performance for the given week.

The same machine learning algorithms with their default hyperparameters were also implemented
for comparison with the GA and GridsearchCV approaches. All experiments were performed with
10-fold cross-validation, and the number of combinations was approximately 5000 individuals created
by the GA. Appendix A shows the quantities tested in each of the classifiers in the Evaluations column.

An essential task in machine learning is choosing the performance appraisal metric. For this
work, we decided to use the area under the ROC curve, also known as AUC and AUROC. AUC is
calculated from the size of the area under the plotted curve where the y-axis is represented by true
positive rate (TPR) or sensitivity (Equation (1)), and the x-axis is true negative rate (TNR) or specificity
(Equation (2)):

Sensitivity =
TP

TP + FN
(1)

Speci f icity =
TN

TN + FP
(2)

According to Gašević et al. [50], the AUC may be interpreted as follows:

• AUC ≤ 0.50: Bad discrimination;
• 0.50 < AUC ≤ 0.70: Acceptable discrimination;
• 0.70 < AUC ≤ 0.90: Excellent discrimination; and
• AUC > 0.90: Outstanding discrimination.

4. Results and Discussion

This section presents the results obtained by the models generated by each of the selected
algorithms compared with the application of the GA. Table 5 presents the AUC results for each tested
machine learning algorithm without hyperparameter optimization and for the grid search (GRID) and
GA approaches.
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Table 5. AUC for 50 weeks.

Approach or
Machine Learning

Algorithm

Hyperparameter
Optimization

AUC Mean AUC Median AUC Standard Deviation

GA Yes 0.8454 0.8498 0,0637

GRID 0.7939 0.8288 0.1056

ADA

No

0.7509 0.8062 0.1342

DT 0.6771 0.7065 0.1008

LG 0.6943 0.7198 0.1110

MLP 0.7353 0.7946 0.1277

RF 0.7752 0.8243 0.1150

As can be seen from Table 5, the best AUC results were produced by the GA approach with a
mean of 0.8454 and median of 0.8498. GA also produced the lowest AUC standard deviation (0.0637)
among all tested approaches. Figure 6 helps visualize the performance of the models for the 50 weeks
of the course.

To confirm the research hypothesis in this work (RQ1 and RQ2), two tests of statistical significance
were applied. The objective of the tests was to verify if there was a significant difference in the
treatments applied and, if so, which method was the most accurate. The central idea involved in
the process of statistical significance is to test whether one treatment, in this study GA, presents a
significant result concerning the others [51].

The results had a normal distribution, so analysis of variance (ANOVA) was chosen to verify
the existence of a significant difference, and Tukey’s test to determine in which treatment it occurred.
For this, the p-value was set to 0.05; thus, values lower than this indicated that the treatment was
significant and higher than not significant. In ANOVA, the p-value was 0.0006865, which reflects the
existence of significant differences between the approaches. In Tukey’s test, the results produced a
p-value of 0.0475 for the GridSearch and 0.0003 for standard RF, indicating a statistically significant
difference between the performance. Thus, statistically, the results obtained by GA were superior to
the other treatments.

Figure 6. AUC results for each tested technique during the 50 weeks of the course.

The results obtained from the three approaches are presented in Figure 6. The GA achieved
excellent discrimination (AUC > 0.7) as early as week 4. This held until week 24, where the GA
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provides outstanding discrimination (AUC > 0.9). The other approaches still yielded acceptable
discrimination results (AUC < 0.7) until week 22. However, from week 30, the performance of the
GA considerably decreased, with the other approaches progressing. One of the factors determining
this drop in GA performance was the increase in the number of input attributes. In this situation,
the GA tends to find a local solution quickly and converge on it. However, this solution is probably
a plateau and the GA getting stuck. This is a problem specific to genetic algorithms that does not
occur in the other approaches tested. In the proposed algorithm, the reinsertion step tries to soften this,
but as verified from weeks 32 to 42, the GA is still susceptible to this failure. However, the GA was
considerably better in early prediction and with limited data. This demonstrates that the refinement of
the GA is essential for tuning hyperparameters.

Table 6 presents the best configuration obtained by the GA approach for week 25 of the course
(individual 37, fourth epoch), with an MLP with an AUC of 91.54, in comparison with the configuration
for the same algorithm without hyperparameter optimization. From the first weeks of the courses,
satisfactory results were already produced in the prediction of students at risk of dropout.

In general, the results of the models generated by GA per the AUC were satisfactory, allowing
the prediction of at-risk students in the early stages of the courses. Data were naturally balanced,
with similar percentages of dropout and success students. The models developed here produced
similar or better results in comparison to some of the works in the literature that focused on the early
prediction of dropout students.

Table 6. Comparison between configurations of models for week 25.

Hyperparameter
Optimization

Hidden Layer
Sizes

Activation Solver Alpha
max
Iter

Warm
Start

AUC

yes 30 logistic sgd 0.2855486101 353 False 0.9154
no 100 relu adam 0.0001 200 False 0.849

According to [31,52], one of the main factors involved in the acceptance of learning analytics
by teachers and students when using prediction models is the correctness rates involved in the
process. The GA proposed in this work was able to increase these rates compared to the results
obtained in previous works [23,24]. However, direct comparison with these experiments is somewhat
complicated, as they used the true positive (TP) and true negative (TN) of the models as metrics,
and we used AUCROC.

In these previous experiments, the results obtained in scenarios similar to this experiment
showed rates of TP and TN varying between 58 and 82 in the first 25 weeks of the course. However,
with the approach proposed in this work, it was possible to reach an initial AUCROC above 0.75,
which increased over the first 25 weeks until reaching values above 0.90.

The comparison with prominent works of predictors of educational environments is necessary
to situate the results obtained. Some limitations for comparison include the various techniques used
to measure the results, such as accuracy, TP, TN, AUC, and AUCROC, among others [32] Cechinel
et al. [33] Liz-Domínguez et al. [30]. Still, a significant part of the works on LA are characterized
by the exploration of data from disciplines of a specific course or semester, whereas the work
presented in this paper is characterized by the use of data from a course of two years in duration [32].
However, even when we compare the results obtained with the related works, the rates are satisfactory.
Previous studies Lykourentzou et al. [5], Zohair [37], Whitehill et al. [38] reported rates of 85% and
Jayaprakash et al. [26] reported 94% overall accuracy, but only 66.7% dropout prediction.

The results obtained in the optimization with the proposed GA are close to those of the literature
Minaei-Bidgoli and Punch [43], which obtained an optimization of 12%. The proposed GA was able to
reach values above 10% in the experiments until the 20th week compared to the algorithms in their
standard configuration. When compared to the other optimization method, Gridsearch, in that same
period, GA obtained values always above 6%, sometimes reaching 15%.

150



Appl. Sci. 2020, 10, 3998

The method followed here is the result of an incremental process of a series of experiments
previously performed [23,24]. As such, when comparing the results achieved in this work with the
results from previous actions, the hyperparameters generated by the GA allows the generation of
more robust models and higher performance. This is also demonstrated in comparison to the other
methods tested in this article. Thus, the methodology used both for the development of the GA and
for the generation of input data from genetic algorithms demonstrated that it could be used for early
prediction of students at risk of dropout. Concerning data modeling, although the use of interaction
count is not unprecedented, the methodology used in this study has several attributes that produced
the results.

5. Final Remarks

This paper presented the results of an approach for the early prediction of students at risk of
dropout using the counting of their interactions inside the VLE. This approach uses genetic algorithms
for the hyperparameter of classifiers. The methodology of generating a prediction model every two
weeks allows every student to be followed throughout the course. This is an approach that differs from
the traditional methods [6] that define models that seek to predict dropout using all available data at
the end of the course. This difference and, consequently, the results obtained with smaller amounts of
data contribute to the early prediction of the risk of dropout.

The proposed approach is based on the premise of allowing greater generalization when
replicating the methodology in other courses and platforms, since it only uses the count of interactions
within the VLE without distinguishing the types of actions performed and without using information
from different data sources (demographic data, questionnaires, curriculum, etc.), the availability of
which may vary between e-learning platforms. The results can be considered satisfactory since they
allow the identification of students at risk of dropout with reasonable performance rates even before
the end of the first semester of the course.

The prediction of academic issues, such as performance and dropout, is concentrated at the
university level, with about 70% of the research destined for this purpose [10]. This trend is repeated
in Latin America, with few applications considering the context of education at the secondary and
technical levels [33]. While not unprecedented, the application of prediction techniques in other
contexts, such as technical high school e-learning, is also relevant [10].

RQ1. Does the approach for hyperparameter optimization with a GA outperform traditional
techniques?

The proposed GA must be evaluated to emphasize that testing different combinations of
hyperparameters within the same algorithm is a complicated and time-consuming task that may require
a large amount of processing time. However, the accuracy of prediction models is directly linked to the
quality of hyperparameter optimization. Thus, the more adjusted they are, the more accurate the rates
of the models tend to be. The alternatives to applying exhaustive search methods, such as grid-search,
are computationally expensive when searching in large spaces [53]. Thus, the refinement obtained by
GA with its mutation and crossover stages produces better results for model generation, surpassing
the traditional techniques and grid-search. Compared to standard algorithms, the performance of the
proposed method is clearly superior.

RQ2. Does the resulting predictive models generated by the use of the GA approach for
hyperparameter optimization perform better than models with default hyperparameters?

In comparison with the classifications using the default hyperparameters, the GA produced
significantly better results. In the first 20 weeks of the course, the difference between the two methods
varies from 10% and 15%. Tukey’s test demonstrated that the overall values obtained are significantly
different. However, all techniques have advantages and limitations. The drawback of the GA is
the lack of assurance that the solution is global; the positive aspect is the number of resultant
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hyperparameters accepted without significantly altering the processing cost and the final results.
In grid-search, the computational cost is the biggest issue, as previously reported; however, it delivers
the best possible combination of hyperparameters. Concerning the standard classifiers, we highlight
the cost–benefit factor as the method produces satisfactory results in short processing time, which,
depending on the project, can be an essential point.

The main limitation of the proposed methodology presents is that for each course analyzed,
the calendar must be studied to identify periods without classes, such as holidays. This causes extra
work, which does not occur when socio-demographic data are used. Another limitation concerns
generalization; although the methodology may be generalized, the models are unlikely to be suitable
for courses that do not follow the same timetable as ETec. Models that seek long-term predictions are
more susceptible to failures due to external situations, such as economic and epidemiological crises.

An important point to note is that the GA possibly presents slightly different results for each
execution. Thus, it may be interesting to run the GA multiple times (e.g., 10). Analysis of other
metrics, such as overall accuracy and true positive (TP) and true negative (TN), may provide different
perspectives. The application of other hyperparameter search methods, such as random search,
and algorithms, such as XGBOOST, can still be explored. These questions will possibly be studied in
the future stages of this project, as well as hybrid choice methods such as the vote theory, for final
classification selection.

The results obtained in this work enable the development of an early warning system using the
proposed approach. Currently, the development of this system is occurring in the form of a plugin
integrated with Moodle. Another future work toward improving the results is the application of
survival analysis to increase student retention and consequently reduce dropout.
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Abbreviations

The following abbreviations are used in this manuscript:
ADA ADABoost
ANOVA Analysis of Variance
AUC Area Under the Curve
AUROC Area Under the Receiver Operating Characteristic Curve
DT Decision Tree
EDA Exploratory Data Analysis
EDM Educational Data Mining
GA Genetic Algorithm
GBGP Grammar-Based Genetic Programming
GRID Grid SearchCV
IBK Instance-Based Lazy Learning
ICRM Interpretable Classification Rule Mining Algorithm
IFSul Instituto Federal Sul Rio-grandense
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INN I-nearest neighbor
kNN k-Nearest Neighbor
LA Learning Analytics
LG Logistic Regression
LMS Learning Management Systems
ML Machine Learning
MAE Mean Absolute Error
MLP Multilayer Perceptron
NDS Number of Dropout Students
PCA Principal Component Analysis
RQ Research Question
RF Random Forest
SAT Scholastic Aptitude Test
SMOTE Synthetic Minority Over-Sampling Technique
SVM Support Vector Machine
TNR True Negative Rate
TPR True Positive Rate
VLE Virtual Learning Environment

Appendix A

Table A1. Classifiers, Hyperparameters and Number of Evaluations.

Alg. Hyperparameters Possibi-Lities Number of Ind. Grid Eval.

DT

criterion: [gini, entropy],
max_depth: range (0, 32),
min_samples_split: range (1, 15),
min_samples_leaf: range (1, 20)

19.200 5.100

criterion: [gini,entropy],
max_depth: [0, 1, 2, 3, 5, 7,
10, 12, 15, 17, 20, 23, 25, 30],
min_samples_split: [0, 1, 2, 3,
5, 7, 10, 12, 15]
min_samples_leaf: [0, 1, 2, 3, 4,
5, 7, 9, 10, 12, 15, 17, 20]

3.726

RF

n_estimators: range (1,200),
criterion: [gini, entropy],
max_features [1, 2, 3,4],
min_samples_split: range (2, 21),
min_samples_leaf: range (1, 2),
bootstrap: [True, False]

128.000 5.100

n_estimators: [1, 10, 20, 30, 40,
50, 70, 100, 120, 130, 150,
170, 190, 200],
criterion: [gini, entropy],
max_features [1, 2, 3, 4],
min_samples_split: [2, 3, 4, 5,
7, 9, 10, 12, 15, 17, 20],
min_samples_leaf: [1, 2],
bootstrap: [True, False]

4.928

ADA

algorithm: [SAMME,
SAMME.R], n_estimators:
range (1, 200), random_state:
range (None, 50), learning_rate:
range (1e-2,1)

2 KK 5.100

algorithm: [SAMME, SAMME.R],
n_estimators: [1, 10, 20, 30, 40, 50,
70, 100, 120, 130, 150, 170, 190,
200], random_state: [None, 1, 5,
10, 15, 20, 25, 30, 40, 50 ],
learning_rate: [1e-2, 5e-2, 7e-2,
1e-1, 3e-1, 5e-1, 7e-1, 1]

2.240

MLP

hidden_layer_sizes: range (1,200),
activation: [identity, logistic,
tanh, relu], solver: [lbfgs, sgd,
adam], max_iter: range (50, 200),
alpha: range (1e-4, 1e-1],
warm_start: [True, False]

720 KK 5.100

hidden_layer_sizes: [(50,50,50),
(50,100,50), (100,), (50,), (10,),
(1), (5)], activation: [identity,
logistic, tanh, relu], solver:
[lbfgs, sgd, adam], max_iter: [1,
2, 5, 10, 30, 50], alpha: [1e-4,
1e-3, 1e-2, 5e-2, 1e-1],
warm_start: [True, False]

5.040

RL

penalty: [l1, l2, elasticnet],
C: [1e-4, 1e-3, 1e-2, 1e-1, 5e-1,
1, 5, 10, 15, 20, 25],
dual: [True, False],
solver: [newton-cg, lbfgs, lbfgs,
sag, saga], multi_class: [ovr,
auto], max_iter: range (50,200)

99.000 5.100

penalty: [l1, l2, elasticnet],
C: [1e-4, 1e-1, 5e-1, 1, 5, 15, 25],
dual: [True, False], solver:
[newton-cg, lbfgs, lbfgs, sag, saga],
multi_class: [ovr, auto], max_iter:
[1, 10, 20, 30, 40, 50, 70, 100, 120,
130, 150, 170, 190, 200]

5.800
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Abstract: Artificial intelligence has impacted education in recent years. Datafication of education has
allowed developing automated methods to detect patterns in extensive collections of educational
data to estimate unknown information and behavior about the students. This research has focused
on finding accurate predictive models to identify at-risk students. This challenge may reduce the
students’ risk of failure or disengage by decreasing the time lag between identification and the real
at-risk state. The contribution of this paper is threefold. First, an in-depth analysis of a predictive
model to detect at-risk students is performed. This model has been tested using data available in
an institutional data mart where curated data from six semesters are available, and a method to
obtain the best classifier and training set is proposed. Second, a method to determine a threshold for
evaluating the quality of the predictive model is established. Third, an early warning system has
been developed and tested in a real educational setting being accurate and useful for its purpose to
detect at-risk students in online higher education. The stakeholders (i.e., students and teachers) can
analyze the information through different dashboards, and teachers can also send early feedback
as an intervention mechanism to mitigate at-risk situations. The system has been evaluated on two
undergraduate courses where results shown a high accuracy to correctly detect at-risk students.

Keywords: early warning system; artificial intelligence; predictive models; personalized feedback;
online learning

1. Introduction

The use of technology in education is getting more and more intensive day by day, and it is
becoming a necessity for effective and permanent learning to be updated. Technology has been utilized
and continues to be used in many areas such as students’ access to course materials, administrators’
follow-up management processes, teachers’ course control, and activities in education. Particularly
in the field of Artificial Intelligence (AI), the technology has moved effectively in education to a
different dimension with a significant leap [1]. It is well-known that students benefit not only in
material access, but also in monitoring their processes, evaluating their learning, and monitoring their
performance, through intelligent tutoring systems (ITS). One of these ITS is developed in the LIS
(Learning Intelligent System) project [2], which aims to assist students in their educational processes.
LIS is a system formed within the Universitat Oberta de Catalunya (UOC) to develop an adaptive
system to be globally applicable at the custom Learning Management System (LMS) implemented
at UOC to help students to succeed in their learning process. The project intends to provide help
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to the student in terms of automatic feedback in assessment activities, recommendations in terms
of learning paths, self-regulation or learning resources, and gamification techniques to improve the
students’ engagement.

The first stage of this project focuses on the development of an Early Warning System (EWS)
to detect at-risk students by using data from the past and present and to warn the student and his
or her teacher about the situation. Also, the system provides semi-automatic feedback as an early
intervention mechanism in order to amend possible conditions of failure. A proof of concept of the
EWS was proposed in [3], where sound results in terms of a predictive model and the application of
the EWS in a higher education course were presented. Such experiment was used as a pillar to build
a functional and enhanced version of the EWS at the UOC where the learning process is held by a
custom LMS.

This paper aims at presenting a new system with several contributions. The first contribution is a
predictive model denoted as Gradual At-Risk (GAR) model. Such a model is based only on students’
grades and predicts the likelihood to fail a course. A deep analysis of the model is performed in the
whole set of courses at the university by using the data available in a data mart provided by our
institution. Compared to [3], we propose a method to obtain the best classifier and training set for
each course and semester. This method was proposed after observing that new data do not always
contribute to improving the accuracy and, therefore, sometimes should be discarded.

The second one is a method to determine a threshold to consider the trained GAR model of a
course as a high- or low-quality model. The GAR model, when used in a real educational setting, will
provide to the student feedback based on her/his risk level. Therefore, a teacher cannot afford to send a
wrong message or recommendation to the student. This threshold is used for the EWS to adapt the
type of message sent to the student.

The third contribution is the application of the EWS in a real educational setting in two courses.
The GAR model is used to provide meaningful information to the students and teachers in terms of
dashboards and feedback. In this paper, we analyze the accuracy of identifying at-risk students in
such a real learning scenario and the impact on the final performance of the courses. We consider
also relevant this last contribution, since it proves the application of the AI in the educational field.
These contributions are drawn as a consequence of answering the next research questions underpinning
this study:

RQ1. How accurate is the predictive model in the whole institution after six semesters of
available data?

RQ2. Which is the accuracy limit for the predictive model to consider a low-quality model to
adapt the intervention measures in the EWS?

RQ3. How accurate is the EWS in identifying at-risk students in a real educational setting?
The paper is organized as follows. Section 2 summarizes related work and Section 3 focuses on

the methods and context of the institution where the research took place. Section 4 analyzes the process
to obtain the best classification algorithm and training set for the GAR model, and Section 5 presents
two of the main dashboards provided by the EWS as well as the implemented feedback intervention
mechanism. The experimental results on two case studies are described in Section 6, while Section 7
discusses the results. Finally, the conclusions and future work are summarized in Section 8.

2. Related Work

2.1. Predictive Models

As described in different systematic reviews [4,5], many models can be applied to education.
Students’ performance [6], students’ dropout within an individual course [7,8], program retention [9],
recommender systems in terms of activities [10], learning resources, [11] and next courses to be
enrolled [12,13] are some examples of the application of those models.

158



Appl. Sci. 2020, 10, 4427

Independently of the desired outcome, models have used many different types of data in order to
perform the predictions. Different variables (or features) have been explored ranging from demographic
data [14] (e.g., age, gender, ethnic origin, marital status, among others), self-reported questionnaires [15,16],
continuous assessment results [17,18], user-generated content [19] to LMS data [20,21].

Numerous classification algorithms have been analyzed through the proposed predictive
models. Decision Tree (DT) [22], Naive Bayes (NB) [23], Support Vector Machine (SVM) [24],
Logistic Regression [25–27], Hierarchical Mixed models [17,28], K-Nearest Neighbors (KNN) [26],
Neural Network models [29], or Bayesian Additive Regressive Trees [30] are some examples of the
employed techniques.

As previously mentioned, we focus on identifying at-risk students by checking the likelihood to
fail a course following the claims of other researchers [24,25,31] to create specific course predictive
models. A simple model based on grades of the continuous assessment activities (named GAR model)
is used instead of using a complex model. Activities performed by students throughout their learning
process are indicators of the performance they will reach in the future. Although we use this simple
model, we have comparable results with other predictive models to detect at-risk students.

Table 1 illustrates a comparison of the predictive GAR model with other related works where
more complex models were proposed. The table shows for each comparison, the intervention point in
the semester timeline (Semester Intervention Point), the compared accuracy metric (Accuracy Metric),
the value of the metric in the referenced work (Value Metric Ref.), the LOESS regression of the GAR
model at the intervention point in the complete set of courses at our university (LOESS Regr. GAR whole
institution), and the percentages of courses with a metric value larger than the metric of the referenced
work (Perc. Courses Metric GAR >Metric Ref.). Authors in [23] obtained an F1,5 (F-score) of 62.00% with
Naive Bayes at 40% of the semester timeline; meanwhile, our model reaches a LOESS regression value
of 78.55% on average in the whole courses at our university at the same point of the semester timeline.
When courses are evaluated individually, we found that more than 70% of the courses have an F1,5

larger than 62.00% at this point of the semester. Authors in [25] reached a TNR (True Negative Rate) of
75.40% at the end of the course meanwhile the GAR model reaches a LOESS regression value of 97.56%,
and more than 99% of the courses have a TNR larger than 75.40%. Authors in [30] computed the MAE
(Mean Absolute Error) at 40% of the semester timeline. They reached a MAE value of 0.07, whereas the
GAR model has a LOESS value of 0.08, and more than 64% of the courses have a MAE smaller than
0.07 at this point of the semester. The approach presented in [32] reached a TPR (True Positive Rate)
of 81.00% at the 40% of the semester timeline while our model obtained a LOESS regression value of
80.46% but more than 40% of the courses have a TPR larger than 81.00% at this point of the semester.
On the approach presented in [33], where SMOTE was used in order to balance classes, the AUC (Area
Under The Curve) ROC (Receiver Operating Characteristics) curve was used to evaluate the model.
The best model reached a ROC value near to 91.00% at 60% of the semester timeline. The GAR model
without SMOTE has a LOESS value near to 93.00% and more than 59% of the courses have a ROC
value larger than 91.00% at this point of the semester.

Table 1. Comparison GAR Model with other related work.

Reference
Semester

Intervention Point
Accuracy

Metric
Value Metric

Ref.
LOESS Regr. GAR
Whole Institution

Perc. Courses Metric
GAR >Metric Ref.

Marbouti et al. [23] 40% F1,5 62.00% 78.55% 70%
Macfadyen et al. [25] 100% TNR 75.40% 97.56% 99%

Howard et al. [30] 40% MAE 0.07 0.08 64%
Akçapınar et al. [32] 40% TPR 81.00% 80.46% 40%
Buschetto et al. [33] 60% AUC 91.00% 93.00% 59%

F1,5: F-score, TNR: True Negative Rate, MAE: Mean Absolute Error, TPR: True Positive Rate, AUC: Area Under
the Curve.

159



Appl. Sci. 2020, 10, 4427

2.2. Early Warning Systems

An EWS is a tool used to monitor students’ progress. It identifies students at-risk of either
failing or dropping out of a course or program [23]. It helps students to be on track and aid in their
self-directed learning journey [34]. Also, it can help to reach the necessary information about student
engagement and performance to facilitate personalized timely interventions [28].

Based on the predictive models mentioned in the previous section, some examples of EWS
are students’ dropout detection on face-to-face environments [35], students’ dropout on online
settings [36–38], or early identification of at-risk students, which may allow some type of intervention
to increase retention and success rate [16,25,26,39].

Many of the previously described approaches propose an EWS, but the EWS is just sketched
from a conceptual point of view. Therefore, few full-fledged developments can be found. The most
referenced one is the Course Signals at Purdue University [17] where different dashboards are available
at the student’s and teacher’s point of view. Moreover, the system triggers a visual warning alert
using a Green-Amber-Red semaphore. Other systems can be found where information is available in
dashboards for teachers [31,40,41] and students [42].

Personalized feedback [17] is one possible intervention mechanism for these kind of approaches.
Other intervention mechanisms can be applied, such as pedagogical recommendations [43],
mentoring [44], or academic support environment [45], with a significant impact on performance,
dropout, and retention. Feeding students depending on his or her situation will affect students’
perception and will impact his or her way of learning and self-regulation. If personalized feedback can
be one of the possible intervention mechanisms, nudges can complement it in a very constructive way.
Nudges according to the definition provided in [46] (p. 2) are “interventions that preserve freedom
of choice that nonetheless influence people’s decisions”. Nudges have their origin in behavioral
economics, which studies the effects of psychological knowledge about human behavior to enhance
decision-making processes. In education [47], nudges intend to obtain a higher educational attainment
(e.g., improvement of grades, to increase course completion rates and earned credits, or to increase
course engagement and participation), and they have been used in primary, secondary, and higher
education, including Massive Open Online Courses (MOOC), and involving different stakeholders
(parents, students, and teachers). The information provided by nudges includes remainders, deadlines,
goal setting, advice, etc. How the information included in nudges is stated can also increase social
belonging and motivation.

The EWS we propose is able to provide personalized feedback. First, students receive predictions
from the first activity about the minimum grade they should obtain in the activity to succeed in the
course prior to the submission deadline date. Thus, the student is knowledgeable about the effort he
or she should apply in the activity to have a chance to pass the course. This prediction is updated
after each graded activity and a new prediction is generated for the next one. This type of prediction
differs from other approaches where the models can only be used after a certain number of activities,
denoted as the best point of intervention when enough data have been gathered to have an accurate
model. Second, the teacher can complement these predictions with constructive feedback from the
very beginning of the course, including recommendations to revert (or even prevent) at-risk situations.

3. Methods and Context

3.1. University Description: Educational and Assessment Model

The UOC from its origins (1995) was conceived as a purely online university that used the
Information and Communication Technologies (ICT) intensively for both the teaching-learning
process and management. This implies that most of the interactions between students, teachers, and
administrative staff occur within the UOC’s own LMS, generating a massive amount of data. Its
educational model is centered on the students and the competences they should acquire across their
courses. The assessment model is based on continuous assessment and personal feedback is given to
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students after obtaining a mark when delivering assessment activities. Thus, any student enrolled
is having a personalized learning process by means of quantitative, but also qualitative feedback.
Although the student profile is aged up to the regular ones with family and full job employed, they
devote time to learn in order to get a better position in their job or to enhance their knowledge with
another bachelor’s degree. Students at UOC are really competence oriented, but usually, they lack
daily time for all personal and professional tasks. This student background and their profiles became a
cornerstone to developing the EWS to guide them in a personal way when being assessed and when
receiving personal feedback.

The assessment process within a course is based on a continuous assessment model combined with
summative assessment at the end of the semester. Therefore, there are different assessment activities
during the semester and a face-to-face final examination at the end of the course. The final mark is
computed based on a predefined formula for each course where each assessment activity has a different
weight depending on the significance of the assessment activity contents within the course. The UOC
grading system is based on qualitative scores on assessment activities. Each assessment activity is
graded with the following scale: A (very high), B (high), C+ (sufficient), C- (low), D (very low), where a
grade of C- and D means failing the assessment activity. In addition, another grade (N, non-submitted)
is used when a student does not submit the assessment activity. Also, UOC courses are identified
by codes, and students are randomly distributed in classrooms. Finally, the semesters are coded by
academic year and the number of the semester (i.e., 1 for fall and 2 for spring semester). For instance,
20172 identifies the 2018 spring semester of the academic period 2017/2018.

3.2. Data Source: The UOC Data Mart

The UOC provides their researchers and practitioners with data to promote a culture of data
evidence-based decision-making. This approach is materialized in a centralized learning analytics
database: the UOC data mart [48]. The UOC data mart collects and aggregates data that are transferred
from the different operational data sources using ETL (Extract-Transform-Load) processes, solving
problems as data fragmentation, duplication, and the use of different identifiers and non-standardized
vocabularies for describing the same real-world entities. During the ETL processes, sensitive data are
anonymized (personal data are obfuscated, and all internal identifiers are changed to a new one [49]).

UOC uses from its origins a custom LMS [50] that has been improved and upgraded several
times during the last 25 years (the current version is version 5.0) according to the new requirements of
learners, teachers, and available technology. Although the campus has a high interoperability to add
external tools (e.g., Wordpress, Moodle, MediaWiki, among others), mainly the learning process is
done in the custom classrooms. Operational data sources include data from the custom LMS and other
learning spaces (e.g., data about navigation, interaction, and communication), as well as data from
institutional warehouse systems (CRM, ERP, etc.), which include data about enrollment, accreditation,
assessment, and student curriculum, among others. As a result, the UOC data mart offers: (1) historical
data from previous semesters; (2) data generated during the current semester aggregated by day.
Currently, the UOC data mart stores curated data since the academic year 2016–2017.

3.3. Gradual At-Risk Model

A GAR model is built for each course, and it is composed of a set of predictive models defined as
submodels based only on a student’s grades during the assessment process. A course has a submodel
for each assessment activity, and each submodel uses the grades of the current and previous graded
assessment activities as features to produce the prediction. Note that, there is no submodel for the final
exam since there is nothing to produce a prediction from when the final score of the course can be
computed straightforwardly from the complete set of grades (i.e., the assessment activities and the
final exam) by using the final mark formula.

The prediction outcome for the submodels is to fail the course. This is a binary variable with two
possible values: pass or fail. We are interested in predicting whether a student has chances to fail the
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course, and we denote this casuistic as at-risk student. Although a global at-risk prediction taking into
account all enrolled courses is an interesting outcome, we focus individually on each course to give
simple messages and recommendations to the student on courses in which she or he is at-risk.

Example 1. Let us describe the GAR model for a course with four Assessment Activities (AA). In such a case,
the GAR model contains four submodels:

PrAA1(Fail?) = (GradeAA1)
PrAA2(Fail?) = (GradeAA1, GradeAA2)
PrAA3(Fail?) = (GradeAA1, GradeAA2, GradeAA3)
PrAA4(Fail?) = (GradeAA1, GradeAA2, GradeAA3, GradeAA4)

where PrAAn(Fail?) denotes the name of the submodel to predict whether the student will fail the course after the
assessment activity AAn. Each submodel PrAAn(Fail?) uses the grades (GradeAA1, GradeAA2, . . . , GradeAAn),
that is, the grades from the first activity until the activity AAn. Each submodel can be evaluated based on
different accuracy metrics. We use four metrics [23]:

TNR = TN
TN+FP ACC = TP+TN

TP+FP+TN+FN

TPR = TP
TP+FN F1,5 =

(1+1,52)TP
(1+1,52)TP+1,52FN+FP

(1)

where TP denotes the number of at-risk students correctly identified, TN the number of non-at-risk students
correctly identified, FP the number of at-risk students not correctly identified, and FN the number of non-at-risk
students not correctly identified. These four metrics are used for evaluating the global accuracy of the model
(ACC), the accuracy when detecting at-risk students (true positive rate—TPR), the accuracy when distinguishing
non-at-risk students (true negative rate—TNR) and a harmonic mean of the true positive value (precision) and
the TPR (recall) that weights correct at-risk identification (F score - F1,5). Note that, the area under the ROC
curve (AUC) is not considered on this study [51].

3.4. Next Activity At-Risk Simulation

The GAR model only provides information about whether the student has the chance to fail the
course based on the last graded assessment activities. This model can be used to give information to
the student about the likelihood to fail, but it is not very useful when the teacher wants to provide
early and personalized feedback concerning the next assessment activities. We define the Next Activity
At-risk (NAAR) simulation as the simulation to determine the minimum grade that the student has to
obtain in the next assessment activity to have a chance to pass the course.

This prediction is performed by using the submodel of the assessment activity we want to predict.
The NAAR simulation uses the grades of the previous activities already graded and simulates all
possible grades for the activity we want to predict for identifying when the prediction changes from
failing to pass.

Example 2. Let us take the submodel PrAA1(Fail?) of Example 1. In order to know the minimum grade, six
simulations are performed based on the possible grades the student can obtain in AA1. Each simulation will
produce an output based on the chances to fail the course. An output example is shown next based on the first
assessment activity of the Computer Fundamentals course that will be analyzed in Section 6.

PrAA1(Fail?) = (N) → Fail? = Yes
PrAA1(Fail?) = (D) → Fail? = Yes
PrAA1(Fail?) = (C-) → Fail? = Yes
PrAA1(Fail?) = (C+) → Fail? = Yes
PrAA1(Fail?) = (B) → Fail? = No
PrAA1(Fail?) = (A) → Fail? = No

where we can observe that students have a high probability of passing the course when they get a B or an A
grade on the first assessment activity. This means that most of the students pass when they obtain these grades.
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However, it is possible to pass the course with a lower mark, but less frequently. Note that, this is for the
first assessment activity where there are no previous activities. On further activities, the grades of previous
activities are taken into account and the prediction is better personalized for each student based on his or her
previous grades.

3.5. Datasets

Table 2 describes the datasets used for each semester. As we can observe, the number of registries
for training increases each semester that are counted from the 2016 fall semester (20161). This number
depends on the number of enrolled students. The number of offered courses also differs on each
semester and depends on the opened and extinguished academic programs in the semester taken as
testing semester, and a minimum number of ten enrollments per course to open the course stated by
the university.

Table 2. Description of the dataset.

20171 20172 20181 20182

Number of courses 889 830 968 979
Min–Max activities / course 3–14 3–11 3–11 3–11

Semesters for training (from–to) 20161–20162 20161–20171 20161–20172 20161–20181
Registries training set 260153 362368 474957 585936
Semester for testing 20171 20172 20181 20182

Registries test set 102215 112589 110979 138746

3.6. Generation and Evaluation of the Predictive Model

The GAR model is built by using Python and the machine learning Scikit-Learn library [52], while
the statistical analysis has been performed by the analytical tool R [53]. The GAR model for a given
course is trained based on the historical data of previous semesters from the 2016 fall semester (i.e.,
20161), and the test is performed on the data of the last historical available semester from the UOC
data mart (that is hosted in Amazon S3). For example, for semester 20171, the models are trained with
data from semesters 20161 and 20162 to test it on the semester 20171. During the validation test, four
algorithms are tested: NB, DT, KNN, SVM.

In order to evaluate the classification algorithms, the GAR model is built for each course of
the institution based on the number of assessment activities (see Example 1 in Section 3.3). Each
course has a different number of assessment activities and some courses have a final exam. In such
cases, the submodel for the final exam is not generated since the final grade can be straightforwardly
computed from all grades of the assessment activities and the final exam, and no prediction is needed.
Then, the training and test are performed for each course and submodel. In order to analyze the results
globally for the whole institution, the value of each metric described in Section 3.3 is ordered and
uniformly distributed among the semester timeline based on the submission date of the respective
assessment activity associated with the submodel. For instance, for a course with four assessment
activities, the prediction of the first assessment activity is set to the position at 20%, the second at 40%,
the third at 60%, and the fourth at 80% of the semester timeline. Note that, this distribution changes
on courses with a different number of activities. This distribution helps to identify at each stage of
the timeline the average quality of the GAR model based on the submitted assessment activities at
that time for the whole institution. Finally, in order to evaluate the different classification algorithms,
the LOESS regression [54] is used. Although a linear regression would show a pretty linear perception
of the increment of the accuracy, this would not represent the correct relationship between metrics and
timeline. The LOESS regression shows a better approximation due to the large number of values.

The NB was selected in [3] as the best classification algorithm to be used in the institution based on
the performance observed on the four metrics. Precisely, the selection was mainly done by the results of
the TPR and F1,5 since these metrics tend to indicate the algorithm that mostly detects at-risk students.
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Currently, we have more data in the data mart, and further analysis can be done on how it is
evolving the GAR model among the semesters. Specifically, three more semesters can be analyzed
(i.e., until 2019 spring semester). We can answer the research questions RQ1 and RQ2 by (1) analyzing
how the NB performance evolves during these three semesters; (2) proposing a method to obtain
the best classification algorithm and training set for each assessment activity and course; and, finally,
(3) determining a method to deduce a threshold to consider the GAR model of a course as a high- or
low-quality model.

During the semester, trained models are used by means of an operation that is run on the daily
information available at the UOC data mart. A cron-like Python script downloads the data from the
UOC data mart and checks whether students have been graded for any assessment activity proposed
in the course. When this happens, the corresponding NAAR simulation is executed by getting the
respective trained GAR model. All these functionalities (e.g., train, test, statistical analysis, and daily
predictions) among others are embedded into the EWS. The full description of the technical architecture
and capabilities of the EWS can be found in [55].

3.7. Case Studies in Real Educational Settings

The GAR model and the EWS that hosts it have been tested through pilots in two real learning
scenarios, as will be presented in Section 6, because LIS project follows a mixed research methodology
that combines an action research methodology with a design and creation approach. This mixed
research methodology as well as the outputs it produces are depicted in Figure 1.

Figure 1. Research methodology.

Action research methodology allows to investigate and improve own practices, guided by the
next principles [56]: concentration on practical issues, an iterative cycle plan-act-reflect, an emphasis
on change, collaboration with practitioners, multiple data generation methods, and finally, action
outcomes plus research outcomes and research.

The design and creation approach is especially suited when developing new Information
Technology (IT) artifacts. It is a problem-solving approach that uses an iterative process involving
five steps [57]: Awareness (the recognition of a problem where actors identify areas for further work
looking at findings in other disciplines); Suggestion (a creative leap from curiosity about the problem
offering very tentative ideas of how the problem might be addressed); Development (where the idea is
implemented, depending on the kind of the proposed IT artifact); Evaluation (examines the developed
IT artifact and looks for an evaluation of its worth and deviations from expectations); and Conclusion
(where the results of the design process are consolidated and the gained knowledge is identified).
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First, the problem to solve (learners’ at-risk identification) is detected and shared by teachers and
educational institutions. Secondly, a solution (the EWS) is suggested. Thirdly, the EWS is implemented
and proved in different real learning scenarios following the iterative cycle of plan-act-reflect. This cycle
is done through pilots conducted across courses during several academic semesters by cycles. At the
end of each cycle, an evaluation process is done. This will probably cause changes and improvements
in the EWS, and the initiation of a new cycle until a final artifact is available and ready to be used in
educational institutions.

4. Algorithms and Training Dataset Selection for the GAR Model

4.1. Naive Bayes Evaluation

In order to evaluate the NB algorithm, we used the datasets described in Section 3.5 and the
evaluation process described in Section 3.6 for the four semesters from the 2017 fall semester (20171) to
the 2019 spring semester (20182). The results processed with R-based scripts are shown in Figure 2 and
Table A1 in Appendix A for the four metrics ACC, TNR, TPR, and F-score 1,5 with a LOESS regression.

(a) (b) 

(c) (d) 

Figure 2. LOESS regression plots of the GAR model using Naive Bayes Classifier for (a) Accuracy,
(b) TNR, (c) TPR, and (d) F-score 1,5 metrics from 20171 to 20182 semesters.

In general, we can observe that adding more training data helps to improve all the metrics with
respect to the baseline 20171. However, the last two semesters (i.e., 20181 and 20182) do not impact on
getting better TPR results, i.e., correctly detect at-risk students. This is due to mostly the students at
UOC tending to pass the courses. The average performance rate in the institution was 78.90% in the
2018/2019 academic year [58]. Thus, more data help to identify new situations when students are not
at-risk, and new data have a low impact on detecting new at-risk students.
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4.2. Algorithm and Training Set Selection

As mentioned previously, we observed that the metrics do not always improve over semesters for
specific courses, even though more training data are available. Different factors may impact on these
results: 1) The behavior of students in some semesters may add noise to the model that produces worse
results; or 2) some academic change such as new resources or changes in the difficulty or the design
of the assessment activities may impact the grades of a specific semester. In order to deal with these
issues, we propose a method to select the best training set and classification algorithm for each course
and activity. This selection can be reduced to an optimization problem with the objective function L to
be maximized

L (STR, M) = TPR
(
DSTR,C,A, DSTE,C,A, M

)
+ TNR

(
DSTR,C,A, DSTE,C,A, M

)
(2)

where STR is the semester to explore as training set, STE is the semester to perform the validation test,
M is the classification algorithm used to perform the training, and DS,C,A is a slice from the whole
dataset D based on the semester S, course C and activity A. After different tests, we found that the
best choice is to maximize the sum of the TPR and TNR. This function tends to select classifiers and
training sets that achieve good results in both metrics, while maximizing one of the metrics tends to
penalize the discarded one.

The method has been split into two algorithms. The first algorithm selects the best classification
algorithm, while the second one selects the best training set for each assessment activity of each
course. The selection of the best algorithm (see Algorithm 1) searches for the best algorithm based
on four available classification algorithms: NB, DT, KNN, and SVM. The process is quite simple but
computationally expensive since four training processes are run for each course and assessment activity.
However, there is a substantial benefit since each activity (i.e., each submodel for the GAR model
associated with the course) has the best-selected algorithm.

Algorithm 1. Pseudocode of Best_Classification_Algorithm.

Input: STR: Semester training dataset, STE: Semester test dataset
Output: BCL: Best Classification Algorithm per course and activity
Steps:

Initialize(BCL)
For each course C ε STE do

For each activity A ε C do

MCL← Select best classifier M ε {NB, KNN, DT, SVM} based on opt. function L(STR, M)
(Equation (2))

BCL(C, A, STR) ← {STR, MCL}

Return BCL

The second process is presented in Algorithm 2. In this case, the process goes further, and it
explores for the submodel of the activity the surrounding submodels in terms of previous activities
within the same course, and the same submodel within the same course in the previous semesters.
We observed that sometimes an activity is not mandatory, or it has a low impact on the final grade of the
course, or a semester adds noise to the model, and such a semester produces a lower accurate submodel.
For example, it is commonly observed in our institution that the behavior of the students is different
depending on the spring or fall semester. Thus, in such cases, we suggest selecting the best-known
training set within the same course in previous activities or in the same activity among previous
semesters. Note that the computational cost is even higher than the former since the evaluation test
should be redone with the training set of the selected semester and the test set of last available semester.
We are aware that this process will be unfeasible when the number of semesters increases. Thus,
a window of training semesters should be defined in the future.
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Algorithm 2. Pseudocode of Best_Classification_and_Training_Set.

Input: STE: Semester test dataset
Output: BCL: Best classification algorithm and training set per course and activity
Steps:

//Train and test all semesters with respect to STE
BCL ← ∅
For each semester S ε {20171, . . . , STE} do

BCL ← BCL ∪ Best_Classification_ Algorithm (S, STE)

//Compare on same semester
For each semester S ε {20171, . . . , STE} do

For each course C ε S do

For each pair (Ai, Aj) ε C st. i < j do

{S, MAi} ← BCL(C, Ai, S)
{S, MAj} ← BCL(C, Aj, S)
If L(S, MAi) > L(S, MAj) then BCL(C, Aj, S) ← {S, MAi}

//Compare inter semester
For each course C ε STE do

For each activity A ε C do

For each pair (S, STE) st. S ε {20171, . . . , STE-1}
{S, MS} ← BCL(C, A, S)
{STE, MSTE} ← BCL(C, A, STE)
If L(S, MS) > L(STE, MSTE) then BCL(C, A, STE) ← {S, MS}

Return BCL

In order to analyze the performance of these two algorithms, the evaluation test has been performed
only in the last semester 20182 for the different metrics and taking as a baseline the NB classifier results.
The results are shown in Figure 3 and Table A2 in Appendix A. The best algorithm selection slightly
improves the different metrics since the best selection is only performed within the explored algorithms
on an activity. In the case of the TPR, the LOESS regression compared to the NB improves from the
range 44.60–86.04% to 47.88–88.43%. However, considerable improvement is obtained with the second
algorithm, where the LOESS regression increases until 58.79–93.60%. This result will help to define a
more significant threshold to consider a high-quality submodel, as we will see in the next section.

Although the last finding proves that the second process helps to identify the best classifier and
training set for each assessment activity, it is not clear which classifier has been mostly selected and
from which origin semester. Table 3 summarizes this information with interesting insights. The table
shows the percentage of classifiers and from which semester they have been selected. The process
mostly selected the DT with more than half of the trained submodels.

Table 3. Distribution of the classification algorithm selection for 2019 spring semester.

20171 20172 20181 20182 Total

Decision Tree 10.42% 9.27% 12.10% 19.19% 50.98%
K-Nearest Neighbors 2.47% 3.43% 4.80% 5.19% 15.89%

Naive Bayes 4.66% 5.72% 5.81% 9.73% 25.92%
Support Vector 1.43% 1.54% 1.66% 2.58% 7.21%

Total 18.97% 19.97% 24.37% 36.69% 100.00%
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(a) (b) 

  
(c) (d) 

Figure 3. LOESS regression plots of the GAR model using Naive Bayes Classifier, selecting best
algorithm (Best Alg.) and selecting best algorithm and training set (Best A. TS.) for (a) Accuracy,
(b) TNR, (c) TPR, and (d) F-score F1,5 metrics for 20182 semester.

The NB proposed in [3] is only selected the 25.92% of the total. Thus, we conclude that the NB is
not the most appropriate classifier to train the models when more data are available. Finally, we can
observe that the distribution among semesters is quite reasonable. The training dataset of the last
available semester is the most selected one (36.69%), but for some submodels, the dataset from previous
semesters with less training data helps to get more accurate models. Finally, we give an insight about
the computational cost of this operation in absolute numbers for semester 20182. The number of
training operations for each semester are 26,468 in 20182, 24,996 in 20181, 23,144 in 20172 and 24,184
in 20171. Note that, this number for a semester takes into account the training operation for the four
classifiers for all courses and activities.

4.3. Quality Threshold Identification

Some predictive models aimed at early identify at-risk students defined the best point of
intervention during the semester. This point is deduced from the experimental results [23] or is fixed
before the evaluation [59]. Our EWS performs interventions from the first assessment activity. Thus,
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the concept of intervention point has nonsense. In our system, the submodels (i.e., the training model
applied on each assessment activity) are classified based on high- or low-quality models based on
the TPR and TNR since the intervention measures are adapted based on the quality of the model.
For instance, an intervention action based on a likelihood to fail the course cannot be applied as-it-is
when the submodel has a low-quality TPR.

Similarly, a praise message based on a likelihood to pass cannot be applied when the submodel
has a low-quality TNR. In those cases, the interventions are adapted when the likelihood to fail or pass
cannot be assured (see Section 5 for further details). This classification is performed based on a quality
threshold that can be defined globally for the institution or individually for each course based on the
teacher’s experience.

In this section, we seek the quality threshold globally applicable to demonstrate that the GAR
model can be valid with a unique threshold for the whole institution and avoid particular cases. Also,
we want to analyze whether the method presented in Algorithm 2 to obtain the best algorithm classifier
and training set can improve this threshold with respect to [3] where the threshold selection was
performed by observation without any data analysis.

The quality threshold identification can be reduced to an optimization problem since the objective
is to maximize the threshold while the number of submodels considered high-quality do not worsen
significantly. However, this problem is unfeasible to be solved because there is no optimal solution.
Thus, we define a function to be maximized in order to approximate the problem

f (x) = x +

∑
i ∈ T ωi

∑
j∈Si

j
∣∣∣ TPR( j) >x∑

i∈T ωi
(3)

where x is the threshold value, T ∈ {0%, 5%, 10%, . . . , 95%, 100%} positions of the semester timeline,
wi is a weight that can be assigned to the position i of the semester timeline, and Si is the set of all the
submodels that the submission deadline is in the position i. In summary, the function seeks to sum the
threshold value with the weighted average of the number of submodels that their TPR is above the
threshold for each position of the semester timeline. We defined a weighted average due to it might
being interesting to give more relevancy to some positions of the semester. Note that, we assume in our
optimization problem all positions with the same weight (i.e., wi = 1). Moreover, the TPR is used since
we are interested to particularly maximize the threshold over submodels for detecting at-risk students.

After solving the optimization problem for the 2019 spring semester with an R-based script,
the result is illustrated in Figure 4a where f(x) summands are plotted in the axis. As we can observe,
both summands generate a curve of Pareto Points with the optimum on the threshold 75% (i.e.,
the function f(x) maximized on the threshold 75%). Thus, we define high-quality submodels as all
submodels with a TPR higher than 75%.

In order to further compare with [3], we computed the percentage of explored courses where the
TPR and TNR are higher than thresholds 70% and 75% (see Figure 4b). Note that, we removed the
multiple plots for the TNR because there was only an average increment of 1–3% over each threshold.
For the 2019 spring semester, even increasing the threshold to 75%, we obtain better coverage of
high-quality submodels compared to the 2017 fall semester, where the threshold was set to 70%.
The coverage is quite similar for the TNR at 25% from 70.07% of the courses to 69.80% but there is
a considerable increment at 50% from 89.31% to 97.12%. Although only 26.71% of the courses will
have a TPR higher than 75% at 25% of the semester timeline (it was 24.01% on 2017 fall semester),
this value increases considerably to 74.58% at the 50% of the semester timeline (it was 65.95% in 2017
fall semester).
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(a) 

 

(b) 

Figure 4. (a) Pareto Points distribution of f(x) summands and optimal value. (b) Percentage of courses
where the GAR model can be applied with high-quality based on different thresholds for TNR and TPR.

5. The Early Warning System: Dashboards and Feedback Intervention Mechanism

The EWS provides data visualization features to teachers and students by means of dashboards.
Those features are complemented with a feedback intervention mechanism. The full description of the
technical architecture and capabilities of the EWS can be found in [55].

Students and teachers have different dashboards and permissions. Students have a simple
dashboard to see the prediction to succeed in the enrolled courses. The prediction is based on the
NAAR simulation, and a Green-Amber-Red semaphore (similar to [17]) that warns the students about
their warning classification level. A semaphore in green represents that the student is non-at-risk,
while a semaphore with a red signal indicates a high likelihood to fail. For an assessment activity,
the student gets first the prediction of the minimum grade that she or he should obtain to have a high
likelihood to pass the course. This prediction is received while the student is working in the assessment
activity (see Figure 5a). When the assessment activity is submitted and assessed, the grade (see the
triangles above and below the C- grade in the bar corresponding to the first assessment activity in
Figure 5b) and the warning level are updated in the student dashboard, and the prediction for the next
assessment activity (the second assessment activity in the case of Figure 5b) is computed and plotted in
the dashboard as a new bar.
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(a) Before performing the AA1 

 
(b) After being graded AA1

Figure 5. Early warning dashboard for students.

Teachers have a different dashboard to see the performance of the students and help them in case
of trouble. Figure 6 shows a tabular dashboard where all the students of a course are shown. As we
can observe, only students who have consented to participate in the study (by signing a consent form)
can be reviewed. For those who accepted, the teacher can easily check the progress of the predictions
and warning levels. The readability is quite clear based on the same Green-Amber-Red semaphore
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used for the students. Teachers have a new color classification (the black color) to detect potential
students’ dropout (i.e., students that do not submit their assessment activities).

 
Figure 6. Tabular dashboard for teachers to check the predictions for the students.

The EWS is able to provide feedback messages as an early intervention mechanism. Feedback
messages contain recommendations, and also nudge students, especially those being at-risk [60].
The intervention mechanism is implemented by means of a feedback messaging system that aims to
enhance teachers’ actions over students depending on their status, thus providing a better understanding
about their own learning process. From the teacher’s point of view, the system forces them to provide
early and personalized feedback to students when delivering each assessment activity. From the
students’ point of view, the EWS is providing them the teacher feedback, but also a probabilistic
percentage of their success. It is also providing students with richer and valuable information: what
they have to do in order to improve their learning process and obtain a better grade and pass the course.
They are also simultaneously nudged to better perform the next activity (the importance of the activity
on the upcoming activities is provided, as well as the provision of additional learning resources) and
the importance for better planning. In summary and according to [47], the information provided in the
feedback messages contains nudges that fall in the categories of goal setting, informational nudges,
assistance, and reminders.

Figure 7 summarizes in a decision tree the rationale behind the EWS concerning the students’
warning level when an assessment activity is graded, which in turn, impacts the feedback message to
be sent. When graded, a feedback message is triggered to each student for notifying his or her warning
level (predictive statement), as well as the feedback for the next assessment activities. The system
distinguishes different situations depending on the warning level, and the feedback message is adapted
depending on the specific situation. Green (G) means that the student is not at-risk when the TNR is
greater than the minimum threshold of 75% established in Section 4.3 (i.e., the model is considered a
high-quality model). In such a case the student receives a comforting message in order to congratulate
him or her. Yellow (or amber) means that the student is not considered at-risk, but he or she can be in
the near future. The feedback message alerts the student about his or her chances to pass and gives
some recommendations to progress successfully in the course. In addition, the feedback message
also contains explanations about the accuracy of the prediction because, in some cases, the prediction
(may pass or may fail) is under the quality threshold. Therefore, information about the TNR and TPR
constitutes one of the differences among the three different types of yellow messages (Y1, Y2, and
Y3) that are sent in this case. The distinction of different situations in yellow messages constitutes
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an enhancement regarding the work presented in [3], where no such distinction existed. This is
especially relevant in the case of students that, in spite of passing the assessment activity, the grade
obtained is under the grade suggested by the predictive model (message Y2). Red and black represent
that the student is at serious risk of failing or dropping out (at-risk student). When the student has
submitted and failed the assessment activity, (R) is the most critical situation, although the effort
of submitting the activity is positively valued by the teachers. In this case, the feedback message
contains recommendations to get out of this situation. Also, the message suggests the student contact
his or her teacher in order to talk about the difficulties the student is experiencing in the course.
Potentially, this can derive in a more individual support. The case when the student has not submitted
the last or the last two assessment activities (B1 and B2) is dealt separately from the previous case,
representing a potential dropout student. The feedback message asks for the reasons for not submitting
the activities and reminds the student of his or her options to pass the course (information about
mandatory assessment activities and the final exam). Unfortunately, and depending on the timeline of
the semester, the student can receive a feedback message confirming him or her that has hopelessly
failed the course. In such a case, the student receives advice to avoid this situation the next time he or
she enrolls in the course, and the proposal of tasks the student can perform before a new semester starts.

Figure 7. Decision tree for warning level classification.

From an educational point of view, the EWS is a powerful tool to reduce dropout and increase
students’ engagement. It is providing a constructive answer for not disappointing students. In the
case of students that are not properly following the course, the system is pointing out how they can
improve by showing them new opportunities and even the mandatory assessment activities remaining
to successfully pass the course. Finally, students that have not submitted their assessment activities
can provide very useful information to the teacher, not only to build better feedback messages for the
next edition of the course but also to introduce enhancements in the next course editions (new learning
resources, better course design, etc.).

6. Case Studies: Computer Fundamentals and Databases

The EWS has been tested in two case studies to answer the research question RQ3. The EWS
aims to detect but also support at-risk students, which basically means, to help them to continue their
learning process by providing accurate and valuable feedback for not failing or dropping out.

Specifically, the EWS has been introduced in Computer Fundamentals and Databases courses. Both
courses are online courses offered in the Computer Science bachelor’s degree and in Telecommunication
bachelor’s degree at UOC. While Computer Fundamentals is a first-semester course, Databases is
offered in the fourth one. Thus, students’ knowledge and expertise are quite different when performing
each one. Both courses are 6 ECTS and their assessment model is based on continuous assessment
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(several assessment activities are proposed along the semester, some of them are practical activities
that imply the development of artifacts) and a final face-to-face exam at the end of the semester.

In Computer Fundamentals (a first-year course), students are devoted to learning the main
principles for designing digital circuits and the basis of the computer architecture. In Databases,
students are devoted to learning what databases are (and the specialized software that manages them),
and how to create and manipulate relational databases using the SQL language (both interactive and
embedded SQL). For the Databases course, previous knowledge is required (in programming and
logic), so this is the reason to be in the fourth semester. The Computer Fundamentals course has a high
number of students enrolled each semester (between 500–600 students) and becomes the first contact
with the custom LMS. The Databases course has over 300 students each semester, but students already
know very well the UOC educational model as well as how the LMS works. So, they are not as new in
Databases as they are in Computer Fundamentals. Thus, both courses are excellent ones to evaluate the
EWS and analyze whether at-risk students can be correctly identified and help them through the early
feedback system. The system has been tested in both courses during one semester. Previously, a proof
of concept was also tested as it can be seen in [3], but now a new version of the EWS is tested with
new features and enhancements suggested by teachers and students when collecting their perception,
as explained in [60]. As mentioned in Section 3.7, this process has been done following the design
and creation research method that uses an iterative model to better develop IT artifacts to solve real
problems. This new version of the EWS is the second iteration.

The EWS was tested during the first semester of the academic course 2019/2020 (i.e., 20191
semester). A total of 313 students from Computer Fundamentals (CF) gave their consent to test the
system, and a total of 71 students from Databases (DB) gave it too. To sum up, 384 students were
testing it. In both courses, and after teachers graded each assessment activity, the EWS was triggering
predictions to students, as well as personalized feedback messages, which depended on the warning
level classification of the students presented in Section 5. According to the numbers of students
taking part in the pilot, and the number of assessment activities performed, the system triggered 1607
predictions (CF: 1252; DB: 355). Feedback messages attached to each prediction and assessment activity
were previously designed and analyzed by teachers, with the aim of motivating students for further
assessment activities. Feedback messages tended to be as personalized as the system allowed, and
they included some nudges to support the students learning process according to their grades.

The quantitative analysis provided below compares both courses involved in the case studies,
according to the following criteria: assessment model and performance of GAR model, the performance
of the system for correctly classifying students according to their warning level and the statistical
significance on the final mark distribution as a consequence of the use of the EWS.

6.1. Performance of GAR Model

CF course has four assessment activities starting during the semester timeline at 0% (AA1),
25% (AA2), 50% (AA3) and 75% (AA4) approximately. The formula to compute the final mark (FM) is:

FM = MAX(10% GradeAA1 + 10% GradeAA2 + 10% GradeAA3 + 35% GradeAA4 + 35% GradeEXAM,
50% GradeAA4 + 50% GradeEXAM)

(4)

where GradeAAn is the grade of the assessment activity AAn and GradeEXAM is the grade of the final
exam. The AA4 (which is a practical assessment activity) and the EXAM are mandatory, and they have
a significant impact on the final score. Note that, the course can be even passed without performing
the three first activities. However, the teachers know by experience that it is difficult to pass the course
without the first three activities where fundamental topics are learnt. Thus, most of the students pass
the course by completing the four activities.

In the case of DB course, five assessment activities are delivered during the semester timeline
at 0% (AA1), 20% (AA2), 40% (AA3), 60% (AA4), and 80% (AA5), approximately. AA2, AA3, and
AA5 are practical activities that deal with SQL concepts (basic SQL statements, triggers, and stored
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procedures, and JDBC, respectively). The final mark (FM) in the DB course is computed as follows.
First, a global mark for the practical assessment activities (GradeP) is computed. In case the student
delivers AA2, AA3, and AA5, the two best grades are selected, and GradeP is computed as the average
of both grades. Otherwise, the average of the two submitted practical activities is the global mark for
the practical assessment activities. Secondly, the final mark for the course (FM) is:

FM = MAX(32.5% GradeEXAM + 32.5% GradeP + 21% GradeAA1 + 14% GradeAA2,
50% GradeEXAM + 50% GradeP)

(5)

Students must perform at least two of three practical activities (AA2, AA3, and AA5) and the final
exam (EXAM) in order to pass the course. Although AA1 and AA2 are optional, most of the students
pass the course by completing these optional activities too, similarly to CF.

Table 4 shows the performance of the GAR model for both courses. For each submodel, TP, FP,
TN, FN, and the accuracy metrics ACC, TNR, TPR, and F1,5 are summarized. The table also shows
the best algorithm (Algorithm) and the last semester for the training set (Semester) that was used to
train each submodel (as detailed in Section 4.2). Although, in the case of CF the first submodel (which
corresponds to the AA1) is considered a low-quality model for detecting non-at-risk students (i.e., TNR
smaller than the threshold of 75%), the quality is good for the rest. In the case of DB, the accuracy
is very good from the very beginning of the course in the detection of the students that are likely to
pass the course (TNR begins at 89.53%). That means that the grade for AA1 is a very good indicator to
predict success in DB. However, the submodel still does not predict correctly students that may fail
the course (TPR is 68.18%). This fact is very different in the CF course, where the students at-risk are
detected from the AA1 (TPR 82.83%).

Table 4. Performance of the GAR model.

COMPUTER FUNDAMENTALS

TP FP TN FN ACC(%) TNR(%) TPR(%) F1,5(%) Algorithm Semester

PrAA1 164 42 92 34 77.11 68.66 82.83 81.81 Decision Tree 20171
PrAA2 171 10 121 44 84.39 92.37 79.53 83.60 Decision Tree 20182
PrAA3 327 22 185 27 91.27 89.37 92.37 92.78 Support Vector 20172
PrAA4 187 3 131 11 95.78 97.76 94.44 95.63 K-Nearest Neighbors 20171

DATABASES

TP FP TN FN ACC(%) TNR(%) TPR(%) F1,5(%) Algorithm Semester

PrAA1 30 9 77 14 82.31 89.53 68.18 70.65 K-Nearest Neighbors 20182
PrAA2 31 5 81 13 86.15 94.19 75.45 74.63 K-Nearest Neighbors 20182
PrAA3 38 4 82 6 92.31 95.35 86.36 87.59 Support Vector 20182
PrAA4 37 3 83 7 92.31 96.51 84.09 86.51 Naive Bayes 20182
PrAA5 39 2 84 5 94.62 97.67 88.64 90.54 K-Nearest Neighbors 20182

6.2. Performance of the Warning Level Classification

Regarding the accuracy of the warning level classification, the results for each assessment activity
are shown in Table 5 for both courses. On the one hand, the table shows the number of students
assigned to each classification level (No.) and the final performance of the students for each warning
level (Fail, Pass). The set of messages to be sent according to the warning level classification (WL)
has been previously discussed in Section 5 (see Figure 7). The final performance for each case gives
insights about the correct assignation of the students.

As it can be observed, in the case of CF and for the AA1, students were mostly assigned to the
yellow warning level. This was due to the low-quality of the submodel, and it is consistent with the
results previously discussed (see Table 5). In subsequent assessment activities, all the colors were used.
It is worth noting that the accuracy improved, and students assigned to the yellow color were those
students that passed the assessment activity, but with a grade lower than the grade suggested by the
prediction. The green color was correctly assigned for 74.5% of the students, and the red and black
(non-submitted) to 93.5% and 100%, respectively on AA2. Similar results were observed in the AA3 and
the AA4. Some students assigned to red color in the AA2 moved to black in the upcoming assessment
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activities because they did not submit previous activities, causing course dropout. The yellow color
only served as medium risk level at first assessment activities, whereas students were progressively
moved to the respective correct risk level on the final ones.

Table 5. Performance of the warning level where WL are the different warning levels defined in Figure 7,
No. is the number of students identified in that risk, Fail is the percentage of students identified in that
risk that failed the course and Pass is the percentage of students in that risk that passed the course.

COMPUTER FUNDAMENTALS

WL

AA1 AA2 AA3 AA4

No.
Fail
(%)

Pass
(%)

No.
Fail
(%)

Pass
(%)

No.
Fail
(%)

Pass
(%)

No.
Fail
(%)

Pass
(%)

G – – – 200 25.5 74.5 194 19.6 80.4 188 15.4 84.6
Y1 221 33.0 67.0 – – – – – – – – –
Y2 52 78.8 21.1 33 63.6 36.4 9 66.7 33.3 9 66.7 33.3
Y3 – – – – – – – – – – – –
R 32 87.5 12.5 31 93.5 6.4 13 92.3 7.69 14 92.9 7.1
B 8 100 – 43 100 – 49 93.9 6.12 18 100 –

B2 0 – – 6 100 – 48 100 – 84 100 –

DATABASES

WL

AA1 AA2 AA3 AA4 AA5

No.
Fail
(%)

Pass
(%)

No.
Fail
(%)

Pass
(%)

No.
Fail
(%)

Pass
(%)

No.
Fail
(%)

Pass
(%)

No.
Fail
(%)

Pass
(%)

G 55 21.8 78.2 49 10.2 89.8 47 6.3 93.6 46 6.5 93.5 54 13.0 87.04
Y1 – – – – – – – – – – – – – – –
Y2 – – – 2 100 – 2 50.0 50.0 4 50.0 50.0 – – –
Y3 9 66.6 33.3 – – – – – – – – – – – –
R – – – 15 73.3 26.7 5 80.0 20.0 1 100 – 1 – 100
B 7 71.4 28.6 3 100 – 13 84.6 15.3 5 60.0 40.0 – – –

B2 – – – 2 100 – 4 100 – 15 93.3 6.7 16 100 –

Concerning the DB course, and on the contrary of CF, some students were assigned to the green
color in AA1. This is consistent with the fact that the grade obtained in AA1 was a good indicator for
predicting course success. A percentage of 78.2 of the students were correctly informed about their
chances of success, and this ratio increased significantly in the upcoming assessment activities up to
89.8 and 93.6% in AA2 and AA3, respectively. This is consistent with the fact that AA2, AA3, and
AA5 were (at least two of them) mandatory activities, and students prioritize the submission of AA2
and AA3 in order to accomplish this requirement as soon as possible in the course timeline. In fact,
most of the students assigned to the green color delivered AA2, AA3, and AA5. Similar to CF, yellow
color warned students that their performance was under the prediction in all the assessment activities.
Students assigned to the red color appear in AA2 (first potentially mandatory assessment activity),
and 73.3% were correctly identified at-risk, and this ratio increased until 80.0% in AA3. Clearer than
in the case of CF, students assigned to red color in AA2 moved to black color in the subsequent
assessment activities.

We also checked whether there is statistical significance on the final mark distribution comparing
the semester where the case studies were run concerning the previous semester (20182, i.e., 2019
spring semester). The objective is to see whether the EWS has impacted the performance of the
courses. We used the unpaired two-sample Wilcoxon test due to the non-normal distribution of the
final mark [61]. Here, we assume as the null hypothesis that the marks are worse or equal than in the
previous semester. Note that, the dropout students are not taken into account. For CF, the p-value <
0.04 and, thus, we can reject the null hypothesis, the median of the final mark increases from 7.8 to
7.9, and the dropout decreases from 51% to 31% on the students who signed the consent. The results
regarding retention and scoring are slightly better, but we cannot claim that they are only inferred
from the utilization of the EWS, since difficulty on the activities may be different, and the percentages
were computed based on students who signed. Those students are generally more engaged, and they
tend to participate in pilots (i.e., self-selection bias).

Related to DB, the p-value < 0.02 and we can also reject the null hypothesis, the median of the
final mark increases from 7 to 7.6, and the dropout decreases from 26 to 17%. A similar claim to CF
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can be done. However, the difference is significantly better. This course does not have the variability
in terms of marks that a first-year course has. The students have already done several courses in an
online learning setting. Therefore, they know better how to self-regulate to pass the course compared
to new students of a first-year course that do not have this prior experience.

7. Discussion

In this section, we discuss the contributions proposed in this paper and we conclude the answers
to the research questions. Related to RQ1 and RQ2, we provided a method to select the best algorithm
classifier and training set for each assessment activity and course in order to always get one of the best
submodels. The results presented in Section 4.2 prove a high accuracy of the GAR predictive model
when it is analyzed in the whole institution.

Focusing on RQ1 (How accurate is the predictive model in the whole institution after four
semesters of available data?), the GAR model has improved significantly compared to the results
presented in [3], by increasing the size of the datasets and selecting the best algorithm and training set.
As an example, the LOESS regression of the TPR improved on the NB of the 2017 fall semester from
38.96–77.69% until 58.79–93.60% of the optimal selection in the 2019 spring semester. The GAR model
has comparable results to more complex models that take into account other features such as CGPA,
enrolled semesters, attempted times, as stated in Section 2.1.

There are still many courses where it is challenging to detect at-risk students in the first half of the
semester since there is a low number of failing students. Although resampling methods for imbalance
classes [62,63] can be applied, we need to analyze thoroughly if this model is suitable for these courses
and maybe other models should be applied to guide the students. Also, the GAR model has a relevant
limitation. When the assessment process is changed regarding the number of assessment activities or
contents of the activities, the model is invalid for the course. Although other models presented in the
literature are also affected by the same limitation [17,18], we solved the problem with the best selection
process. In such cases, the method proposed in Section 4.2 tends to select the previous best-known
submodel (mostly the previous assessment activity) and such a trained submodel is applied. Even
having nearly ten percent of courses (around 100 courses in the 2019 fall semester) with such changes
in the assessment model, the results presented in such a section were unaffected. We observed that the
behavior of the students is quite similar when only one assessment activity is changed but it starts
to fail on major changes. In such limitations, we should consider new features as further research in
order to improve the global accuracy of the system.

Related to RQ2 (Which is the accuracy limit for the predictive model to consider a low-quality
model to adapt the intervention measures in the EWS?), we increased the intervention threshold to
75% without losing any high-accurate model in terms of TPR with a new method by transforming the
search to an optimization problem. Thus, the intervention mechanism can provide more focused early
feedback messages based on high accurate TPR and TNR.

Concerning RQ3 (How accurate is the EWS on identifying at-risk students in a real educational
setting?), two case studies have been analyzed in order to answer this research question. The EWS is
capable to correctly predict the likelihood to fail the course and the Green-Amber-Red risk classification
is capable of classifying the risk level correctly in both case studies, even though the courses have
different assessment models and the behavior and experience of the students are significantly different.
In terms of performance and dropout, there is a slight improvement. However, we cannot assure that
it is only based on the EWS utilization.

Related to the early feedback intervention mechanism, the EWS uses feedback messages
nudging [46], intervention [64], and counseling [42]. The classification of seven different conditions
provides a high personalization. In a fully online setting, early feedback is one of the most appropriate
mechanisms in terms of scalability. Also, we found that the feedback sent to the students based on their
progress to their email accounts are highly appreciated by the students. These results are consistent
with those exposed in [47]. This feedback was part of the intervention mechanism discussed in [60].
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Furthermore, some students that were in at-risk situation decided to contact the teacher after receiving
this early feedback in order to get additional educational support (i.e., 40 students in Computer
Fundamentals and 12 students in Databases during all the semester).

In terms of the results of the case studies, there are some threats to validity to consider. In terms
of internal validity, self-selection bias and mortality may affect the quantitative analysis. Students
gave their consent to be included in the pilot since this is required in our institution by the Research
Ethical Committee [65]. Thus, engaged students tend to participate in such pilots, and performance
computed on those students tends to be higher compared to the average of the course. However, it is
worth noting that the teachers received replies to the early feedback on dropout students and nobody
complained about the system, they congratulated the initiative and even some of them apologized for
dropping out of the course and not reaching the course objectives.

8. Conclusions and Future Work

AI will be fundamental in the coming years for supporting education and develop new educational
systems for supporting online learning. The ongoing pandemic pointed out the deficiencies that
we currently have in education (on-site but also online) [66] and the need to improve our learning
processes and environments. Tools like those presented in this paper, but also others based on automatic
recommendation [67], are some examples of systems that could enhance the way the learning processes
are currently done and leverage the work of the teachers on learning contexts with a large number
of students.

In this paper, we have presented an EWS from the conceptualization of the predictive model to the
complete design of the training and test system and a case study on a real setting. The predictive model
has a high accuracy within individual courses, but it has still some deficiencies for identifying at-risk
on the first assessment activities. As future piece of work, we are planning to extend the experiments in
two directions. On the one hand, the bottleneck mentioned on selecting the most appropriate training
set and classifier should be fixed. This process will be prohibitive in the next semesters due to the
large exploration and a smarter method should be developed. Inserting a clustering process to detect
regions of data with relevant information, applying SMOTE on courses with imbalanced data, or a vote
ensemble approach could be different strategies to apply to improve quality and runtime. On the other
hand, adding information about the profile of the students can help to better classify students based on
their behavior at the institution. This new information can improve the accuracy of the predictions or
even detecting students with different needs (i.e., newbie students, repeater students, etc.).

Related to the EWS, we are ready to further analyze the students’ behavior within courses in
the sense that optimal learning paths can be discovered and proposed to students to improve their
learning experience. Also, we plan to start analyzing the students’ behavior outside courses in order to
check the successful set of enrollment courses within the same semester and discourage the enrollment
of conflictive sets. In the end, the aim of the system will be the same: to help students to succeed in
their learning process.
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Abstract: The number of students who decided to study information technology related study
programs is continually increasing. Introductory programming courses represent the most crucial
milestone in information technology education and often reflect students’ ability to think abstractly
and systematically, solve problems, and design their solutions. Even though many students who
attend universities have already completed some introductory courses of programming, there is still
a large group of students with limited programming skills. This drawback often increases during
the first term, and it is often the main reason why students leave study too early. There is a myriad
of technologies and tools which can be involved in the programming course to increase students’
chances of mastering programming. The introductory programming courses used in this study has
been gradually extended over the four academic years with the automated source code assessment of
students’ programming assignments followed by the implementation of a set of suitably designed
microlearning units. The final four datasets were analysed to confirm the suitability of automated
assessment and microlearning units as predictors of at-risk students and students’ outcomes in
the introductory programming courses. The research results proved the significant contribution
of automated code assessment in students’ learning outcomes in the elementary topics of learning
programming. Simultaneously, it proved a moderate to strong dependence between the students’
activity and achievement in the activities and final students’ outcomes.

Keywords: introductory programming courses; dropout prediction; automated assessment;
source code evaluation; microlearning

1. Introduction

The current demand for experts in information technology (IT) as well as the prognosis of the
future development on the labour market cause not only the constant growth of computer science
education popularity, but also a continual demand for improving the IT skills of the large group of
graduates who enter the labour market every year.

The number of students who decided to study IT-related study programs is continually increasing.
Higher educational institutions which train the future IT professionals in different study programs
react to this situation differently. Many universities admit as many students to study IT-oriented study
programs as their capacities allow, besides considering their current ranking and the position in the
country or worldwide. Consequently, they often expect that this number of students will naturally
decrease during the first months of the term. Even though this process can be considered natural,
it opens the discussion, how to teach this large group of newcomers with a different introductory level
of IT skills effectively and how to set up the safety net for the at-risk students with higher predisposition
to leave a study too early.
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Introductory programming courses represent the most crucial milestone in IT education and
often reflect students’ ability to think abstractly and systematically, solve problems, and design their
solutions. Therefore, the level of knowledge of the developers and similar experts (IT specialists,
data science specialists, specialists of Internet of Things (IoT) area, etc.) can be considered a key benefit
for the emerging labour market.

The required skills of novice programmers can be described as a set of skills learned simultaneously,
e.g., semantics, the syntax of languages, problem-solving, computational thinking etc. [1,2]. Knowledge
of one or more programming languages, or algorithmic thinking in general, are considered one of the
critical IT skills. Even though many students, who come to the universities, have already attended some
introductory courses of programming, there is still a large group of students with limited programming
skills. This drawback often increases during the first term and is often the main reason why students
leave study too early.

There are many approaches, which can be used for identification of the IT students with a higher
predisposition to dropout [3]. Even though weak programming skills are not the only reason for drop
out of studies, they often represent the most important one. Therefore, it is natural to assume that the
detailed analysis of the students’ behaviour in introductory programming courses can lead to some
relevant indicators, which can estimate the dropout rate as soon as possible, identify at-risk students,
and simultaneously help teachers to find a suitable form of intervention.

There is increasing interest in gathering and analysing this data to learn about how students
behave. An understanding of student behaviour has a value to educators in predicting success in
examinations and other assessments, identifying student difficulties and interventions designed to
mitigate them, designing tools that respond to specific behaviours in a way that is helpful to the
students [4].

There is a myriad of technologies and tools which can be successfully involved in this process.
They allow a more straightforward application of modern educational approaches also to this area
of education. As a result, they can eliminate many problems of teaching and learning introductory
programming identified in a previous decade by the implementation of new functions directly into
integrated development environment (IDE) or learning environments. As an example, the syntax
and basic semantic elements of programming languages are tracked continually and verified during
the source code writing. Therefore, the students can use code completion, hints showing parameters,
as well as a short explanation and focus directly on developing their programming thinking [4].

Many universities implemented these technologies and tools, e.g., different massive open online
courses (MOOCs) or learning management systems (LMSs), to support different learning forms.
These systems serve as the repositories of the curated educational content at least. Moreover, in case
of more advanced IT courses allow submitting the programming assignments and their automated
evaluation, writing programming code directly in the embedded editor with syntax highlighting,
code peer-reviewing, advanced testing, etc. The integrated functions of LMS and their extensions
usually support not only progress monitoring but also many activities, quizzes and content sources
integration. Students’ activities and achievements are monitored, analysed with appropriate statistical
methods, and suitably visualised on personalised dashboards (Figure 1).

It can be assumed that the activities, which require active student’s involvement in learning,
can bring more relevant results in comparison with the observation of the passive student’s presence
in the course.

Current technological advancements that allow automated evaluation of the source code written
by the student and provide immediate feedback, integrated with other approaches utilising e-learning
and microlearning advantages were selected for these study, while they have a potential to engage the
students to be more active during their study in introductory programming courses.
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Figure 1. An example of the visualisation of the progress monitoring in one of the LMS Moodle courses
used in the research. It is possible to identify users with low activity in course.

Therefore, the introductory programming course used in this study has been extended with the
automated evaluation of the programming assignments followed by the implementation of a set of
suitably designed microlearning units with the following aims:

• To analyse the relationship between the input student’s characteristics and his/her
final achievements.

• To evaluate the overall contribution of automated evaluation of the programming assignments
closely interrelated to the set of suitably designed microlearning units to the students’ final grades.

• To research the role of these two elements as possible predictors of identification of at-risk students
who fail the introductory programming course.

While the automated programming code evaluation and microlearning units were implemented
subsequently during several years, it was possible to collect four different datasets of students’
achievements and their activities, which characterise the students’ behaviour in the introductory
programming course and can be compared with each other.

The structure of the article is as follows. The related work section summarises the current state of
the introductory programming education research and emphasises that the understanding the learning
process, identifying of the factors, which influence the students’ outcomes and the ability to predict the
at-risk students are still actual. The third section describes the background of the research, defines the
research questions and used methods. The next section is devoted to the obtained results, which are
consequently thoroughly discussed in the next section. The conclusion section summarises the main
findings and suggests the direction of future research.

2. Related Work

Becker et al. [5] analysed the evolution of the introductory programming education research over
fifty years thoroughly. They confirmed that the design and structure of the course, as well as automated
assessment and student’s retention and predicting their success based on course enhancement using
new tools and technologies still belong to the main categories of the research with increasing interest.

This statement also confirms a comprehensive report [4], which analyses recent trends across the
breadth of introductory programming over the last 15 years. While other authors estimated that the
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dropout rate among students is about 30–40% [6,7], this study indicates that dropout rates among
computing students are not alarmingly high. It has been suggested that the difficulties faced by
novices may be a consequence of unrealistic expectations rather than intrinsic complexity of the course
irrespective of used educational approaches, tools and technologies.

Many studies have been conducted that tried to identify factors related to success in the learning
of programming. Among the identified student characteristics that may contribute to student
success in introductory programming courses are prior programming experience, gender, secondary
school performance and dislike of programming, intrinsic motivation and comfort level, high school
mathematics background, attribution to luck for success/failure, formal training in programming,
and perceived understanding of the material [6,8].

Hellas et al. [9] present a systematic literature review of work in the area of predicting student
performance. Their analysis shows an increasing amount of research in this area, as well as an
increasing variety of techniques used. They did not analyse the relationship between an automated
assessment as well as microlearning and predicting students’ performance in their review explicitly.

Another systematic review of predicting students’ learning outcomes is provided by [10].
The authors identified 14 prediction targets. The student retention/dropout was the second most
frequent. Among the feature types used, 151 unique feature types were identified. Student record
and performance in the current course, as well as activity and course features and learning behaviour,
belong to the most frequent.

Tabanao et al. [6] tried to quantify indicators of novice programmer progress in the task of writing
Java programs through the analysis of online protocols of errors. They evaluated the use of these
indicators for identifying at-risk students. Even though the derived models could not accurately
predict the at-risk students, the authors stated, that described approach can identify the students,
who need intervention.

The question of why students drop a computer science course was broadly examined by
Kinnunen [7]. The results indicate that several reasons affect students’ decision to quit a course.
They analysed social, cultural, demographic factors and their impact on students’ dropout rate using
the interview. The most frequent reasons were the lack of time to make exercises and motivation,
firmly joined to the required level of knowledge, which often led to frustration. However, these reasons
were also affected by factors such as the perceived difficulty of the course, general difficulties with
time managing and planning studies, or the decision to prefer other courses. This study shows that
the complexity and extensive variety of factors are involved in students’ decision to drop the course.
This indicates that simple actions to improve teaching or organisation on a course to reduce the dropout
rate may be ineffective. Efficient intervention to the problem requires a combination of many different
actions that take into consideration the versatile nature of reasons involved in drop out. They again did
not research the impact of educational approach or technology on dropout rate or students’ success.

Measuring prior programming knowledge and its impact on the outcomes is the main aim of the
paper written by Duran et al. [11]. They proposed and evaluated a novel self-evaluation instrument
for measuring prior programming knowledge in introductory programming course to bridge the gap
between ad-hoc surveys and standardised tests.

Several groups of researchers developed automated methods for identifying at-risk students early
in the semester. Many of these techniques are based on automatically monitoring student activity
as the students develop code or advanced data mining and predictive modelling techniques [12].
The research in this area indicates that early success in an introductory programming course is vital
for a student’s ultimate success. Many researchers have shown that students having difficulty can be
identified early in the semester.

An automated assessment (AA), which is in the middle of the interest of this study, represents
a tool that allows checking source code automatically and brings a new perspective on learning.
The automated assessment of programming assignments has been practised since programming has
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been taught, especially in the introductory programming courses. It has different features, which are
automatically assessed by various assessment tools and systems [13].

Considering the survey about the AA for the novice programmers in the introductory courses [14],
the following base conditions should be fulfilled for successful implementation of AA:

• a clear and unambiguous specification should define the requirement for program work and
results, with simultaneous checking whether the programs meet the specification or not;

• sufficient testing of the assignment should be ensured, as each bug disturbs and
demotivates beginners;

• environmental support for the discovery of syntactic and semantic errors should exist,
• a suitable mechanism for dealing with the programs with syntactic and semantic errors should

be created;
• immediate and corrective feedback for the submitted assignments; feedback helps to build

students’ knowledge, and habits should be available.

According to Skalka et al. [15] and Rodriguez-del-Pino et al. [16], AA is beneficial for the following
reasons:

• the student gains immediate feedback whether the program is correct, and students can use their
own pace,

• the teacher gains extra time, instead of time wasted by checking the assignment and identifying
and re-explaining repeated errors in past,

• it is possible to teach large groups of students without increasing the demands on teachers,
which apply especially in the case of MOOC courses,

• the learning process is more efficient and, due to the errors tracking, speed and quality of
the solutions, the individual parts of the process can be fragmented, quantified and described
(problematic topics, problematic examples, number of necessary attempts, etc.).

Any of the above-mentioned studies did not provide proof that AA has a significant impact on
the students’ achievements or significantly reduce a student dropout rate. A large number of studies
measure the effectiveness of assessment tools in helping students to write the program and perform
the solution [17]. Although AA has been extensively used in programming lessons for several years,
research focused on their contribution to programming learning is still limited.

Keuning [18] performed a systematic literature review to find out what kind of feedback is
provided, which techniques are used to generate the feedback, how adaptable the feedback is, and how
these tools are evaluated. They found that feedback, including AA, mostly focuses on identifying
mistakes and less on fixing problems.

According to Akahane et al. [19], the practical results of AA implementation in MOOCs are not
trivial. The educational goal can only be achieved through the availability of many high-quality
assignments, coupled with coaching in the form of guaranteed rapid and accurate feedback. Applying
automated assessment itself is not a solution.

Figueiredo [20] stated that there had been an intense research activity in studying the difficulties in
teaching and learning introductory programming. Achieving success or failure early in the introductory
programming course is directly related to student continuity in the course of computer science.
They proposed a system that allows to suggest exercises and to evaluate the results automatically.
They did not examine the proposed approach as a suitable predictor of student’s dropout or achievement.

Two groups with and without using AA were compared in the research of Pieterse [21]. The scores
of the experimental group showed that students who worked with AA gained a more solid grasp of
concepts related to debugging, deployment, and versioning. However, the difference between the
means of groups was not statistically significant.

The research conducted by Rubio-Sánchez [22] was focused on improving the average final exam
scores using an automated grading (particularly AA). It concluded with the result that the automation
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of key processes such as program grading could save a significant amount of scarce resources in
introductory courses without a negative impact on academic performance. The author presented
significantly higher exam scores for students who used automated grading.

The next research [23] used the Mooshak system, which did not produce clear results concerning
whether it helps to reduce the dropout rate or improve the students’ achievements. Students use it for
testing their programming code and consider that AA deployment is a good idea.

The microlearning is defined as an action-oriented approach offering bite-sized learning that gets
learners to learn, act, and practice [24]. Microlearning refers to a didactic concept and approach that
uses digital media to deliver small, coherent and self-contained content for short learning activities [25].
Microlearning has become popular, mainly due to the expansion of mobile devices and brings new
possibilities for tracking user activities. The development level of front-end web frameworks has made
microlearning no longer limited to mobile devices. Web browsers offer the same comfort and quality
not only for content displaying and interacting but also for tracking user activity [24].

The content is organised in short lessons (1–5 min) and consists of two types of activities: provision
of information (explanation of one idea, concept, or procedure) and verification of understanding
(a simple question usually connected to information presented in the previous step). The idea of
microlearning is based on every-where and every-time learning and support of learning in small and
concluded parts. The goal is to engage students in deeper learning and encouraging them to think
about and work with the content of subject/course in their everyday lives. The learning scenario
preparation is the most crucial step in building microlearning content because didactic shortcomings in
providing content often mean student failure. Course developers should bear in mind that the student
receives the content in a dense form, often without linking to the previous lesson, and the time delay
between the lessons can be several days [26].

Predicting learning success based on the usage of learning materials similar to microlearning units
is described by Leppänen et al. [27]. The authors explore students’ usage of online learning materials
as a predictor of academic success. They focused on time spent with each paragraph of the online
learning material. The authors found that such time can be considered a moderate predictor of student
success even when corrected for student time-on-task and that the information can be used to identify
at-risk students. In other words, course material usage can be used to predict academic success.

Although the impact of microlearning on students outcomes has been extensively studied in last
decade, i.e., its positive or negative impact on learning programming, consideration of the student
dropout rate is quite rare and therefore will be analysed later herein [4,5].

The logs of the students’ activity in AA and microlearning units are stored similarly as other
resources and activities in the e-learning course created in LMS Moodle. The logs will be used later for
a possible explanation of the presented study findings considering the fact, that they can uncover the
reason, why AA or microlearning have or have not the expected effect. Different resources, including
LMS Moodle, have also been analysed in [3] and the academic performance of students in a blended
learning form was also analysed. The authors identified a set of variables with well-known predictive
value in dropout courses in general.

Many researchers focused their research on the early prediction of the final grade and identification
of the threats of dropout by application of different log mining techniques on introductory programming
courses [28–30]. These studies analyse all activities of the stakeholders involved in the e-learning
course, research their behaviour in different types of course activities, as well as compare different
periods of the term. Although these approaches provide some promising results, they usually catch
the real students’ activity in the course and their interaction with the content and course activities only
partially. Moreover, they often aggregate the students’ data with different grades to larger groups and
compare the behaviour of these groups.

Ihantola et al. [31] provide an overview of the body of knowledge regarding the use of educational
data mining and learning analytics focused on the teaching and learning of programming. They defined
five challenges, which provide a framework for systematic research in effective using learning analytics
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and educational data mining in teaching programming. They identified a learning environment
category, which was related to tools and automated testing, grading and feedback, but they did not
focus on microlearning or other for educational content.

Sisovic et al. [32] applied educational data mining and learning analytics techniques in order to find
out what impacts success in programming. The research was conducted on the dataset compounded
of extracted logs from the LMS Moodle and data related to prior knowledge and students’ preparation
for the study. Classification methods were used to detect connections between prior knowledge and
Moodle course activity in relation to final grades. They compared the impact of prior knowledge
with the effect of Moodle activity on passing or failing the introductory course of programming.
The study showed that some activities and the preparatory seminar contributes to the course success
and decreasing of students’ dropout rate.

The problem with inactive and low-performance students in e-learning courses was thoroughly
analysed in the research conducted by Hussain et al. [33]. They analysed logs from the LMS Moodle
and compared several machine learning techniques to predict the low-performance students and
identify active and inactive students. The results can have a significant contribution to the LMS Moodle
to enable the instructor to focus on groups of the low-performance and inactive students and then give
them appropriate feedback. As a result, they assume decreasing student failure and dropout rate in
programming courses.

3. Materials and Methods

The authors continually investigated various methods, aspects and approaches to teaching
introductory programming courses [24,34]. Over the four years, the authors of the Java introductory
programming course introduced new elements into the study every year and inspected their impact
on student learning outcomes.

Gradual application of new educational objects into programming courses is implemented to
eliminate the reduction of admission requirements to cover the needs of the labour market. The main
reason for research is the rising dropout of students in this course and the deterioration of the average
results of the subject (Table 1).

Table 1. Structure of final grades and dropout.

Group Students A B C D E Fx Dropped Out (%)

2016 51 8 6 4 10 8 15 29.4%
2017 70 12 7 18 7 10 16 22.9%
2018 82 8 5 15 12 8 34 41.5%
2019 102 8 3 18 13 10 50 49.0%

3.1. The Educational Content

The most effective approach to getting the ability on how to solve algorithms and programming
problems is training. Ability to acquire these skills depends significantly on the curriculum, and the
structure of the programming course, student’s willingness and motivation to write many programs.
The essential requirement for the long-term quality assurance is the maintenance and continual
improvement of the course using instructional design approach, which reflects most of the stakeholders’
expectation, divides course content according to the course objectives, types of available resources and
course assessments [35]. The suggested approach to reach the best effort is the following:

• develop innovative methodologies in the course;
• make lectures mandatory for the students;
• provide for immediate feedback as soon as possible.
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The structure of the introductory programming course is based on the combination of
introduction to procedural programming, object-oriented programming, and the graphical user
interface (GUI) development.

The procedural programming part lasts five weeks and consists of:

• introduction to Java; variables; input and output;
• conditions; loops; primitive variables;
• string type; nested cycles; syntax and semantic;
• errors and exceptions; indexes and arrays; random numbers; switch structure;
• 2D arrays; streams and files.

The second part is focused on the objects and class type. It lasts four weeks and consists of:

• introduction into the concept of object-oriented programming; classes, methods and parameters;
• setters; constructors; implicit constructor, overloading etc.;
• static variables, static objects manipulation (e.g., counter);
• the definition of inheritance, relationships between objects and classes, superclass; constructor

of superclass;
• polymorphism, overriding, application of inheritance and its principles.

The last part of the course is focused on GUI proposal and applications with a simple GUI.
This part lasts two weeks and consists of:

• basic components (button, text fields, check and radio buttons);
• components with data models (lists, tables).

The subjects covered programming are educated 6 h per week: 2 h lessons, 2 h for the main
exercise, and 2 h for a voluntary programming seminar. The formal study can be complete by individual
exercises and/or consultations.

The e-learning course in LMS Moodle fully supports the present form of the study. The educational
content is primarily composed of interactive activities that require active student participation.
The e-learning lessons usually consist of parts presented in Figure 2:

• ppt presentation—presented on lessons;
• video-lectures and video-exercises—recorded on the lessons divided into more topics or chapters;
• AA activities—contains programming assignments and auto evaluation mechanism;
• microlearning activities implemented as quizzes in the course of 2019/2020;
• forums—placed for some summary chapters.

Two practical tests are required to graduate for the successful completion of the course.
The difficulty of the tests is determined to consider the knowledge and programming speed of
students. The tasks are designed to be demanding of the best students with the aim to differentiate
performance in the group of the best ones. Based on many years of experience and experimentation,
the limit for passing the test was set at 40% of points.

The final exam consists of a quiz focused on an understanding of written programs and a few
essential questions of programming theory. The students passed quiz successfully proceed to the oral
examination consists of debate about random topics of programming lessons.
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Figure 2. The view of the chapter Data types in the English version of the course of 2019/2020. It
consists of quizzes, presentation file, link to the video placed on YouTube and automated source code
evaluation activities.

The educational material was changed over four years. Students were provided with the following
educational materials in the first year of the experiment (2016/2017):

• presentations of lectures; solved assignments (finished source codes); video recordings of selected
programs; video lectures.

Interactive elements were represented by:

• every week’s quiz focused on the understanding of topics; voluntary bonus tasks (program
development); final tests.

The educational materials were extended in the second year of the experiment (2017/2018) by
interactive elements represented by automatic assessment with the ability to solve it anytime, anywhere.
The part of structural programming was covered.

The interactive content of the courses was enriched in the third year of the experiment (2018/2019)
by automatically evaluated assignments were expanded to all lessons of course (more than 170
exercises), and requirements for successful completion of the semester were expanded by the need to
obtain at least 50% of the points in these assignments.

Finally, the interactive content was also enriched in the last year of the experiment (2019/2020) by
microlearning activities implemented by quiz object (more than 500 microlessons) and requirements
for successful completion of the semester were set to obtain at least 80% of the points in these activities.
The structure of a typical quiz is presented in Figure 3.

The gradual building of the structure and content of the courses used in the experiment presents
Figure 4.

The department of the authors is one of the departments that actively use LMS tools in the present
form of study for many years [36]. The student’s activity in the course and the use of LMS activities,
in general, are easily traceable. Students used e-learning course as a source of educational resources,
activities, exercises, and tests. Using an LMS made it possible to monitor their activity, successes and
failures, and overall results of a study.
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Figure 3. View to the microlearning structure and content represented by the quiz. The suitable rotation
of content activities and interactive activities is ensured by the sequence of different types of questions
in the quiz.

 

Figure 4. The process of content building—the changes between inspected years.

Virtual programming Lab for Moodle [21] (VPL) (Figure 5) was selected as the most appropriate
tool for source code evaluation. VPL is the system of the third generation of automated assessment
with the support of many common programming languages. The validated code is running in a safe
sandbox, and VPL is integrated directly into the Moodle as a plugin. Gaining a complete assessment
report and history of validated files (what is fundamental in introductory programming courses) are
possible using this tool.
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Figure 5. Virtual programming lab for Moodle [21].

3.2. The Goals

The goals of the research are divided into three consecutive parts focused on the application of
the interactive activities of students.

• The identification and estimation of the impact of selected interactive activities in the LMS
environment on the final test results. The significance of the automatic evaluation of programs
and using microlearning activities are separately investigated.

• The relationship between the achieved results expressed by the obtained points from the tests and
the interim results of the writing programs and solving microlearning activities will be identified.

• The possibility of identifying problem students since their activities within interactive activities,
or the possibility of estimating their marks on the basis of their results in these activities will
be presented.

3.3. Research Questions

In accordance with changes in content structure, the research questions are based on a comparison
of educational outcomes measured through the tests. The content inspection will be divided into two
parts: introductory to programming (structural part) and classes (object-oriented part). The hypotheses
inspect approaches to minimise dropout.

Hypothesis 1 (H1). The use of LMS objects for the automatic evaluation of source codes improves students’
results in the area of introduction to programming.

A comparison of 2016 and 2017 groups will be used to verify this hypothesis. In 2017, the LMS
object “virtual programming lab” was used for the first time and its scope covered parts of the Java
language aimed at explaining the basic control and data structures. This hypothesis should verify the
importance of using automatic programs evaluation for students beginning programming.

Hypothesis 2 (H2). The use of LMS objects for the automatic evaluation of source codes improves students’
results in object-oriented programming.

195



Appl. Sci. 2020, 10, 4566

A comparison of groups 2017 and 2018 will be used to verify this hypothesis. In 2018 has been
programming course extended by parts covered object-oriented chapters. The number of LMS virtual
programming labs increased to 170, which represents a burden on students with 15–20 assignments per
week. The hypothesis should verify the contribution of VPL to teaching advanced programming topics.

Following the division of the course into two parts, other hypotheses will be examined to verify
the effectiveness of microlearning.

Hypothesis 3 (H3). The use of microlearning principles improves students’ results in the area of introduction
to programming.

Hypothesis 4 (H4). The use of microlearning principles improves students’ results in object-oriented
programming.

In order to find elements that allow predicting the risk of unsuccessful completion of the course,
the existence of dependence between the success of students in individual activities and the overall
success of the course will be identified. The following dependencies will be inspected:

• the relationship between the results of entrance exams (points of secondary level of study) and
the result of the course,

• the relationship between course activity and course achievement, and
• the relationship between the results in the VPL and microlearning activities and the result in

the course.

3.4. Characteristics of the Respondents

Comprehensive research has been carried out on a sample of 51–102 students per year. The structure
of the student’s groups attending the introductory programming courses is rather diverse because
of different skills reached in secondary schools, various experience with programming, and different
level of computational thinking. It is very complicated to define homogenous groups with optimal
size and start teaching on the different entrance level. The students with excellent programming skills
as well as students who have never made any program have the same starting position.

The students who participated in the experiment were divided into four groups. Every group
consists of computer science first-year students at the age of 18–24. Only students who have studied
the subject for the first time are in the groups. Students who repeat the study of programming were
excluded from the research.

The entrance results of student groups were obtained from university applications and reflected
the grades acquired in high-school study and secondary school competitions. These results are
rated on a scale 0–40. The statistical characteristics of the entrance results are presented in Figure 6.
A year-on-year decline in students’ initial scoring can be seen at first glance. This situation may be
partly due to demography and partly to an increase in the number of first-year students.

3.5. Measurement Tools

The main tools used for research were:

• the list of admitted students with the number of points awarded in the admission process used
primarily in pretest;

• the test results of students in two tests realised after introductory course part and object-oriented
course part used for evaluation of used objects and method;

• LMS Moodle log used for the assessment of the activities of the students and dependency
identification; the parts of the log were processed to use for relevant calculation.
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Figure 6. Graphical visualisation of statistical characteristics of groups (points awarded in the admission
procedure).

4. Results

The differences between the results of students’ groups for four years were inspected in the
following research. The groups learnt via different educational sources, which are described in part as
the educational content.

4.1. Pretest

The first step before the research is proof that student’s groups were well-modelled by a normal
distribution according to the level of their performance at the high school. These values are reflected
by the score obtained in the admission procedure. Simultaneously, these values do not depend on the
previous students’ experience in programming and thus do not distort the prerequisites for mastering
the course. The range of awarded points was between 0 and 40.

The Kolmogorov–Smirnov test was used to prove that the distributions of groups match the
characteristics of a normal distribution. All the essential characteristics are listed in Table 2.

Table 2. Proof of normal distribution.

Group Count Mean Median Std. Dev. D (Val. of K-S Test) p-Value

2016 51 25.73 26 6.96 0.10 0.59
2017 70 24.47 24 7.52 0.10 0.45
2018 82 22.72 23 8.68 0.09 0.55
2019 102 20.95 21.5 10.07 0.08 0.50

The data in every group of students do not differ significantly from a normal distribution.
The p-values prove normal distributions at the 5% significance level. All groups were well-modelled
by a normal distribution. Characteristics of the groups were visualised in Figure 6.

Levene’s test to assess the variance of two groups was used in the next step. The null hypothesis
that two normal populations have the same variance was used to verify the equality of variance for
all the pairs of groups. The requirement of homogeneity is met when the result is not significant.
The results are presented in Table 3.

The hypothesis about the equality of variance at the 5% significance level was rejected in pairs
2016–2019 and 2017–2019. The equality of variance in other cases is not significantly different. Therefore,
it is possible to accept the assumption that the results of the group can be compared.
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Table 3. The proof of the equality of variance.

Valid N1 Valid N2 Std.Dev.1 Std.Dev.2 F-Statistic p-Value

2016–2017 51 70 6.96 7.52 0.78 0.997
2016–2018 51 82 6.96 8.68 0.82 0.084
2016–2019 51 102 6.96 10.07 0.87 0.001 significantly different
2017–2018 70 82 7.52 8.68 0.87 0.078
2017–2019 70 102 7.52 10.07 0.90 0.001 significantly different
2018–2019 82 102 8.68 10.07 0.92 0.081

Normal distribution and homogeneity of variances give assumptions for the analysis of variance
(ANOVA test) used for investigating whether the population means of the groups are equal., it is
necessary to compare the means of the following pairs to validate hypotheses H1–H4:

• 2016–2017 (H1)—to research the benefit of VPL activities in introductory programming parts,
• 2017–2018 (H2)—to evaluate the benefit of VPL activities in object–oriented programming parts,
• 2018–2019 (H3, H4) – to inspect the benefit of microlearning activities in both (introductory and

object-oriented programming) parts.

The descriptive statistic and results are presented in Table 4.

Table 4. The proof of the equality of mean.

Groups Valid N1 Valid N2 F-Statistic p-Value Result

2016–2017 51 70 0.87 0.35 not significantly different
2017–2018 70 82 1.74 0.19 not significantly different
2018–2019 82 102 1.58 0.21 not significantly different

The p-value corresponding to the F-statistic is higher than 0.05, which means that the results are
not significantly different at the 5% significance level. The result identifies comparable characteristics
in all monitored pairs at the level of significance of 5%.

As a result, the research intention can be realised, because the differences between the educational
outcomes in groups of students can be compared.

4.2. Post-Tests

The following hypotheses require a comparison of students’ results measured by tests. The tests
consist of four or five assignments to write programs. The tasks are only practical and measure the
student’s ability to write and debug the program. The assignments cover the entire content of the
relevant part of the course.

The automatic evaluation of source code is used in the first step of evaluation, followed by the
evaluation realised by a human evaluator. Source code of every program is checked and also evaluated
by the teacher. If the evaluation is realised by more than one teacher, the rule that one task is checked
only by one teacher is followed to ensure the same conditions for all students’ solutions.

4.2.1. H1—Using VPL Improves Student Performance in Introductory Chapters of Programming

The assumptions of normal distribution and homogeneity of variances are met. The results of the
Kolmogorov–Smirnov test and Levene’s test are presented in Table 5.

The data in groups do not differ significantly from a normal distribution. The p-values prove
normal distributions at the 5% significance level and the groups were well-modelled by a normal
distribution. The results of the Levene’s test is not significant. It means that the variances of groups are
not significantly different.

The ANOVA test was used to compare the results of the student tests. The test compares the
means of groups at the 5% significance level. The null hypothesis in ANOVA assumes that there is
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not a significant difference in means. The alternative hypothesis captures any difference in means.
The results are summarised in Table 6.

Table 5. Assumptions of normal distribution and homogeneity of variances.

The Results of the Kolmogorov-Smirnov Test of Normality

Group Count Mean Median Std. Dev. D (Val. of K-S Test) p-Value

2016 51 235.97 227.80 153.29 0.10 0.60
2017 70 317.12 366.65 157.82 0.15 0.09

The Results of the Levene’s Test of Homogeneity of Variance

Valid N1 Valid N2 Std.Dev.1 Std.Dev.2 F-Statistic p-Value

2016–2017 51 70 6.96 7.52 0.02 0.90

Table 6. Assumptions of normal distribution and homogeneity of variances.

DF Sum of Square Mean Square F-Statistic p-Value

Groups (between groups) 1 194,258.95 194,258.95 7.99 0.0055
Error (within groups) 119 2,893,546.19 24,315.51

Total 120 3,087,805.14 25,731.71

Since p-value < α, H0 is rejected, the difference between the means of groups can be considered
large enough to be statistically significant. While p-value equals 0.00552176, [p (x ≤ F) = 0.994478],
the chance of type1 error (rejecting a correct H0) is small: 0.005522 (0.55%).

The hypothesis H1 was not rejected, and thus the use of automated evaluation of the students’
programs in the introductory programming courses brought significant differences in student outcomes.

4.2.2. H2—Using VPL Improves Student Performance in Advanced Chapters of Programming

The same procedure was applied for testing hypothesis H2. The results of the final test realised at
the end of the semester are used. The results of the Kolmogorov–Smirnov test and Levene’s test are
presented in Table 7.

Table 7. Assumptions of normal distribution and homogeneity of variances.

The Results of the Kolmogorov-Smirnov Test of Normality

Group Count Mean Median Std. Dev. D (Val. of K-S Test) p-Value

2017 70 228.39 225 143.17 0.083 0.68
2018 82 231.34 250 158.88 0.099 0.37

The Results of the Levene’s Test of Homogeneity of Variance

Valid N1 Valid N2 Std.Dev.1 Std.Dev.2 F-Statistic p-Value

2016–2017 70 82 79.69 77.30 2.42 0.12

The data in the observed groups, as well as the variances of groups, are not significantly different
from a normal distribution.

Again, the ANOVA test at the 5% significance level was used to compare student test results.
The null hypothesis assumes that there is not any significant difference in means. The results are
summarised in Table 8.

Since p-value > α, H0 is accepted. The difference between the means of groups is not large
enough to be considered statistically significant. The p-value equals 0.905179, [p(x ≤ F) = 0.0948215].
This means that, if H0 were rejected, the chance of type1 error (rejecting a correct H0) would be too
high: 0.9052 (90.52%).
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Table 8. Assumptions of normal distribution and homogeneity of variances.

DF Sum of Square Mean Square F-Statistic p-Value

Groups (between groups) 1 328.32 328.32 0.014 0.91
Error (within groups) 150 3,458,909.89 23,059.40

Total 151 3,459,238.21 22,908.86

It follows that the hypothesis H2 cannot be accepted. In other words, the use of automated
assessment object in the advanced topics of introductory programming course does not cause significant
differences in student’s outcomes.

4.2.3. H3—The Use of Microlearning Improves Student Performance in Introductory Chapters of
Programming

The compared groups are groups of students from 2018 and 2019 year. The results of the test
realised in half of the semester are used. The test score distribution of the test is demonstrated in
Figure 7.

 

(a) 

 

(b) 

Figure 7. Histogram of test score distribution in monitored groups: (a) Test score in the group trained
without microlearning in 2018; (b) Test score in the group of students taught with microlearning in 2019.

The results of the Kolmogorov-Smirnov test are presented in Table 9.

Table 9. The results of the Kolmogorov-Smirnov test of normality for test results in group 2018 and
group 2019.

Group Count Mean Median Std. Dev. D (Val. of K-S Test) p-Value

2018 82 192.78 187.61 154.31 0.13 0.130
2019 103 228.43 177.78 188.01 0.13 0.048

The data in 2018 group does not significantly differ from a normal distribution, but the
distribution of the test results in the 2019 group is significantly different from a normal distribution.
Therefore, a non-parametric Mann–Whitney U-test should be used to investigate if the results are
significantly different.

The null hypothesis assumes that the means are not significantly different. The distribution of
values is approximately normal. Therefore, the z-score should be used. The values of the test are
presented in Table 10.

The U-value is 3820.5, the Z-Score is 1.11105, and the p-value is 0.1335. The result is not significant
at p < 0.05. Since p-value > α, the hypothesis is accepted, the difference between the averages of all
groups is not large enough to be statistically significant.
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Table 10. Mann-Whitney U-test results.

2018 2019 Combined

Sum of ranks 7223.5 9981.5 17,205
Mean of ranks 88.09 96.91 93
Expected sum of ranks 7626 9579
Expected mean of ranks 93 93
U-value 4625.5 3820.5
Expected U-value 4223 4223
Standard Deviation 361.82

Therefore, the hypothesis H3 cannot be accepted, and it means the implementation of the
microlearning activities in the introductory topics of programming courses does not lead to the
significant differences in student outcomes.

4.2.4. H4—The Use of Microlearning Improves Student Performance in Advanced Chapters of
Programming

The last hypothesis H4 compared groups of students between 2018 and 2019. The results of the
final test written at the end of the semester are used. The examined sample does not include students
who failed the study of the course during the semester and did not attend the second test.

The graphical presentation of test score distribution is demonstrated in Figure 8.

 

(a) 

 

(c) 

 

(b) 

 

(d) 

Figure 8. Histogram of test score distribution in monitored groups: (a) Test score in the group trained
without microlearning in 2018; (b) Test score in the group taught with microlearning in 2019; (c) Test
score in the group trained without microlearning in 2018 without students who failed during the
semester; (d) Test score in the group trained with microlearning in 2019 without students who failed
during the semester. The red curve represents the outline of the normal distribution of values.
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The results of the Kolmogorov–Smirnov test in examined samples are presented in Table 11.

Table 11. Assumptions of normal distribution and homogeneity of variances.

The Results of the Kolmogorov-Smirnov Test of Normality for Results

Group Count Mean Median Std. Dev. D (Val. of K-S Test) p-Value

2018 72 263.47 292.50 142.17 0.088 0.596
2019 84 247.03 220.50 147.96 0.100 0.345

The Results of the Levene’s Test of Homogeneity of Variance

Valid N1 Valid N2 Std.Dev.1 Std.Dev.2 F-Statistic p-Value

2018–2019 72 84 74.28 74.43 0.32 0.57

The data in groups is not significantly different from a normal distribution. Their variances do not
significantly differ too.

The ANOVA test was used to compare student test results at the 5% significance level. The results
are shown in Table 12.

Table 12. Assumptions of normal distribution and homogeneity of variances.

DF Sum of Square Mean Square F-Statistic p-Value

Groups (between groups) 1 10,477.64 10,477.64 0.50 0.48
Error (within groups) 154 3,252,069.67 21,117.34

Total 155 3,262,547.30 21,048.69

Since p-value > α, H0 is accepted. Consequently, the difference between the means of the groups is
not considered large enough to be statistically significant. p-value equals 0.482255, [p(x ≤ F) = 0.517745].
This means that if H0 were rejected, the chance of type1 error (rejecting a correct H0) would be too
high: 0.4823 (48.23%).

Therefore, the hypothesis H4 cannot be accepted. Therefore, the use of microlearning in the
advanced chapters of programming course has no significant impact on student’s outcomes.

4.2.5. Dependencies Inspection

A revealing of the dependence between individual variables is relatively simple in some cases.
However, in others, the expected influence of variables is not proven. Based on simple reasoning,
it could be assumed that students who have demonstrated a lower initial assessment in the admission
process will have more significant problems in their studies.

The inspection of the relation between the results of entrance exams (points of secondary level
of study) and the result of the course showed a low correlation. The results are based on Pearson
correlation coefficient, which is used to measure the strength of a linear association between two
variables. The results are summarised in Table 13.

Table 13. Pearson correlation coefficient between results of entrance admission process and grades of
tests in individual experimental groups.

Group Structural Programming Test Object-Oriented Programming Test

2016 −0.093 weak 0.339 weak
2017 0.074 weak 0.231 weak
2018 0.362 weak 0.379 weak
2019 0.274 weak 0.296 weak

The dependences between inspected variables in groups are weak. However, it is possible to
observe that the dependency between the entrance process values and results of the second test is a
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little bit stronger. The reason is that some of the students dropped out, while they were students with
lower input rating (differences are statistically undetectable).

The LMS allows monitoring of students’ activity within the study period by logging the operations
performed by the students in the virtual environment (Figure 9).

 

Figure 9. The student’s activity expressed by the number of interactions performed in the course in
the course during the semester - the x-axis shows the weeks of the semester (from the 1st week to
the last (14th or 15th) week of the semester). The y-axis represents number of student’s activities on
a logarithmic scale. The red dots indicate the date of the first test. The last test was realised in the
13th week.

Considering the log visualisation (Figure 9), the students’ activity is very similar over the course of
all four years. The most significant increase in activity can be observed before the first test. The activity
declines subsequently and never reaches the value it had before the first test. The time before the final
test also causes the growth of the students’ activities, but these activities are not in that quantity as
before the first test.

A subjective explanation of this phenomenon is based on communication and feedback with the
students using anonymous questionnaires and interviews. The students said that they were afraid
of the unknown before the first test, and they studied as much as possible. Later, before the second
test, they were with less stress due to the known requirements for the expected skills and practices.
Although the students’ activity has increased significantly due to the use of VPL in the third and fourth
observed year, the curve copies the previous ones.

Therefore, it is useful to visualise the scope of VPL and microlearning activities in 2018 and 2019
to obtain a complete picture of the interactive activities (Figure 10).

The graphs in Figures 9 and 10 confirm that interactive activities represent a significant part of
users’ activity, and thus represent a suitable tool for identifying the study behaviour of the students.

This statement about the significance of these activities in the educational process is also supported
by the identification of dependencies between students’ test results and VPL and quiz results presented
in Table 14. The dependence between activity in the course and final evaluation has not been proven.

The Pearson correlation coefficient expresses moderate to strong dependence between final
students’ achievements and results achieved solving interactive activities in courses. It can be argued
that the overall success of the students depends on the ongoing results in individual interactive
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activities, while early warning must be based on the ongoing results in these activities. The influence
of the user’s activity in the course on his or her success is inconclusive.

 

(a) 

 

(b) 

Figure 10. The interactive activities in courses 2018 and 2019 during the weeks of the semester:
(a) automated source code evaluation activities; (b) microlearning activities.

Table 14. Pearson correlation coefficient between the test results and interactive student activities results.

Group Test 1—VPL1 Test2—VPL2 Sum of Tests—Microlearning

2018 0.512 0.721 -
2019 0.563 0.683 0.577

5. Discussion and Conclusions

Based on the verification of the established hypotheses on the sample of more than 300 students
in total, it can be specified that the use of additional interactive concepts in introductory programming
courses brings the following benefits:

Hypothesis 1 (H1). The use of LMS objects for the automatic evaluation of source codes improves students’
results in the area of introduction to programming.

The hypothesis was not rejected. The use of automatic evaluation of programs in the
introductory chapters of programming courses brought significant differences in student outcomes.
These introductory chapters cover essential topics as input/output, variables, data types, nested loops,
arrays, exceptions, files, etc. and they are often the reason for students’ loss of interest in programming
because of a misunderstanding of its principles, problems with memorisation, or loss of the
motivation [37,38].

Successful completion of this part of the introductory course is usually a prerequisite for mastering
the second part of the course of the programming course, which is oriented to object-oriented
programming. It is often (but not always) the case that students who fail the introductory part do not
continue their studies. These students repeat the course a year or more often.

The finding that the use of VPL is significant brings these students an increased chance of successful
completion of the course. The result is in accordance with the results presented in [21,23,39]. At the
same time, it should be noted that applying automated assessment is not a solution itself. The quality
of the automated assessment is also essential.

Hypothesis 2 (H2). The use of LMS objects for the automatic evaluation of source codes improves students’
results in object-oriented programming.
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The hypothesis cannot be accepted, and the use of automated assessment object in the advanced
chapters of introductory programming course does not lead to the significant differences in student’s
outcomes. The reason for this statement is mainly the fact that this part of the introductory programming
course is completed by students who have completed the first part successfully after the most significant
dropout occurs. Students who have completed the first part of the course probably have enough
motivation to master programming. Their skills have shifted to a matching level to understand the
concepts and principles of programming and, in essence, the concept of object-oriented programming.
The groups of students in both monitored years have stabilised at approximately the same level of
knowledge. As a result, they do not differ significantly between the years.

Hypothesis 3 (H3). The use of microlearning principles improves students’ results in the area of introduction
to programming.

The hypothesis cannot be accepted. The use of microlearning activities in the introductory
chapters of programming courses does not imply significant differences in student outcomes. Although
microlearning in its modern form represents a new approach in university education and can produce
better results than traditional methods in various areas, it did not ensure a significant change in the
level of knowledge of the experimental group of students [40,41]. The reasons for this can be as follows:

• microlearning was applied in combination with the automatically evaluated assignments and its
addition was minimised or overlapped,

• many of the different sources and the obligation to develop microlearning lessons caused overload
for weaker students and caused them to resign.

The results of the questionnaire survey presented below support the first claim. The histogram
shown in Figure 7b presents the group division into students with excellent and students with weak
(resp. zero) results, while the number of students with average results was minimised. The reasons for
and real effects of microlearning on the obtained level of knowledge or the dropout rate of the students
should be the subject of further research.

Hypothesis 4 (H4). The use of microlearning principles improves students’ results in object-oriented
programming.

The hypothesis cannot be again accepted. The use of microlearning in the advanced chapters
of introductory programming course does not cause significant differences in students’ outcomes.
The reasons are similar to the reasons mentioned in a discussion about the hypothesis H2.

The dependencies between the achieved VPL score and the final test score, as well as the
dependencies between the microlearning activities and the final score, were identified in a section
focused on the verification of the dependencies between the success of students in the inspected
activities and the results in the course. The dependencies are identified from the moderate to strong
level and place these LMS activities into the position of a tool with the assumptions to identify the risk
of dropout.

The 2019 group responded to the questionnaire survey conducted after the end of the semester,
and the results collected also correspond to the research findings. Thereby, students evaluated the
subjective contribution of the monitored activities to their learning.

The main facts are summarised in Table 15. The students expressed their opinions using a
seven-point Likert scale questionnaire.

The questionnaire shows that both types of activities are received positively by more than 70% of
users. Activities are identified as resources that play a significant role in building skills and knowledge.
Activities with automated code evaluation are accepted more positively. The students identified the
main benefits as immediate control and feedback on the submitted program, learning from one’s own
mistakes, practical learning, and possibility to repeat solutions in the case of error.
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Table 15. Subjective perception of VPL and microlearning activities by students.

Group 7 6 5 4 3 2 1

VPL assignments helped me understand the curriculum 42.31 11.54 15.38 17.31 1.92 5.77 5.77

VPL assignments helped me practice the curriculum 51.92 11.54 13.46 13.46 1.92 0.00 7.69

microlearning assignments helped me understand the curriculum 34.62 21.15 25.00 11.54 3.85 1.92 1.92

microlearning assignments helped me practice the curriculum 34.62 25.00 25.00 7.69 3.85 1.92 1.92

microlearning was used as a main way of learning 34.62 25.00 13.46 15.38 1.92 7.69 1.92

The benefits of microlearning activities were most often mentioned: a better understanding of the
content, preparation for the following lessons, quick acquisition of information, brief content of the
lesson, possibility of practice. Moreover, students would expect similar use of both types of objects in
other programming courses.

The research result aimed at verifying the effectiveness of interactive activities for successful
completion of the course is the confirmation of a significant benefit of the implementation of
automatically evaluated programs into the introductory programming courses. At the same time,
it was found that this benefit is not significant in advanced programming topics. The advantage
of the educational content transformation into the microlearning form did not bring a significant
improvement in the students’ results despite the positive perception of this activity by the students.

Even though the significant contribution of interactive elements was confirmed only in the case of
automatically evaluated programs in the first half of the course, the dependence between the overall
results of students and the results in the activities was proven. Further research will focus on the
identification of students at risk of a dropout based on their behaviour during the solving of the
mentioned activities.
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Abstract: This study focuses on students’ behavioral intention to use Open Source Software (OSS).
The article examines how students, who were trained in OSS, are motivated to continue using it.
A conceptual model based on Self-Determination Theory and the Technological Acceptance Model
(TAM) was defined in order to test the behavioral intention to use OSS, comprising six constructs:
(1) autonomy, (2) competence, (3) relatedness, (4) perceived ease of use, (5) perceived usefulness and
(6) behavioral intention to use. A survey was designed for data collection. The participants were
recent secondary school graduates, and all of them had received mandatory OSS training. A total of
352 valid responses were used to test the proposed structural model, which was performed using
the Lisrel software. The results clearly confirmed the positive influence of the intrinsic motivations;
autonomy and relatedness, to improve perceptions regarding the usefulness and ease of use of OSS,
and; therefore, on behavioral intention to use OSS. In addition, the implications and limitations of
this study are considered.

Keywords: Open Source Software (OSS); Technology Acceptance Model (TAM); Self-Determination
Theory (SDT); behavioral intention to use; student; secondary school

1. Introduction

Information and Communication Technologies (ICT) have become a crucial element for students in
their daily educational tasks [1–4]. Nowadays, it is possible to affirm that education without ICT is
unimaginable [5]. In fact, many institutions and governments have developed strategies in order to
integrate ICT with pedagogical methods [6,7]. In this context, the adaptation of pedagogical systems and
the incorporation of ICT innovations are essential to the survival of many educational institutions [8,9].
Nevertheless, the involvement of three factors is required in order to achieve efficient and effective
use of ICT for educational purposes [10]: (1) the academic community; (2) educational structures; and
(3) legislation.

This study focuses on the adoption of Open Source Software (OSS) in education. According to [11],
the three OSS primary drivers in education are: (1) lowered acquisition costs; (2) relaxed licensing
agreements; and (3) interoperability. In this respect, OSS is one of the ICT’s with the greatest growth
potential in the field [12,13]. Indeed, many governments are adapting their regulations or investing in
new infrastructures to promote OSS use in education. For instance, OSS adoption in higher education
has been popular in the United States [14]. In a similar way, the government of Andalusia (Spain),
which exercises regulatory and executive power in different areas, including education, has approved
some initiatives to boost the use of OSS in primary and secondary education [15].
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Generally, OSS has achieved enormous popularity due to three factors [16]: (1) user-developer
interaction; (2) market potential; and (3) development stage. Two key OSS features are highlighted [17,18]:
(1) it is developed in a public and collaborative manner; and (2) the source code is accessible for users,
and they can modify it, and in most cases, its distribution is even allowed. Therefore, OSS is considered
a viable alternative to proprietary software for many institutions [19,20], becoming an innovative
global movement where different social, economic, and public agents collaborate, united by the need to
control the software design [21]. Consequently, the number of OSS projects in the world has increased
significantly in recent decades in all fields [22,23].

Particularly, the implementation of OSS in the educational context is a reality [12,15]. OSS usually
increases the quality of education in three aspects [24]: (1) service level; (2) student productivity; and
(3) student satisfaction. In addition, OSS shares similar goals with educational principles, such as
collectiveness and cooperation [12]. Hence, educational organizations should define OSS strategies
considering the different needs of the stakeholders, mainly students, and teachers, in order to spread
the OSS principles and benefits [25]. Indeed, according to [26], students and teachers agree that the
total cost of ownership is one of the most important factors in OSS adoption.

However, the literature has not sufficiently explored certain issues surrounding the transmission
to students regarding the values associated with OSS and its subsequent application in other fields.
In this manner, these questions could be the starting point for the present paper: (1) Do students adopt
a favorable behavior towards the OSS use as a result of the training received?; (2) Do students consider
that OSS provides a solid alternative to proprietary software?; and (3) Are students motivated to use
OSS after receiving training focused on OSS?

Consequently, there is a gap in our knowledge concerning the impact of education and the
intention to continue using this type of ICT. Thus, this paper seeks to fill part of that gap. Specifically,
two research objectives are defined: (1) to explore the motivational determinants of student behavior
towards OSS; and (2) to propose a research model to analyze the effect of self-motivation factors in
order to gain a deeper understanding of the relationship between human motivation and technology
acceptance. In this regard, this research suggests that students will be active in satisfying their basic
software needs within the psychological field. Therefore, theories of motivation could provide a
relevant view from which to achieve the proposed objectives. Indeed, this study adopts the perspective
of Self-Determination Theory (SDT) in combination with the Technological Acceptance Model (TAM).

The remainder of this article is organized as follows: Section 2 provides the theoretical framework
based on both theories and the hypotheses; Section 3 presents the preliminary analysis; Section 4 tests
the model; Section 5 discusses the findings that emerged from the analysis. Finally, Section 6 contains
the conclusions, addressing the limitations and the implications of the findings.

2. Theoretical Framework

The ICT literature has always been concerned to understand usage behavior regarding ICT [27,28].
In this respect, many studies have revealed that this behavior can vary among individuals or
groups [27–29], and behavioral intention to use is frequently analyzed through the application of certain
constructs or approaches to address the acceptance of emergent technologies [30]. The Technology
Acceptance Model (TAM) is one of the most influential theoretical frameworks to explain users’
acceptance of ICT [31].

The TAM was developed by [32] in order to study the usage intention of technology based on the
principles proposed by [33] in the “Theory of Reasoned Action”. Ever since, this model has been used
intensively by researchers to develop predictive models about the intention to use any technology
(i.e., Internet, mobile devices, enterprise systems or open software) in any discipline (i.e., medicine,
business, education, economics or psychology), and in many cases, the hypothetical relationships have
been widely supported [34]. Nowadays, it continues to be one of the main theoretical frameworks for
evaluating the use of technology, and its validity for this purpose has been widely demonstrated [35–37].

210



Appl. Sci. 2020, 10, 2711

In the context of education, TAM has been applied to a huge range of purposes. For instance, [38]
sought to measure clinical students’ perceptions of simulation-based learning using TAM. Also, [39]
developed a research model based on the TAM to evaluate the acceptance of mobile technologies
among teachers. Moreover, [40] proposed a TAM based model to understand the motivational factors
that influence acceptance of the open-source learning management system Moodle.

In any case, the application of the TAM needs to be adapted to a technology or context. Therefore,
specific variables related to social and psychological factors that influence user acceptance must be
identified [41] to provide more consistent predictions of ICT use. In fact, TAM is often combined with other
theories that support the inclusion of such variables [42]. Hence, TAM has been extended using external
factors from other ICT theories depending on technological characteristics, target users, and context [43].

One relevant limitation of the TAM that must be considered in the current study pertains to the
omission of intrinsic motivations and social influence [15]. According to [44], the explanation of the
TAM may be limited when ICT acceptance and use are not only to achieve tasks or procedures but also
to fulfill emotional needs. In fact, some extensions of the TAM, such as TAM2 and TAM3, have been
proposed to incorporate these needs in order to improve its predictive capacity.

Additionally, since this study is linked, in part, with students’ emotions regarding OSS acceptance,
SDT has been used to identify the external variables that complete the acceptance model. This theory
is focused on identifying the reason behind an individual’s autonomy in the development of any
type of activity [45]. Indeed, the combination of the TAM and Self-Determination Theory has been
widely used by the literature in recent years [46–48], and the compatibility of both has been robustly
demonstrated [49]. Following the foundations of both frameworks, the hypotheses will be shown in
two groups: (1) related to the TAM and (2) related to SDT.

2.1. Technological Acceptance Model

The original proposal for the TAM [32] is made up of five concepts: perceived usefulness, perceived
ease of use, attitude toward using, behavioral intention to use, and actual use. Following Davis’ proposal,
the relationships between these constructs are illustrated in Figure 1. In fact, the defined model in this
study is inspired by this framework whilst adopting a TAM2 and TAM3 perspective. This implies that it
is assumed the incorporation of their three key constructs [50,51]: perceived usefulness (PU), perceived
ease of use (PEU) and behavioral intention to use (BI), so that the two belief constructs (PU and PEU) are
primary determinants of an individual’s BI to use an ICT [52]. The TAM literature considers the removal
of the construct attitude towards use to be viable, owing to its reduced mediating effect on BI [39].

 

ATTITUDE 
TOWARD 

USING (ATU) 

BEHAVIORAL 
INTENTION 
TO USE (BI)

Figure 1. Technology Acceptance Model (TAM) original proposal [32].

TAM3, which includes TAM2, was proposed initially as a means of understanding employee use
of ICT in a business environment [51]. It emphasizes individual and social factors that influence the
individual-level adoption behavior of an ICT [53]. Hence, the user perception of technology determines its
level of acceptance. Specifically, TAM3 [50] takes the variables from TAM2 that influence PU (voluntariness,
experience, subjective norms, job relevance, output quality and results in demonstrability), proposing
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that the anchor (computer self-efficacy, perception of external control, computer anxiety and computer
playfulness) and adjustment (perceived enjoyment and objective usability) factors impact PEU.

PU is defined by [32] (p. 320) as “the degree to which a person believes that using a particular
system would enhance his or her job performance”, and PEU is “the degree to which a person believes
that using a particular system would be free of effort”. Based on the TAM postulates, PEU and PU are
factors that influence BI [50], and the impact is assumed to be positive. Hence, in this present study,
the greater the students’ PEU and PU regarding OSS, the more likely the students’ BI. Thereby, the
following hypotheses were included in the TAM3 model (Figure 2):

Hypothesis 1 (H1). Perceived ease of use (PEU) has a positive effect on the perceived usefulness (PU) of OSS.

Hypothesis 2 (H2). Perceived ease of use (PEU) has a positive effect on behavioral intention to use (BI) OSS.

Hypothesis 3 (H3). Perceived usefulness (PU) has a positive effect on behavioral intention to use (BI) OSS.

 

BEHAVIORAL 
INTENTION TO 

USE (BI)      

Figure 2. Research model.

2.2. Self-Determination Theory (SDT)

SDT is a theoretical framework proposed by [54] to help define comprehensive behavioral models.
This theory seeks to understand the socio-environmental factors that affect an individual’s tendency
towards self-motivation. Indeed, SDT affirms that individuals can improve their optimal functioning
and well-being by engaging in activities that interest them [55,56].

It isconsideredoneoftheleadingmotivational theoriestoday[57]. SDThasbeenusedtotacklemotivational
studies across many disciplines, including: healthcare [58], writing [59], human resources [60,61],
education [62–64], organizations [65–67], and sport [68], among others.

Three basic psychological needs are identified by this theory: autonomy, relatedness, and competence [69].
They are postulated as central intrinsic motivations, which refer to doing something because it is
inherently interesting or enjoyable [70]. Conversely, extrinsic motivations appear when behaviors
are performed because of external forces [71,72]. Furthermore, SDT does not differentiate between
the strength of these needs, although the literature related to this theory suggests that autonomy is
considered more essential than the other two [73].

SDT proposes that individuals try to be motivated to satisfy these needs [58]. In general, SDT considers
that competence is related to a sense of self-efficacy or perceived ability to attain objectives. Hence, it is a
need to feel effective [74]. Moreover, autonomy refers to the sense of behavior self-regulation [75]. Finally,
relatedness is likened to the need to be integrated into a larger group [69]. So, each of these motivations
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are analyzed in order to complete the research model, considering that educational contexts that are
supportive of autonomy, competence, and relatedness help to increase the internalization and integration
of these three needs [76].

2.2.1. Autonomy

In contrast to forced regulation by external agents, autonomy is related to regulation by the
self [45]. It refers to the need to be autonomous [77], and, therefore, it pertains to those personal
acts through which individuals control their own behavior. Obviously, this sense impacts directly on
the way of behaving due to its capacity to stimulate voluntary acts, even if they come from external
initiatives [78]. In this regard, SDT does not deny the presence of contingencies, although it is focused
on a person’s endorsement of the act itself [45].

In the educational context, students usually have a sense of learning autonomy [48,79]. It is a psychological
state through which students perceive internal control over learning goals and outcomes [80]. In fact,
autonomy impacts on student satisfaction. According to [47], motivation based on autonomy has a
higher impact on satisfaction than external motivations.

Furthermore, autonomy could lead to greater performance when the tasks are interesting to individuals
who are performing them [73]. In addition, evidence shows that the presence of a supportive autonomy
environment can increase the tendency to develop a specific behavior [81,82]. Hence, educational systems
geared towards the provision of rationale, the provision of choice, and the encouragement of critical
thinking are more likely to foster autonomy among students [83]. In fact, entrepreneurship students have
a high degree of autonomy and therefore have a greater capacity to initiate actions [79].

Extending this motivational reasoning to an educational context, where the use of OSS is incentivized,
autonomous acts would influence the PU and PEU of OSS. Indeed, previous studies have shown the
positive relationship between perceived autonomy and perceived usefulness and perceived ease of use in
a huge range of ICT contexts [48,84,85]. Based on these, the following hypotheses propose that autonomy
exerts an influence on the PU and PEU of OSS (Figure 2):

Hypothesis 4 (H4). Autonomy (AUTO) has a positive effect on the perceived usefulness (PU) of OSS.

Hypothesis 5 (H5). Autonomy (AUTO) has a positive effect on the perceived ease of use (PEU) of OSS.

2.2.2. Relatedness

Relatedness refers to the need to establish emotional links with other individuals [75]. In an
educational context, relatedness pertains to the capacity to engage in tasks that allow for collaboration
and communication with other students [63]. Also, according to SDT, a student can enjoy social
interactions and social connections [80].

Educational literature shows that relatedness is the least studied need [84]. Nonetheless, some
research has shown that relatedness is a strong predictor of learners’ intention to continue in an
educational program [85]. Perhaps it is due to the intrinsic characteristics of the educational environment,
where a student can develop the ability to initiate connections with others, from which it is possible to
foster the generalization of relevant behaviors [45].

In this respect, relatedness can reduce fears and increase the tendency to share with others
knowledge related to the OSS features [84]. In the field of ICT, relatedness is one of the most
important incentives. People tend to value the opinions of those to whom they feel connected as highly
relevant [85]. Therefore, the following hypotheses have been proposed (Figure 2):

Hypothesis 6 (H6). Relatedness (REL) has a positive effect on the perceived usefulness (PU) of OSS.

Hypothesis 7 (H7). Relatedness (REL) has a positive effect on the perceived ease of use (PEU) of OSS.
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2.2.3. Competence

This need refers to effective behavior, the expansion of personal capabilities, and the desire to
be enough [48]. In this context, SDT indicates that competence allows individuals to master tasks or
achieve aims with ease [55]. When this basic need is satisfied, individuals begin to acquire the feeling
of being effective in developing tasks [54].

According to [49], in the field of ICT, the need for competence is associated with factors such as
(1) job satisfaction; (2) levels of job burnout; (3) experience in using technology; (4) expectations of
the outcomes of using computers; (5) emotional reactions to computers; and (6) actual computer use,
among others. Consequently, it is possible to define a relationship between competence and the degree
to which people benefit from the use of ICT [86].

In addition, previous studies carried out in the educational context have shown that there is a
relationship between competence and the constructs PU and PEU [87]. In our case, students’ competence
corresponds to the need to become more effective in the use of OSS in order to achieve high academic
levels [88]. This is because competence is expected to make students more effective in their OSS use.
This anticipation would increase the PU and PEU of OSS. The following hypotheses have been defined
(Figure 2):

Hypothesis 8 (H8). Competence (COMP) has a positive effect on the perceived usefulness (PU) of OSS.

Hypothesis 9 (H9). Competence (COMP) has a positive effect on the perceived ease of use (PEU) of OSS.

3. Methods

3.1. Participants and Procedure

The study was conducted at secondary schools within the Education System of Andalusia, Spain,
between April 2019 and September 2019. The participants were recent secondary school graduates in
order to ensure that all the participants had received enough OSS training before the interviews since
OSS use in the classroom was mandatory. The instrument used was a web-based survey developed
with Google Form. A web-based survey offers three advantages to the study [89]: (1) it prevents
transcription errors, (2) it enables reachability to many participants in a short space of time, and (3) it
ensures anonymity. Students were informed of the objectives of the study. A total of 352 students
completed the survey. The demographic profile of the respondents is given in Table 1.

Table 1. Demographic profile of the participants.

Characteristic Statistic (%)

Gender
Male 217 (61.64%)

Female 135 (38.35%)

Age
Less than 20 years old 131 (37.5%)

Between 21 and 25 100 (28.40%)
More than 25 years old 120 (34.09%)

OSS Frequency of use
All software I use 113 (32.10%)

Minimum Once a day 138 (39.20%)
Minimum Once a week 35 (18.46%)

Rarely 36 (10.22%)

3.2. Measures

The questionnaire was designed considering evidence from prior research on the TAM and SDT.
In fact, the scale used to measure the constructs was developed using the measures created by [48,90,91].
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Items were identified as indicators for each construct (Appendix A). The questionnaire was composed
of two parts. In the first part, responders provided demographic information (Table 1). In the second
section, participants were required to indicate their agreement or disagreement with 21 items using a
five-point Likert-type scale, ranging from “Not at all/strongly disagree” (1) to “Exactly/strongly agree”
(5). The 21 items were grouped into the six constructs of the model.

3.3. Data Analysis

A Structural Equation Model (SEM) was proposed. SEMs are frequently used in work related to
behavior [92]. The quantitative data analysis included two processes: (1) an analysis of the descriptive
statistics and the reliability of the measurement tool using the SPSS version 24 statistical program; and
(2) SEM testing. Specifically, Lisrel 8.80 software allowed us to evaluate the correlation coefficient
between variables in factor analysis and the path analysis equation model. A detailed explanation of
the application of both analytical procedures and results is given in Section 4.

4. Results

The first stage involves testing the discriminant validity and reliability of the constructs by
applying four analytical procedures: (1) assessment of item loadings; (2) internal consistency reliability
(Cronbach’s alpha and composite reliabilities); (3) convergent validity; and (4) discriminant validity.
The results of applying these analyses are shown in Table 2.

Table 2. Item loadings and measurement reliability.

Construct Mean
Std.
Dev.

Factor
Loading

Lambda
Stand.

Composite
Reliability

AVE Cronbach’s α

Autonomy
(AUTO)

AUTO1 2.97 1.337 0.907 0.900

0.95 0.826 0.949
AUTO2 2.99 1.368 0.902 0.901
AUTO3 2.75 1.339 0.931 0.934
AUTO4 2.77 1.327 0.891 0.900

Competence
(COMP)

COMP1 2.64 1.315 0.939 0.941

0.972 0.867 0.96
COMP2 2.69 1.275 0.929 0.932
COMP3 2.50 1.274 0.916 0.917
COMP4 2.73 1.265 0.917 0.921

Relatedness
(REL)

REL1 3.01 1.225 0.908 0.910

0.955 0.841 0.955
REL2 2.91 1.278 0.923 0.922
REL3 2.83 1.226 0.936 0.931
REL4 2.80 1.237 0.903 0.906

Perceived Ease
to USE (PEU)

PEU1 3.13 1.248 0.931 0.936
0.952 0.87 0.951PEU2 3.11 1.253 0.958 0.952

PEU3 3.18 1.258 0.905 0.909

Perceived
Usefulness

(PU)

PU1 2.94 1.227 0.907 0.912
0.939 0.837 0.94PU2 2.99 1.328 0.903 0.926

PU3 2.92 1.296 0.906 0.907

Behavioral
Intention to

USE (BI)

BI1 3.18 1.301 0.935 0.938
0.969 0.912 0.96BI2 3.21 1.342 0.955 0.955

BI3 3.24 1.356 0.974 0.972

4.1. Convergent Validity

To determine whether convergent validity is acceptable, the measurements must fulfill three
conditions [93,94]: (1) all item factor loadings with reflective measures must be significant and greater
than 0.70, (2) the composite reliability for each construct must surpass 0.70, and (3) the Average Variance
Extracted (AVE) for each construct should be higher than 0.5. In this study (Table 2), the factor loadings
for all constructs substantially exceeded the threshold of 0.70, and they were statistically significant
at the 0.001 level. In addition, composite reliability scores showed good internal consistency for all
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constructs (Table 2), and the AVE values were between 0.826 and 0.912, considerably higher than the
recommended value of 0.5.

4.2. Discriminant Validity

On the one hand, the values contained in the Correlation Matrix (Table 3) were used to evaluate
the discriminant validity of the constructs. The diagonal elements of this matrix were substituted by
the square root of the AVE. In all cases, the square roots of the AVE were larger than the inter-construct
correlations, and all shared variances between any two different constructs were less than the amount of
variance extracted by one of the two constructs [93]. On the other hand, all items loaded more strongly
on their corresponding construct than on other constructs [95]. Therefore, these results confirm the
discriminant validity of all constructs.

Table 3. Correlation Matrix 1.

AUTO COMP REL PEU PU BI

Autonomy (AUTO) 0.970
Competence (COMP) 0.660 0.930

Relatedness (REL) 0.668 0.675 0.920
Perceived Ease to Use (PEU) 0.662 0.588 0.686 0.980
Perceived Usefulness (PU) 0.742 0.616 0.753 0.770 0.910

Behavioral Intention to Use (BI) 0.630 0.531 0.642 0.714 0.827 0.980
1 Diagonal elements are the square root of the shared variance between the constructs and their measures.

4.3. Model Fit

Table 4 shows the fit indices for the research model, together with the suggested values. These
results manifest that the research model has an acceptable fit over the minimum/maximum limit
defined by [96].

Table 4. Goodness of fit statistics.

Fit Indexes Values Recommended Value

χ2/grade of freedom 0.0206 ≤3.00
Normed Fit Index (NFI) 0.966 ≥0.90

Non-normed Fit Index (NNFI) 0.981 ≥0.90
Comparative Fit Index (CFI) 0.984 ≥0.90

Adjusted Goodness-of-Fit Index (AGFI) 0.894 ≥0.80
Root Mean Square Error of Approximation (RMSEA) 0.0489 ≤0.05

Goodness-of-Fit Index (GFI) 0.918 ≥0.90
Incremental Fit Index (IFI) 0.984 ≥0.90

4.4. Results of the Structural Equation Model

The structural equations software Lisrel 8.80 was used to test the research model with an estimation
method of maximum likelihood [97]. Lisrel fuses factor analysis modeling from psychometric theory
with structural equations modeling associated with econometrics [98]. The aim was to evaluate the
model based on the significance and effect sizes (β) for each hypothesized path and to explain the
variance (R2) for each dependent variable [99,100].

Table 5 shows an abridgment of the findings, evidencing the statistical significance of the defined
hypotheses. Specifically, AUTO and REL were significant predictors of PEU (0.32, p < 0.001; and 0.415,
p < 0.001, respectively), although the relationship between COMP and PEU has not been demonstrated.
In a similar way, AUTO (0.276, p < 0.001) and REL (0.306, p < 0.001) were significantly related to PU.
Nevertheless, COMP is not a predictor of PU.
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Table 5. Research hypotheses test.

Hypothesis (Path) Path Coefficient t-Value 1 Supported

H1: PEU→PU 0.35 7.196 *** Yes
H2: PEU→BI 0.197 3.392 *** Yes
H3: PU→BI 0.742 11.529 *** Yes

H4: AUTO→PU 0.276 6.007 *** Yes
H5: AUTO→PEU 0.32 5.513 *** Yes

H6: REL→PU 0.306 9.411 *** Yes
H7: REL→PEU 0.415 6.481 *** Yes

H8: COMP→PU 0.0853 1.950 No
H9: COMP→PEU 0.0973 1.742 No

1 Significant at: * p < 0.05 t(0.05; ¥) = 1.9670; ** p < 0.01; t(0.01; ¥) = 2.5904; *** p < 0.001; t(0.001; ¥) = 3.3195.

Furthermore, PEU had a significant positive impact on PU (0.35, p < 0.001). Finally, PU (0.742,
p < 0.001) and PEU (0.197, p < 0.001) had a significant positive impact on BI. Considering these results,
the percentages of variance explained by the research model for the dependent constructs were as
follows: (1) 69.8% for BI, (2) 55% for PEU, and (3) 73.3% for PU.

5. Discussion

OSS, together with all other ICT, has begun to change the way of teaching and learning, offering a
viable alternative to proprietary educational technologies. The principal aims of this study were to
contribute additional evidence regarding motivations to use OSS for educational and non-educational
purposes. The findings revealed a measurement and structural model to predict behavioral intention
to use OSS among secondary school graduates who had received mandatory OSS training. In this
respect, little research has found empirical support to define best teaching practices in secondary school
education in order to motivate ICT use.

In this context, the current study incorporated motivational predictors into OSS acceptance in
the educational context. Indeed, it proposed a motivational acceptance model of OSS, combining
constructs from SDT (autonomy, relatedness, and competence) with the TAM. This model purports
to explain the factors that affect behavioral intention to use OSS in order to help fill the gap in the
literature about the acceptance of OSS in the educational field. Some researchers have reported [15]
active student attitudes towards the use of OSS in a training context, but motivational factors have
been largely neglected. In fact, this study is one of the first to explore the interaction between the basic
needs of autonomy, competence, and relatedness, and behavioral intention to use OSS.

Specifically, the research presented here explored the connections between the TAM [32,50] and
SDT [54,55]. In recent years, both frameworks have drawn the attention of many researchers in
educational literature [38–40,62–64]. Consistent with this growing interest in both theories, this study
has investigated the relationship between behavioral intention to use OSS among secondary school
graduates from education systems that provide intensive OSS training and the following constructs:
perceived ease of use, perceived usefulness, autonomy, relatedness, and competence. Specifically,
the combination of these two frameworks was adopted in order to: (1) explore the motivational
determinants of student behavior towards OSS; and (2) propose a research model to analyze the effect
of self-motivation factors in order to gain a deeper understanding of the relationship between human
motivation and technology acceptance.

Findings are in line with previous research. According to [101], it is possible to influence three
aspects to stimulate self-determination among students: (1) defining interpersonal connections that
accentuate choice and flexibility rather than control and rule; (2) explaining to students in a reasoned
way why certain attitudes are relevant for their well-being; and (3) accepting adverse feelings towards
some activities. Applying these three propositions to this current research, students with OSS training
will be more inclined to use OSS in any facet of their life because they perceive that it is easy to use or
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useful. Indeed, according to [56], individuals can improve their optimal functioning and well-being by
engaging in activities that interest them.

Thus, the TAM-SDT model defined offers a useful framework to identify the socio-environmental
factors affecting the tendency toward self-motivation and to draw conclusions about why people use
OSS to fulfill their needs. In fact, the TAM is the most widely used theoretical approach to study the
usage intention of technology, although it is limited when the acceptance and use of ICT are also geared
towards fulfilling emotional needs [44]. In this context, based on previous SDT research [58,69,73,74],
the proposed model includes the most relevant motivational factors of this theory, and several interesting
findings emerged.

Overall, the hypotheses, excluding H8 and H9 related to the factor COMP, were supported, and the
model attained acceptable fit indices. As expected, based on the studies of [48,90,91], these results
highlight the positive influence of AUTO, REL, PEU, and PU on BI towards OSS. In this respect, this
study offers evidence that corroborates the all-purpose combined use of SDT and the TAM, and at the
same time, supports the relationship between OSS training and motivational models.

Aligned with the postulates of SDT, this study has demonstrated that autonomy enhances perceived
usefulness and ease of use. Hence, the sense of autonomy impacts directly on positive behaviors toward
OSS use due to its capacity to stimulate voluntary acts, even if they come from external initiatives. In a
similar way, collaborations and communications with others can reduce fears and increase the sharing of
knowledge related to OSS features. Hence, relatedness has a positive impact on PU and PEU.

6. Conclusions

The findings of this research suggest that intrinsic motivations are crucial for spreading OSS use
as an alternative to proprietary software. In this respect, these results emphasize that participating as
a student in a training system, in which it is mandatory to use educational software based on OSS,
encourages intrinsic motivations, such as autonomy or relatedness. These motivations help activate a
positive behavior to continue using OSS, due to an improvement in the perception of this ICT. Bearing
this in mind, certain implications and limitations of these findings are described below.

6.1. Implications

It is possible to identify certain implications based on the findings. From an academic point of view,
this study further develops knowledge regarding the use and adoption of OSS. Hence, the feasibility
of combining the TAM and SDT in order to explain ICT adoption has been demonstrated. Moreover,
from a managerial perspective, understanding the behavioral intention to use OSS is meaningful for
the OSS movement. In fact, some practical implications can be extracted.

First, a better understanding of the motivations of OSS users could be advantageous for OSS
developers in determining which software functionalities encourage OSS expansion. Second, with
these findings, the OSS movement might achieve segmentation of users in order to identify behaviors
that favor OSS use, and thus can anticipate the success of this type of ICT.

6.2. Limitations

This research is not without limitations. First, some weaknesses have been identified regarding
the sample. On the one hand, data collection was performed in secondary schools from a specific
region without considering other geographical areas. On the other hand, this study has not applied
a stratified sampling procedure, which would have allowed us to recruit equal sizes of age groups
or age groups that mirror the current population. Second, the percentage of explained variance for
behavioral intention to use could be improved with the incorporation of other predictors associated
with other motivational theories. Finally, the findings from this study are limited to OSS use with an
educational purpose. Therefore, it would be helpful to carry out complementary studies that include
additional OSS uses.
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Appendix A

Table A1. Questionnaire.

Items Source

AUTO1 I fell a sense of choice and freedom using OSS

[48,90]AUTO2 OSS education provides me interesting options and choices
AUTO3 I have more control while using OSS
AUTO4 OSS gives me more chances to control my tasks

COMP1 I am better in OSS than other users

[48,90,91]
COMP2 I have stronger capability than other users thanks OSS
COMP3 I am superior to others through using OSS
COMP4 After receiving an OSS training, I felt competent
COMP5 I have been able to learn an interesting new skill through OSS

REL1 I really like the OSS users

[90,91]REL2 OSS gives me more chances to interact with others
REL3 I feel close to others while using OSS
REL4 I have more opportunity to be close to other though OSS

PEU1 My interaction with OSS solutions is clear and under stable
[41,48]PEU2 It is easy for me to become skillful at using OSS

PEU3 I find OSS easy to use

PU1 Using OSS enhances my effectiveness
[41,48]PU2 OSS is useful for my life/job

PU3 Using OSS increases my productivity

BI1 I indent to use OSS in the future
[41,48]BI2 I plan to use OSS in the future

BI3 I predict I would use OSS in the future
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Abstract: Cloud computing (CC) delivers services for organizations, particularly for higher education
institutions (HEIs) anywhere and anytime, based on scalability and pay-per-use approach. Examining
the factors influencing the decision-makers’ intention towards adopting CC plays an essential role
in HEIs. Therefore, this study aimed to understand and predict the key determinants that drive
managerial decision-makers’ perspectives for adopting this technology. The data were gathered from
134 institutional managers, involved in the decision making of the institutions. This study applied
two analytical approaches, namely variance-based structural equation modeling (i.e., PLS-SEM)
and artificial neural network (ANN). First, the PLS-SEM approach has been used for analyzing the
proposed model and extracting the significant relationships among the identified factors. The obtained
result from PLS-SEM analysis revealed that seven factors were identified as significant in influencing
decision-makers’ intention towards adopting CC. Second, the normalized importance among those
seven significant predictors was ranked utilizing the ANN. The results of the ANN approach showed
that technology readiness is the most important predictor for CC adoption, followed by security and
competitive pressure. Finally, this study presented a new and innovative approach for comprehending
CC adoption, and the results can be used by decision-makers to develop strategies for adopting CC
services in their institutions.

Keywords: cloud computing; technology adoption; higher education institutions; SEM; neural network

1. Introduction

Cloud computing (CC) has emerged as a new technology and popular computing model to deliver
access to a huge amount of data and computational resources by utilizing simple interface [1]. There are
many characteristics of CC, including flexibility, cost-effectiveness, scalability, and collaboration, which
make it crucial for higher education institutes, organizations, and users. According to a CC tracking
poll IDC [2], 43% of HEIs had implemented or sustained CC by 2012. This number increased by
10% between 2011 and 2012, and the growth is estimated to increase in the next few years. Besides,
the International Data Corporation stated that the industrial field, including the education sector,
will witness an increase of $210 billion or about 23.8% in the amount of CC by 2019; hence, there will
be an increase rate of 22.5% in five consecutive years to become $370 billion by 2022 [3]. It has been
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noted that cloud platforms, as well as ecosystems, will function as the launchpad for the drastic rise in
the digital innovation pace and scale in the next five years. Additionally, CC is considered to be the
fifth utility following the four main utilities, namely water, gas, telephone, and electricity [4]. In the
education sector, institutions that provide education to degree-level, tertiary, and HEIs providers [5],
will have to keep pace with technological advancement. In the past, investment in IT by these
institutions has traditionally been expensive, yet the provided education services to the community
are expected to be affordable and maintain excellent quality [6]. To rise to this challenge, HEIs must
become more efficient through focusing on the delivery of excellent services, and they need to look for
ways to maximize their resources in order to maintain providing excellent services [7]. Although HEIs
need to deliver good standards of education through factual knowledge and more practical skills, they
have a unique opportunity to graduate skillful and professional students, who are solution-focused
and adept at problem-solving [5].

For higher education institutions, CC presents an ideal opportunity to lower their IT costs with
increasing efficiency, which has a positive impact on their long-term sustainability. As suggested by
Thomas [8], CC is not only a learning tool for HEIs but also an important platform in more general
terms as it will encourage educators to improve their practice and encourage partnership in order to
improve their productivity. Moreover, CC will be able to save both costs and energy output because the
same cloud infrastructure can be utilized by a wide range of users in teaching, learning, and research [9].
Besides, the successful adoption of CC and delivery for cloud-based education services requires
understanding of these processes from the side of HEIs [10,11].

Although CC suggests excessive aids to organizations, there are some challenges that might
impact its adoption. Several studies on CC have been carried out in developed nations. Studies on
CC in educational institutions in developing nations are scarce [12], especially in Malaysia [13,14].
The successful adoption of any novel technology such as CC does not depend only on universities and
cloud service providers’ support but also on users’ willingness and intention to adopt and utilize these
services [12,15,16]. Therefore, the adoption of any new technology depends on the innovativeness of
the decision-makers. That is, the role of decision-makers plays an essential role because they are the
main contributors to CC adoption, especially that they can support the required CC services and types
in HEIs [17,18].

Many challenges are facing HEIs in sustaining the education process such as delivering affordable
education services, improving education quality, increasing budgets and participants, and getting the
requirement of infrastructure IT [19,20]. Therefore, HEIs keep struggling in managing their resources
and improving their service [21]. CC is a favorable solution for HEIs that supports cost reduction and
improves education quality [22]. Besides, the sustainability of HEIs can be achieved by providing the
required infrastructure, software, and storage through CC adoption [21,23,24]. Thus, the emergence
of CC and the advantages it provides can help bridge this technological gap. Generally, CC in
HEIs is increasing in popularity, but it is still lagging behind the commercial, government, and other
sectors [25]. Past literature has shown that productivity at the organizational-level increases significantly
for organizations that have invested in ICTs for their operations [26]. Besides, the Coronavirus 2019
(COVID-19) pandemic affected HEIs not just in Wuhan, China where the virus originated but all other
HEIs in 188 countries as of 6 April 2020. CC as a technology of the fourth industrial revolution (IR 4.0)
could enable educational countermeasures to continue the education process despite the COVID-19
predicaments [27,28]. Therefore, CC in this case is not only an alternative option for HEIs but also an
essential solution.

In the current study, the unit of analysis is the organization level because the primary focus is on
decision-makers, who are responsible for CC adoption. Individuals are considered to be the observers
for the phenomenon at the organizational level [29].

Besides, most of the prior studies have primarily focused on CC technology, costs, applications,
security, and benefits in small and medium organizations [30]. However, a limited number of studies
have focused on CC adoption and its usage in HEIs [3]. Furthermore, several studies have looked at
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CC from different perspectives in various developing countries such as sub-Saharan Africa [30–32],
Malaysia [33,34], and Saudi Arabia [18,35,36]. Other studies discussed CC implementation in academic
libraries [37,38] and the enhancement of overall awareness regarding CC migration issues [18].
Moreover, organization-based studies have evaluated the readiness of HEIs to implement CCs [32,39,40],
and other studies have examined the impacts of technology on HEIs [14,41].

Even though a substantial amount of consideration is given to the CC, few studies have been carried
out to identify the influential factors in adopting CC in HEIs from the perspective of decision-makers [3,30].
Meanwhile, in spite of the efficiency and usefulness of advanced artificial neural networks (ANN)
as a soft computing technique in identifying and ranking determinants in technology adoption [42],
application of this technique in the context of CC remains mainly unexplored, especially in education
atmosphere. Taking into consideration these points, the current study aimed to develop and test a
proposed adoption model and to examine the key factors, influencing decision-makers’ intention of
CC adoption in Malaysian higher education institutions. Therefore, the key objectives of the current
study are as follow:

To analyze the factors that influence the adoption of CC in HEIs.
To propose an appropriate model for evaluating the adoption of CC in HEIs, validated by using

two analytical approaches (i.e., PLS-SEM and ANN).
To contribute to the body of knowledge on the organizational-level adoption, this research will

first merge two well-established theories which are the Technology-Organizational-Environmental
(TOE) framework [43] and the diffusion of innovations (DOI) [44], to fill the gap in previous literature.
Drawing on the organizational level adoption theories, our research model is built on the TOE
framework and DOI model which is in line with the objectives of this study. Furthermore, the research
model constructs are grounded by the literature taking into account the context of the study. The study
also implemented variance-based structural equation modeling (PLS-SEM) for assessing the factors
impacting CC adoption, and a neural network is used for predicting how CC is adopted in HEIs. For this,
the sequential multi-method research design, suggested by Scott and Walczak [45], was implemented
as it is suitable for enabling a deeper understanding of the subject under investigation. In this study,
PLS-SEM is applied for corroborating the validity of the causal relationships through the assessment of
the goodness of the model’s fit. Following this, PLS-SEM analysis of supported relationships along
with PLS-SEM analysis of significant variables were utilized as the neural network structure inputs for
estimating how CC is adopted in HEIs. Merging these two approached provides a significant benefit
for utilizing a new method to evaluate CC adoption in which one method benefits help in balancing
out the other method drawbacks [45].

Generally, we contribute to research in different ways. First, this research contributes to the body
of knowledge within information systems (IS) field surrounding technology adoption. This study
provided empirical literature within IS, especially CC, and it provided an extensive model that
integrates the TOE framework and DOI model. Second, this study provided an assessment for CC
adoption in HEIs, and more revitalization of the CC and intent of decision-makers to utilize CC
in HEIs. Third, the DOI model and TOE framework incorporation improved the ability to explain
the proposed model with 81% of the dependent variable’s variance, which shows that the model’s
ability for prediction is powerful and remarkable. Fourth, this research used a hybrid approach for
the integration of PLS-SEM and ANN to validate the proposed model and to give priority to the
factors that impact CC adoption, through the identification of the relative importance of every factor.
Conventional statistical approaches are valid and necessary; thereby, offering a powerful foundation in
previous IS adoption studies. The suggestion of this research is the need to reinterpret past works on IS
adoption through the combination of linear and non-linear approaches in order to provide outstanding
strength to technology adoption. Fifth, since HEI is a promising market for cloud service providers, this
study is remarkably impactful for cloud providers and technology practitioners as it will help in the
recognition of the factors that influence the adoption of CC. Likewise, cloud providers need to provide
a clear instruction or navigation system in guiding users in HEIs to operate the services smoothly,
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thereby increasing the assurance that cloud technology is used. Finally, the research results will help
decision-makers with the assessment of cloud technology, organization, and environments during the
decision of the adoption of CC. Furthermore, decision-makers may use this proposed framework for
the investigation of other IT/IS adoption procedures.

The rest of this study is arranged as follows: Section 2 reviews previous studies on CC adoption.
Section 3 presents the hypotheses of the study and discusses the model development. Section 4
highlights the research methodology and Section 5 explains the analytical approaches, including
PLS-SEM and neural network. The discussion of the study is presented in Section 6, and Implications
are presented in Section 7. Conclusion, limitations, and future research directions are discussed at the
end of the study.

2. Literature Review

2.1. Cloud Computing Concept

The concept of CC does not have a single definition that has been accepted universally as there
is still an ongoing discussion and debate about this term. This might be due to some parallels
between other types of high-performance computing and CC, such as peer-to-peer computing, cluster
computing, market and service-oriented computing, and grid computing [24]. As technology continues
to make advancements, the debate around CC continues, and studying the existing literature does
reveal some common characteristics for CC across the various available definitions [46].

According to the National Institute of Standards and Technology (NIST), CC is a model that
allows wide-ranging, on-demand, network access to shared configurable computing resources such as
services, storage, applications, and networks. These resources can be provided quickly and with little
effort by either the provider or the customer [47] as they are essentially a way of integrating existing
technologies, but provide them in a new way to help businesses make a fundamental change to their
operations [48]. This is achieved by connecting existing technology, including software as a service
(SaaS), utility computing, and grid computing [49]. Next-generation data centers that combined virtual
services such as database, hardware, application logic, and user interface in a network was an objective
for the application of cloud technology [50]. Crucially, these new data centers have allowed users to
access their applications not only from a singular location but also from any place.

2.2. Cloud Computing Services and Deployment Models

According to [47], CC comprises a tripartite of services, infrastructure as a service (IaaS), platform
as a service (PaaS) and software as a service (SaaS). The latter enables users to access applications via a
cloud-based infrastructure. SaaS means that the infrastructure such as the servers, operating systems,
and networks are essentially removed from the consumer, who no longer need to be concerned with
this or with other issues such as data storage. To access the services, the customer uses either a direct
interface, which is used for web-based emails such as Gmail, or a program interface such as Dropbox.
Meanwhile, the IaaS model means that consumers can deploy and run the software, which they choose,
through the provision of computing resources such as networks, storage, and processing. This can be
achieved through varies softwares, which might be an application or even an entire operating system
such as Microsoft Azure and Amazon Web Services, which are two examples of providers within
this sphere. Finally, PaaS provides a platform for users to deploy applications on a broader cloud
infrastructure and allows them to create and modify their applications by using libraries, services,
and languages that have already been developed by a cloud platform provider such as Google App
Engine or Heroku.

A description of the four deployment models in cloud technology applications is seen in [47],
where these cloud types are named as private, community, public, and hybrid. The private cloud,
as the name suggests, is used solely within one organization and its infrastructure may be either
self-managed or operated by a third party [51]. This model is usually chosen when security issues are

228



Appl. Sci. 2020, 10, 4905

a concern for a particular organization, so in the academic sector, this may be due to ownership of
certain resources or to cultivate an online community [51].

Concerning the community model, many institutions may use the same basic infrastructure
that is hosted either by a third party or by one of the organizations that is part of the community.
Organizations may consider this model to be an advantage either through shared costs and resources or
because perceived risks are lessened when the model is shared [52]. This model may work well when
used by cooperating organizations, or when institutions have a close relationship or are interlinked in
some way but can be an issue in higher education sector where many similar institutions are essentially
in competition with each other for students, funding and other resources.

The public cloud is probably the most popular form of cloud deployment and is managed by
the provider of the service, and the most well-known providers are Microsoft One Drive, Dropbox,
and Google Drive as well as those provided by Amazon. In the field of education, users such as students,
lecturers and faculty staffwill probably be familiar with the system, which is one of its advantages.

The final model of deployment is the hybrid cloud, which combines two or more models. Utilizing
more than one model harnesses the benefits of each model and aims to mitigate the disadvantages of
every single model as well as to provide a more flexible and wide-ranging approach.

2.3. Cloud Computing in HEIs

In the education environment, CC can provide both teachers and students with numerous
advantages. Whether in education or research, the ability to store big data and to collaborate on
projects and share materials is an attractive proposition [52]. Besides, because CC can be used remotely,
users can take advantage of the ability to access these materials on any device at any time and from
any place. HEIs and universities have chosen to bypass old-style IT set-ups and software systems in
favor of CC, and they have been attracted to its efficiency and rapid implementation [21].

Collaborate approaches to learning are one of the key benefits that CC technology offers, which
makes it an ideal choice for the institutions, looking for computer-based technologies to enhance more
socially-oriented and cooperative learning styles [53]. Cloud computing also facilitates e-learning in
human computing interaction as they are able to utilize facilities such as data access monitoring and
storage through a cloud platform, which also provides its infrastructure [54].

Cloud computing is increasing in popularity in HEIs, although it is considered to be in its
infancy in this sector of the market, as it is unable to surpass the commercial sector or government
organizations [25]. However, it is increasingly becoming a necessary part of the educational offer
rather than a choice, and this is due to the increasing competition in the higher education marketplace
and the pressures on performance, student successes, and income [55]. HEIs can benefit from the CC
features and surpass its limitations so that CC services can be accessible to the practicing educational
community [56].

Table 1 illustrates how scientific contributors have discussed this subject from a range of
perspectives and how they have attempted to capture the services that CC offers in the higher
education sector. Despite this evidence, gaps in research are still clear at the organizational level [57],
as many of the existing studies lack empirical findings about CC usage in HEIs [30,31]. This lack of
evidence at the organizational level necessitates conducting further studies about CC adoption in
HEIs and exploring in depth the factors that affect this process of adoption. Although Table 1 shows
the previous literature on adoption of the CC in HEIs that includes the TOE, DOI, and technology
acceptance model (TAM) models (TAM1, TAM3), this study is built on the organizational level theories
(i.e., TOE and DOI) which is in line with the objectives of the study.
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Table 1. The adoption of CC in HEIs: a summary of prior research studies.

Study Title Theory Methodology Country

[31]

“A cross-country model of
contextual factors impacting CC
adoption at universities in
sub-Saharan Africa”

DOI theory and
TAM

Quantitative research.
A survey concerning
university-level ICT experts as
well as decision makers.
355 valid responses.

HEIs in
sub-Saharan Africa

[30] “Conceptualizing a model for
adoption of CC in education”

DOI theory
TAM Conceptual Model HEIs in

sub-Saharan Africa

[58]

“The Effectiveness of Cloud-Based
E-Learning towards Quality of
Academic Services: An Omanis’
Expert View”

N/A
Qualitative
approach/Semi-structured
interviews.

HEIs in Oman.

[18]

“An exploratory study for
investigating the critical success
factors for cloud migration in the
Saudi Arabian higher education
context”

N/A
Success factors
based on literature

Structured online questionnaire HEIs in Saudi
Arabia

[54] “Using CC for E-learning
systems” LR HEIs in Saudi

Arabia

[24]
“Student perceptions of cloud
applications effectiveness in
higher education”

N/A Survey
University in
Southeast
Michigan USA

[5]
“A conceptual model of e-learning
based on CC adoption in higher
education institutions”

DOI; FVM Conceptual Model HEIs in Oman

[59]
“Examining CC Adoption
Intention in Higher Education:
Exploratory Study”

TAM A survey utilizing a questionnaire
on paper.

Politehnica
University of
Bucharest,
Romania.

[60]
“Investigating the structural
relationship for the determinants
of CC adoption in education”

TAM A quantitative method/administer
a survey

Universities in
Thailand

[61]

“Cloud for e-Learning:
Determinants of Its Adoption by
University Students in a
Developing Country”

TAM3 An empirical study and a survey
questionnaire Saudi Arabia

[62]

“Determinants and their causal
relationships affecting the
adoption of CC in science and
technology institutions”

DOI Focus group discussion and
DEMATEL

Science and
technology
institutions,
Taiwan

[35] “CC adoption by HEIs in Saudi
Arabia: an exploratory study” TOE Survey HEIs in Saudi

Arabia

[63] “CC adoption and usage in
community colleges” TAM3

Virtual Computing Lab and focus
groups concerning instructors as
well as interviews of other
stakeholders such as IT support
staff and college administrators

Rural and urban
community
colleges, USA

2.4. Technology Adoption Theories

The adoption process refers to the decision-making individual (the adopter) or unit undergoing the
process of taking a new product, service, or idea into account [44]. There are numerous phases involved
in this process, and the outcome is the decision of whether the new item should be selected. According
to [64], the decision is made by an entity regarding the adoption of a particular object and in a specific
context. Moreover, various factors are affecting this decision, and in the present study, HEI is the entity
while CC adoption is the object. After analyzing previous studies, it was found that many studies
considered constructs influencing the CC adoption at an individual level ([24,59–61,63,65–77]); however,
there was a dearth of material concerning this at the organizational level [31,32,35]. As mentioned above,
the two most dominant hypotheses used for considering technology adoption from an organizational
perspective are the TOE framework, and the DOI model [31,32,35,78–84].
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2.4.1. TOE Framework

TOE framework can define the innovation process within an enterprise context because TOE
considers three aspects of an enterprise, namely technology, organization, and environment, that affect
the adoption of emerging technologies [43]. In this framework, technology refers to the internal and
external technical knowledge of an organization, as well as the mechanization that may influence the
adoption decision. Besides, the characteristics of the company, including its particular communications
channels and resources, are under the organization aspects, while the external forces such as competition
and the regulatory and market conditions sit within the environment aspect [43,85,86].

2.4.2. DOI Model

DOI theory uses five phases to explain how the innovation process works within an organization [25].
The five phases are knowledge, persuasion, decision, implementation, and confirmation [55]. This theory
is broad-based and provides a persuasive explanation for the process of adopting innovation by any
organization. By focusing on this process, DOI theory offers a complementary perspective because it
focuses more on the technological aspects of the TOE framework, and the use of the two frameworks
makes everyone has a complementary advantage.

The TOE framework and the DOI model are used widely to examine the adoption of technology
at the organizational level [31,32,35,78–84]. We carry out an analysis of the adoption theories used
in the literature. Table 2 shows that authors apply one or more theoretical models to build their
research models. Nevertheless, it is not possible to apply a single theory to all types of innovations [87].
Therefore, an incorporated model of theories is desirable, to be used in deciding the adoption process
of certain types of innovation.

Table 2. Mapping matrix of the model theories.

Theory/Model Definition Justification Limitation

Previous Studies

IT Adoption
(Dependent Variable) Source

TOE

The aim of TOE
framework [43] is to clarify the
procedure for innovation
adoption at the organizational
level. It looks into three
contexts that affect the use of
an innovation in a firm—the
organization, the technology,
and the environment context.

TOE model has a wide power across a number of
technological, industrial, and national/cultural
contexts [88–90].
TOE framework can be applied in empirical research
since new technologies are developed, especially when
novel contexts for adoption can be identified [91].

TOE does not offer a
robust model for relating
the factors that affect the
organizational
acceptance decision
making; instead, it gives
a taxonomy for
classifying adoption
factors in their
individual contexts.
Researchers are advised
to take a wider context
into consideration in
which improvement
takes place [92].

Mobile supply chain [93]

Radio frequency
identification (RFID) [94–96]

Green IT [92,97]

Interorganizational
business process
standards

[98]

E-business [86,99,
100]

SaaS [101]

Cloud computing [102,
103]

DOI

DOI theory [104] gives a
detailed explanation on the
diffusion of innovation within
an organization. According to
DOI theory, an innovation
undergoes a number of stage
procedures until it thrives in
the firm [105].

DOI theory gives a broader standpoint on the diffusion
incident and gives a good explanation on how new
innovations are applied. Therefore, DOI enriches the
technological context of the TOE framework, and thus
gains value when applied in conjunction with the TOE
framework [84].

It is not possible to apply
a single theory to all
types of innovations [87].

Internet [106]

E-procurement [107]

RFID [108]

E-business [100,
109]

Cloud computing [103]

TOE and DOI

DOI theory makes a wide standpoint available on the
diffusion phenomenon, and it gives excellent
explanations on how new innovations are chosen.
Therefore, DOI enriches the technological context of
the TOE structure, and thereby obtain value when
applied in conjunction with TOE framework [84].

Benchmarking [107]

Collaborative
commerce [110]

E-commerce [79]

Open source [111]

Digital
transformation [112]

TOE and INT
INT benefits TOE by enriching the environmental
context of TOE framework [28–30], so it gains value
when used in combination with the TOE structure [21].

Scope of ecommerce
use [113]

TOE, DOI and
INT

A combination of DOI theory, TOE framework,
and INT theory thus gives a theoretically solid basis to
evaluate the technology, organization,
and environment characteristics [84].

E-procurement [63]

SaaS diffusion in
firms [84]

TOE and ECM

It is imperative to incorporate not only
technology-level factors from the IS continuance
literature, but also new constructs and relationships
that capture the complex nature of organization-level
decisions [114,115].

Enterprise 2.0
post-adoption [115]
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2.5. Analysis Techniques

Statistical analysis has been an essential tool for researchers for more than a century to extend
their ability to develop, explore, and confirm research findings. Statistical methods’ applications have
expanded recently with the advent of computer technologies [116]. In this section, we explain two
analytical approaches, and why the purpose of their employment in this study.

2.5.1. Structural Equation Modeling

Structural equation modeling (SEM) is a second-generation multivariate data analysis method that
is used to either explore or confirm theory [116]. There are two types of SEM—one is covariance-based,
and the other is variance-based. CBSEM is used to confirm (or reject) theories. Variance-based structural
equation modeling (i.e., PLS-SEM) is primarily used for exploratory research and the development
of theories [116]. To validating the measurement and structural model, Variance-based structural
equation modeling (PLS-SEM) was applied to the collected data with SmartPLS 3.0.

2.5.2. Neural Network

The neural network can be explained as a significant parallel distributed processor, consisting of
simple processing units that are naturally inclined to store experimental knowledge and to provide
access for use [117]. Moreover, a neural network is considered to be similar to the human brain and
is capable of attaining new knowledge from its surroundings by implementing the learning process.
Then, the synaptic weights store this acquired knowledge [117]. Following this, the learning algorithm
uses sample data for altering the synaptic weights of the neural network in an orderly fashion in order
to achieve the design objective [117]. Moreover, the neural network offers numerous benefits than
traditional statistical methods. Such benefits include non-linear and linear neural networks to enable
the assessment of non-compensatory decision processes, and it can help attain the input and output
mapping without requiring specific distribution concerning the output or input [118]. Furthermore,
the adaptivity of the neural network suggests that it is able to address the data generation process
in terms of structural changes and that it is not difficult to re-train it according to environmental
changes [118,119]. It has also been noted that neural networks surpass traditional compensatory
models such as multiple, discriminant, and logistic regression analyses [118,119]. However, despite the
fact that neural network has been implemented in studies in different fields such as economics [120],
customer loyalty [121], wearable healthcare devices [122], and consumer choice [119,123], few studies
have focused on its information systems applications [124]. Hence, the present study will first utilize
PLS-SEM to determine the constructs that have strong relationships with the adoption of CC in HEIs,
and then implement the non-compensatory neural network model for foreseeing the adoption of CC in
HEIs according to the critical adoption variables.

3. Hypotheses and Model Development

A research hypothesis is defined as a “logically conjectured relationship between two or more
variables expressed in the form of a testable statement” [125]. For this reason, the assumptions of the
current study are discussed below.

3.1. Compatibility

In DOI theory, compatibility is the first variable that is expected to be able to foresee CC adoption.
This is also called the extent to which an innovation matches the past practices, current values,
and present needs of the potential adopter [104]. Moreover, compatibility examined how much
innovation can conform to the existing systems. It has also been noted that the characteristics of a
new technology innovation can impact potential innovation adopters. Further, DOI studies have
accentuated how significant compatibility is when assessing the disposition of organizations for
implementing new technology [104,126].
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Several studies have examined compatibility as an important addition to the variance concerning
IT managers’ inclination to adopt CC [30,31,35,127,128]. Hence, the following hypothesis is devised:

Hypothesis 1 (H1). Compatibility positively impacts CC adoption in HEIs.

3.2. Competitive Pressure

Competitive pressure is the perceived pressure by the leaders of an institution when CC
services help competitors to achieved substantial competitive advantage in teaching and learning
effectiveness [115,129,130]. Literature has studied competitive pressure as a significant construct,
affecting the use of CC in various contexts [100,112,115,131–133]. Therefore, the second hypothesis is
as follows:

Hypothesis 2 (H2). Competitive pressure positively influences CC adoption in HEIs.

3.3. Complexity

Complexity refers to the perceived difficulty of the organization regarding comprehending and
utilizing an innovation [134]. If the relevant innovation is deemed to be difficult to use, it reduces the
possibility of adoption [104]. A meta-analysis study was conducted by Tornatzky and Klein [135] where
they observed that compatibility and complexity formed the major attributes concerning technology
innovation behavior. The DOI literature also highlights the importance of determining the complexity
of organizations in their tendencies to implement new technologies [104,126].

Previous literature has studied complexity as the most significant construct, influencing CC
adoption [30,31,35,127,128]. It is, therefore, hypothesized that:

Hypothesis 3 (H3). Complexity negatively influences CC adoption in HEIs.

3.4. Cost Savings

Cost savings refer to the decreased capital investment needed in an institution for IT service
leased resources and hardware solutions [136]. The storage and delivery services provided by CC have
significantly reduced the cost [137], which has made it a valuable solution in the current financial crisis
to maintain the quality of services by the institutions [138]. Cloud computing technology is based on
Internet technologies and cost-effectiveness as key distinguishing characteristics of CC [139] which can
influence its adoption. Researchers found that perceived higher cost saving led to higher intention to
adopt an innovation [140,141]. Based on the literature, it is postulated that:

Hypothesis 4 (H4). Cost saving positively influences CC adoption in HEIs.

3.5. Vendor Support

Top management literature suggests that IT service provider or vendor also plays a very important
role in the decision of IT services adoption [142,143]. Vendor support in the case of CC services is
far more crucial because cloud-based IT services from a capable vendor may enhance the internal
capabilities of an organization [144]. Vendors provide cloud-based services, which can be dynamically
priced and can be scaled up/down according to the requirements. This flexibility enables the client
institution to develop and enhance their capabilities. However, only capable service providers will be
able to provide these benefits. Therefore, it is hypothesized that:

Hypothesis 5 (H5). Vendor support positively influences CC adoption in HEIs.
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3.6. Technology Readiness

Technology Readiness captures the internal technical resources of the organization [112].
A meta-analysis [145] asserted the technology readiness importance for IS adoption and impact.
Mata, Fuerst [146] recommended technology readiness to be composed of technology infrastructure
and IT skills.

Before adopting CC technology, it is important to know the readiness of an HEI. The HEI needs to
promote the technology readiness of CC, and the Internet bandwidth should be sufficient for cloud
access by all students and teachers. Instructional content should be ready to run on the cloud. Teachers
and students need to have appropriate devices and an adequate internet connection to support the CC
initiative [147].

Recent studies on CC adoption using DOI did find that technological readiness still has a significant
impact on the adoption of CC [18,33,39,84,147]. Therefore, it is hypothesized that:

Hypothesis 6 (H6). Technology readiness positively influences CC adoption in HEIs.

3.7. Top Management Support

Top management support [18] refers to the top management’s attitude regarding the concerned
technology as well as the extent of support given to the adoption. In terms of a strategic perspective,
the successful implementation of CC in HEIs depends on the capabilities of top leadership or
management to drive the change from traditional deployment to CC through an official pro-cloud
strategy [148]. The decision-makers’ awareness and consensus are vital. Their support will ensure
what cloud services are needed and what type of cloud deployment is best for HEIs settings. To do
that, the decision-makers have to understand the benefits of cloud-based services, the value they can
add to the educational services, and how to migrate to the CC environment [149]. Accordingly, it is
hypothesized that:

Hypothesis 7 (H7). Top management support positively influences CC adoption in HEIs.

3.8. Security

Despite the boom in CC with new features and market access, security in CC remains the biggest
problem hindering the adoption of CC services [31,37].

Security is one of the crucial technical problems concerning CC adoption. Cloud vendors are trying
to simulate the classic principles of confidentiality, availability, and integrity, which are commonly
found in physical systems for distributed, virtualized, and dynamic cloud systems that are accessed
online [150]. Three service models are used in CC (SaaS, PaaS, and IaaS) and four deployment models
(public, private, community, and hybrid), which require different levels of security for each model to
protect the user’s data [151]. Internet security vulnerabilities have been an issue for users for years,
such as e-commerce and online banking. Hence, the importance of security in IT environment of HEIs
is critical [148,152,153]. Because CC is based on Internet technology, the same security issues hinder its
adoption. However, the advanced security algorithms used in CC have been identified as the main
differentiators of CC [139] that can influence its adoption. Previous studies have considered security as
an influencing factor in adopting CC services [31,33,37,38,147]. Accordingly, it is hypothesized that:

Hypothesis 8 (H8). Data security negatively influences CC adoption in HEIs.

3.9. Research Model

Based on the theoretical and conceptual background outlined previously, this research used a
method that complements existing constructs in the DOI model through the lens of the TOE framework
using constructs from the previous empirical literature on adoption research (see Table 2) to the context
of IS adoption in HEIs. The importance of using these theoretical perspectives gives a theoretical basis
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to assess the task, organization, technology, and environment characteristics that affect CC adoption in
HEIs, and this has received empirical support consistently [71,82–84,93,97,110,154,155]. To be able to
include the various and wide list of factors from past search and filter them, we undertook a process
of collaborating, matching, filtering, and consolidating for all the information and ideas from the
past studies, discussed in the literature review [156,157]. Eventually, the most frequent factors were
selected. Table 3 shows the mapping matrix of the related adoption theories and factors, obtained from
previous literature.

Table 3. Mapping matrix of the model factors from TOE framework and DOI theory.
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TOE Cloud migration [18] × ×
DOI and others CC adoption [30,31] × × × × ×

TOE Open systems [158] ×
TOE Electronic data interchange [159] × ×
TOE E-business use [85] ×

DOI and TOE E-business use [112] × × × × ×
TOE E-business adoption [100] ×
TOE E-business [80] ×
TOE Knowledge management and

enterprise systems [81] × × ×
DOI and TOE Collaborative commerce [110] × × ×

DOI, TOE, and others Internet utilization [106] × × ×
DOI, TOE, and others Cloud-based services adoption [144] × ×

DOI and TOE Benchmarking [107] × ×
DOI RFID [108] × ×

TOE and others E-business adoption [86] ×
TOE E-commerce [160] × × ×
TOE Internet/E-business [109] × × ×
TOE RFID adoption [161] × × × ×

DOI and TOE CC adoption [103] × × × × × ×
DOI Internet-based purchasing

application assimilation [162] × ×
DOI CC adoption [163] × ×
TOE CC adoption [164] × × × ×
TOE CC adoption [165] × × × × × ×
TOE CC adoption [102] × × × × × ×

DOI and others CC adoption [166] × ×
TOE and DOI CC adoption [84] × × × × × × ×

TOE, DOI, and INT SaaS diffusion in firms [84] × × × × × × ×
TOE and TAM CC adoption [167] × × × × ×
TOE and TAM CC adoption [167] × × × ×
TOE and TAM CC adoption [89] × × × ×
DOI and FVM CC adoption [82] × × × × × ×

FVM, TOE and DOI Cloud ERP Adoption [168] × × × ×
This study × × × × × × × ×
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We also formulated a related hypothesis to specify the purpose of the research, highlight future
areas of research, and to consolidate knowledge relating to CC adoption. Figure 1 provides an
overview of the research proposed model. The research model demonstrates that compatibility,
complexity, security, technology readiness, cost savings, top management support, competitive
pressure, and vendor support factors will have a significant relationship with the CC adoption in HEIs.
The model is grounded at the organizational level of analysis [157], and the smallest unit of analysis is
an individual of CC.

 
Figure 1. Proposed model.

4. Methodology

The proposed study applied two stages of analysis methods, namely variance-based structural
equation modeling (PLS-SEM) and artificial neural networks (ANN). The reliability and validity of the
measurement model and also hypotheses were tested by SEM, while the neural network was employed
for the predictors and antecedents of CC adoption [45]. As indicated by Chan and Chong [169],
to validate the relationship of hypotheses in behavioral and social science, PLS-SEM is frequently
used; however, it is seldom integrated with other artificial intelligence algorithms. As PLS-SEM is
employed for the linear model, it may often simplify the complications in making technology adoption
decisions [170]. To solve this issue, the neural network method was used to recognize the non-linear
relationships between predictors in the proposed research model. According to Chan and Chong [169],
ANN helps to learn complex linear and non-linear associations between the factors of technology
adoption and adoption decisions. Moreover, the ANN makes it possible to perform more precise
anticipation in comparison to the general regression procedure [171]. However, some researchers
applied a combination of ANN and PLS-SEM analysis in diverse adoption settings, such as CRM
adoption Ahani, Rahim [172], CC Sharma, Al-Badi [66], and wearable healthcare devices and IOS
adoption Chong and Bai [173]. Therefore, at the main phase, to find the factors that have an important
influence on the adoption of CC, this study applied SEM. The ANN approach was employed in the
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second phase for predicting the CC adoption, based on the considerable factors resulted from the
PLS-SEM analysis.

Sampling and Data Collection

Quantitative studies can utilize probability as well as non-probability sampling approaches.
However, the non-probability sampling approach is mainly used for qualitative studies [174].
Generalizing the results driven from a small group of people to large groups is the key advantage of
the quantitative research method. [175]. Daniel [174] declared that “in purposive sampling researcher
purposely selects the elements because they satisfy specific inclusion and exclusion criteria for
participation in the study.” Purposive sampling is suitable for the initial phases of study where subjects
have not much experience with a particular event under investigation [176]. Therefore, this study
adopted a purposive sampling approach, and the target population of the study is the individuals who
are related to the decision of adopting CC services in the institution (e.g., ICT directors, administrators,
information technology officers, etc.) and can provide recommendations regarding the adoption of CC
services. The summary of the respondent’s characteristics in Table 2 shows that most of the respondents
have advance or expert level in computer literature (i.e., 57.46% and 35.07% respectively) and 1–5 years
or 6–10 years of experience in the field (i.e., 81.34% and 15.67% respectively). Face validity, content
validity, and a pilot study were performed to ensure the validity and reliability of the questionnaire.
For most scholars, a pilot study sample size of 20–40 is reasonable [177–182]. In this regard, our pilot
study’s reliability statistic was based on 30 online completed questionnaires. Structural equation
modeling (SEM) was applied to the pilot data with SmartPLS 3.0 [116]. The results of a pilot study,
conducted through a survey with ICT decision-makers, and based on the proposed conceptual model,
indicate that the instrument is both reliable and valid, and so point the way towards further research.
It is worth drawing attention to the fact that the questions were adapted from prior empirical literature
that had been validated by previous researchers (see Appendix A). Data were collected online from May
to July 2019. After three months, a total of 148 responses to the survey questionnaire were received by
researchers. After data screening, some questionnaires with a missing value were excluded, and a total
of 134 responses were found valid for the analysis. The demographic information of the respondents is
presented in Table 4.

Table 4. Characteristics of the respondents.

Respondents Information

Frequency Percentage

Computer literacy level
Beginner 1 0.75%
Intermediate 9 6.72%
Advanced 77 57.46%
Expert 47 35.07%

Experience
1–5 years 109 81.34%
6–10 years 21 15.67%
11–15 years 4 2.99%
More than 15 years 0 0

Job title
Administrator 19 14.17%
Lecturer 13 9.70%
Teaching staff 3 2.38%
ICT director 26 19.40%
Chief information officer 11 8.21%
IT specialist 4 2.98%
Business analyst 2 1.49%
Researcher 53 39.55%
Associate professor 3 2.23%
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5. Data Analysis and Results

This study applied two analytical approaches, namely variance-based structural equation modeling
(PLS-SEM) and artificial neural network (ANN). First, the PLS-SEM approach has been used for analyzing
the proposed model and extracting the significant relationships among the identified factors. The obtained
result from PLS-SEM analysis revealed that factors identified significant in influencing decision-makers’
intention towards adopting CC. Second, the normalized importance among those significant predictors
was ranked utilizing the ANN. This section explains the data analysis and results in detail.

5.1. Analysis of PLS-SEM Results

A variance-based technique (i.e., PLS-SEM) was used to analyze the structural model, and this
decision was made for several reasons: firstly, the partial least squares (PLS) method is effective for
small-to-moderately-sized samples, and it provides parameter estimates even at reduced sample
sizes [183,184]; secondly, PLS is viable for exploratory research [185], particularly when examining new
structural paths in the context of incremental studies that extend previous models [186], or when the
relationships and measures proposed are new or have not been extensively examined in prior
literature [187,188]; and thirdly, the variance-based approach in PLS is effective for predictive
applications. Therefore, since the study’s objective was to identify the factors underlying CC adoption,
PLS was a suitable choice [189].

5.1.1. Measurement Model Assessment

SEM is composed of two-step process measurement and structural model assessments.
The measurement model assessment is the first step of the model assessment, to ensure that every
construct is measured correctly. Reliability and validity are the primary requirement for measurement
model assessment to measure the strength of the suggested model. According to Hair Jr, Hult [116], “for
internal consistency of the measurement model composite reliability and Cronbach’s α were applied.”
The validity of the constructs was evaluated by applying “average variance extracted (AVE)” and
“cross-factor loadings.” The reliability and validity results of the specified constructs were summarized
in Table 5. As recommended by Hair Jr, Hult [116] for the reliability of the constructs, the value
above 0.7 is a satisfactory score for the internal consistency of the survey. For all defined constructs,
the results showed that composite reliability and Cronbach’s α are above the satisfactory value of
0.7, which surpasses the suggested score, except CCA5 and VS5. Furthermore, the minimum score of
0.50 is considered to be an acceptable value of AVE for each construct [116]. As depicted in Table 5,
the validity of scale items was above 0.5, which exceeded the threshold value. The next step after
convergent validity verification is discriminant validity. The “discriminant validity” was evaluated by
analyzing correlations between the constructs [190]. As revealed in Table 6, the Square root of AVE
for defined constructs had a higher value in comparison to correlation co-efficient with other latent
constructs. Therefore, “convergent and discriminant validity” was approved in the assessment of the
measurement model [190]. Consequently, based on the above assessments, the validity and reliability
of the constructs for the measurement model have been accepted and meet the recommended values.

Table 5. Constructs’ reliability and validity.

Constructs Items OL (>0.7) CA (>0.6) CR (>0.7) AVE (>0.5)

CC Adoption

CCA1 0.789

0.842 0.888 0.615
CCA2 0.831
CCA3 0.843
CCA4 0.77
CCA5 0.677

Compatibility

CT1 0.804

0.842 0.887 0.612
CT2 0.831
CT3 0.818
CT4 0.749
CT5 0.704
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Table 5. Cont.

Constructs Items OL (>0.7) CA (>0.6) CR (>0.7) AVE (>0.5)

Competitive pressure
CP1 0.783

0.71 0.836 0.63CP2 0.856
CP3 0.737

Complexity

CX1 0.814

0.879 0.916 0.732
CX2 0.84
CX3 0.922
CX4 0.843

Cost saving

CS1 0.757

0.772 0.852 0.59
CS2 0.756
CS3 0.79
CS4 0.768

Vendor support

VS1 0.806

0.832 0.881 0.597
VS2 0.771
VS3 0.788
VS4 0.751
VS5 0.746

Technology readiness

TR1 0.762

0.812 0.877 0.642
TR2 0.742
TR3 0.868
TR4 0.825

Top Manager’s support
TMS1 0.828

0.734 0.849 0.652TMS2 0.821
TMS3 0.772

Security

SC1 0.828

0.74 0.829 0.55
SC2 0.846
SC3 0.803
SC4 0.837
SC5 −0.016

OL = Outer loading, CA = Cronbach’s alpha, CR = Composite reliability, AVE = Average variance extracted.

Table 6. Fornell–Larckers criterion analysis construct.

CC CT CP CX CS VS TR TMS SC

CCA 0.784
CT 0.684 0.783
CP 0.78 0.62 0.794
CX 0.369 0.613 0.417 0.856
CS 0.586 0.489 0.475 0.331 0.768
VS 0.677 0.621 0.637 0.545 0.492 0.773
TR 0.721 0.509 0.577 0.356 0.479 0.535 0.801

TMS 0.669 0.549 0.615 0.36 0.486 0.643 0.474 0.807
SC 0.547 0.569 0.682 0.4 0.499 0.535 0.509 0.521 0.741

Note: CC adoption (CCA); Compatibility (CT); Competitive pressure (CP); Complexity (CX); Cost saving (CS);
Vendor support; Technology readiness (TR); Top manager’s support (TMS); Security (SC).

5.1.2. Structural Model Assessment

In the PLS-SEM analysis, after analyzing the measurement model for getting approval for the
reliability and validity of the defined constructs, the next step was the structural model assessment.
In PLS-SEM as recommend by Hair Jr, Hult [116], for testing the predictive power of the structural
model, researchers measured R-Square, and path coefficient between the constructs was used. Total
predicted R2 for the dependent variable (intention) is 0.81, which represents substantial coefficients
of determination [116]. The result of the hypothesis testing and path coefficients for the structural
model was measured, and the findings are shown in Table 7. The values for “t = 3.091” and “p < 0.001”,
“t = 2.326” and “p < 0.01”, and “t = 1.645” and “p < 0.05” can be accepted for t-value at various
significance levels [138]. The result of the hypotheses calculation by running bootstrapping shows that
all the proposed CC adoption antecedent factors had a significant influence on it, except vendor support.
Based on the analysis, CC adoption is positively influenced by compatibility (β = 0.249, t-value = 4.311,
p < 0.01). Thus, this hypothesis supported. Competitive pressure (β = 0.381, t-value = 5.516, p < 0.01)
has positive significant influence on CC adoption. The complexity has a negative significant influence
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on CC adoption (β = −0.153, t-value = 2.887, p < 0.01); therefore, this hypothesis is also supported.
Cost saving is another factor which had significant and positive influence on CC adoption (β = 0.102,
t-value = 2.266, p < 0.05). However, vendor support (β = 0.112, t-value = 1.447, p> 0.05) does not have
a significant influence on CC adoption, and this hypothesis is not supported. Furthermore, from the
analysis, CC adoption is positively influenced by technology readiness (β = 0.285, t-value = 4.888,
p < 0.01). The results indicated that the top manager’s support has a positive and significant influence
on CC adoption (β = 0.129, t-value = 1.978, p < 0.05). Meanwhile, from the analysis, it shows that CC
adoption is negatively and significantly influenced by security (β = −0.173, t-value = 2.226, p < 0.05).
It is clear from the result that among all the constructs, competitive pressure had the highest significant
level and was the most significant factor that was selected and influenced the individuals’ intention
for the adoption of CC in higher education, followed by the technology readiness, which had higher
significance in bootstrapping analysis. As depicted in Figure 2, the result of the proposed model
showed that 81% of the variance in CC adoption can be described by the technological, environmental,
and organizational factors (TOE) factors.

 
Figure 2. Results of structural model. Note: ** < 0.05, *** < 0.01.
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Table 7. Summary of hypothesis tests.

Original
Sample (O)

Sample
Mean (M)

Standard Deviation
(STDEV)

t Value
(|O/STDEV|)

p Values Result

Compatibility -> CC adoption 0.249 0.243 0.058 4.311 0 *** Supported
Competitive pressure -> CC adoption 0.381 0.375 0.069 5.516 0 *** Supported

Complexity -> CC adoption −0.153 −0.15 0.053 2.887 0.004 *** Supported
Cost saving -> CC adoption 0.102 0.102 0.045 2.266 0.023 ** Supported

Vendor support -> CC adoption 0.112 0.117 0.077 1.447 0.148 NS
technology readiness -> CC adoption 0.285 0.277 0.058 4.888 0 *** Supported

Top manager’s support -> CC adoption 0.129 0.13 0.065 1.978 0.048 ** Supported
Security-> CC adoption −0.173 −0.167 0.078 2.226 0.026 ** Supported

Note: ** < 0.05, *** < 0.01.

5.2. Analysis of Neural Network for Cloud Computing Adoption

The proposed study has combined the two analytical approaches, namely PLS-SEM as a statistical
approach and neural network as an artificial intelligence technique. Multiple regression analysis
(MRA) and PLS-SEM are considered to be a conventional linear statistical technique, which is used
for identifying the linear relationship between variables and simplify the complex decision-making
process [191]. To solve this issue, it is suggested to apply the artificial neural network, which can easily
recognize the non-linear relationship. According to Chan and Chong [169], the advantage of using
the neural network model is that it can learn complex linear and non-linear relationships between
predictors and the adoption decision. Also, the ANN is more flexible and can give better prediction
accuracy as compared to the linear model(s), and it may surpass the usual statistical technique (such
as MRA) [172]. However, because of its “black-box” nature, ANN is not suitable for checking the
hypothesis and determining the causal relationship [191]. Thus, this paper adopted a two-stages
approach, similar to [66]. In the first stage of the study, the research model is tested, and the important
hypothesized predictors are analyzed using SEM. The result of the PLS-SEM is then given as input to the
model of ANN, which is employed to analyze the relative significance of each predictor variable in the
second stage. Hence, the results of selected factors from Smart-PLS analysis were employed to improve
ANN analysis. The applied ANN has three layers: “Input layer, hidden layer, and output layer”.
The hidden nodes have no direct connection with the outside world (thus the name “hidden”) [192].
These nodes are responsible for performing computations and transferring information from the input
nodes to the output nodes [193]. As depicted in Figure 3, seven independent substantiation factors,
derived from PLS-SEM analysis, are considered as the input section for ANN; whereas one dependent
variable (CC adoption) is considered as the output section of ANN (see Figure 3). Wang and Elhag [194]
recommended that ANNs should be calculated by varying the number of hidden nodes from one to
ten. To detect the hidden nodes (H1-H10 in Figure 3), researchers such as Ahani, Rahim [172] have
recommended testing the ANN model by modifying the number of hidden nodes from one to ten.
The proposed research has been applied to the 10 hidden nodes to create the relative significance of the
predictors. The proposed study established ANN by using R programming, as it helps to simplify and
give effective results. A multilayer perception training algorithm was applied for the preparation of the
ANN model (see Table 8). Hence, 70 % of the data have been used as the train network model, and the
remaining 30% of the data were used to test the proposed research model. Seven predicting factors,
namely compatibility, competitive pressure, complexity, cost saving, technology readiness, security,
and top management support, were tested. The factor “intention”, which is the dependent variable in
the proposed study, has been calculated in the output layer of the ANN model. The root-mean-square
error (RMSE) was used to assess the precision of the ANN model that was developed [195] in both the
training and testing datasets. As shown in Table 8, the average RMSE values of the training and testing
procedures are relatively small at 0.1101 and 0.1022, respectively. Therefore, this confirms that there is
an excellent model fit. Besides, the importance of variable is verified based on the number of non-zero
synaptic weights connected to relevant hidden parts (see Table 8), which displays that the model has
a high predicting accuracy, based on minor RMSE scores and it shows that the model is reliable in
depicting the relationship between predictors and output.
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Figure 3. The anticipated ANN architect for 10 neurons. Note: CC adoption (CCA); Compatibility
(CT); Competitive pressure (CP); Complexity (CX); Cost saving (CS); Technology readiness (TR); Top
manager’s support (TMS); Security (SC).

Table 8. RMSE values of artificial neural networks.

Network Configures Testing Training

ANN1 0.1174 0.0994
ANN2 0.1079 0.1004
ANN 3 0.1132 0.1013
ANN 4 0.1105 0.1015
ANN 5 0.1137 0.105
ANN 6 0.1054 0.1015
ANN 7 0.1069 0.1029
ANN 8 0.1124 0.1045
ANN 9 0.1066 0.1053

ANN 10 0.1141 0.0973
Average 0.1101 0.1022

Standard deviation 0.0034 0.0026

Therefore, all the factors are suitable for forecasting CC adoption as a dependent variable.
The normalized importance is the ratio of the relative importance of each factor with its maximum
relative significance, and it is stated in percentage form. Based on the PLS-SEM examination, just
significant linear factors have been employed in the input parts of the ANN model. In this regard, just
linear relationships have been checked. The normalized importance was calculated in the sensitivity
analysis according to relative factor importance weights (see Table 9). The variable “technology
readiness” resulted as the most significant factor in predicting the CC adoption, and “security” is the
second important factor.
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Table 9. Normalized importance of variables.

Variables Importance Normalized Importance

TMS 0.077 39.50%

CX 0.11 56.20%

CT 0.129 66.00%

CS 0.13 66.40%

TR 0.196 100.00%

CP 0.171 87.30%

SC 0.188 96.00%

Note: Compatibility (CT); Competitive pressure (CP); Complexity (CX); Cost saving (CS); Technology readiness
(TR); Top manager’s support (TMS); Security (SC).

6. Discussion

Our study examined the influence of eight constructs obtained from the literature. Our research
model explained 81% of the dependent variable’s variance, higher than other studies that examined
the adoption of cloud computing (e.g., [31,196]). Sabi, Uzoka [196] study found that their model
could explain only 43%, while Sabi, Uzoka [31] study found that their model could explain only
44.7%. The results of the previous studies and the current investigations are compared on variously
considered factors.

According to the hypotheses test, compatibility has a positive and significant impact on CC
adoption. The β, t-value, and p-value of the test result are 0.249, and 4.311 respectively, which is
significant at the level of p < 0.01. These values demonstrate support for this hypothesis. Besides,
the ANN output revealed that the variable “compatibility” is the fourth crucial factor in the prediction
of the CC adoption. Hence, the adoption of CC is significantly affected by compatibility and H1 is
supported. The result corroborates what was observed in past studies ([80,81,107,110,112]). According
to this research, compatibility refers to the degree to which an innovation equates the previous practices,
present values, and current needs of the likely adopter [104]. In addition, compatibility looked into the
extent to which an innovation can attune to available systems.

The output of the measurement model shows that competitive pressure has a significant and
positive impact on CC adoption. The β, t-value, and p-value of the test result are 0.381, 5.516,
respectively, which is significant at the level of p < 0.01. These values demonstrate support for this
hypothesis. Besides, the ANN output revealed that the variable “competitive pressure” is the third
crucial factor in the prediction of CC adoption. Hence, the adoption of CC is significantly affected by
competitive pressure. The result corroborates what was observed in past studies ([100,112,115,131–133]).
According to this research, competitive pressure refers to the pressure observed by the leaders of an
institution concerning the competitors’ attainment of remarkable competitive advantage through CC
services, such as the effectuality of teaching and learning ([115,129,130]).

The stipulation of hypothesis H3 is that complexity possesses a negative impact on CC adoption.
According to [134], complexity shows the observed difficulty of an institution in understanding and
using innovation. If a useful innovation appears difficult to be utilized, then there will be a reduction
in the likelihood of adoption [104]. As portrayed in the results of the current study, there is a significant
effect of complexity on CC adoption in HEIs, because the β, t-value, and the p-value of complexity
are −0.153, 2.887 respectively, which is significant at the level of p < 0.01. Therefore, complexity has a
significant effect on CC adoption in HEIs. This result is in line with previous studies [30,31,35,127,128].

The output of the measurement model shows a positive impact on cost saving with CC adoption.
The β, t-value, and p-value of the result are 0.102, 2.266 respectively, which is significant at the level of
p< 0.05. These values support the hypothesis that cost saving has a significant effect on the adoption of CC
in HEIs. This result supports the findings of previous studies ([82–84,102,103,106,112,159–161,164,168]).

243



Appl. Sci. 2020, 10, 4905

According to this research, cost savings is the reduced capital investment required in an institution for
IT service in terms of leased resources and hardware solutions [136].

The stipulation of hypothesis H5 is that vendor support has a positive impact on the adoption
of CC in HEIs. According to [142,143], vendors or IT service providers are important in deciding
the adoption of IT services. As shown in the results of this study, there is no significant impact of
vendor support on CC adoption in HEIs, because β, t-value, and p-value of the result are 0.112, 1.447
respectively, which is not significant as p > 0.05. Hence, H5 significance was unconfirmed, and the
output of vendor support was insignificant, which might be due to the indicators utilized in measuring
this factor being feeble. Accordingly, the study output is suggesting that further studies need to focus
on the selection of powerful indicators of this construct.

The output of this measurement model shows a positive influence of technology readiness on CC
adoption. The β, t-value, and p-value of the result is 0.285, 4.888, respectively, which is significant at
the level of p < 0.01. These values demonstrate support for this hypothesis. Besides, the ANN output
revealed that the variable “technology readiness” is the second crucial factor in the prediction of the
CC adoption in HEIs. Therefore, the adoption of CC is significantly affected by technology readiness.
The result corroborates what was observed in past studies [18,33,39,84,147]. According to this research,
technology readiness secures the internal technical resources of an organization [112]. Before the
adoption of CC technology, the readiness of the institution needs to be determined. That is, HEIs
must facilitate the readiness of CC technology so that the internet bandwidth needs to be adequate for
student and teacher cloud accessibility.

The output of this measurement model shows a positive influence of top management support
on CC adoption (H7). The β, t-value, and p-value of the result are 0.129, 1.978 respectively, which
is significant at the level of p < 0.05. These values demonstrate support for this hypothesis. Hence,
the adoption of CC is significantly affected by top management support. This result is in line
with the findings of past studies [81–84,102,103,106,108–110,160,161,168]. According to this research,
the attitude of top management is important in terms of the technology involved and the degree
of support provided for the adoption [18]. The knowledge and agreement of decision-makers are
crucial. When they provide the necessary support, it will facilitate the needs of cloud services and the
appropriate cloud deployment for HEIs settings.

Hypothesis H8 stipulates that security possesses a negative impact on the adoption of CC in HEIs.
According to [31,37], security in CC is still the most remarkable challenge in adopting CC services.
Security is a critical technical problem when it comes to adopting CC. Cloud vendors are making
attempts towards the simulation of the typical principles of confidentiality, availability, and integrity
usually within physical systems for distributed, virtualized, and dynamic cloud systems that users
access online [150]. As shown in the results of this study, there is a significant impact of security on CC
adoption in HEIs as the β, t-value, and p-value of the result are −0.173, 2.226 respectively, which is
significant at the level of p < 0.05. Therefore, H5 significance was confirmed, and the output of security
was significant.

7. Implications

7.1. Theoretical Contribution

This study provided empirical literature within IS, especially CC, and it provided an extensive
model that integrates the TOE framework and DOI model. Also, this study provided an assessment
for CC adoption in HEIs, and more revitalization of the CC and intent of decision-makers to utilize CC
in HEIs.

The DOI model and TOE framework incorporation improved the ability to explain the proposed
model. The proposed model was able to explain 81% of CC adoption variation, which shows that
the model’s ability for prediction is powerful and remarkable. Hair, Ringle [197] maintained that
the R2 values of 0.75, 0.50, or 0.25 for endogenous variables show significant, moderate, or weak
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coefficients of determination. This study extends the original TOE framework regarding CC as well
as the generalizability; hence, this model is useful in the assessment of the intent to adopt any other
innovation. This study was able to test whether the scales utilized in the survey instrument are valid
and reliable.

In conclusion, this research used a hybrid approach for the integration of PLS-SEM and ANN
to validate the proposed model and to give priority to the factors that impact CC adoption, through
the identification of the relative importance of every factor. PLS-SEM determines linear association
and ANN determines nonlinear association among predictors and target variables. According to the
claim by past scholars, ANN is more accurate in prediction than PLS-SEM [45,66,169]. However, this
study recognized that conventional statistical approaches are valid and necessary; thereby offering a
powerful foundation in previous IS adoption studies. The suggestion of this research is the need to
reinterpret past works on IS adoption through the combination of linear and non-linear approaches in
order to provide outstanding strength to technology adoption.

7.2. Practical Implications

7.2.1. Implications for Practitioners and Cloud Providers

HEIs are a promising market for cloud service providers. Hence, this study is remarkably
impactful for cloud providers and technology practitioners as it will help in the recognition of the
factors that influence the adoption of CC. The research results show the essentiality of compatibility,
competitive pressure, complexity, cost saving, security, technology readiness, and top management
support in adopting CC in HEIs. CC is a new technology and remains thought-out as disruptive. HEIs
still lack awareness of the benefits of using cloud services, especially in developing nations. Hence,
cloud providers need to consider a variety of approaches in increasing the understanding of HEIs for
this technology via workshops and seminars. There is a need to emphasize functional utilities and
simple interfaces in the design of cloud services for HEIs towards easy usage of these services, even
with little technological knowledge. Likewise, cloud providers need to provide a clear instruction or
navigation system in guiding users in HEIs to operate the services smoothly, thereby increasing the
assurance that cloud technology is used.

7.2.2. Implications for Decision-Makers

This study emphasizes that top management and ICT department support are important in
adopting CC at the HEIs. Likewise, it was discovered that enhancing situations like technology
readiness and security with the process in place is the impactful antecedent of adopting CC in HEIs.
Hence, there is a need for decision-makers to concentrate on the development of these organizational
resources towards gaining the highest merits of cloud services. Besides, top managers pay more
attention to the assessment of cloud technology and its assimilation into IT infrastructure effectively
and efficiently. In summary, the research results will help decision-makers with the assessment
of cloud technology, organization, and environments during the decision of the adoption of CC.
Furthermore, decision-makers may use this proposed framework for the investigation of other IT/IS
adoption procedures.

8. Conclusions, Limitations and Future Research Directions

This current study utilized the notion of adopting CC in HEIs and likewise assessed how the
research model created from the DOI mode and TOE framework correlates. This study demonstrates
that there is consistency between the proposed model and the data. Apart from the direct influence of
vendor support on the intention of adopting CC, the basic factors on decision-makers’ intention have a
significant influence on the adoption of CC in HEIs. The study outputs have theoretical effects on the
identification of the factors influencing the decision-makers’ intention to adopt CC and the crucial
function of managerial awareness and competitive edges in the research model. The results of the
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current study affirmed that technology readiness is the most remarkable factor that determines the
intention to adopt CC. Therefore, the results suggest that technology readiness has a remarkable and
direct correlation regarding the adoption of CC in HEIs. Therefore, the results of the study were able to
demonstrate that the theories are useful for pro-environmental behavior and to forecast the intention
of adopting CC. Besides, the research model is useful for the improved explanation of the intention of
decision-makers in adopting CC.

This study has some limitations that will bring about the focus of subsequent research. First, data
were collected only in Malaysia. Therefore, subsequent studies can use data from other nations for
the validation of the results in the current study. Second, the development of the model in this study
was carried out using some critical factors within TOE framework dimensions; hence, future studies
may include other critical factors within the three major dimensions. Third, one-time cross-sectional
data was used in testing the model, so subsequent studies may work on the validation of the model
introduced here with longitudinal data within some time. Fourth, this study tried the investigation
of CC adoption in HEIs, based on the context of decision-makers; hence, subsequent studies can
pay attention to the context of the cloud provider for a wider comprehension of the intention to
adopt CC. Finally, this study looked into only the intent of an organization in adopting CC from
the perspective of HEIs. Future studies can use the evaluation of the post-adoption phase, and the
successful establishment of this common technology.

A world with current modern technologies that keep evolving requires organizations and
individuals to keep adapting to the evolved technologies. Thus, researchers are required to always
remain ahead of these innovations by investigating future technologies. In this regard, the fourth
industrial (IR 4.0) revolution provides a dialectical, intricate, and intriguing opportunity to higher
education (HE 4.0), in which the society would be changed for the better. Education in the IR 4.0
era (Education 4.0) is driven by biller technologies as artificial intelligence (AI), augmented reality
(AR), internet of things (IoT), big data analysis, CC, and mobile devices, which can promote a way of
teaching, research, and service and change the work area from task-centered to human-based [198].
To the best of the researchers’ knowledge, no empirical study has been revealed on the adoption and
use of HE 4.0. Therefore, further investigations on the adoption and use of HE 4.0 may gain the
attention of the researchers.
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Abstract: This paper deals with the possibility of predicting student’s grades based on their usage of
Learning Management System (LMS) Moodle. It is important to know what materials would be best
suited in LMS as study materials and what materials could be improved or removed based on the
student’s usage of the materials and the final grade. In order to do this, the correlations between
access to materials and the final grade were observed. These correlations could also be used to predict
the grades of the student. Therefore, a model with Petri nets was created that based on the highest
correlation would be able to predict what grade the student would get based on his usage of LMS.
Obviously, it would not be possible to predict every result with certainty, however, more precise
predictions could be obtained with higher correlations.

Keywords: petri nets; simulation; transitions; probability; concurrency; LMS

1. Introduction

The implementation of new technologies and practices into education currently represents the
greatest support for the development of learner’s cognitive and intellectual abilities. A virtual university
system enables to create a virtual classroom on the web. Such systems combine learning management
skills with student collaboration capabilities to support learning abilities such as exercises, discussions
and grading. Due to the increasing popularity of distance learning, a number of software tools for
distance learning for web browsers have been developed. These systems have been used at various
universities and departments.

The static structure of information on the web, whose task is to provide information, has long
been succeeded. More and more web software systems are being created that are more complex
than ever. From a usage point of view of these systems, the need to enrich the information space of
the heterogeneous resources under which these systems work is becoming increasingly important,
with elements of user adaptation and/or user experience. The goal is to present personalized information
to the user, in other words, information that is relevant to the user in a way that is best suited for that
user [1].

This paper focuses on the educational processes that happen inside the Learning Management
System (LMS) Moodle. The open-source LMS Moodle is useful for creating an effective online learning
community. It also encourages learners to participate in the learning process and helps teachers who
aim to improve the learning performance of their students through creative collaboration [2].

Moodle (Modular Object-Oriented Dynamic Learning Environment) is an open source LMS
developed in Australia in 2002 and has been available since the 1.0 version was released in March 2011.
Moodle is used for blended learning, distance education, flipped classroom, and other e-learning
projects in schools, universities, workplaces, and other sectors [3]. As a famous learning LMS, Moodle
is a diversified technical tool that supports an evaluation of blended learning. Authors in the paper
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Engaging Asian students through game mechanics: Findings from two experiment studies [4] used Moodle to
report the effects of game mechanics to foster users’ engagement in blended learning and found that the
digital implementation of game mechanics automatically kept track of students’ activities in Moodle.
Moodle provides a number of ways to express and share the knowledge that learners possess. Moodle
also provides a good tool for monitoring community learning activities. Through these collaborative
activities, learners can create new knowledge on their own and further develop critical thinking and
flexible creative problem-solving skills through mutual cooperation between members [5].

The Moodle LMS is customized and has several features available for teachers to assist them in
teaching. The LMS is generally used for delivering course content, course progression plan, grading,
creating activities, collecting course feedback, and communicating with course participants. Among
several features, only a few of them such as assignment, feedback, quiz, and workshop modules are
considered very essential and are heavily used [6].

The aim of this paper is to use modeling with Petri nets to predict the student’s success based on
his/her passage through the e-course and thus to design models that could be used to create better
e-courses for LMS Moodle.

2. Related Work

The introduction of information and communication technologies (ICT) into practice has brought
changes in all areas of society including in the field of education [7]. However, in order to fully utilize
the potential of these technologies, a new approach to education is needed. This, in turn, requires a
new model of the educational institution whose processes would be changed by the use of ICT [8].
Without changing the existing educational process, it is unlikely to achieve a different learning outcome.
Information and Communication Technologies have become one of the pillars of modern society and a
natural part of the everyday life of most people. Education is no exception. Today, the use of ICT in
education varies depending on the countries and types of educational institutions, as well as between
institutions. However, the use of technology is a standard in most universities. Examples include LMS
and Virtual Learning Environments (VLE) [9].

The great potential of these methods lies in the ability to open the black box and “see” what
education actually looks like in online learning environments. Although the use of LMS in teaching is
relatively common in many colleges, teachers using LMS in their classroom often do not have many
opportunities to see exactly what is happening in their online courses, how students behave, or how
they access online materials or progress when engaging in learning activities. Generally, LMS does not
automatically include advanced data acquisition tools, while the external data acquisition tools are too
complex for teachers and their features to go beyond what the educator may require [10,11].

Regarding the process extraction, the first reference to the method is defined in the process mining
in the first Handbook of Educational Data Mining (EDM) [12] as one of the basic EDM techniques.
It was, however, mentioned as a technique that had been used rather sparsely until then, as the existing
EDM approaches have rarely focused on the process as a whole [13]. Nevertheless, process mining in
education is attracting increased research attention. Its potential use in education has been discussed
by Reimann and Yacef [14] among others. Reimann et al. [15] dedicated their critical article to process
mining from the perspective of methodological challenges in data-intensive research methods.

A browsing behavior model based on High-Level Petri Nets (HLPN) to generate behavioral
patterns for e-learning was written by authors Yi-ChunChang et al. [16]. Many researchers have made
great efforts to promote high-quality e-learning environments such as adaptive learning environments,
customized/adaptive guidance mechanisms, etc. These studies must collect a large number of
behavioral patterns for verification and/or experimentation. Collecting sufficient behavioral patterns
usually takes a lot of time and effort. To solve this problem, Yi-ChunChang et al. proposed a Model of
Browsing Behavior (B2model) based on High Level Petri Networks to model and generate student
behavior patterns.The established behavioral patterns are compared with the actual behavioral patterns
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collected from primary school pupils. The results confirm that the generated behavioral patterns are
analogous to the actual behavioral patterns.

An example of the use of Petri nets in education could be described by authors Balogh et al. in
the article The possibilities of using Petri Nets for realization of a universal model of educational process [17].
This work summarized the results obtained from the design, creation and implementation of a universal
model of educational processes with the use of Petri nets. Based on the created models in Petri nets,
it was possible to verify and simulate individual processes through which the student passes through
the e-course in LMS. The universal model was implemented at the Department of Informatics in
2009/2010. The module is used in technically oriented courses, mainly in the field of applied informatics.
The results obtained from the use of the module are mentioned in the debate and show that in this way
it was possible to find certain rules of behavior of students in the e-course in terms of use and compare
them with the created process models. In the resulting effect, it was possible to remove all disturbing
elements from the e-courses and make them more efficient and attractive. The universal model of
educational processes supported by Petri nets has thus contributed to improve student abilities and
skills without them knowing it.

In the article Possibilities of Modeling Web-based Education Using IF-THEN Rules and Fuzzy Petri Nets
in LMS and in the book Process Modeling Using Petri Nets, there was an example of a fuzzy Petri network
which described the modeling of student knowledge that was used in the following example [18,19].

Serial machines, commonly used to describe the behavior of learning processes, have several
limitations in modeling complex processes such as the number of states.Therefore, Petri nets are used
for given purposes derived from the expanding modeling capabilities of series machines.

One of the advantages of modeling educational processes using Petri nets is their formal description
enriched with graphical representation. It allows the precise and exact specification of the educational
process and elimination of design ambiguities, uncertainties and contradictions. In addition to the
visual representation, Petri nets also have a mathematical basis that is well used in software tools to
specify and analyze computer-based educational processes [20]. The article described the creation of a
rule-based model. With TransPlaceSim, the rules could be recovered.

The publication Finding learning paths using Petri nets modeling applicable to e-learning platforms [21]
presents an approach to model courses with the help of Petri nets. The method can be used to support
the development of electronic learning platforms, such as LMS, allowing student guidance in a decision
to achieve a particular goal. This goal can be simple, such as passing a course, or even complex, such as
combining different modules from different courses to get a qualification. Each course is characterized
by a group of modules and the relationships between them. Each module is represented by a Petri
net model, and the structure of the module that represents the course dependency is shifted to the
next Petri net. Additional courses or modules can be added as their associated Petri Network models
can be easily assigned using additional operations. The contribution of this work lies in the use of
common techniques to analyze Petri nets to limit student possibilities to optimize his/her path towards
grades and qualifications. A simple example with a scenario of a few courses and modules was used
to illustrate the approach.

There are many examples where Petri nets are used to model educational systems. They are used
in systems where the teacher becomes the main element of the process of learning, modeling a course
or using higher-level Petri nets to group materials in e-learning. The work has focused on creating a
complete model of an e-learning system that would provide several courses and modules and it would
encourage students to find a specific way to achieve their goals in accordance with their needs [22,23].

The Basic Concept of Petri Nets

Petri Net (PN) is a graphical and mathematical modeling tool that has the advantages of graphical
notation and simple semantics [24]. Petri nets designate a wide class of mathematical models that
allow modeling and describing control flows and information dependencies within a system.

A PN is a 5-tuple [24,25]: PN = (P,T,A,W,M0), where
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• P = {p1,p2, . . . ,pm} is a finite set of places. A place represents a circle, such as p1,p2 and p3 in
Figure 1.

• T = {t1,t2, . . . ,tn} is a finite set of transitions. A transition represents a bar, such as t1 in Figure 1.
The intersection of P and T is an empty set, while the union of P and T is not an empty set, i.e.,
P∩T = ∅ and T∪P � ∅.

• A⊆(PxT)∪(TxP) is a set of arcs connecting places and transitions, such as the arrowhead from p1

to t1 depicted in Figure 1.
• W:A→{1,2,3, . . . } is a weight function, whose weight value is positive integers. Arcs, i.e.,

arrowhead, are labeled with weights. For example, in Figure 1, the arrowhead from t1 to p3, which
is labeled with “2”, is denoted as W(t1,p3) = 2. When the weight is unity and/or “1”, the label of
arc is usually omitted, e.g., W(p1,t1) = 1 is omitted in Figure 1.

• M0:P→{0,1,2,3, . . . } is the initial marking. If there are k tokens inside place pi, it is said that pi is
marked with k tokens. For example, in Figure 1a, p1 is marked with one token, which is denoted
as M(p1) = 1. p2 is marked with two tokens, which is denoted as M(p2) = 2. If Figure 1a is the
initial status, the initial marking is denoted as M0(p1,p2,p3) = {1,2,0}.

A transition t is said to be fired if all its input places pi are marked with at least W(pi,t) tokens,
where W(pi,t) is called the firing condition of transition t. For example, in Figure 1, the firing conditions
of t1 are W(p1,t1) = 1 and W(p2,t1) = 2.

A firing transition t removes W(pi,t) tokens from each input place pi and adds W(t,pj) tokens to
each output place pj. For instance, since M(p1) = 1 and M(p2) = 2 have satisfied the firing conditions of
t1 in Figure 1a, t1 is fired. After t1 is fired as Figure 1b depicts, t1 has removed W(p1,t1) = 1 token from
input place p1 of t1 and W(p2,t1) = 2 tokens from input place p2 of t1, respectively, and then added
W(t1,p3) = 2 tokens to output place p3 of t1 [16].

Figure 1. Example of Petri Nets: (a) Before firing tokens, (b) After firing tokens [16].

3. Materials and Methods

The aim of the work was to model using Petri nets to predict the student success based on his/her
passage through the virtual learning environment and thus to design models that could be used
to create better e-courses for LMS Moodle. Based on the created educational models in Petri nets,
the individual processes could be verified and simulated that were performed when the student passed
through the virtual learning environment. An important phase of the work was the mathematical
formalization of created models and the implementation of uncertainties that were found in learning
and acquiring knowledge using LMS into the created models. The efficiency of the created models
would be verified using statistical methods of cluster and correlation analysis.

Workflow was as follows:

• A design of student behavior models in a virtual learning environment, i.e., study of materials
in individual parts of the course, models of logical functions, loop models, condition models,
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deadlocks, etc. that could simulate the student behavior in the virtual education system and its
subsequent rating.

• After creating the appropriate educational models, it was possible to create a new e-course and
test it with the models created for the e-course.

• A creation of an e-course from the proposed Petri Network models.
• After result evaluation of the real e-course using models designed for the e-course, it was possible

to find out which parts of the e-course were most used for study and especially which parts
contributed the most to the better grades of the students.

Real values, learning outcomes from previous years of student evaluations, could be implemented
into created educational models and thus verify and subsequently predict student behavior. Models
could be completed that required real student ratings to verify their veracity.

Figure 2 shows how the results of the research were achieved. Using the conceptual models of Petri
nets from the previous chapter, an e-course was created that would also deploy in the classroom and
an e-course model that would be used to simulate the behavior of students in the e-course. From the
e-course, log files would be obtained to know how students behaved in the e-course and which parts
they used. In addition, information about students passing the test would be acquired. Predicted
results from the e-course model would be obtained and then compared with real results.

 
Figure 2. Conceptual model.

3.1. Modeling Uncertainty with Petri Nets

The Uncertainty is present everywhere in the real world as well as in the teaching process.
No matter how the student behaves in the e-course, how he/she learns, it is not possible to determine
precisely how successful he/she will be in the final exam. Its result is always determined by factors
that are not possible to be accurately determined. For this reason, it was appropriate to propose the
principle of modeling uncertainties and processes that commonly occur in the real world. This would
enable to model situations where the outcome was not precisely predetermined, or situations where
the outcome was only a probability and not an obvious truth or falsehood.

So far, if a higher chance of an event using Petri nets was needed to be simulated, one way was to
add multiple transitions between the places with higher probability of the given event (Figure 3).
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Figure 3. Example of a Petri Net model with random selection.

When the weight was added to transitions, the first three transitions could be swapped for one
transition with a weight of 3. Then there was a chance that the token would move to P1 is 3:1 [26,27].
The approach was useful in calculating the final probabilities of multiple branched events.

The weights were used in stochastic Petri nets when multiple transitions were active but the firing
of one prevented the firing of the others. With the weighted transitions, the model from Figure 3 could
be changed to the model from Figure 4.

Figure 4. Petri Net model with weighted transitions.

In Figure 4, transition T0 had a weight of three and a transition T3 had a weight of one.
The likelihood that a token would pass from P0 to P1 was the same for both models [28]. For the simple
decision example, the probability of a result could be calculated by dividing the weight of the firing
transition with the sum of the weights of the concurrently active transitions.

p =
w0∑n

i=0 wi
(1)

w0 was the weight of the firing transition and, wi was the weight of the i-th active transition. In the
case of the parallel models of Figure 5, the probability of the final state depended on the combination
of the final state probabilities of all concurrent models.

Figure 5. Petri Net model with concurrent parts.
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For concurrent models, the probability of activating two independent transitions was calculated
as follows:

p =
w0w3∑n

i=0 w0i
∑m

j=0 w3 j
(2)

w0 was the weight of the first transition, and w3 was the weight of the second transition, where both
could fire simultaneously without deactivating each other. w0i and w3j were the weights of the i-th and
j-th group of active transition, where the firing of one deactivated others. The transitions for which
firing of one deactivated the others were called the group of transitions of transition T. The weight of
this transition was called w and the weights of transitions from the group were called ws. Therefore,
the previous formula could be generalized to:

p =
∏n

i=0

wi∑m
j=0 wij

(3)

p was the probability of the state to which the model could get out of the current state by firing the
correct transitions, wi was the transition weight of the transition group that fired during this step,
and wij was the transition weight from the transition group Ti. The formula only worked where the
models were concurrent and independent. If models were linked, other formulas needed to be used.
In this case, the problem was the increasing number of possible combinations of active transitions.
For the example in Figure 6, it was necessary to use two different types of formulas for two different
activation options.

 
Figure 6. Petri Net model with concurrent parts.

For the model in Figure 6, two different situations needed to be considered: Only independent
transitions (T3, T4, T5, T6, T7, T8) would fire, or one dependent transition (T0, T1, T2) and two
independent transitions would fire. A dependent transition was one that had more than one
entry place.

The sum of weights for all active transitions was defined as:

s =
∑n

i=0
wi (4)
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Then, the probability of activating one dependent transition and two independent transitions,
such as T0 and T7 or T8, was calculated as:

p =
wn

s
· wi∑n

k=0 wik
(5)

wn was the weight of the dependent transition, wij was the weight of the independent transition, and
wik was the weights of the transition from group Ti.

The probability of firing of all independent transitions was calculated as:

p =
∏n

i=0

wi∑m
j=0 wij

· s−
∑o

k=0 wk

s
(6)

wi was the weight of the i-th independent transition, wij was the weight of all independent
transitions from transition group Ti, and wk was the weight of the dependent transitions.

Another approach that worked for all types of models, but only in the case where the weights
were ignored, was to find out all the variants of firing transitions. If the permutations of all possible
transition firings were taken, the number of options through which the model could get into the next
states would be obtained. Taking into consideration the number of states the model can get into and
the sum of the permutations of all the transitions firing, the number of all the transition firings could
be obtained. If the numbers were divided now, the probability of that state would be aquired.

p =
n!(∑m

i=0 ni!
) (7)

In this case, n was the number of transitions that fired, and ni was the number of transitions that
were active for each state acquired from the state [29].

3.2. Observing Student Movement in LMS

Moodle log files were used to track the movement of students in the e-course. Moodle is used
for four primary purposes: (1) making course materials available for browsing when describing class
contents, (2) performing a quiz during class, (3) referring to an external web page, and (4) submitting
a report at the end of the term. To analyze learning history, it is desirable to clarify the purpose of
collecting Moodle course logs [30]. Moodle provided an easy way to get student access logs. With
just a few clicks in the Moodle administration page, Moodle would export the log files in .csv format.
The logs contained:

• Time
• User name
• Affected user
• Event context
• Component
• Event name
• Description
• Source
• IP

Time, user name, event name, and context were essential for the purposes of the research. It was
also necessary to remove teacher access from the log files, as they were also written to the log files, but
were not needed to model the student behavior. The logs were organized as follows: The main unit
was a student. The student contained a session number. Each session contained links to the Moodle
logs that displayed which parts of Moodle the student had visited during that session. The sessions
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were obtained from the Moodle logs. To get a session, the data were organized by name and time.
Based on the work [24], an upper time limit was created − θ. Exceeding this time limit meant a new
session. If the time on the first page in one session was t0 and the user’s current URL was t, then this
page was considered as one session if the inequality t − t0 ≤ θ was true. While for the next page, it was
inequality t0 + θ > t.

This was the first page of the next session. Normally, θ was set to 30 min. The time of the following
accesses were important. If the following access was created sooner than 45 min from the previous
one, it was assumed to be a single session. If the time interval was greater than 45 min, it was a new
session. An interval of 45 min was chosen because normally one lesson took 1.5 hours. In this case,
if the student did not attend the course at least twice during one lesson, we could assume that they did
not use the e-course during that lesson [31–33]. Based on these times, the sessions were removed that
contained only one entry, as this was not a session but only one login per class.

However, in addition to observing the sections visited, the focus was on the number of visits in
the “Book”, “Lecture” and “Assignment” sections. The log files showed that only these items were
used by students to study. The aim was to find out how the number of study material visits would
affect the final grade of students. First of all, attention was payed to visits to materials used to study
the principles of operating systems as the exam itself was largely theoretical.

4. Results and Discussion

After entering the data from log files, grades and attendance into Excel, graphs were obtained
that in detail described the following section. In the charts, the correlation between the grade and the
number of visits was observed.

In Figure 7, it was obvious what grade the students got based on access to the study materials
“Lecture”. The horizontal axis represents the number of visits and the vertical axis the final grade of
the student. The lectures were in PDF format. These contained the most information to help students
to pass the exam. The correlation of attendance and final ranking was −0.48723, the highest for this
section, which represented a moderate correlation rate. The correlation analysis examines the tightness
of the statistical dependence between the quantitative variables. The correlation coefficient is the extent
of the linear dependence of the two variables. The coefficient is calculated by dividing the covariance
with the standard deviation. The value of the coefficient is in the interval from −1 to 1 where −1
represents the indirect proportion, 1 is the direct proportion, and 0 represents the independence of X
and Y. According to Cohen, the interpretation of the correlation coefficient is divided from 0.0 to 1.0
(trivial correlation, small, medium, big, very big, almost complete).

Figure 7. Grades based on visits in “Lecture” materials.
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Figure 8 presents what grade the students got based on access to the study materials in “Book”.
The horizontal axis represents the number of visits and the vertical axis the final evaluation of the
student. It was the Book module in Moodle that enabled to easily create multi-page resources with a
book-like format. The book module made it possible to divide the curriculum into main chapters and
subchapters as this module was intended to be a simple source of information for both students and
teachers. It also contained the amount of information required for the test. The correlation of traffic
and final ranking for this section was −0.43531, the second-highest, which represented a moderate
correlation rate.

Figure 8. Grades based on visits in “Book” material.

Figure 9 shows what grades students got based on assignments submitted during exercises
or at home. The horizontal axis represents the number of submitted assignments and the vertical
axis represents the final grade of the student. The correlation for this figure was −0.33359, and the
correlation was also classified as a moderate correlation rate.

Figure 9. Grades based on visits in “Assignment” material.

The last statistic to be observed was the student attendance. For the Figure 10, the correlation was
−0.26355, the lowest, which already represented a low correlation rate.
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Figure 10. Grades based on attendance.

4.1. Model of the Final Exam in Petri Nets

Each student was allowed two attempts for the final exam if he/she failed to pass the exam the
first time. Based on student grading, a model in Petri Nets was created that showed how students
proceeded with passing the exam.

The “Start” location represented the number of students who took the exam this year. The model
(Figure 11) also used transition weights to display the distribution of grades from a single exam.
Transitions in which “Exam”, “Exam 2”, and “Exam 3” places were entered, had weights set according
to the number of students who received a grade for the exam, as determined by the exit points of these
places. In the model, weights were displayed by transition weights so it was shown that four students
after the first exam did not come to the next exam, and five students did not take the third exam after
failure, but the students who came to the third exam all succeeded. Observing the model, the question
arose whether it would be possible to see any improvements in the grade among exams in terms of
visits to study materials.

Figure 11. Model of the final exam in Petri Nets.

In the model of Figure 12, “Mat 1” and “Mat 2” were added to serve as an e-course visit counter.
“The Book” and “Lectures” were the chosen materials to observe. In the previous graphs, they displayed
the most significant correlations and they were the only materials that could be used to study between
the exams. The tracking data from the model produced interesting results. For students who failed the
first attempt, the correlations between their grade obtained after successfully completing the second
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or third attempt and their time spent studying in the e-course were insignificant. For students who
completed the exam after the second attempt, these correlations were −0.24551 for Book visits and
−0.13365 for Lecture visits, both of which represented a small correlation. For students who completed
the exam on the third attempt, correlations were positive, 0.555851 for “Book” visits and 0.610275
for “Lectures”, which would mean that the less they studied, the better grade they got. It could be
assumed that these correlations could be explained by the possibility that students cheated on the test
or having only a small sample of students for the test (five students).

Figure 12. Model of the final exam with the observation of the study.

For this reason, the students who passed the exam on their first attempt or did not come to the
next dates were observed more. For them, the correlation of the final grade and the time spent studying
in the course was most striking, as explained below.

For students who succeeded on the first attempt or gave up after the first attempt, correlation
based on Moodle“Book” visit was −0.43742. Their arrangement can be seen in Figure 13.

Figure 13. Grades based on visits in “Book”material, at the first attempt.
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For students who succeeded on the first attempt or gave up after the first attempt, the correlation
based on Moodle“Lecture” visit was −0.58561, which represented a greater correlation. This is shown
in Figure 14. This was the most significant correlation of all.

Figure 14. Grades based on visits in “Lecture”material on the first attempt.

To sum up, it is not possible to conclude that the only contributing part to improve student grades
was the PDF lectures that students could view in Moodle. Neither participation in the exercises nor
the practical assignments submitted to the exercises had a significant impact on the final evaluation
of students.

4.2. Model of Grade Prediction

Based on the obtained graphs, it could be presumed that the parameter that influenced the
students’ success the most in the final exam was their visit in “Lectures” material in Moodle. Therefore,
the graph in Figure 14 was created.

The graph shows what final grade students received when they accepted the course. According
to the number of hits, they could be divided as follows:

In the first row of Table 1, there are ranges of visit counts. They were obtained from Figure 14
by looking at the ranges of visits in “Lecture” material for each grade. The maximum range was
determined by the highest visit number for that grade, and the minimum was determined by the last
visit number that did not figure for a lower grade. The second row shows the number of students
for the given lecture visit ranges. The numbers of students who received a certain grade for a given
number of visits can be seen in the rest of the table. Based on the table, the following model of Petri
nets could be created:

Table 1. The number of students based on lecture visits and final grade.

Visits 0..4 5..12 13 14..17 18..29 30..56
Students 22 18 6 2 6 4

A 0 5 2 0 2 4
B 2 1 2 0 4 0
C 6 4 1 2 0 0
D 4 1 1 0 0 0
E 6 1 0 0 0 0

FX 4 0 0 0 0 0

From the start place (Figure 15), the token got to one of the categories selected based on the
number of student visits to the lecture. These places were selected according to the graph in Figure 14.
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In this model, transition weights were used that were set according to the number of students assigned
to the categories. Subsequently, the token got to the grade place through a transition whose weight
was set according to the number of students in the given visit range who received the grade. Using the
model, it was possible to simulate the prediction of student grades based on their access to the lecture
material [34].

Figure 15. Model of grade probability for a single student.

The probability of selecting a category and consequently the probability of selecting a grade for
that category was calculated using Formula (8).

p =
wa∑n

i=0 wi
(8)

wa was the weight of the fired transition, wi was the weight of the i-th transition, n was the number
of active transitions, and p was the final probability.

5. Conclusions

The aim of the paper was to propose a way of predicting student success based on his behavior in
Moodle. The method of predicting the student’s grade could also be used to modify the course or the
method of grading students based on the correlation between the attendance of study materials and
the grade. If there was a significant impact of one type of study material on the final grade, it could be
assumed that it was these study materials that helped the students to master the curriculum the most.
If an activity did not have a significant impact on the student’s grade, it might be removed or there
would be an option to explore why the activity did not affect the student’s grade.

The method of predicting the grade from the paper could be used for any type of material
in the LMS with any correlation between the use of the material and the final grade. However,
for lower correlations, it would not be possible to predict the grade with sufficient accuracy, so it
was recommended to use the method for materials for which the correlation was the highest. This
article gave a suggestion of a way of predicting student success based on this behavior in Moodle.
Together with the method of grading students based on the correlation between the attendance of
study materials and the grade, it could also be used to modify the course.
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Featured Application: This work supplies a theoretical approach to evaluate public attitude

towards university campuses and to detect the relationship with host-city variables using data

about facial expression scores on social network services at the national scale.

Abstract: Public attitudes towards local university matters for the resource investment to sustainable
science and technology. The application of machine learning techniques enables the evaluation of
resource investments more precisely even at the national scale. In this study, a total number of 4327
selfies were collected from the social network services (SNS) platform of Sina Micro-Blog for check-in
records of 92 211-Project university campuses from 82 cities of 31 Provinces across mainland China.
Photos were analyzed by the FireFACETM-V1.0 software to obtain scores of happy and sad facial
expressions and a positive response index (PRI) was calculated (happy-sad). One-way analysis of
variance indicated that both happy and PRI scores were highest in Shandong University and lowest
in Harbin Engineering University. The national distribution of positive expression scores was highest
in Changchun, Jinan, and Guangzhou cities. The maximum likelihood estimates from general linear
regression indicated that the city-variable of the number of regular institutions of higher learning had
the positive contribution to the happy score. The number of internet accesses and area of residential
housing contributed to the negative expression scores. Therefore, people tend to show positive
expression at campuses in cities with more education infrastructures but fewer residences and internet
users. The geospatial analysis of facial expression data can be one approach to supply theoretical
evidence for the resource arrangement of sustainable science and technology from universities.

Keywords: machine learning; GIS; mental stress; multiple regression; face reading

1. Introduction

Since 2008 more than half of the world population lived in cities and this is expected to reach 70%
by 2050 [1]. Cities are widely regarded as important areas in the pursuit of global sustainability [2].
A sustainable society comprises five distinct elements for every human-being such as the proper
education, a clean environment, a well-balanced safety, abundant resources for future generation, and
contribution to a sustainable world [3]. Easy to collect metrics that rate environmental, economic,
educational, and social variables are important to evaluate the global strategies for urban transformation
towards sustainability that builds upon national and local scales [4]. A sustainable city should respond
to residents’ needs through sustainable solutions for social and economic aspects [1]. The tradeoff
between resource consumption and citizens’ demand can be sustainably solved by the use of information
and communication technologies (ICT) and the internet of things (IoT), which can be accessed in
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a smart local university campus [5,6]. Therefore, a future-like relationship emerges between city
variables and public attitude towards local university campuses.

Universities have a central role to create knowledge and tools to transfer information for societal
transformations towards sustainability [2,7]. Universities can be a driving force to provide urban
sustainable development by embedding knowledge to the local social and economic networks [8–10].
Besides the responsibilities of teaching and research, universities are increasingly expected to turn
knowledge into innovation [11]. Universities can also be a partner with their host-city to develop the
transformation to a smart community [1,5–7]. To test design principles, a university campus can be
taken as a socioeconomic organization like a mini-city and the management and demands for resources
therein can be acquired by the using data through the IoT. In China a model is being implemented
to construct cities that are famous due to universities therein, but many of these programs are not
successful as expected because of the poor educational outcomes and economic productivity [12].
The shortage of objective evaluation on local universities was at least partly responsible for the failure.
People around the campus are frontiers that can give a precise evaluation on universities hence their
attitude is the key to evaluate the university in its host-city.

City variables are known to affect the satisfaction of residents towards local universities [13,14].
An investigation using self-reported scores revealed that most undergraduates indicated satisfaction
with settings of the city where their campus was located [13]. The group of variables out of these
settings includes socializing [2,14], resident environment [2,13–16], socio-economic status [8,13,17],
and industrialization [8] that have all been detected to have some relationship with perceived satisfaction
towards campus although the magnitude was ever either positive or negative. The model of multiple
city variables was proposed to measure the performance in the creativity of universities in cities [18].
This means that the multivariable model may also have contributions to the perceived satisfaction of
people in university campuses. In addition, the current development of ICT can enable new methods
and metrics to assess perceived satisfaction instead of questionnaire methodology. However, results
about public attitude towards university campus were limited by the testing method and information
that have been published on this matter.

Traditionally, questionnaires provided a common method to evaluate people perception.
Evaluation through self-reported scores has several apparent biases from subjective emotion of
respondents, real-time mood, problematic questions, and social-role restricted results [19]. Facial
expression represents an emotional response to a stimulus and/or a communicative behavior in a social
situation, which can be termed as Duchenne (a felt expression with an emotion cue) and non- Duchenne
ways (an unfelt expression with a communicative cue), respectively [20]. The facial expression of
a visitor’s photo at a place provides a novel way to show performative emotional satisfaction in
the location. A selfie taken and shared by a person through social media is one way to collect the
information of emotional expressions that would like to be exposed to the public. Facial expression
scores with a check-in-recorded location enable geographical analysis of posed emotion towards
environments in a visited location. Highly popularized social networking service (SNS) results in
millions of facial-expression images uploaded to the data-cloud [21,22]. Therefore, to collect and
analyze facial images from SNS with check-in locations supplies a new approach to assess satisfaction
of people with a wide range of geographical locations. Regarding that people expose their selfies with
check-in records to show posed facial expression at the location, all variables about the city where
visitors is located can be used as the explanatory independent factors in a regression model together to
build the relationship with expressional scores. To utilize data from SNS enables the precise evaluation
of public attitude towards universities at the large geographical scale. However, to the best of our
knowledge, the use of this methodology has not been tested.

In mainland China, 116 universities are classified in the ‘211-Project’. These universities were
authorized by Ministry of Education of the People’s Republic of China (MEPRC) and are being
distributed in 82 cities from 31 Provinces [23]. All universities within the 211-Project derive more
financial and political support than other universities with an expectation of greater corresponding
outcomes of science and technology. Therefore, cities with 211-Project universities are generally
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promoted by an enhanced scholar population, public services, daily livelihood, and social infrastructures.
In this study, campuses of key universities in the 211-Project from mainland China were chosen as
the research plots wherein selfies at check-in locations at campuses were collected and analyzed for
intended facial expressions. We aimed to assess scores of happy and sad expressions of people in
211-Project universities and map them at the national scale. It was hypothesized that (i) people would
pose more positive facial expressions at university campuses in cities with more development in
economy and technology, and (ii) city variables about socializing and socio-economy had contrasting
contributions to intended positive and negative expressions in university campuses.

2. Materials and Methods

2.1. Universities

In this study, key universities in the 211-Project were chosen as study locations. A total of
96 campuses of key universities were included in this study (Table S1). Campuses of some universities
were also excluded in this study because the sample size of suitable images (as described below)
was too small to support the data collection and therefore 96 universities in the 211-Project were
included in this study. Overall, a total of 92 campuses of 211-Project universities were selected as
the check-in-recorded locations exited for these from 82 cities in 31 provinces across mainland China.
These 92 universities are also top scholar institutions in mainland China.

2.2. Photo Collection

The Sina Micro-Blog (SMB; Sina Inc., Beijing, China) was chosen as the platform of SNS to collect
facial photos using the method of Wei et al. [19]. SMB is widely used by Chinese web-users and
functions similar to Twitter (NYSE: TWTR, San Francisco, CA, USA) that supplies a platform to pose
real-time mini-blogs to the internet with comments and images (photos). Both personal computer and
mobile device terminals can enable users to pose blogs, but only mobile terminals can attach check-in
location records. According to the policy of SMB, the use of text and photos in blogs published in
SMB are open to the public if no private limit was claimed by the user. As of August 2018, SMB
had 0.43 billion active users with 0.19 billion daily submissions of micro-blogs by active users [24].
SMB supplied an open platform to upload photos with check-in data through microblogs and to check
and download images. All university campuses chosen in this study had been listed in the location
records of SMB.

Photos were collected in the process following three phases:

(i) All microblogs with uploaded photos with check-in data about geography of target university
campuses were blocked by time between 15 February and 15 June 2019. This time was chosen
because it covered the spring semester period for most universities we studied.

(ii) Blogs with selfies were screened and only photos with young adult portraits were collected.
Age of subjects in selfies was visually evaluated through the photo. Many users’ age information
was hidden by a classified statement in SMB. This resulted in only a few of users’ age information
published, but the number of revealed ages was too small to support a meaningful statistical
analysis. Nearly all (95%) of initially collected selfies were uploaded by young adults. Therefore,
we chose to use this part of photos for further analysis to keep the uniformity of age among
users. Significant differences of perception and habit between international and Chinese students
exist [25], thus, selfies with western-style faces were excluded. It was hard to distinguish
nationalities among Eastern Asia countries in photos, hence it was assumed that all Asian faces
were Chinese.

(iii) Only photos clearly showing facial features were selected for analysis. Photos were excluded
when makeup obscured facial expression (e.g., excessively beautified, over whitened, additionally
decorated) or the face feature was twisted.
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2.3. Face Expression Analysis

Collected photos were modified by cropping and rotating before analysis. Since some photos
included more than one face, each face was separated from the original photo by cropping to generate a
new photo file with one unique face. It was necessary to rotate photos to make the nose axis vertical to
the horizon. Rotating was necessary for analysis precision of facial expressions. Photos were analyzed
by the FireFACETM-V1.0 software (Zhilunpudao Agric. Sci. Inc., Changchun, China). This software
was calibrated by training the computer program to recognize faces using the independent variables
of oriental faces with posed facial expressions. Initially, about 30,000 photos were documented for
training the machine to recognize basic expressions (happy, sad, and neutral) with about 10,000 photos
for each of them. Photos were recognized and classified into files of known expressions manually then
engineers wrote codes to enable the communication between computer and these files. The training
was terminated until the machine has been tested to pass the aimed accuracy of 85% for happy and
sad expressions and 80% for neutral expression (Figures S1 and S2). To train the software with high
accuracy for recognizing faces of Chinese people, posed photos were recognized and classified into
perceived expressions by Chinese experts. A total number of 4327 selfies (one person per photo) were
analyzed for facial expressional scores.

2.4. Data about City Variables

Data depicting the variables of all 82 cities were obtained from the latest database of National
Bureau of Statistics of China [26]. We employed city variables that were documented officially for
all cities since the time of July 2019. As a result, four parameters (e.g., economy, public facility,
habitation, and environments) were used in this study (Table 1). Economic parameters included
government expenditure and resident income, which may affect financial status of local universities
through tax investment at the national and local scales, respectively [27,28]. Public facilities covered
aspects of communication, transportation, health care, education, and regional culture, which were
all related to university students [29–31]. Parameters of habitation included the aspects that reflected
the socializing and life utilities, which were found to be closely related to perceived satisfaction at
campus [2,14]. Environment parameters (e.g., air pollution, water pollution, and garbage disposal)
that may impact satisfaction under some given industrialization were extracted from databases of each
local bureau [2,13–16].

Table 1. Specific parameters used in city variables about economy, public facility, habitation,
and environment.

Variables Unit Parameter

Economy

Yuan GDP per capita

×104 Yuan Public financial expenditure

×104 Yuan Corporate profit of enterprises above designated scale 1

Individuals Population of employees of C&T work-units 2

Yuan Average wage of enrolled employees of work-units

Public facility

×104 Households Number of internet wideband accesses

Individuals Real number of end-of-year taxicabs

Individuals Numbers of hospitals and health-centers

Individuals Number of regular institutions of higher education 3

×103 Individuals Collection of books in public libraries

Habitation

km2 Total area of residential lands

×104 Individuals End-of-year population of registered residents

ha Total area of green space in C&T parks

×104 Tons Domestic water consumption by residents

×104 Kilowatt-hour Electricity consumption of C&T residents
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Table 1. Cont.

Variables Unit Parameter

Environment

×104 Tons Discharge of industrial sewage

Tons Emission of industrial SO2

Tons Emission of industrial dust

Percent Centralized disposal of sewage

Percent Disposal of household garbage

Note: 1 Enterprises above designated scale, annual revenue over 20 million Yuan from the primary business
of industrial enterprises; 2 C&T, city and town; 3 institutions of higher education, educational institutions that
can grant degrees that are higher than high-school education, including university, college, vocational technique
university/college, etc.

2.5. Statistical Analysis

In addition to happy and sad expressions, we involved the positive response index (PRI) as a
scoring metric to evaluate the net positive emotion [32]. PRI is defined as the difference between scores
for happy and sad expressions.

SAS (ver. 9.4 64-bit, SAS Institute, Cary, NC, USA) software was used for data analysis. Data about
happy and sad scores and PRI values were tested for the normal distribution, which was not found across
universities campuses. Therefore, data were ranked to obtain a new set of distribution-free scores [33].
Ranked data were further analyzed by one-way analysis of variance (ANOVA) with the variation
of universities as a source of variance. When a significant effect was found, means were arranged
and compared by the Duncan Multiple Comparison test at α = 0.05 level. To detect the relationship
between multiple city-variables and facial expressions, a model of maximum likelihood estimate on
the general linear regression was made using the GENMOD procedure with multiple city-variables
as the independent variables and facial expression scores as the dependent variables. Data used for
the regression were pooled using averaged means for cities (n = 32); thereafter dependent variables
were found to be normally distributed across cities and independent variables were log-transformed.
The probability of a chi-square test was determined to be significant at α = 0.05 level for every
estimated parameter. We did not distinguish observations from subjects therefore the negative effect of
pseudoreplication on our results might happen [34,35]. To assess the possible impact of collinearity on
regression, variance inflation (VIF) was detected in SAS by the REG procedure in advance.

3. Results

3.1. Facial Expressoin Scores among Universities

Results about analysis of one-way ANOVA on facial expression scores across university campuses
are shown in Table 2. Happy expression scores were higher in Shandong University, Xi’an Jiaotong
University, and South China University than those in most of other universities (Figure 1). Harbin
Engineering University had the lowest happy score. On the other hand, Ocean University of China,
Inner Mongolia University, and Harbin Engineering University tended to have the highest sad
expression scores, while sad scores appeared to be lower in Shandong University, Zhejiang University,
and Xi’an Jiaotong University (Figure 1). The PRI generally showed the similar trend of happy score
but had some distinctive inverses (Figure 1). For example, PRI in China Pharmaceutical University,
Xinjiang University, and Ocean University of China were reduced by the relatively higher level of sad
scores. In contrast, the sudden increase of PRI, such as that in Northwestern Polytechnical University,
was caused by the relatively lower sad scores.

279



Appl. Sci. 2020, 10, 1474

Table 2. Results of one-way analysis of variance (ANOVA) on ranked scores of happy and sad
expressions, and positive response index (PRI) in visitors at university campuses across mainland China.

Variable Degree of Freedom Sum of
Squares

F Value p Value
Model Error Correction

Happy
95 4231 4326

354,720,095 2.49 <0.0001

Sad 276,605,667 1.94 <0.0001

PRI 328,290,197 2.28 <0.0001

Figure 1. Ranked scores of happy and sad expressions and the positive response index (PRI) among
selected 211-Project university campuses across mainland China. Universities are ordered by the
growing score of happy expression. Different letters marked for significant difference are shown in
Tables S2–S4.
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3.2. Geographical Distribution of Expression Scores among Host-Cities

Happy scores were distributed divisionally with higher values in central-northeast, northern
East-China, and Southern China (Figure 2A). Cities of Changchun, Jinan, Wulumuqi, Xi’an, and
Hangzhou tended to have higher happy scores, while those of Harbin, Huhetaote, and Chongqing
tended to have low happy scores. Cities of Huhetaote, Zhengzhou, and Kunming tended to have high
sad scores (Figure 2B). Cities of Hangzhou, Suzhou, and Xi’an tended to have low sad scores. As a
result of interplay between happy and sad scores, PRI was highest in Cities of Jinan, and moderately
higher in Changchun, Xi’an, Hangzhou, Shanghai, and Guangzhou.

Figure 2. The geographical distribution of happy (A), sad (B), and positive response index (PRI; (C)) in
cities with 211-Project universities across mainland China.

3.3. The Bias of Collinearity

Analysis on VIF shows that the happy expression scores had the high risk of collinearity from
variables of public financial expenditure, corporate profit of enterprises above designated scale, and
average wage of enrolled employees of work-units (Table 3). Sad expression scores showed possible
collinearity from variables of corporate profit of enterprises above designated scale and disposal of
household garbage. PRI exhibited potential collinearity from public financial expenditure and average
wage of enrolled employees of work-units.
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3.4. The Regression Analysis

Nearly all parameters about the economy had significant contribution to the happy score but
their estimated coefficients were too small to be detectable (Table 4). Among variables of public
facilities, number of internet wideband access had a negative contribution to the happy score while
number of regular institutions of higher learning had a positive contribution. Neither of these two
variables exhibited issues with collinearity. None of the rest of parameters was indicated to have any
significant contributions.

In the economic field, parameters of the corporate profit of enterprises above designated scale
and number of employees of city and town (C&T) work-units were indicated to have significant
contributions to the sad scores but their estimated coefficients were too small to be detected (Table 5).
The variable of corporate profit of enterprises above designated scale also suffered showed collinearity.
In the field of habitation, the parameter of area of resident lands had a positive contribution to
sad scores.

The variable of public financial expenditure showed collinearity (Table 6). Area of resident lands
and numbers of regular institutions of higher learning from the public facility had negative and
positive contributions to PRI, respectively (Table 6). The absolute value of estimated number of regular
institutions of higher learning was about 10-time higher than that of residential area.
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4. Discussion

The most significant result in our study is that the happy score in Shandong university (Shandong
Province) was highest among universities while geographical distribution also revealed that positive
scores tended to be higher in Jinan City (Shandong Province). We surmise that the high happy
expression score in a city was the result of the happy expression score in the campus therein. Another
example is Changchun City, which obtained a medium-high happy score while the happy scores in the
two universities in Jilin Province were medium or high. However, the facial expression score for the
city may be null to be indicated by that for the universities therein. For example, overall universities
in Beijing City showed a moderate score of positive expressions although some university campuses
therein obtained higher happy expression scores (e.g., China University of Political Science and Law).
In contrast, the positive expression score in some other universities at Beijing City was lower than the
average level (e.g., China Mining University and Beijing Sport University). Changchun, Jinan, and
Guangzhou were three cities with high scores for both happy expression and PRI and hence university
campuses in these three cities result can be taken to have the highest perceived satisfaction.

Student satisfaction with a university can affect student enrollment and retention. Hajrasouliha [36]
investigated quality scores of university campuses in the United States and the scores were associated
with freshman retention and graduation rates. The authors also revealed the geographical distribution
of scores in selected campuses across the United States and found higher scores in the northeastern
cities. Thus, both results from our study and Hajrasouliha [36] revealed no response of distribution to
a geographical gradient.

Several public facility parameters were tested for a relationship with facial expression scores.
The number of regular institutions of higher education within a city was one parameter that had
positive contribution to values of both a happy score and PRI. From the SNS platform of SMB we aimed
to collect selfies about young people who can mainly come from students or a new teacher enrolled in
the university. Undergraduates and most mater candidates look young, but some PhD candidates
may look old as they may have spent several years to earn their degree. For students, it was found
that faculty, advising staff, and the class itself all had significant impact on their perceived satisfaction
in higher learning institutions [37]. Some lecturers and even associate and full-time professors can
also look young if they achieved high scholar scores at young age. Therefore, all young adults who
would like to pose their selfies in a campus are likely to feel the emotional cue that originated from
campus-life. Our results can be interpreted that young adults as either students or tutors would enjoy
the city with more educational institutions where they may show Duchenne expressions as they felt
being accompanied by large group of other youths. Other studies also reported that variables about the
learning organization could account for the significant satisfaction for both teachers and researchers of
higher learning institution [38]. A concentration of university campuses may result in more socializing
opportunities, leading to greater satisfaction with a campus through more socializing of young people
in their generation group [2,14].

It is surprising that a number of internet accesses had a negative contribution to the happy score.
This suggests more internet users in a host-city decreased the ratio of showing happy expression of
youths in university campuses. Youths of intense internet users were found to have overconfidence in the
web-world, but they were also reported depressive symptomatology, problem behavior, and targeting
of traditional bullying in the real world [39]. Another investigation reported that adolescents as
frequent internet users reported depression by isolation from their family members [40]. In addition,
more internet access may result in a user’s habitual internet use and might result in a greater population
of “internet addicts”. Internet addiction tended to evoke perceived stress, which our results were
consistent with less happy expressions [41]. People with an internet gaming disorder manifested in
above average time spent with this activity were found to have different kinds of unconscious neutral
facial expressions, which depressed the expression of a smiling face [42]. Thus, these studies were
all consistent with our results with the higher probability of a reduction with a happy expression in
a population with higher ratio of internet users. More direct and explanatory evidence is needed to
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further verify these results and it is also possible the concentration on an activity itself depresses a
happy face.

In our study, the sad expression score was positively correlated with the area of residential
lands adjoining a university. These findings concur with those found in England [43] and South
Africa [44], where residential housing-density was negative to the perceived satisfaction of neighbors.
This negative relationship should be more apparent for a residence-surrounded university campus
because of more open space in the campus than in resident communities. However, we detected a
weak effect of the area of green space in urban parks on sad expression. Urban green space has been
shown to alleviate perceived stress [16]. This may be because people in our study were mainly grouped
in the university campus rather than spending time in the green space of parks at the city scale. Or if
they did any residual affect was not detected in this study.

We found no environmental variables were associated with our scores of happy, sad, or the PRI.
This is because our data showed an obvious ceiling that cities with heavy contamination were unlikely
to be included to the database. It is not recommended to install industries with heavy contamination for
a city, which has been assigned to develop mainly through intellectual promotion of local universities.
A sustainable and healthy community has effective ways to dispose of garbage and sewage, which can
increase human disease if not abated [45,46]. Likewise, excessive levels of air pollution and particulate
matter from industrial dust can reduce human health [47]. In this study, it is likely that a person would
not see these variables and as such no effect on facial images seems reasonable.

This study may have been limited by several aspects. The first may come from the number of
users in the selfies. The initially collected selfies were either taken by a single person in a photo or a
person cropped from selfies with a group of people. Since individuals can more accurately perceive
emotions expressed than in-group members [48], our facial expressions that were analyzed from selfies
should have been controlled by the individual and in-group participants. However, this was not
available in this study because many factors failed to be concerned, such as the number of people that
were separated from a group, genders of them (this probably matters), failure of selfies for cropping
(un-intact image of face, unclear face, deflected faces), group of young and mature adults, etc. Therefore,
our results may have suffered some bias from the difference between faces of individual and in-group
persons. As we omitted this bias for all check-in locations, it was reasonable to assume the technical
error was uniform for all campuses.

Another limit to this study comes from the negative impact from pseudoreplication on our data,
which resulted in a pretended independence. According to Waller et al. [34], pseudoreplication can
occur when more than one datum was observed per individual. It can also occur when data points
result from the same stimulus. Both situations were also found in ecological studies [35]. Our data
may have suffered a pseudoreplication impact because different types of facial expressions may have
been rated from the same subject. More than one facial expression score may have been collected from
the same person in a university campus. This would impact the significance of difference of facial
expression scores across universities and city variables because some of the replicated observations
were not independent. A gross summary suggested that the incidence of pseudoreplication ranged
between 12% and 40% in studies on primate communication research [34]. The incidence in our study
was far lower than this range by manual screening of selfies. Therefore, it is reasonable to assume the
impact from pseudoreplication on our data points can be negligible due to the review of each person.
However, we still suggest future work can employ a process of excluding more than one observation
from the same individual or at the same location to eliminate any potential pseudoreplication bias.

5. Conclusions

In this study, we examined how facial expressions of young adults varied at key universities in the
211-Project across mainland China. Selfies were downloaded from SMB and photos were analyzed by
the FireFACETM-V1.0 software to obtain scores of happy and sad expressions. Our results indicated that
the geographical distribution of facial expression scores showed divisional patterns and higher positive
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scores were distributed in Changchun, Jinan, and Guangzhou cities. The formation of facial expression
distribution among cities was related to that in universities within host-cities. Regression analysis
indicated that number of regular institutions of higher learning had the positive contribution to the
happy score and a number of internet accesses and area of resident lands contributed to the negative
expression scores. Therefore, if the city planner aimed to promote the perceived satisfaction of young
people in the campus of universities, the promotion of educational institution numbers with confining
resident communities and broadband accesses would benefit the positively emotional expressions.
Our study can be applied for budget and regime planners to establish sustainable development of
universities with efficient evaluation using current techniques.
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Abstract: New analysis and visualization techniques are required to glean useful insights from the
vast amounts of data generated by new technologies and data sharing platforms. The aim of this
article is to lay a foundation for such techniques so that the age of big data may also be the age of
knowledge, visualization, and understanding. Education is the keystone area used in this study
because it is deeply affected by digital platforms as an educational medium and also because it
deals mostly with digital natives who use information and communication technology (ICT) for all
manner of purposes. Students and teachers are therefore a rich source of user generated content
(UGC) on social networks and digital platforms. This article shows how useful knowledge can be
extracted and visualized from samples of readily available UGC, in this case the text published in
tweets from the social network Twitter. The first stage employs topic-modeling using LDA (latent
dirichlet allocation) to identify topics, which are then subjected to sentiment analysis (SA) using
machine-learning (developed in Python). The results take on meaning through an application of data
mining techniques and a data visualization algorithm for complex networks. The results obtained
show insights related to innovative educational trends that practitioners can use to improve strategies
and interventions in the education sector in a short-term future.

Keywords: knowledge-based method; topic-modeling; sentiment analysis; machine learning;
complex networks

1. Introduction

Millions of consumers center their consumption habits and daily activities around mobile
technologies, apps, social networks, and digital platforms. These, in turn, generate a bewildering
profusion of data about users’ activity in and use of digital devices [1,2] and it is now becoming ever
clearer that data, particularly data sharing, is a dominant paradigm in an interconnected world [1].
This sharing is fostered by customer or client-centric platforms that support and encourage user
generated content (UGC) [2], defined as content distributed via social networks by users who share
publicly their opinions and comments on topics of interest [3].

At the same time, the mass of UGC data overwhelms the means to extract timely, high-quality
information-based insights that are meaningful, useful, efficient or applicable to managerial
interventions [3–6]. Nevertheless, the desire to benefit from such data is driving researchers to seek
new tools and analysis techniques that focus on identifying knowledge and insight generation [1,7].

Particularly, desirable techniques are those that can be applied to databases that come from
social networks and digital platforms where UGC proliferates [8,9]. Previous attempts focused on
new technologies and methodological approaches using artificial intelligence, machine learning,
topic-modeling, data visualization, sentiment analysis, and business intelligence, among others [10,11],
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with varying degrees of success. However, extracting useful knowledge from large amounts of data
from varied public, private, industrial, and commercial platforms remains an imperfect science with
much room for improvement [12–15]. This is particularly true for some markets such as education
that include millions of customers (students, teachers, administrators, schools, education systems,
regulatory bodies and commercial networks) huge numbers of providers and interested parties,
and baffling varieties of ICT systems and procedures [16,17].

Accordingly, in the present study, we focus on the analysis of UGC in the education sector with the
aim of developing and demonstrating reliable and re-usable techniques for understanding the users,
issues, and trends in the education [18]. Similar techniques for analyzing social network data have
been applied in various research areas and market sectors [2,18] with promising results, especially for
improving understanding of how users are grouped into communities [19–21]. The refined approach
used provides an overview of social media around the education sector, giving us the possibility
to focus on key themes, especially around innovation [21–23]. The present study therefore aims to
improve understanding of innovation in the education sector. Our main source of information is the
verbal content published by users on Twitter [24,25].

As indicated above, a contribution of this research is to identify trends related to innovation in
the education sector by applying methods to extract knowledge and as importantly, to communicate
it effectively through the application of data visualization algorithms [2,26–30]. This objective also
includes detecting and systematizing thematics that characterize the education sector, at least in the
short-term [30–32].

Specifically, this study develops a topic-modeling technique known as LDA (latent Dirichlet
allocation) on which SA via machine-learning developed in Python, is applied. The results generated
are then tested against Krippendorf’s alpha value (KAV) which sets a meaningful threshold of 0.8 or
better [33,34] to be considered as reliable on a sample of n = 9801 tweets [35]. The information analyzed
is the text content of tweets that together with the indicators obtained from the applied methods, as
well as the study of their groupings in communities, allow us to derive insights related to innovation
in education [17,21]. Comparison of findings with the results of other investigations then aid in
the verification of these insights and the identification of new knowledge relevant to the education
sector [25,26].

Finally, the results are given meaning by applying data mining techniques and a data visualization
algorithm for complex networks, developed by Blondel et al. [36] and known as modularity report
(MR). This uses the open source software Gephi, with which different image resolutions are applied to
visualize and identify communities in the sample as they relate to education innovation [37]. Then,
the results of the discovered topics are compared with UGC communities on Twitter concerned with
innovation in education. It is important to note that the primary purpose of this study is discovery,
and not hypothesis testing [21]. There are no a priori assumptions about variables in this approach.
Instead, the intent is to identify variables that will be useful to further research, and that therefore add
value to the literature [38].

This article is structured as follows: first, following the introduction, we present methodology
and research questions used in the analysis. Next, the results are presented followed by a discussion
and then conclusions and references.

2. Methodology and Research Questions

2.1. Research Questions

Shelton et al. [18] demonstrated the importance of studying new trends in education, concluding
that progress and quality depend on continuous learning. Likewise, Reyes [19] pointed out the need to
apply data-based techniques to Big Data to identify trends in education and to learn new teaching
skills by applying learning analytics techniques. Furthermore, Anshari et al. [20] concluded that
research focused on the discovery of trends for the improvement of education, can be developed with
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techniques based on knowledge extraction, data mining, or Big Data. Following these investigations,
we propose the following research question.

Is it possible to identify trends in the education sector by analyzing the UGC on Twitter and
representing them in topics? (RQ1)

This work is based on the work by Huda et al. [21] who showed that insights can be extracted by
analyzing the databases to help improve active agents in the education sector through discovering
new online learning resources. In addition, in their review, Sin and Muthu [22] analyzed the use
of data mining-based techniques in the learning sector, discovering that the sentiment analysis
technique—among others—are a rich source of content for the education sector. Likewise, Pang and
Lee [23] used sentiment analysis as a technique to extract insights in education, highlighting the need
to study content to extract insights based on the feelings expressed in UGC. Based on these findings,
our second research question is.

Is it possible to extract insights related to the education sector by analyzing the sentiment (positive,
negative, and neutral) in UGC topics published on Twitter? (RQ2)

Previous studies of UGC and social networks in the education sector include, Kogan [24]
who highlighted the identity and quality of content that can be extracted from communities of
higher educations. Likewise, Jongbloed et al. [25] analyzed the interconnections within the scope of
communities in education, highlighting the influence of social networks. Furthermore, La Velle et al. [26]
emphasized that communities of teachers in education are a source of quality content related to education
and teaching. Based on these previous studies, the third research question addressed here is as follows:

Is it possible to detect user communities that publish UGC on Twitter in the education sector and
extract quality insights relevant to these online communities? (RQ3)

2.2. Data Sampling Extraction and Collection

For the data extraction process the authors connected to the public Twitter API. The time horizon
analyzed was from 10–17 June 2019, allowing the download of a total of n = 10,786 tweets under the
search term #Education. Following Sherman et al. [39] and Banerjee et al. [40], we used a randomized
controlled process to select this term by focusing on the education sector and the proposed research
questions. This process allows researchers to systematically select a sample based on the social media
content—in this study, in the form of tweets with a specific hashtag. To this end, the authors choose a
term for the extraction of the sample that describes the study subject and encompasses each of the
proposed research questions, removing any other terms that do not have these characteristics [11,27].
This exploratory process is based on previous study results from other investigations [11,23,25] that
groups the sample around the same label—in this case, on Twitter.

Data collection was performed using the MAC version of Python software 3.7.0. [17]. Other
investigations have used this same sequence and sample based on the quality of the content and not
on the UGC number of samples [11,35,38,41].

After data collection, the tweets were filtered to exclude images and videos which are not part
of this study [11]. This was a simple data cleaning exercise to exclude data that was not suitable for
analysis using the developed method. Also, the extraneous URLs that contained the tweets were
removed. The data cleaning process was performed using Python and Pandas software library. For
this filtering we used commands to elect or replace columns and indices to reshape lost or empty
values and to debug repeated or unnecessary data. In addition, any retweets, that is, a tweet from one
user that is repeated by another user, were treated as independent tweets [42,43]. Repeated tweets
from the same user, as well as URLs and references with links to other web pages, were removed with
the aim of increasing the quality of the included content and avoiding noise [41]. Also, emojis were not
analyzed in this study, as we focused on natural language processing (NLP), rather than on the graphic
icons analysis techniques. Our decision to omit emoticons in our analysis was based on the fact that the
analysis techniques used in the present study were not meant for the analysis of graphics or graphic
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icons and were associated with the analysis of feelings in NLP datasets [38]. This filtering process
resulted in a final sample of n = 9801 total tweets with direct relevance to the education sector [2,36,37].

2.3. Knowledge-Based Method to Extract Insights from UGC

To make sense of the content generated by users, a methodology proposed by Saura and Bennett [2]
was applied to the data. This process uses three different approaches based on data mining and
topic modeling.

The first step is the development of a mathematical model to detect topics from a series of inputs
on which this algorithm is applied. Pritchard and Stephens [44] created the model, and Blei et al.
improved it [45]. The improved model is known as LDA. The model has been successfully used in
various studies before [46,47]. The objective of the model is to identify the number of times a word is
repeated in a sample. Sometimes this sample can be represented by phrases or by documents [46].
The mathematical model developed in Python applies the observation of variables including the
number of documents or databases on which the analysis will be carried out; these are the latent
variables [44]. The variables then are used to determine the number of topics that the algorithm will
find based on the importance of the total database [46].

Once the algorithm has detected the total number of words and the number of repeated words,
the researcher must give names or labels to the topics [41]. This name is specified by the researcher and
can be based on a phrase creation using the last words that are repeated in the analysis of a document
or a database after applying the LDA model. This is an open coding method which is routinely used in
research studies based on grounded theory [42].

On LDA results we apply a sentiment analysis, in this case one developed in Python that works
with machine learning and that must be trained through a process in which the different samples
are classified [47,48] by the researchers; here, tweets from Twitter are classified as positive, negative,
and neutral [49] manually. This sentiment-centered analysis can identify connotations and feelings
with respect to the subject of study. The SA methodology aims to classify the feelings expressed in a
sample. That is, using SA, researchers can analyze the feelings within a community regarding a specific
theme. This analysis is based on studying the set of connotations in texts that compose the sample [50].

To determine the number of iterations required to train this algorithm so that it is ready to be used,
we focus on the resulting KAV measurement [50]. This measure indicates what the level of significance
is in terms of machine learning success [33,34]. Note that in applying the threshold levels of KAV,
the results must be equal to or greater than 0.667 to have an average of success that is minimally
reliable [50]. A good measure that allows conclusions to be analyzed with confidence that they are
meaningful would be to set the acceptable KAV equal to or greater than 0.800 [34].

In the present study, the KAV value is applied to support vector machine (SVM) algorithms.
This type of trainable algorithm has an easy application for other academics, and researchers in the
educational sector. The SA algorithms that work with SVMs make it possible to train SVMs with a sample
(in this case, a collection of tweets), indicating through a user interface whether the sample is negative,
positive, or neutral. This training is performed until the model’s ability to succeed, as indicated by the
KAV, is sufficient [2]. As indicated by Krippendorff [51] and replicated by Saura et al. [38], the basic
formula for KAV is the relationship characterized by observed disagreement/expected disagreement.
The calculation method is computationally very complex, the process involves resampling methods
such as bootstrapping [51].

Therefore, the proposed approach is a data analysis technique that should be useful to those who
seek to use UGC to improve their communication or marketing strategies. Also, it should be useful to
educational institutions that may be able to enhance their offerings by identifying needs and trends
based on technologies previously investigated [52–55].

Figure 1 shows the training process of the SVM algorithm and the classification according to
the feelings that (a) represents the training process of a sentiment analysis algorithm with a feature
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extractor and a machine learning algorithm, and (b) represents the prediction process of a sentiment
analysis algorithm with a feature extractor and a classifier model [2].

 
Figure 1. Process of sentiment analysis (SA). Source: Reproduced with permission from Saura and
Bennett [2], Symmetry; published by MDPI, 2019.

Finally, a textual analysis also known as data text mining is carried out. In this case, a study of the
databases resulting from these processes is outlined. That is, as a result of the two processes executed
previously, the databases obtained are divided according to the feelings or sentiments labeled positive,
negative, and neutral [56].

These textual databases were analyzed using Nvivo [2]. Following Saura and Bennett [2] each
database was filtered into groups of nodes and then classified based on the weight of repetition of
words and the metric known as weighted percentage (WP) [51,57,58]. This metric identifies the phrases
and words that are repeated the most, classified by sentiment as well as by topic, and allows phrases to
be classified so that groups of main indicators can be identified. The equations used for this process
can be consulted in detail in Saura and Bennett [2]. Figure 2 details each phase of the TA process which
(a) represents input data collection and preprocessing, and (b) represents the output process by text
mining and text analysis.

 
Figure 2. Text mining process. Source: Reproduced with permission from Saura and Bennett [2],
Symmetry; published by MDPI, 2019.

2.4. Data Visualization Algorithms

This technique uses an algorithm for the visualization of complex communities [36,37] developed
by Blondel et al. [36] that enables communities to be identified within complex networks called
modularity reports (MR) [36,37]. In addition, the technique uses a resolution enhancer to improve
visualization of the algorithm created by Lambiotte et al. [37].
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Note that the visual representation of communities has been used in previous investigations [58–61].
In the current research, the objective was to detect communities related to education and also to
detect new technologies and future trends that can then be compared to topics identified from the
study sample. To allow this analysis, the sample is structured in nodes [62]. A node is a neuron that
represents the link between different users or different communications in Twitter [2,35]. The links
between these nodes and their weight and relevance determine their relationship with respect to the
subject. The nodes therefore indicate both communities and topics of communication. In addition,
they can be visually represented to detect the number of people or nodes, or users, who are talking
about this issue across social networks [63].

With regard to the resolution of the algorithm and its application, the next step is to identify
the number of sub-communities based on their weight [61]. Following Lambiotte et al. [37], a higher
visualization resolution when using the algorithm will allow us to obtain fewer, but more specific,
communities, while lower resolutions will allow us to identify more communities in which more
nodes participate.

Blondel et al. [36] and Lambiotte et al. [37] explain that node networks can be visually understood
as a community with systematically organized unions. The usefulness of this organizational system is
illustrated in Figure 3 which shows how nodes may present simple linkages (a) or may present unions
in a community (b).

 
(a) 

 
(b) 

Figure 3. Community visual identification. Source: Reproduced with permission from Matta et al. [3],
Applied Sciences; published by MDPI, 2018.

Note that each node is identifiable by various descriptors that enable the researcher to demonstrate
that topics on the social network are grouped around communities and how different nodes group
with other nodes. These systematic organizations make it possible to visually present understandable
communities and connections [36] (see Figure 4a–c).

  
(a) (b) 

Figure 4. Cont.
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(c) 

Figure 4. (a) Communities visualization resolution 1 (b) Modularity report communities visualization
resolution 2 (c) Modularity report communities visualization. Source: The authors.

3. Results

3.1. Knowledge-Based Method Results

With respect to the LDA process the following results were obtained in which five main topics
related to education were defined; three of these topics were associated with a positive sentiment, one
topic was negative, and another topic was neutral.

Topic descriptions and sentiments are shown in Table 1, which shows that new technologies
play a fundamental role, both directly and indirectly, in innovation and education. On the one hand,
new teaching processes based on innovation emerge, along with habits for obtaining online information
or tools and tutorials that facilitate the understanding of these new processes. Furthermore, there is a
two-way communication between communities that comment on the skills that teachers must have to
develop new teaching methodologies based on technology and innovation.

The topics were then rated using sentiment analysis and the algorithm trained with
machine-learning processes. The results of applying KAV analysis are shown in Table 2, [64,65].
For positive tweets, KAV values were 0.876, (above the reliability threshold of 0.8) [51]. The same was
true for negative tweets with 0.882 KAV but neutral tweets had an average KAV of 0.641.
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Table 1. Mean latent Dirichlet allocation (LDA) topics results description.

Nº Name Description Sentiment

1 Innovative teaching (IT) Learning models based on new teaching
innovation processes. Positive

2 Tutorials and tips for
teaching (TTE) Tutorials and tips for new tools for teaching. Neutral

3 Digital teaching and
learning (DLE) New platforms related to education in digital environments. Positive

4 Innovative teaching
skills (ITS)

Skills related to new information technologies for
teaching and tutoring. Negative

5 Digital interaction and
engagement (DIE)

Thematic linked to engagement and the reciprocal
connection of communication through digital environments

in the field of education.
Positive

Table 2. LDA topics results description.

Conclusion Reliability Krippendorff’s Alpha Value This Research Study Average KAV

High α ≥ 0.800 Positive Sentiment 0.876
Tentative α ≥ 0.667 Negative Sentiment 0.882

Low α < 0.667 Neutral Sentiment 0.641

Table 3 makes clear the statements related to education and the trends that have been identified
can now be represented as insights [2,25,26]. These insights were identified by simply dividing the
nodes (Count) by feelings (positive, negative, neutral) to calculate the WP and then applying data
mining analysis [2].

Table 3. LDA topics insight descriptions.

Nº Topic Insight Count WP

1 IT Innovative learning processes increase positive results in teaching. 273 0.302

2 TTE Tutorials and tips on new teaching tools are a useful
internet resource for teachers 213 0.291

3 DLE The platforms for online education are an
efficient resource for teachers. 209 0.283

4 ITS There is a gap in the digital skills of teachers regarding
the use of digital tools for teaching. 179 0.209

5 DIE The communication between teachers on social networks is
enriching and attracts new ideas and teaching tools. 141 0.199

These results show that the main concerns expressed in the UGC sample are related to the skills that
teachers should develop. Likewise, enthusiasm for new learning models and teaching methodologies
strengthens the teacher′s profile. Furthermore, social networks are being used as channels to share
information related to teaching innovation and tutorials or tools that help teachers to develop their
educational work. These insights provide an overview of possible motivations or concerns of teaching
professionals in the education area.

3.2. Data Visualization MR

After applying the MR algorithm, it was possible to preview the communities with different
resolutions [36]. The objective was to obtain the largest number of communities related to education
and innovation in the sector so that a comparison of results of different tests enables identification
of communities that are most relevant [2,16]. Table 4 shows the results of different tests performed
according to the number of communities identified, their modularity, and the resolution applied to
detect them.
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Table 4. Modularity report (MR) communities’ measurements.

Test Communities Modularity MR * Resolution MMC * MiMC *

1 42 0.213 0.175 1.0 140 0
3 153 0.098 −0.012 0.1 136 0
3 978 0.007 −0.011 0.001 124 0

* MR—modularity resolution. * MMC—maximum modularity class. * MiMC—minimum modularity class.

For the visualization of the neural networks and the corresponding communities, visualization
filters were implemented using the open source Gephi software. The filters, following the application of
the MR algorithm at selected resolution levels, use Force Atlas and Force Atlas 2 as shown in Table 5 [37].
These are the settings that are generally applicable and are used to enhance results visualizations.

Table 5. Communities definition.

Data Visualization Filters Value

Threads number 1
Tolerance 1.0

Approximation 0.1
Scaling 0.2
Gravity 1.0

Prevent Overlap True
Edge Weight Influence 4.0

Note that the visualization and resolution regarding the size of each node is 10 and nodes are
grouped by communities according to their weight and relation to the main community. In addition,
communities are arranged in color scales as shown in Figure 4a–c.

In (a) the results of the communities identified with the filters from Table 5 are presented. In (b) a
network contraction filter is applied to help visualize the different modularities. Finally, in (c), the distance
between each content community is observed with greater resolution to highlight the communities with
the highest MR relative to the chosen subject (i.e., innovation in education), (see also Table 6).

Table 6. Outstanding communities around education and innovation according to MR results.

Nº Community Modularity

1 GradStudent 140
2 Future Teacher (FT) 139 *
3 School Reform 139
4 Wanna Be Teacher 139
5 Scholarships 135
6 Special Education 131
7 Teacher Tip (TTI) 127 *
8 Teacher Hack 125
9 Education Spaces 125

10 Collaborative Interactions (CIN) 122 *
11 Digital Learning (DIL) 123 *
12 Education Reform 123
13 Skills (SKI) 122 *

* Communities highlighted for their links to education in innovation.

Figure 4a–c shows that the center of all identified communities obtains a high MMC, represented
here by dark blue. This highlights the relevance of the communities. In addition, the UGC content
published without being grouped in a community is shown in black.

However, some small communities with very high MMC’s are composed of few nodes, as
compared with the communities with a high MiMC value and many nodes. This can be interpreted to
mean that although there are more nodes around a community, in reality communities with a high
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MMC, even when they have few node connections, are more relevant to the identified issue. That is,
the results of the UGC analysis indicate that in the field of education, there are small communities that
are very relevant, while other, sometimes larger communities are of minor importance. In the latter
communities, while many users participate, their relevance in Twitter is small and only creates noise
around the content so there is little interaction among the communities and no user engagement.

The choice of using a higher or lower resolution for the individual analysis of the UGC communities
is up to the researcher [37]. In the present study, the aim is to explain the application of the algorithm of
Lambiotte et al. [37] so that it can be understood and applied by other researchers in different industries.

To this end, Figure 4a shows the results of applying the filters from Table 5. Figure 4b shows how
the space between the nodes is smaller with a shrink filter that allows us to visually detect or measure
the size of communities based on labels, colors, or visual measurement values, as well as to understand
whether they are really communities or simply UGC. Unlike Figure 4a,b, Figure 4c uses a different
resolution to visualize the node communities.

In Figure 4c, it is easier to visually understand what the MMC and MiMC values of each community
are, as well as their labeling in colors or names. The idea is that according to objective-specific research
aims, the researcher increases the resolution of the algorithm to find the most relevant communities.
Once identified, different labels can be added in chronological order, by MR, or engagement level. It is
also be possible to visually sort the network of nodes based on the number of nodes (active actors in
social networks) that make up each community, regardless of the MR obtained in the analysis.

In this study, while applying the Lambiotte et al. algorithm [37] made it possible to identify a total
of 978 UGC communities, in this iteration only those linked to innovation in education were selected,
eliminating any that obscure the results by adding noise or that have been mistakenly identified as
being related to education but really are not, using the resolution level of 0.1 points.

Once graphs or figures are created, researchers can increase the resolution to label each community
one by one and display a specific topic or name in a tag cloud, or make a table showing the most
relevant communities (see, e.g., Table 6 [36]).

When a topic goes viral on Twitter, there are usually no communities of UGC [6], as users tend to
participate only once or twice. When an opinion or influencer raises a question or requests participation
in an initiative, UGC communities may be established around the initiative, where users comment and
participate repeatedly, which appears as engagement with that topic. For instance, Figure 4 shows
different UGC communities focused on innovation in education. Likewise, the number of nodes within
each community can be shown along with values for MR. Researchers can manipulate the graphics to
visually show the objectives they want to focus on [37].

Using the same datasets, it is possible to generate contrasting but complementary results. In this
study the main communities identified by their connection to innovation in education were selected
based on their subject matter and their weight. In this case they are: future teacher (FT), teacher tip
(TTI), collaborative interactions (CIN), digital learning (DIL) and skills (SKI). Having identified the
communities, it is now possible to compare and analyze them.

4. Discussion

The knowledge extraction process identified five topics, of which three were positive, one negative,
and one neutral. The analysis identified a subject related to IT with comments regarding learning
models based on new teaching innovation processes (see McLoughlin and Lee [66]). This topic was
graded as positive based on the diversity of positive opinions related to the improvement of teaching
processes based on innovation.

Likewise, DLE also had a positive sentiment rating from positive comments grouped around new
social networks and platforms that aim to teach and improve education through technology in digital
environments, as confirmed by other research such as Quercia et al. (2012) [67] and Sluban et al. [68].
DIE was a positive topic characterized by the communication between equal parts through digital
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environments based on innovation. In summary, such results, and the specific insights, should enable
teachers to use these features to improve teaching approaches as in Williamson and Piattoeva et al. [30].

With regard to TTE, a neutral sentiment was obtained for a subject composed mainly of tutorials and
tricks for using educational tools on the Internet. The sentiment was neutral because of the diversity of
comments regarding the user experience or improvements of the tools themselves (see Saura et al. [38]).
A negative sentiment was obtained for STIs, a topic associated with a gap in the teachers’ technological
skills, particularly their ability to teach based on learning methods in innovation. This result was
generally in line with those of Brush et al. [69]. In sum, the main insights that can be drawn from these
themes according to sentiment analysis ranked in order of weight are summarized in Table 3 above [2].

If these results are compared with the visualization approach of communities within the same
topics and with the same sample, it is clear that one of the topics with higher modularity is education
itself, followed by the communities summarized in Table 6. Note that five of these communities
coincide, in part, with the topics identified as a result of the LDA. The first, FT, is a community with
interactions related to the future teachers and their future in digital society. Likewise, a community
was found with a modularity of 127 points that deals with advice for teachers linked to education and
technological tools was labeled TTI.

Another community with a modularity of 123 points was labelled CIN where opinions, experiences,
and learning center activities are shared, and feedback communicated. There is also a community
based exclusively on digital education, labelled DIL. Finally, a community speaking specifically about
teachers′ abilities was identified as SKI.

The communities and issues identified here indicate that future teachers should be proficient
in digital communications coinciding with other researchers who propose these lines of research for
the future such as Jongbloed et al. [25]. Moreover, as stated by Bonk [70], their communications in
collaborative, interactive digital ecosystems should be supported by digital education platforms.

The visualization of data allowed for a detailed understanding of a number of communities on
Twitter built around the same topic and that all are linked. Some, however, are more relevant than
others and allow the extraction of more industry-specific insights. In addition, visualization of the
communities allows for a more granular understanding of their relative importance, their interactions
with one another, and how they are related [2].

The visualization of these communities of UGC highlights the importance of social networks for
the discovery and extraction of knowledge (see also Goh et al. [71] or Yannopoulou et al. [72]).

Likewise, if we consider the identified communities as topics of users’ interest, educational
organizations or institutions can focus their content generation strategies on these topics, since
the interest of users has been verified through the communities according to the interactions and
communications of users [71,72].

5. Conclusions

This research developed two distinct processes for extracting information-based knowledge from
a database composed of Twitter tweets. In conducting this analysis, it became clear that the study of
UGC can lead to valuable insight that should make it possible to enhance and improve strategies for
any organization involved in this area of enterprise.

This research outlined different study topics for the education sector applying technologies based
on data visualization and data mining. First, an LDA was used to organize samples of tweets into
topics, then a SA was applied to these results. The sentiment analysis algorithm was trained with
machine learning and data mining processes to obtain an adequate KAV that allows for the analysis
of reliable results. Then, an approximation was made with data mining to extract insights and to
discover knowledge from the dataset. Next, data visualization algorithms were applied to identify
communities, which helped to establish themes linked to education and identify those that contribute
to knowledge [73]. This research may also improve understanding of how the networks of nodes and
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communities exist through UGC publication. This analysis shows that communities can be identified
and studied in social networks.

With respect to RQ1, we have demonstrated that it is possible to identify short-term trends for
the education sector by analyzing UGC on Twitter under the #Education hashtag, thus showing the
effective application of knowledge discovery techniques in UGC. Likewise, insights have been obtained
regarding the education sector specifically to which an analysis of sentiment has been applied in
the discovered topics (RQ2). This fact allows us to better understand positive, negative, and neutral
sentiments held by identified UGC communities regarding specific trends in the education sector, such
as tools, capacities, skills, or new development perspectives.

Finally, we have successfully detected user communities that publish UGC on Twitter around
the same content theme (RQ3). The relevance of such communities and their interconnectedness has
been demonstrated through visualization of nodes. Such analysis and visualization techniques can be
used by researchers and educational institutions, e.g., in training courses focused on key topics for
teachers. There is also scope to improve skill-sets and to highlight the reasons to be active members of
online communities.

The important new contribution of the present study is the application of the Blondel et al.’s [36]
algorithm to Twitter UGC to generate useful and actionable insights. The education sector is used as
an example of how the technique can be used, and the results generate insights related to innovative
education trends that practitioners in the industry can use to improve marketing strategies and refine
analyses of markets related to education. An important theoretical implication of the processes outlined
is the identification of ten topics directly linked to innovation and education.

5.1. Theoretical Implications

As indicated, an important new theoretical implication is the study of the ten topics directly linked
to the innovation and education sectors discovered in the UGC. These are specific results of the first
process: innovative teaching (IT); tutorials and tips for teaching (TTE); digital teaching and learning
(DLE); innovative teaching skills (ITS), and digital interaction and engagement (DIE). The results of the
second process include future teacher (FT); teacher tip (TTI); collaborative interactions (CIN); digital
learning (DIL), and skills (SKI).

If researchers could take these insights as variables and constructs for their models, they may
be able to enhance their understanding of whether positive links exist between them by developing,
for example, models based on partial least squares structural equation modeling (PLS-SEM) or SPSS,
analysis of moment structures (AMOS) among others, thus contributing to a field of research that
emerges from approaches that extract information-based knowledge from large amounts of data.
Academics could use these topics in the future in their studies in order to measure the influence they
have on teaching innovation, teaching skills, or teaching skills based on new technologies.

Also, academics can use this research to better understand the education sector and to focus on
the development of research within the field by focusing on the discovered topics. In addition, they
can also focus on content analysis by users of different social networks to better understand what the
main habits are when sharing information publicly in digital ecosystems.

5.2. Practical Implications

Companies or centers of higher education such as universities or postgraduate centers can use
the results of this research to enhance teacher training in the areas that were identified with a high
MR. Likewise, educational institutions can use this research to implement knowledge extraction
methodologies and thus understand UGC data generated in their own areas.

Further, practitioners can use the research results to improve those areas of teacher education that
were identified as key elements for innovation.
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Likewise, non-profit institutions or associations that want to improve the future of education, such
as focusing on technology or new generations, can use this research to get ideas for their educational
communication and marketing plans.

5.3. Limitations and Future Research

The limitations of the research are related to the size of the sample and the time horizon analyzed,
as well as the credibility of the UGC limited to the Twitter social network. This study can be expanded
by focusing on the combined study of several social networks in which a GCE is shared, such as
Facebook, Instagram, YouTube, TripAdvisor, or Booking.com. In addition, there are also limitations
regarding the number of methodologies used and the approximations carried out by researchers
according to the number of findings consulted to carry out this study. In the present study, because
of the chosen analysis techniques, we analyzed only the text, excluding emoticons. Therefore, in
future research, it would be necessary to use mixed analysis methods based on NLP and iconographic
methods so as to enrich the results.

In addition, the use of SVM that work with machine learning must be taken into account;
a technique that is constantly improving and that may have failures in measuring the results as it
improves over time and the number of samples trained. Finally, within the developed processes of
LDA and TA there are exploratory steps analyzed manually by the researchers that could have implied
some failure in the measurement or analysis.
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Featured Application: Improved training of engineers in the industrial branch and instruction of
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Abstract: Simulation activities are a useful tool to improve competence in industrial engineering
bachelors. Specifically, fluid simulation allows students to acquire important skills to strengthen
their theoretical knowledge and improve their future professional career. However, these tools
usually require long training times and they are usually not available in the subjects of B.Sc.
degrees. In this article, a new methodology based on short lessons is raised and evaluated in the
fluid-mechanical subject for students enrolled in three different bachelor degree groups: B.Sc. in
Mechanical Engineering, B.Sc. in Electrical Engineering and B.Sc. in Electronic and Automatic
Engineering. Statistical results show a good acceptance in terms of usability, learning, motivation,
thinking over, satisfaction and scalability. Additionally, a machine-learning based approach was
applied to find group peculiarities and differences among them in order to identify the need for
further personalization of the learning activity.

Keywords: Computational Fluid Dynamic (CFD); fluid-mechanics; teaching-learning; engineering
education; computer applications; classification problem; machine learning

1. Introduction

Computational strategies such as Computational Fluid Dynamic (CFD) are usually applied to
simulate fluids (gas and liquids) to obtain different physical variables such as pressure, velocity,
mass rate, turbulence energy, temperature, turbulence intensity, vorticity, and others. Based-on
CFD applications work over a computational domain using partial differential equations (PDE) and
ordinary differential equations (ODE) to describe the relationship among different physical variables
to understand the characteristics of fluid flow. The specific applications of the method can be very
diverse, depending on the objectives of the analysis, the required accuracy and other factors, such as
computing times (which can be high, namely, from hours to days) [1]. The main applications of CFD
encompass aerodynamic analyses, multi-phase flows, transport, compressible flows, phenomena and
chemical processes involving transfer heat phenomenon, dissipative phenomenon, rotary, mixing of
different fluids and chemical reactions [1–5].
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Furthermore, specific CFD software can be difficult to handle and, sometimes, unintuitive for
students without previous experience. Carrying out processing tasks using CFD can become a long,
hard and intense work when it is performed for specific applications [1], for example, optimization [3,6],
model calibration [7], sensitivity analysis and consequence analysis [8]).

As it is established in [9], within the CFD context, the Finite Volume Method (FVM) is a
specific numerical iterative technique that involves partial differential equations (mainly representing
conservation laws) applied over differential volumes. This discretization process is similar to the
Finite Element Method (FEM) [9]. The meshing procedure is highly important in the FVM method
because it strongly affects the accuracy and stability of the flow predictions [10]. The meshing consists
of the generation of a grid over the fluid computational domain. This grid can be generated for the
computational model with different typologies (mainly structured, non-structured and hybrid) being a
quality mesh essential for a quality simulation [11]. Through the mesh, the discretization of the volume
is obtained and the partial differential equations are discretized into algebraic equations by integrating
them over each discrete volume element. As a result, a discrete number of algebraic equations are
established over a finite number of volumes from application of the meshing process to the whole
study volume. These algebraic equations are solved as an algebraic equation system to calculate and
compute the values of the dependent variable of each discrete volume element. An adequate mesh
design is critical, since the accuracy of the results of the simulation process highly depends on how
well the equation system or the mathematical model captures the flow physics [1].

1.1. CFD Method in the Learning Context

The CFD method has been used as a teaching resource for university studies, specifically,
for undergraduate courses in engineering [12–14]. Nevertheless, simulation methods such as CFD
and FEM are frequently offered as specific elective course in many academic institutions around the
world for the acquisition of competence in simulation [1]. However, the assimilation of the learning
of these types of tools involves long training times and it could be an impediment in the context of
basic courses in engineering programs, considering the usual intensity of the scholarship for students
and professors [15]. In this way, specific strategies can be used to integrate CFD in basic courses in
engineering, specifically in the fluid-mechanics course [15].

The calculation of energy losses in pipes is an important skill which students must achieve in
the fluid-mechanical course. Pressure drop in a pipe system is caused by fluid rising in elevation,
shaft work, friction, and turbulence from sudden changes in direction or cross-sectional area [16].
Specifically, the calculation and application of pressure loss coefficients for different pipe sizes is
important to calculate the energy loss and pressure drop in pipes and specific hydraulic elements
installed in the line and, in this way, determine important parameters for engineering tasks, such as
determining the correct pump size [17]. A summary of the published literature about pipes fitting in
the learning context is established in [1]. When the pipe has a complex internal geometry or specific
elements are installed in the pipelines (nozzles, valves, elbows, filters, etc.), the energy losses can be
obtained experimentally or through simulation tools such as CFD. However, pressure drop in singular
elements can be also calculated using empirical tables and/or graphics, available in the literature
(e.g., [11]). Unfortunately, the casuistry of this method based on the literature is reduced for several
reasons: Limited number of head loss elements and also limited since ideal conditions are considered
as ideal geometries for the elements, single-phase flow, Newtonian fluids, no consideration of the
material type of the solids, etc. [15]. However, fluid-mechanical industry problems are sometimes
more complex, including multiple phases, complex boundary conditions and complex geometry of the
volume. These problems cannot be addressed using only the classic equations and empirical tables
and/or graphics; nevertheless, they can be addressed using computer methods based on CFD. Thus,
it is important that students, as future professionals, understand the scope and significance of this
issue and the limitations of theoretical methods explained in the classroom [15].
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Students tend to identify pressure drop with the concept of pressure drop “in line” (caused by
friction with respect to the pipe). However, pressure drop is a wider concept which includes the local
pressure loss caused by specific elements located in the fluid line, such as contractions or expansions,
valves, etc. Due to this simplification of a complex reality, students sometimes ignore the fact that
pressure drop can be caused by apparently insignificant anomalies in the geometry of the pipeline.

Teaching this concept in a laboratory using experimental equipment is often expensive because
some sophisticated stations and instruments are required [1]. Taking into account the high economic
cost of the specific instrumentation, the amount of time spent doing the experimental tasks with
the students, and operational limitations (e.g., presence of large groups of students) justifies the
creation of virtual laboratory resources to support teaching activities [18]. These initiatives share many
objectives with respect to simulation activities, insofar as they replace or complement experimental
laboratory lessons. Besides, CFD could be an adequate tool to explain concepts that complement
the theoretical classes to understand the pressure drop phenomenon, while we are providing the
student with very useful software skills which can be important for their future professional career.
The fluid-mechanical course is a subject common to all engineering degrees in the industrial teaching
program, but, as has been mentioned, learning times for the CFD method of the tool are normally
long. Concurrently, machine-learning based methodologies have shown great potential for pattern
recognition and predicting results for multiple types of datasets, in spite of the field using supervised
algorithms for most of these works. The results of these methods can be incorporated into the
decision-making process [19], even for strategic decision making at higher educational institutions [20],
predicting the performance of the students in blended learning [21] or prediction of early dropout [22].

1.2. Research Question

The research question can be divided in two parts: First, we want to know if the specific use of
short practical activities using the CFD module of Solidworks® [23] is appropriate for the goals raised.
Mainly, we want to know whether its use is adequate in terms of usability, satisfaction scalability,
learning, thinking over and motivation, which are the most analyzed issues in education [24–26].
Please note that we study the activity’s motivation since it is linked with academic performance [27]).

Secondly, by means of a machine-learning approach, we want to know whether the response to
the activity is independent of the bachelor’s degree of origin or, on the contrary, there are questionnaire
response patterns. The presence of a pattern that differentiates the activity’s response depending on
the bachelor degree will justify future modification to adapt the learning activity.

2. Academic Context of the Research and Sample

This research was implemented in the fluid-mechanical subject. This subject is established as
mandatory in the second year for the following three bachelor degrees: Mechanical Engineering,
Electrical Engineering and Electronical and Automatic Engineering, at the Higher Technical School of
Industrial Engineering of Béjar of the University of Salamanca (Spain).

The specific competences (Table 1) of the subject are based on the Spanish regulation [28] which
derives from the regulations of the European Higher Education Area (EHEA). The three degrees
belong to the industrial engineering field (Figure 1), so the first two courses are common for the three
bachelor’s degrees while the last two courses are considered as specialization courses and they are
different for each one. Some colleges offer double degrees. In this case, students enrolled in the double
degree in Electrical and Mechanical Engineering are contemplated in the sample. According to Spanish
regulations for the engineers, some engineering tasks can be done indistinctly by any of the engineers
of the industrial field, while other more specialized tasks can be done specifically by only one of them
(e.g., under Spanish regulation, electrical low voltage projects can be carried out by any industrial
engineer, but high voltage projects can only be carried out by electrical engineers). Please note that
the B.Sc. in Chemical Engineering is not offered by the High School of Industrial Engineering of the
University of Salamanca, so it was not analyzed in the present work.
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Figure 1. Different bachelor degrees belonging to the industrial engineering field. The studies B.Sc are
marked in green.

Table 1. Competences for the fluid-mechanical subject, common for the three bachelor
degrees addressed.

Competence Type Code [29]

Knowledge of the basic principles of fluid-mechanics and their application to
solving problems in the field of engineering. Calculation of pipes, channels and

fluid systems.
Specific CC2

Knowledge and skills for calculating, designing and testing machines. Specific CE2
Applied knowledge of the fundamentals of fluid-mechanical systems and

machines. Specific CE6

Capacity for analysis and synthesis. Basic GI1
Basic knowledge of the profession. Basic IG4

Problem solving. Basic IG8
Ability to apply knowledge in practice. Basic GS1

Ability to plan and organize personal work. Transversal CT1
Capacity for analysis, criticism, synthesis, evaluation and problem solving. Transversal CT6

The research was addressed over a sample of 59 students of the fluid-mechanical subject. In spite
of the fact that the students came from different grades, they were grouped together in the same
classroom since it is a common subject. The distribution of the sample is shown in Table 2.

Table 2. Distribution of the sample of 59 students.

Degree Program ECTS
Students

Number Percentage of Study Case

B.Sc. in Mechanical
Engineering. 240 27 45.8%

B.Sc. in Electrical
Engineering. 240 15 25.4%

B.Sc. in Electronic and
Automatic Engineering 240 12 20.3%

Double Degree. 276 5 8.5%

3. Materials and Methods

3.1. Materials

In [15], a previous requirement and potentialities study about the learning activity was raised. As a
result, Solidworks® [23] was chosen as teaching software. It is a CAD/CAM/CAE commercial package
software with extensive functionalities within the context of mechanical engineering. In summary,
this software was chosen for three reasons: (i) Ease of use of the CFD module compared to other CFD
software alternatives. The simplicity of use was established as a critical factor to reduce the time
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assigned for the activity (please note that one of the factors which will be evaluated is the usability);
(ii) the object’s geometry can be modeled using the same software in an easy way without the need
to use other applications, saving time; (iii) the software can be used in other subjects and by other
professors in their teaching. Solidworks® was installed in one of the computer classrooms of the Higher
Technical School of Industrial Engineering, which is equipped with individual work station posts.

Additionally, to distribute the different activity materials to the students, the documents and files
were uploaded to the institutional Learning Management System (LMS) of the University of Salamanca
(Studium).

3.2. Methods

A specific methodology to evaluate the performance of the activity in different terms was raised
for this research in an ad hoc manner (Figure 2). The different phases of the methodology will be
described in the following paragraphs.

Figure 2. Ad hoc methodology proposed for the present research.

3.2.1. Activity Design and Completion

The learning activity was designed through a deep reflection under three important criteria, which
were established as a reference for the creation of the learning resources and virtual models for the
activity: Quality, economy and reality criteria [15]. These were established in the literature for the virtual
environments [18,29,30] and, as has been previously indicated, the authors consider that simulation
tasks share objectives and needs with respect to virtual laboratories: The common mission to provide
to the student a practical vision about the physical phenomena without using, or complementing,
a real laboratory for experimental tasks. According to the reality criterion, the activity is intended to be
clear enough to simulate a real behavior of the fluid with adequate visualization results, based on the
study of trajectories or particles, as well as maps of the distribution of different variables. The economy
criterion refers to the balance between available resources and needs. In this respect, it is required
for the simulation process to be as short as possible, so there is no wasted time in computation tasks.
This is due to the high concentration of activities that must be completed in the subject and the fact
that the simulation process has to be carried out entirely using the available workstations, without
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acquiring new ones. Toward this goal, various preliminary tests were carried out by the authors to
find the simulation case that balanced processing times and results accuracy and met these conditions
without affecting the other criteria. The processing times obtained for an adequate accuracy were
between 180 and 350 s. Finally, the quality criterion implies that the results have an acceptable accuracy
for learning tasks, and all the resources and documents necessary for the activity and for its evaluation
can be distributed in LMS (please note that the upload file size limitation is a considered constraint
parameter for the activity design).

Due to the proposed reflection, the activity was designed in four phases. Students were divided
into two heterogeneous groups in order to achieve a better teacher-student ratio. The same activity
was carried out with each of the groups in consecutive weeks. The first three phases (Figure 2) were
oriented to the explanation of the activity and the basic concepts: Firstly, a short theoretical lesson
about the CFD method was explained; next, students downloaded from the LMS the archives and
documents for the activity; and finally, a simulation of an irregular conduit (Figure 3) was presented by
the professor while the students were following the steps at the same time.

The fourth phase (Figure 2) was oriented to the autonomous work of the student (practical case),
which consisted of the simulation of two hydraulic nozzle models: Smooth and obstructed ones.
The obstructed hydraulic nozzle model was designed with respect to the smooth one to compare the
obtained results for the two simulations and to compare those with the theoretical results obtained
with the Bernoulli equation.

A hydraulic nozzle is really a single hydraulic device used to increment the velocity of the
incompressible fluid through a reduction of the effective section. When the nozzle is smooth and
clean, the fluid flows in the usual way, following a behavior close to the Bernoulli equation, which is
established under ideal flow conditions in the absence of dissipative phenomena. Nevertheless, if the
nozzle has an obstructed zone, a significant pressure drop is generated and, in this way, the velocity,
pressure, turbulence and other parameters of the fluid differ from the results obtained using the
Bernoulli equation for the same initial parameters. Therefore, this situation allows the students to think
about the limitations of theoretical methods with respect to experimental methods. Please note that the
design of the obstructed nozzle model does not respond to a real case but is an example that has been
generated so that the simulation activity would meet the criteria indicated above. The parameters for
the simulation indicated to the students in the problem statement are shown in Table 3 and all of them
have been established to accomplish the established criteria for the creation of learning resources.

Table 3. Simulation setting established for the autonomous work of the students.

Simulation Setting

Parameter Value/Description

Fluid Water (Solidworks Newtonian fluid library)
Temperature (K) 293.2

Static pressure inlet (Pa) 301,325
Static pressure outlet (Pa) 101,325

Solid material Steal Stainless 302 (Solidworks® material library)
Roughness (μm) 15

Mesh Structured (tetrahedral)
Mesh refinement level 5
Turbulence intensity 2%

Turbulence length (mm) 38

Simulation configuration Heat transfer consideration
Automatic type flow (laminar/turbulent)

The activity was implemented in the classroom following the established plan for four hours,
of which 200 min were used in the students’ autonomous work. Two professors were present
during the activity, observing the behavior of the students and resolving any doubts they may have.
The professor–student rate was 15 students per professor.
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Figure 3. Above: Geometrical features of the nozzle. Below: Irregular conduit used for the study case
developed in the classroom (left). The two nozzles used for the autonomous work of the student (center
and right).

3.2.2. Data Gathering

Once the activity was implemented in the classroom, the data gathering process was carried out
to obtain the results to evaluate the suitability and acceptation of the learning activity. An anonymous
online questionnaire, which can be fulfilled in 5 min, was designed. The questions are shown in
Table 4. The response type is yes/no for the three first questions and for the rest a Likert scale is
used [18,29,30]. For the analysis, each question was grouped into one of the categories described in
Table 5. The complete pattern of responses for each student was obtained anonymously.

Table 4. Questionnaire items.

ID Response Category Question

P1 Yes/No Pretest Have you used any CFD tools before?

P2 Yes/No Pretest Have you used mechanical design tools like Solidworks,
Inventor or similar before?

P3 Yes/No Pretest Did you previously know the CFD method for fluid analysis?
Q1 1–5 Previous (informatic) I consider that my level of computer knowledge is high.

Q2 1–5 Satisfaction I believe that the practice with CFD software has
been satisfactory.

Q3 1–5 Usability I think it is a good practice to explain the use of CFD tools in
the classroom.

Q4 1–5 Previous (perception) Before activity, I had the idea that handling such applications
was complicated.

Q5 1–5 Usability I think the software handling is easy.

Q6 1–5 Learning The information provided by the program is enough to know
the behavior of fluids.

Q7 1–5 Learning This practice has helped me to strengthen the theoretical
knowledge taught in class.

Q8 1–5 Learning This practice has helped me to strengthen the practical
knowledge taught in the laboratory.
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Table 4. Cont.

ID Response Category Question

Q9 1–5 Thinking over The activity has made me realize that the theoretical equations
do not always correspond to reality.

Q10 1–5 Learning I believe that after doing this practice I have learned more
about fluid mechanics.

Q11 1–5 Motivation I would like to do more activities of this kind in class.

Q12 1–5 Scalability I think that activities like this, based on simulation, should
also be applied in other subjects.

Table 5. Categories evaluated through the questions and the description for each of them.

Categories Description

Pretest Students’ previous knowledge about the tools to be use.

Previous (informatic) Knowledge of the level of ability and experience with the computer applications
that the student believes he/she has.

Previous (perception) Knowledge of the perception of the difficulty of the tools used.
Satisfaction Conformity of the student with the activity carried out.

Usability Perception of the level of difficulty of the program and whether its use in class is
considered appropriate.

Learning Level of academic achievement the student considers about the activity.

Thinking over
Measures whether the activity has awakened critical thinking in the student with
respect to the contents explained in class, especially with respect the theoretical

methods and their limitations.
Motivation Student’s intention to return to this type of activity in class.
Scalability Student’s perception of the use of similar tools in other subjects.

3.2.3. Descriptive Statistical Analysis

The instrumentation applied was an online short questionnaire (Table 4) with two response types:
A yes/no answer and a Likert scale. Twelve of the fifteen items of the questionnaire were designed
based on a 5-point Likert scale [31]. All answers were raised in terms of the level of agreement
(1-Strongly disagree, 2-Disagree, 3-Neither agree or disagree, 4-Agree, and 5-Strongly agree). The scale
was chosen to seek simplicity and homogeneity in the answers so as not to generate erroneous or
confused answers while making an accurate interpretation of the data.

The results for each question whose response is yes/no was statistically computed using the
frequency of each response. The results for each question that used the Likert scale were statistically
analyzed through the mean and standard deviation values. Parametric statistics were chosen as they
are sufficiently robust to yield correct results when Likert scale answers are analyzed [32]. The same
process was applied for the results obtained for the different categories: Average of the questions’
answers for each category. For this analysis, the response of each student for each question was
analyzed individually by means of a classic statistical approach; therefore, questionnaire response
patterns are not taken into account in the descriptive analysis.

3.2.4. Based on ML Approach to Detect Group Characteristics

Once the descriptive analysis was addressed, differences of the mean values for each question
among the different groups were identified. A machine-learning classification strategy was implemented
to corroborate if there were differences between the responses to the activity for each group (Table 3).
For this, the individual questionnaire response pattern of each student was included in the analysis.

The results obtained for each student are classified in function of the B.Sc. degree (mechanical,
electrical and electronic, and automatic engineering) in order to analyze if the machine-learning
classifier would be able to detect a significant pattern that allows us to classify each student to their
degree in function of the questionnaire responses. The set of students’ responses for each bachelor
degree will be two-to-two compared using four different classification learners. These methods have
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been chosen based on the literature for similar cases [33] and also considering the adequacy of success
indicators: Support machine vectors (SVM), logistic regression (habitually used in social sciences),
random forest, and Bayesian network.

Firstly, SVMs are algorithms built on the theory of statistical learning aimed at minimizing
structural risk. In pattern recognition, classification and regression analysis, it is expected that
SVMs outperform other machine-learning methodologies [34]. An SVM is a discriminative classifier
that looks for the optimal hyper plane that categorizes the training data. Secondly, the classifier
based on logistic regression identifies specific parameters of the logistic function linked features with
respect to binary target variables [33]. Its prediction function (logistic/sigmoid function) depicts the
curvilinear relationship between the inputs and outputs. Therefore, the output’s coefficients provide
the relationship between a binary variable and several independent variables. Thirdly, random forest
is an ensemble classifier that produces many classification and regression-like trees where each tree is
generated from different bootstrapped samples of training data [35]. Random forest enables many weak
or weakly-correlated classifiers to form a strong classifier [36]. Finally, the Bayesian network is one of
the most effective classifiers [37] and is very useful tool to define logical relationships among variables
in complex models. It is a probabilistic graphical model that expresses the relationships among a
set of variables that quantify the links between variables based on their conditional probabilistic
relationship [38].

For the machine learning analysis, the open software Weka [39] was used. Different training
experiments were implemented in order to choose the most adequate prediction features and the
optimum machine learning parameters. For the assessment of the classification k-fold cross-validation
was employed, which splits the training data into k equal-sized partitions [40]. If the applied machine
learning algorithm can classify successfully, this implies that there is a questionnaire response pattern
for each group (mechanical, electrical or electronic engineering). Namely, it will be possible to predict
the student’s degree as a function of the different measured characteristics.

The machine learning classification results are evaluated in terms of the overall accuracy,
the Cohen’s Kappa index and the receiving operating characteristic (ROC) curve area. The Kappa
statistic measures the degree of agreement of categorized data [41]. It is defined in the range of
−1–1, with zero being the expected value for a random classification, 1 being a perfect agreement,
and negative values indicating no agreement, although they are unlikely in practice. The area under
the ROC curve (AUC) provides a comparison between the predicted and actual instance values in a
classification by measuring the precision and the recall [42]. It measures the probability that randomly
chosen instances will be correctly classified. It is widely used for model comparison, since it describes
the model performance for a complete range of classification thresholds. The ROC area is defined in
the range 0–1, with 0.5 being the expected value for a random classification. Therefore, AUC values
equal to or less than 0.5 imply that the classifier has an efficiency that is not superior to randomness,
not being effective in this case.

4. Results

4.1. Descriptive Analysis

As the reader can see in Table 6, the 54.2% of students have worked previously using a parametric
design application as Solidworks® or similar CAD tools, but only 10.2% of students had used a CFD
method before. This means that for the majority of the sample, it is the first time that they used this
technology, which excludes biases due to possible previous experiences. Considering the results of the
previous answer, approximately half of students have used CAD/CAM/CAE tools for 3D design, but not
for fluid simulation, although 91.5% of the students knew about the existence of CFD applications.
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Table 6. Results of the pretest questions.

Pretest Question Yes No

P1 6 (10.2%) 53 (89.8%)
P2 32 (54.2%) 27 (45.8%)
P3 54 (91.5%) 5 (8.5%)

The statistical results (mean and standard deviation) for each question are shown in Figure 4
and Table 7. It can be seen that the main values for all of the questions are above 3 out of 5, while the
standard deviation values shows a low dispersion with respect to the mean value (close to 1 in all
cases). This assessment is supported by the Z-test of the 66 possible combinations for the 12 questions,
with a p-value always higher than 0.05 (95% confidence). Namely, there is no significant difference
among all answers.

Figure 4. Results obtained for each raised question for all of the students (global results) and
particularized for each bachelor degree.
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Table 7. Statistical results of the rest of the questions.

Question Mean Standard Deviation

Q1 3.22 0.892
Q2 3.81 1.181
Q3 4.27 0.784
Q4 3.25 1.240
Q5 3.14 0.937
Q6 3.83 0.894
Q7 3.53 1.006
Q8 3.44 1.005
Q9 3.93 0.907
Q10 3.73 0.962
Q11 4.08 1.005
Q12 4.27 0.887

Additionally, the analysis will be carried out from the characteristics extracted from each question
(Table 4). In this manner, eight important characteristics are extracted from the results of the questions
for each student. Mean and standard deviation of the distribution are show in Figure 5 and Table 8.
All the results for the eight characteristics have a mean value above the 3 over 5. In global terms,
it points outs a good acceptance of the activity in all the measured aspects. Furthermore, the standard
deviation is also close to 1 for each case, which indicates that the dispersion tend in the responses are
low. Motivation and scalability are the results which higher mean values while the usability result is
slightly lower than the rest. This last issue was predictable due to the usual difficulty to handle CFD
software; even though the software chosen for the learning activity has an easy handling compared to
other CFD alternative applications.

When the results are analyzed by groups (from each B.Sc. degree) the reader can observe both
differences and trends in the results. For all the groups, the scalability is the characteristic that
achieves the greatest mean value (greater than 4 for all the groups). The second characteristic which
greater results obtain is the motivation for Mechanical Eng., Electrical Eng. and double degree but for
Electronic and Automatic Eng., the second place is for the thinking over. However, the mean values
for Mechanical are slightly lower than the rest, especially in learning (3.17).

Table 8. Statistical results of the categories.

B.Sc.
Parameters

Previous
(Level)

Previous
(Complexity
Perception)

Satisfaction Usability Learning
Thinking

over
Motivation Scalability

Global
Mean 3.22 3.25 3.81 3.70 3.63 3.93 4.08 4.27

Std. dev. 0.892 1.240 1.181 0.644 0.805 0.907 1.005 0.887

Mechanical Eng. Mean 3.07 3.11 3.70 3.50 3.17 3.56 3.89 4.00
Std. dev. 0.781 1.450 0.993 0.693 0.693 0.934 1.086 1.000

Electrical Eng. Mean 3.27 3.27 3.60 3.70 3.92 4.13 4.20 4.40
Std. dev. 0.961 1.163 1.502 0.528 0.777 0.834 1.146 0.828

Electronical &
automatic Eng.

Mean 3.17 3.33 4.25 4.00 4.04 4.33 4.25 4.42
Std. dev. 1.030 0.985 1.138 0.477 0.638 0.651 0.754 0.669

Double degree Mean 4.00 3.80 4.00 4.10 4.30 4.40 4.40 5.00
Std. dev. 0.707 0.837 1.225 0.742 0.447 0.894 0.548 0.000
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Figure 5. Results grouped for each category for all the students (global) and for each bachelor degree.

4.2. Machine Learning Classification Approach

The machine learning approach aims to analyze whether the answers provided by the students
are conditioned or not by their particular degree. The comparison is carried out for each two degrees as
shown in Figure 6. If the classifier provided an adequate classification on the basis of success indicators
(precision, overall accuracy, Kappa index and AUC), there is an effective different response pattern for
each of the degrees.

Figure 6. Workflow for the analysis based-on machine learning from the questionnaire response patterns.

Machine learning algorithms are trained using different variables to obtain the best results using
the prediction features stated in Table 9, which showed better indicators of success. The most effective
parameter to evaluate the prediction capacity of each method is the AUC. If this value is 0.5 or less,
the algorithm is making predictions with an accuracy close to randomness. It means that a classification
is not possible for the algorithm.
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As is shown in Table 10, based on features applied (Table 9), the AUC is above 0.5 for the
comparison between the B.Sc. degrees in electrical engineering and the B.Sc. degree in mechanical
engineering. For the comparison between the B.Sc. degree in electronic and automatic engineering
with respect to the B.Sc. degree in mechanical engineering.

However, for the comparison between the B.Sc. degree in electrical engineering with respect to
the B.Sc. degree in electronic and automatic engineering. Therefore, the classifier could not predict
successfully (lowest values for the four indicators of Table 9).

Please note that the data collection is limited, and very different subjective parameters are being
evaluated, so the AUC and Kappa values do not show the high accuracy typical of other applications of
machine learning [43,44]. However, this analysis is not oriented to establish a high accuracy predictive
algorithm, but this approach is oriented to demonstrate differences in the questionnaire response
patterns for each student. If it is possible to predict the degree, then it is demonstrated that degree
conditioning factors to the activity in a non-homogeneous sample with students from different B.Sc.
degrees who carried out the same activity at the same time. Different experiments were carried out in
order to find the predictor features which provide better Kappa and AUC results.

When the questionnaire answers are compared between the B.Sc. degrees in electrical engineering
and the B.Sc. degree in mechanical engineering, the best results are obtained with the Bayesian
network classifier, achieving an overall accuracy of 80.9% and a Kappa index of 0.530. These results
are significant for the quality of the success of the classification between the two groups. Regarding the
AUC, for all four tested classifiers the value obtained is higher than 0.5, being the most optimal AUC
result (0.768) obtained for the random forest classifier.

In the comparison between the B.Sc. degrees in mechanical engineering and the B.Sc. degree in
electronic and automatic engineering, the Bayesian network classifier achieved the best results, with
an overall accuracy of 84.6%, a Kappa index of 0.581 and an AUC of 0.728. The rest of the classifiers
achieve lower performance results, but always higher than the randomness threshold (0 for Kappa,
and 0.5 for AUC).

While for the two comparisons mentioned above the algorithm test can classify with acceptable
accuracy the response patterns (results parameters with a success rate higher than randomness),
when the same classifier algorithms are trained and applied between the B.Sc. degree in electrical
engineering and the B.Sc. Degree in electronic and automatic engineering, all classifications cannot
classify satisfactorily the degree based on the chosen features. More specifically, three of the classifiers
show a negative Kappa index, and the highest AUC is 0.44 (lower than the 0.5 threshold). In this case,
we cannot demonstrate that there are differences between both groups based on the questionnaire
response pattern.

Using the predictors features applied, we can indicate that, studying the questionnaire response
patterns of responses for each student, there are differences among the response to the activity.

Table 9. Prediction features applied for the training.

Predictor Features Applied

P2 (yes/no)
P3 (yes/no)

Previous (informatic) (1–5)
Satisfaction (1–5)

Usability (1–5)
Learning (1–5)
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Table 10. Training quality indicators for the based-on classification learner approaches.

Electrical
Engineering

Electronical
Engineering

Electrical
Engineering

vs. vs. vs.
Mechanical
Engineering

Mechanical
Engineering

Electronical
Engineering

SVM linear

Kappa 0.222 0.210 −0.200
Precision 0.685 0.694 0.407

Overall Acc. 69.0% 71.8% 40.7%
AUC 0.596 0.588 0.400

Logistic regression

Kappa 0.421 0.446 −0.050
Precision 0.735 0.764 0.481

Overall Acc. 73.8% 76.9% 48.1%
AUC 0.738 0.713 0.406

Random forest

Kappa 0.412 0.369 −0.286
Precision 0.735 0.734 0.364

Overall Acc. 73.8% 74.4% 37.0%
AUC 0.768 0.671 0.444

Bayes network

Kappa 0.530 0.581 0.195
Precision 0.853 0.874 0.607

Overall Acc. 80.9% 84.6% 59.3%
AUC 0.659 0.728 0.447

5. Conclusions

In global terms, analyzing the results for each individual question, it is demonstrated that students
think that it is a good practice to explain the use of CFD tools in the classroom and that the activity has
made them realize that the theoretical equations do not always correspond to reality (thinking over).
The indicators associated with them are particularly high, which confirms that the initial objectives of
the learning activity were met.

If the results are analyzed by groups according to the bachelor degree, the answers indicated a
good acceptance of the activity regardless of the bachelor degree. In relation to this, the most widely
accepted characteristic is scalability, indicating that students want to do more of this type of activity.
However, there are slight differences for the activity: The second characteristic in terms of score is
the motivation for the B.Sc. degree in Mechanical Engineering, in Electrical Engineering, and double
degree. Motivation results for the activity are clearly positive, as was the case for research on virtual
laboratories and virtualization of materials [18,30]. On the contrary, for the B.Sc. degree in Electronic
and Automatic Engineering, the second place was for the thinking over. It is of note that the mean
values for the B.Sc. Degree in Mechanical Engineering was slightly lower than the rest, especially
in learning. This could be hypothetically justified from the affinity of the studies, since mechanical
engineering is most related to fluid mechanics and hydraulic systems, which is why the learning
obtained after the activity the knowledge acquired might be less novel to them.

Using the questionnaire response pattern given by each student, we can detect differences between
the response sequence pattern given by the B.Sc. degree in mechanical engineering students with respect
to both electricity engineering and electronics and automatic engineering students. The machine
learning algorithms applied were capable of classifying the students as groups according to the
predictor variables. This is an indication that there are peculiarities in the results that differentiate
some groups from others, as far as the response pattern to the activity is concerned, extracted from
the sequences of responses given for the six prediction features. In other words, it is shown that the
response to the learning activity from the questions raised is different for students of B. Sc. degree in
mechanic engineering with respect to those of electronic and automatic or electricity engineering, but
the existence of these differences could not be demonstrated between the latter two. Namely, the same
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analysis is not successful when the classification algorithm is applied to classify between B.Sc. degree in
electrical engineering students and B. Sc. degree in electronic and automatic engineering. This behavior
is justified from the curriculum similarity between both B.Sc degrees (especially in comparison with
the B.Sc. degree in mechanical engineering). The aforementioned group’s results are compatible with
the differences observed in the descriptive statistical results. However, please note that the machine
learning approach was implemented over a small dataset; therefore, we can obtain hints and/or
indications to generate new hypotheses but not scientific statements derived solely from the machine
learning analysis. This would require a much larger sample, on which the possible inter-relationships
of the different intervening variables could be drawn. Nevertheless, since the proposed methodology
is adapted to the student, a larger sample could be operationally unapproachable in this context.

In conclusion, the learning activity has been satisfactory, and the results show that there has been
a good acceptance on the part of the students in terms of usability, learning, thinking over, motivation
and scalability.

There are indications of a different group response that could justify similar learning activities
aimed exclusively at the group in order to adapt the activity to the specialty as much as possible.
Futures works will address this issue and new research will be conducted to continue proposing new
methodologies oriented to the acquisition of competence in subjects of high complexity and abstraction,
like fluid-mechanical learning.
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Abstract: The objective of the research was to explore and compare the differences in potential
creative thinking that media richness had on learners in creativity training through two different types
of communication formats; computer-mediated communication, and face-to-face communication.
The results indicated that the computer-mediated communication format performed better than the
face-to-face in terms of the fluency, flexibility, and originality dimensions of creative thinking. The
computer-mediated communication format also had a greater level of media richness perception
(i.e., use of multiple cues, language diversity, and personal focus of the medium) than the face-to-face
format. In terms of the combined effectiveness of computer-mediated communication, and face-to-face
formats, the use of multiple cues, language variety of perception of media richness had direct effects
on the fluency of creativity. There was also a positive correlation between the elaboration of creativity
and the use of multiple cues, language variety, and personal focus of the medium in the perception of
media richness. Furthermore, language variety was correlated with creativity and flexibility. The
research findings highlighted the importance of the availability of immediate feedback on media
richness, whereas creativity cognition should focus on the breadth and depth of the information,
which contributes to enhancing the creativity of individuals or a group of employees.

Keywords: creativity; computer mediated communication; face-to-face; media richness;
organizational learning

1. Introduction

In response to ever-changing technological development and globalization, corporations continue
to build capacity in organizational learning and team innovation in order to maintain sustainable
operations and competitiveness. Organization innovation relies on the creativity of the employees [1]
and the focus has been on the sharing of knowledge and encouraging creative thinking that seek
to develop innovative solutions to address existing or future business challenges [2,3]. While a
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corporation’s sharing of internal knowledge through organizational learning can increase the individual
employee’s skill and learning effectiveness, it also helps to drive a collective innovation process that
will contribute towards the corporation’s overall sustainable efficacy and development [4–6]. Such
an emerging trend has prompted the need to review the relationship between sustainable business
development and management education that seek to facilitate effective communication of key abilities
such as adaptability to face uncertainty, creativity, or detection and processing emotions, confidence,
respect, dialogue, critical thinking and systematic thinking [7].

Perry-Smith (2006) states that creativity involves the attitude and action of an employee to take
risks [8]. However, it is imperative that managers provide a supportive environment, and incentives to
encourage their employees to think creatively and explore innovative solutions to assist in making more
informed strategic decisions [9]. An individual employee’s ability to be creative is directly influenced
by factors such as diverse skills and autonomy in the organization [10]. Brown and Fridman [11]
indicate that feedback (e.g., audio-visual, written) also plays an important role in encouraging creativity.
Computer-mediated communication (CMC) and face-to-face (FtF) communication are two forms of
feedback communication format that are used to foster creativity whereby CMC is considered having
greater media richness than the traditional FtF approach [12]. Although studies [13–15] have revealed
that CMC is a more relaxing and engaging feedback communication format than FtF, but there has
been a lack of investigation into the correlation between communication formats and creativity.

The research attempts to fill this gap by combining the media richness theory and creativity to
explore the relationship between the features of media richness and creative thinking by focusing on
creativity training via two different communication formats (i.e., CMC and FtF). The following research
questions are proposed:

1. Will the use of different communication formats (i.e., CMC and FtF) have an impact on potential
creative thinking?

2. What is the correlation between media richness and potential creative thinking through the use
of the above two types of communication format?

2. Literature Review and Hypotheses

2.1. Media Richness

Media richness theory believes that the richness of information relies on the capacity of
communicating information by the media. A communicating media is considered as a ‘rich media’
when the targeted audiences can better understand the information transmitted. Conversely, if more
time is required to understand the information received, then it is considered as a ‘lean media’ [16,17].
The level of media richness has four key features; namely the availability of immediate feedback; use
of multiple cues; language variety; and personal focus which have significant effects on information
equivocality and uncertainty [16,17]. Handke et al. [18] state that the efficacy of the organization
depends on the extent to which media richness conforms to the information required by the task
and further propose that the use and cognition of media are the dynamic combinations of people
and technology. On the other hand, Chidambaram and Jones [19] argue that while a greater level of
media richness has the ability to better manage uncertain information, it has limited effect on reducing
the equivocality of the information. Instead this may increase the complexity and diversity of the
communication process and content.

Previous studies [20–23] reveal that the FtF (e.g., communication with language, non-verbal
cues) communication format has the highest level of media richness, and this is followed by CMC
(e.g., audio-visual), media with only audio and written media. However, as the difficulty and
cost of information transmission is reduced due to the advancement of modern technologies, CMC
has increasingly been utilized as a communication format. This is particularly evident with the
introduction of mobile immediate messaging software, which can be customized to facilitate interactive
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communication that occurs anytime and anywhere. Its ability for data storage, indexing, searching,
and the convenience of using the media by an individual is also greatly enhanced [24].

The synchronized interaction in CMC can offer the similar effect of real-time communication as that
of FtF through instant text, voice, and video transmission [24,25]. Studies [26–28] suggest that learners
were more likely to perform better in generating new ideas for new product development under the FtF
communication format than their counterparts who undertook the CMC format. However, CMC may
have potential advantage in terms of creativity learning and performance within a team context [29].
In a study conducted by Hatem et al. [30], the production rate, communication efficiency, and level of
cooperation of CMC indicated by the total quantity of information exchange is much higher than that
of FtF because users have experienced more interactions under the CMC format. It is the relatively
higher equivocality that enables CMC users to exhibit a greater level of active participation and effort,
given that space and time barriers have been broken down that enable team members to cooperate
more effectively and efficiently on a common task [20,29]. CMC communication via the virtual world is
regarded as more fun, and pleasurable than FtF [15]. Croes et al. [13] also suggest that selecting between
FtF or CMC is significantly influenced by the perception of the user on controllability, anonymity,
and co-existence. As compared to CMC, FtF communicators deliver more facial expressions and any
changes in tone of voice may increase the level of tension during communication [14].

The CMC interactive environment also offers more personalized information and differential
interactive communication, which has a higher degree of freedom, giving more time and space to the
learners to review the appropriateness and completeness of their opinions before they put forward their
views [31,32]. Furthermore, CMC provides more time to the users to contemplate on the transmitted
information during the interaction and to have a considered response by integrating the information
with existing knowledge [29]. On the other hand, FtF does not allow much time for analysis and
discussion of different viewpoints, especially when participants are shy or are not ready to share which
will lower the participation interaction and affect creativity performance [33]. Furthermore, a relaxing
learning situation will help elicit a greater level of creative thinking from the learners. Research [34]
shows that creativity rarely emerges under stressful circumstances and thus it is important to keep
learners in a relaxed mental state where the subconscious can do the nurturing and forming thoughts
that give rise to creative thinking. Therefore, considering the interactivity and advances of the CMC
communication format, its media richness has grown significantly in recent years [35,36].

2.2. Creativity

Some studies [37–39] suggest that creativity derives from the structure of intelligence that
includes cognition, memory, divergent thinking, convergent thinking, and assessment, but other
researchers [8,40–45] take on a broader definition. Creativity can be perceived as the ability to generate
new viewpoints, relationships, or meanings to produce an innovative idea that is different from the
original by reprocessing, amending, integrating or recombining linkable factors based on the original
knowledge structure that satisfies a special need or meaningful purpose and exhibits a new originality
which has its own unique values [37,46,47]. While studies [48] indicate that knowledge sharing can
limit creativity, other researchers [49] argue that the sharing of such knowledge enhances creation skill,
openness, and independence which are key characteristics of creativity. Therefore, creativity is the
foundation of innovative knowledge; and innovation is the result of expressed creativity.

Creativity is the process of developing innovative solutions to solve problems, but such a process
usually differs as a result of differing contexts [50–53]. Accordingly, the need for assessing creativity
is well supported by several studies [54,55], and one of the different techniques used is cognitive
assessment [56]. The most commonly used cognitive assessment examines the level of fluency, flexibility,
elaboration, and originality of the thought process as an assessment index [37,57]. The Torrance Tests
of Creative Thinking (TTCT), developed by Torrance [58] adopt a more stringent graphic and language
written testing that measures creativity potential.
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Prior studies [59–62] have indicated that through well-designed training, creativity can be elevated
and further enhances the skill and efficacy of individual employee, which will have a flow on effect
to the collective innovation process. This can significantly contribute to the overall effectiveness
and growth of sustainable operations in a corporation [4–6]. This study will focus on investigating
the impact of communication formats (specifically CMC and FtF) in creativity training on potential
creativity, which seek to address the two proposed research questions identified earlier.

2.3. Research Hypotheses of Media Richness and Creativity.

Media richness and creativity have been researched extensively within their respective contexts,
and this has been evident in the extant literature. Media richness has gained much attention in recent
years given the advancement of modern technologies that facilitated the enhancement of media delivery
and quality, influence, and outreach. Some of the key domains that have been previously explored
include: the effects of media richness on social media [63], education learning [64], trust and loyalty [65],
organizational learning [66], information quality [67], marketing [68], and communication [69].

On the other hand, creativity has been a longstanding research theme from both an individual
and organizational perspectives where the focus has been on instigating new ideas, new ways of
thinking, and problem-solving. Previous studies have investigated creativity in different aspects,
including: the influence of creativity on business performance [70], education teaching and learning [71],
personal development and growth [72], marketing and new product development [73], and creativity
assessment [54].

However, there have been limited studies that explore the correlation between media richness and
creativity. This research will explore specifically the relationship between the availability of immediate
feedback of media richness, use of multiple cues, language variety, and personal focus of the medium
with the four indices of fluency, flexibility, elaboration, and originality of creativity. The definitions of
these key terms are briefly outlined in Tables 1 and 2.

Table 1. Definitions of key terms related to media richness.

Term Definition

The availability of immediate
feedback

The speed at which the user of communication media can receive
immediate response when transmitting information and amend and

revise the information.

Use of multiple cues
The degree of closeness to the actual situation of the language and
non-verbal cues covered in the transmitted information through

communication media.

Language variety
The degree of ease of interpretation or thinking without spending extra

effort by the user when transmitting meanings of the language and
symbols through the communication media.

Personal focus of the medium The flexibility and adjustability of the communication media for the user.

Adapted from Daft and Lengel (1984) and Ishii, Lyons and Carr (2019) [16,17].

Table 2. Definitions of key terms related to creativity.

Term Definition

Fluency The ability to generate large quantity of thoughts.
Flexibility The ability to look at familiar thought or situation in different ways.

Elaboration The ability to add more details to existing thought.
Originality The ability to produce new concept that others cannot think of.

Adapted from Guilford (1967), Torrance (1968) and Chen (2005) [37,39,57].

Given the above discussion, the following variables are proposed to be investigated in the research
and are briefly explained accordingly. Figure 1 presents a hypothetical model for this research study.
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Figure 1. Research hypothetical model (e.g., media richness vs. creative thinking fluency) of the
hypnotized impact on creativity potential after creative training by media richness.

2.3.1. Independent Variable

The independent variables of the research are the creativity training by different communication
types. The experimental group adopts the CMC method that involves using a software (i.e., WeChat),
which is most widely used social media in China. As for the control group, participants will receive
traditional FtF creativity training.

2.3.2. Dependent Variable

The dependent variables in this study are derived from the ‘Abbreviated Torrance Test for Adults
(ATTA)’ which is a projective assessment of potential creative thinking abilities that included key
indicators such as fluency, flexibility, originality, and elaboration [37,57,74].

2.3.3. Intervening Variable

In this research, media richness perception is used as the intervening variable to determine if there
is an impact on potential creativity by the creativity training through different communication types.

2.3.4. Control Variable

The control variables adopted in this study during the preparation and experiment stages are the
uniform content, procedure, time, and lecturers.

2.3.5. Hypotheses

Based on the above discussion and the research from Guilford, Torrance, Wu, et. al., Hatem, et. al.
and Smith [37,57], this research posits the following hypotheses to be investigated:

Hypothesis 1 (H1): The potential creativity cognition performance of the CMC learners in the experimental
group is better than the FtF learners in the control group.

Hypothesis 1a (H1a): The fluency performance of the CMC learners in the experimental group is better than
the FtF learners in the control group.

Hypothesis 1b (H1b): The flexibility performance of the CMC learners in the experimental group is better
than the FtF learners in the control group.
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Hypothesis 1c (H1c): The originality performance of the CMC learners in the experimental group is better
than the FtF learners in the control group.

Hypothesis 1d (H1d): The elaboration performance of the CMC learners in the experimental group is better
than the FtF learners in the control group.

Hypothesis 2 (H2): The overall media richness perception of the CMC learners of the experimental group is
better than the FtF learners of the control group.

Hypothesis 2a (H2a): The perception of the availability of immediate feedback by the CMC learners in the
experimental group is better than the FtF learners in the control group.

Hypothesis 2b (H2b): The perception of the use of multiple cues by the CMC learners in the experimental
group is better than the FtF learners in the control group.

Hypothesis 2c (H2c): The perception of language variety by the CMC learners in the experimental group is
better than the FtF learners in the control group.

Hypothesis 2d (H2d): The perception of personal focus of the medium by the CMC learners in the experimental
group is better than the FtF learners in the control group.

Hypothesis 3 (H3): The perception of media richness is significantly correlated to potential creative thinking.

3. Materials and Methods

3.1. Preparation Stage

The research, based on the hypotheses, use common creativity methods that have undergone an
experiment of creativity training [49]. Next, the Abbreviated Torrance Test for Adults (ATTA) projective
assessment of potential creative thinking abilities measurement was employed to evaluate the result of
creativity potential after the learning process [74]. A survey was also conducted with postgraduate
students (who were also currently working as full-time business professionals in organizations) about
their perception on media richness (Table 3) and has adopted a five-point Likert scale (i.e., 1 = strongly
disagree; 2 = disagree; 3 = neutral; 4 = agree; 5 = strongly agree) as a measurement to the respondents’
answers about their perception of media richness.

3.2. Experimental Stage (Quasi-Experiment)

The research was conducted at Shanghai where it has been regarded as having one of the most
conductive and open business environments in China. The subjects selected for this study were
specifically targeted at postgraduate students who were also currently working as full-time business
professionals in organizations within the master’s program (major in communication management,
business administration, and public relations and advertising) at the Shanghai College of Shih
Hsin University.

Two groups of a total of 67 students (i.e., CMC experimental group, n = 33; FtF control group,
n = 34) from the communication management, business administration, and public relations and
advertising major studies were randomly selected to participate in this study. The two groups were
taught by the same lecturer for creativity training that involved a three-hour class session whereby the
CMC experimental group used the mobile communication software (i.e., WeChat) for communication,
whereas the FtF control group utilized traditional communication format. Upon finalizing the subjects
and experimental methods, as well as setting the time for rehearsal, the official training and surveys
were subsequently conducted with the two groups separately.
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Table 3. Media richness perception measurement items.

Dimension Survey Content Source

Availability of
immediate
feedback

1. The design of the learning process provides me with
effective information to help me communicate quickly.

Carlson and Zmud
(1999), Dennis, Kinney

and Hung (1999), Rice, et
al. (1987) [75–77]

2. The design of the learning process allows me to ask and
understand immediately.

3. The design of the learning process makes it easier for me to
communicate and exchange ideas with others.

4. The design of the learning process makes it easier for me to
understand the content when I am communicating with others.
5. The design of the learning process allows me to grasp the

status of information transmission immediately.

Use of multiple
cues

6. The design of the learning process offers the option of
attaching elements like pictures and graphs that can help with

understanding the information when transmitting the
information. Carlson and Zmud

(1999), Johnson et al.
(2006), Rice, et al. (1987)

[75,77,78]

7. The design of the learning process allows me to use, besides
language and numbers, other non-verbal cues when

communicating with others (such as facial expression, body
language, audio-visuals, pictures, graphs).

8. The design of the learning process allows me to provide
more detailed non-verbal cues as auxiliary information when I

am communicating with others.

Language
Variety

9. The design of the learning process provides a more flexible
way of expression that allows me to freely use the language
with which I am familiar, such as Chinese, English, digital,

graphics, symbols, that can help convey clearly the
intended message.

Carlson and Zmud
(1999), Johnson et al.

(2006) [75]
10. The design of the learning process offers me richer and
more diverse ways to accentuate the meaning of the words

(such as punctuations, font size, color).

Personal focus
of the medium

11. The design of the learning process is a medium where I can
exhibit my personal features such as looks, forms.

Carlson and Zmud
(1999), Johnson et al.

(2006), Rice et al. (1987)
[75,77,78]

12. The design of the learning process offers me the ability to
display and edit personalized information.

Written consent forms were delivered to all students to obtain their agreement to participate in
this study, and at the same time informed them about their rights to withdraw from the research at any
time without penalty. The questionnaire survey proceeded after permissions to participate had all been
received and was conducted in the classroom setting at the respective classes. The participants were
given approximately 30 minutes in class to complete the questionnaire and the class teacher collated
them when completed.

3.3. Analysis

The research has adopted the Cronbach’s α to examine the reliability of the questionnaire in order
to understand the consistency of the questions in it (Table 4). The result of the internal consistency
reliability test indicated that the Cronbach’s α value for the availability of immediate feedback was
0.866; use of multiple cues was 0.650; language variety was 0.776; and personal focus of the medium
was 0.833, which were all at an acceptable level. In addition, the Cronbach’s α values of the entire
questionnaire ranges between 0.650 to 0.886, with an overall reliability value of 0.883. As such, this
questionnaire has passed the reliability test since a Cronbach’s α value of 0.8 and above denotes
excellent reliability [79–82].
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Table 4. The questionnaire reliability of media richness.

Dimension Survey Content Mean (M)
SD (Standard

Deviation)
Cronbach’s α

Availability of
immediate
feedback

1. The design of the learning process provides me with
effective information to help me communicate quickly. 4.35 0.63

0.866
2. The design of the learning process allows me to ask and

understand immediately. 4.24 0.69

3. The design of the learning process makes it easier for me
to communicate and exchange ideas with others. 4.16 0.71

4. The design of the learning process makes it easier for me
to understand the content when I am communicating with

others.
4.19 0.65

5. The design of the learning process allows me to grasp the
status of information transmission immediately. 4.27 0.66

Use of multiple
cues

6. The design of the learning process offers the option of
attaching elements like pictures and graphs that can help

with understanding the information when transmitting the
information.

3.56 1.30
0.650

7. The design of the learning process allows me to use,
besides language and numbers, other non-verbal cues when
communicating with others (such as facial expression, body

language, audio-visuals, pictures, graphs).

3.24 1.18

8. The design of the learning process allows me to provide
more detailed non-verbal cues as auxiliary information

when I am communicating with others.
3.71 0.88

Language variety

9. The design of the learning process provides a more
flexible way of expression that allows me to freely use the

language with which I am familiar, such as Chinese, English,
digital, graphics, symbols, that can help convey clearly the

intended message.

3.40 1.15
0.776

10. The design of the learning process offers me richer and
more diverse ways to accentuate the meaning of the words

(such as punctuations, font size, color).
3.11 1.10

Personal focus of
the medium

11. The design of the learning process is a medium where I
can exhibit my personal features such as looks, forms. 3.53 0.74

0.833
12. The design of the learning process offers me the ability to

display and edit personalized information. 3.65 0.70

Overall reliability 0.883

In terms of validity, three communication scholars from Shanghai Jiao Tong University and
Taiwan’s Shih Hsin University were invited to examine the validity of the questionnaire. The
convergent validity, which is used to examine the degree of correlation between each dimension and
its question [83], of this research had reached par level because the Pearson Correlation Coefficient
for every item has attained a significant level, indicating a good convergent validity. As for the
discriminate validity, which is used to examine the result of discrimination among the dimensions for
which regular factor analysis is employed [83], this research has adopted the factor analysis method.
The factor loading for every item (except for questions 6, 7 and 10) was greater than 0.5, and the
Pearson correlation coefficient for all questions have reached significant level (p < 0.0001). The results
of the convergent validity and discriminate validity of media richness perception were outlined in
Table 5, which suggested that the research questionnaire had attained a satisfactory overall validity.

The Statistical Package for the Social Sciences (SPSS v.22) was used to analyze the information
collected in this study, and tests such as the independent sample t-test and Pearson correlation
coefficient were conducted to examine if correlations existed between the key constructs in this study.
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Table 5. The questionnaire validity of media richness.

Dimension Item Factor Loading
Pearson

Correlation
Coefficient

p-Value

Availability of
immediate
feedback

1 0.653 0.764 ** p < 0.0001
2 0.713 0.830 ** p < 0.0001
3 0.734 0.834 ** p < 0.0001
4 0.773 0.875 ** p < 0.0001
5 0.688 0.733 ** p < 0.0001

Use of multiple
cues

6 0.422 0.821 ** p < 0.0001
7 0.276 0.761 ** p < 0.0001
8 0.720 0.734 ** p < 0.0001

Language variety
9 0.526 0.908 ** p < 0.0001
10 0.376 0.900 ** p < 0.0001

Personal focus of
the medium

11 0.746 0.930 ** p < 0.0001
12 0.603 0.922 ** p < 0.0001

** Denotes significant level less than 0.01.

4. Results

4.1. Distribution of Demographic Profiles

A total of 67 students participated in the experiment, of which 41 were males (61.2%) and 26 were
females (38.8%). A majority of the respondents were aged between 41 to 50 years old (50.7%), and this
was followed by over 50-year-olds (28.4%), between 31 to 40 years old (13.4%), and under 30 years old
(7.5%). Table 6 below briefly presented the overall demographic distribution of the respondents.

Table 6. Overall demographic distribution.

Variable Item Number Percentage

Gender
Male 41 61.2%

Female 26 38.8%

Age

Under 30 5 7.5%
31–40 9 13.4%
41–50 34 50.7%

Over 50 19 28.4%

Total 67 100%

In terms of the demographic distribution for the CMC experimental group, there were a total of
33 students (18 males and 15 females). The respondents in this experimental group were represented
by the following age groups: between 41- to 50-year-old (54.5%), over 50-year-old (27.3%), between
31- to 40-year-old (9.1%), and under 30-year-old (9.1%). As for the FtF control group, there were more
males (67.6%) than females (32.4%) with a total of 34 students. A majority of the respondents of this
control group were aged between 41 to 50 years old (47.1%), with the others in the following age
categories: over 50-year-old (29.4%), between 31- to 40-year-old (17.6%), and under 30-year-old (5.9%).
Tables 7 and 8 below briefly outline the demographic distribution of the respondents for both the CMC
experimental and FtF control groups, respectively.

4.2. Torrance Creativity Cognitive Performance

The research adopted ATTA as the tool to measure creativity potential, with score based on norm
of fluency, flexibility, originality, and elaboration. The results (as shown in Table 9) of the independent
sample t-test for the Torrance creativity cognitive performance ATTA indicated that the overall mean
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score of the CMC experimental group was higher than the FtF control group in terms of creativity
cognition (p = 0.012, t-test). This signified that participants in the CMC group had a greater creativity
than those in the FtF group. Although there was no significant difference (p = 0.052, t-test) in the
elaboration performance between the CMC and FtF groups, the CMC group (mean = 16.79) had a
slightly higher mean score than the FtF group (mean = 15.70). On the other hand, the findings revealed
that there were significant differences in the performance of the fluency, flexibility, and originality
variables between the CMC group and the FtF group. The CMC group had a better fluency performance
that suggested a greater level of ability to generate a larger quantity and meaningful thoughts than the
FtF group. The CMC group also performed better in the flexibility performance than the FtF group
whereby they could better describe more capabilities to easily modify their willingness to change their
existing thoughts. In terms of originality performance, the CMC group outperformed the FtF group
with a greater ability to produce new concepts and unique ideas toward problem solving. Therefore,
Hypotheses H1 (p = 0.012, t-test), H1a (p < 0.0001, t-test), H1b (p = 0.039, t-test), and H1c (p = 0.014,
t-test) were supported, whereas Hypothesis H1d (p = 0.06, t-test) was rejected.

Table 7. Demographic distribution for the computer-mediated communication (CMC)
experimental group.

Variable Item Number Percentage

Gender
Male 18 54.5%

Female 15 45.5%

Age

Under 30 3 9.1%
31–40 3 9.1%
41–50 18 54.5%

Over 50 9 27.3%

Total 33 100%

Table 8. Demographic distribution for the face-to-face (FtF) communication control group.

Variable Item Number Percentage

Gender
Male 23 67.6%

Female 11 32.4%

Age

Under 30 2 5.9%
31–40 6 17.6%
41–50 16 47.1%

Over 50 10 29.4%

Total 34 100%

Table 9. Torrance potential creativity cognitive performance in an original-score evaluation.

CMC (n = 33) FtF (n = 34)

Variable Mean SD Mean SD t value p

H1a: Fluency 16.60 1.77 14.79 1.72 4.25 *** p < 0.0001
H1b: Flexibility 15.97 2.19 14.85 2.16 2.10 * p = 0.039
H1c: Originality 17.45 1.77 16.29 2.01 2.50 * p = 0.014
H1d: Elaboration 16.79 2.22 15.70 2.46 1.90 p = 0.06

H1: Potential creativity
cognition performance

16.70 1.99 15.41 2.09 2.58 * p = 0.012

***: p < 0.001, two-tailed test; **: p < 0.01, two-tailed test; *: p < 0.05, two-tailed test.
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4.3. Independent Sample t-Test Analysis of Media Richness Perception

Findings (Table 10) of the independent sample t-test for media richness perception indicated that
the overall mean score of the CMC experimental group was significantly higher than the FtF control
group. The outcomes implied that the CMC group had a higher level of perceived media richness in
which they attained a more effective understanding of the information through the communication
media used, while there was no significant difference between the CMC group and FtF group in
terms of availability of immediate feedback (p < 0.094, t-test), and personal focus of the medium
(p < 0.028, t-test); however, significant differences existed between the groups for the use of multiple
cues (p < 0.001, t-test), and language variety (p < 0.001, t-test).

Table 10. Independent sample t-test analysis of media richness perception in a
norm-referenced evaluation.

CMC (n = 30) FtF (n = 32)

Dimension Mean SD Mean SD t Value p

Availability of immediate feedback 4.13 0.61 4.36 0.44 −1.70 0.094
Use of multiple cues 4.04 0.64 3.00 0.75 5.88 *** < 0.001

Language variety 3.88 0.77 2.67 0.87 5.79 *** < 0.001
Personal focus of the medium 3.68 0.65 3.50 0.68 1.08 * 0.028

Media richness perception 3.99 0.59 3.59 0.43 3.01 ** < 0.01

***: p < 0.001, two-tailed test; **: p < 0.01, two-tailed test; *: p < 0.05, two-tailed test.

4.4. Correlation between Media Richness Perception and Potential Creativity Cognition Performance Variables

As shown in Table 11, the findings revealed no significant correlation (r = 0.23, p = 0.079)
between the overall media richness perception and potential creativity cognition. However, there were
significant correlations between the “fluency” variable of the potential creativity cognition performance
and two media richness dimensions; namely the “use of multiple cues” (r = 0.42, p < 0.001), and
“language variety” (r = 0.38, p < 0.001). Results also indicated that significant correlations were not
only present between the “elaboration” variable of the potential creativity cognition performance and
the overall media richness (r = 0.30, p < 0.05) but also with three media richness dimensions; “use of
multiple cues” (r = 0.29, p < 0.05), “language variety” (r = 0.33, p < 0.001), and “personal focus of the
medium” (r = 0.34, p < 0.001. Furthermore, the findings also suggested significant relationships existed
between the “language variety” dimension of the media richness with the overall potential creativity
cognition performance (r = 0.39, p < 0.001) and its “flexibility” variable (r = 0.36, p < 0.001).

Research Hypotheses

There were 12 hypotheses examined in this study (see Table 12). The findings (as shown in
Table 10) revealed support for eight hypotheses and rejected the remaining four hypotheses. The
overall potential creativity cognition performance of the CMC learners in the experimental group
was deemed to be better than the FtF learners in the control group (H1 supported). In terms of the
fluency, originality, and elaboration variables of the potential creativity cognition performance, the
CMC learners of the experimental group performed better than the FtF learners of the control group
(H1a, H1c, H1d supported). However, the CMC learners of the experimental group did not perform
better than the FtF learners of the control group with regards to the flexibility variable of the potential
creativity cognition performance (H1b rejected).
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Table 12. Research hypothesis results.

Hypothesis Result

H1: The overall potential creativity cognition performance of the CMC learners in the
experimental group is better than the FtF learners in the control group. Supported

H1a: The fluency performance of the CMC learners of the experimental group is better
than the FtF learners of the control group. Supported

H1b: The flexibility performance of the CMC learners of the experimental group is better
than the FtF learners of the control group. Supported

H1c: The originality performance of the CMC learners of the experimental group is better
than the FtF learners of the control group. Supported

H1d: The elaboration performance of the CMC learners of the experimental group is better
than the FtF learners of the control group. Not Supported

H2: The overall media richness perception of the CMC learners of the experimental group
is better than the FtF learners of the control group. Supported

H2a: The perception of the availability of immediate feedback of the CMC learners of the
experimental group is better than the FtF learners of the control group. Not Supported

H2b: The perception of use of multiple cues of the CMC learners of the experimental group
is better than the FtF learners of the control group. Supported

H2c: The perception of language variety of the CMC learners of the experimental group is
better than the FtF learners of the control group. Supported

H2d: The perception of personal focus of the medium of the CMC learners of the
experimental group is better than the FtF learners of the control group. Supported

H3: Media richness perception is significantly correlated to potential creative thinking. Not Supported

As for the overall media richness perception, the CMC learners of the experimental group had
performed better than the FtF learners of the control group (H2 supported). In addition, the CMC
learners of the experimental group also did better in their perception of use of multiple cues, language
variety, and personal focus of the medium as compared to the FtF learners of the control group
(H2b, H2c, H2d supported). Conversely, the FtF learners of the control group performed better than the
CMC learners of the experimental group in their perception of the availability of immediate feedback
(H2a rejected). Hypothesis 3 was also rejected since there was no evidence to suggest a significant
correlation between media richness perception and potential creative thinking.

5. Discussion

The aim of this research was to explore the correlation between media richness and potential
creativity through the use of the CMC and FtF communication formats. In relation to the first
research question: “Will the use of different communication formats (i.e., CMC and FtF) have an
impact on potential creative thinking?”, the research results showed that the CMC communication
format had achieved a higher potential creativity in fluency, flexibility, and originality than the FtF
communication format. This suggested that the relatively higher communication equivocality by the
CMC communication format had helped individuals to overcome the limitations of space and time,
and could more actively focus on the exchange of transmitted information [20,29,31]. This outcome
aligned with studies in the past that supported CMC communication format in delivering remarkable
production and communication efficiency for potential creativity thinking [29,30]. Furthermore, the
virtual communication environment of the CMC format offered more relaxing, anonymous, and less
tense facial expression and change in tone of voice than that of FtF [13–15]. However, other research
studies found that the performance of innovative thinking via the FtF communication format to be
better than that of the CMC format, particularly in the context of education research and new product
development [26–28,84].

For the second research question: “What is the correlation between media richness and potential
creative thinking through the use of the CMC and FtF communication formats?”, the research findings
discovered that the perception of CMC communication format was stronger than the FtF format in
terms of media richness, use of multiple cues, language variety and personal focus of the medium. This
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outcome was supported by the previous studies [37,57]. In contrast, the perception of the availability of
immediate feedback through the CMC communication format was not evident. This could be explained
by learners who considered the use of such a format to be a more flexible way of communication that
enhanced their understanding and way of thinking about the information received. Such an outcome
corresponded with the study by Culnan and Markus [24].

Other researchers also pointed out that the synchronized interaction in CMC communication format
had a similar effect to real time face-to-face communication. The combination of text, voice, and video
would also remedy what was lacking in oral conversation. Therefore, the CMC communication format
might not necessarily be less effective than the FtF format [24,25]. However, this finding was different
from some earlier studies in the 1970s, which argued that the FtF format had the highest communication
richness [20–23]. While the research findings revealed no significant difference between the CMC and FtF
communication formats in the perception of the availability of immediate feedback, previous studies did
argue that the CMC media richness for interactivity was still behind the FtF format [11,35].

The research findings indicated that of the four dimensions of media richness, only the availability
of immediate feedback had no significant correlation with potential creativity cognition performance.
This outcome was supported by previous studies [37,57]. However, the use of multiple cues, and
language variety dimensions of media richness, did have an effect on the fluency variable of the
potential creativity cognition performance. The three media richness dimensions; use of multiple cues,
language variety, and personal focus of the medium also had a positive correlation with the elaboration
variable of the potential creativity cognition performance, whereas the language variety dimension was
correlated to the flexibility variable of the potential creativity cognition performance. These findings
suggested that it would be easier for the learners of creativity to interpret and contemplate language
and symbols transmitted by the media format that had better performance of fluency, flexibility,
and originality in creative thinking. The availability of immediate feedback focused on the speed
of information, meaning it has the ability to receive immediate response and to make corrections,
as in FtF when transmitting and receiving information. The creativity cognition focused on the
breadth and depth of the information, which contributed to enhancing potential creative thinking.
Therefore, the CMC and FtF media influenced the result of creativity cooperation and new product
development [29–33,84,85].

Although there were studies [12,29,30,84] conducted to explore the creative results and
communication satisfaction of different groups of people through different media, very few were
related to media richness and creativity. This research study had attempted to fill this gap whereby the
findings suggested that the CMC communication format could transmit better language variety and
use of multiple cues of media richness that helped with fluency and elaboration of creative thinking.
This result was different to previous studies that argued FtF is more effective in this space. Therefore,
the findings on the four dimensions of media richness and the four variables of creativity brought
forth by this research had further expanded the relevant research field and the extended the depth of
other original similar prior studies.

In conclusion, the research explored the impact on potential creative thinking by media richness
perception through creativity training via the CMC and FtF communication formats. The result
provided a theoretical and practical reference for corporations facing future challenges, method of
utilizing media to acquire effective information, promoting education of sustainable development, and
enhancing the individual or group creativity of the employees to help with maintaining sustainable
operational competitiveness by social communication activities.

6. Limitation

6.1. Limitation of Subjects

The research selected students who had actual business administration experience and enrolled
in the master’s degree program at the Shanghai Shih Hsin University as experimental subjects. This

340



Appl. Sci. 2020, 10, 1602

study was limited by the time and resources provided by the corporations that coordinated with the
scholastic research institution and by the limited number of experimental subjects (i.e., 67). Therefore,
the results could not be generalized to the population at large. In addition, the samples did not
represent students without a master degree or non-managers. Also, the research could not extend the
deduction to students at different stages of learning, different corporate organizations, or all workers,
to verify the correlation between the theory and research structure. A more representative sample
would be required for any future research.

6.2. Limitations of Research Method and Tools

The study focused on exploring the impact of creativity training of different types of communication
formats on potential creative thinking. It was limited to only creativity training as planned in the
social-media experiment. Thus, the results could not be interpreted for other contexts. The research
chose the more frequently used face-to-face method and mobile communication software, WeChat, for
the experiment. Therefore, the research results can be compared less with other traditional or new
media. The relevance of the results to other computer-mediated communication media would require
further verification. The experiment of the research had no control over the actions of the experimental
subjects, the status of the internet, and disturbances by environmental factors during the investigation
even though the researcher executed procedure control over the plan before and during the experiment
being conducted.
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Abstract: Predicting students’ performance is one of the most important topics for learning contexts
such as schools and universities, since it helps to design effective mechanisms that improve academic
results and avoid dropout, among other things. These are benefited by the automation of many
processes involved in usual students’ activities which handle massive volumes of data collected
from software tools for technology-enhanced learning. Thus, analyzing and processing these data
carefully can give us useful information about the students’ knowledge and the relationship between
them and the academic tasks. This information is the source that feeds promising algorithms and
methods able to predict students’ performance. In this study, almost 70 papers were analyzed to
show different modern techniques widely applied for predicting students’ performance, together
with the objectives they must reach in this field. These techniques and methods, which pertain to the
area of Artificial Intelligence, are mainly Machine Learning, Collaborative Filtering, Recommender
Systems, and Artificial Neural Networks, among others.

Keywords: prediction; students’ performance; dropout; machine learning; supervised learning;
unsupervised learning; collaborative filtering; recommender systems; artificial neural networks;
deep learning

1. Introduction

There is often a great need to be able to predict future students’ behavior in order to improve
curriculum design and plan interventions for academic support and guidance on the curriculum offered
to the students. This is where Data Mining (DM) [1] comes into play. DM techniques analyze datasets
and extract information to transform it into understandable structures for later use. Machine Learning
(ML), Collaborative Filtering (CF), Recommender Systems (RS) and Artificial Neural Networks (ANN)
are the main computational techniques that process this information to predict students’ performance,
their grades or the risk of dropping out of school.

Nowadays, there is a considerable amount of research and studies that follow along the lines of
predicting students’ behaviour, among other related topics of interest in the educational area. Indeed,
many articles have been published in journals and presented in conferences on this topic. Therefore, the
main goal of this study is to present an in depth overview of the different techniques and algorithms
proposed that have been applied to this subject.

2. Methodology

This article is the result of a qualitative research study of 64 recent articles (almost 90% were
published in the last 6 years) related to the different techniques applied for predicting students’
behaviour. The literature considered for this study stems from different book chapters, journals
and conferences. IEEE, Science Direct, Springer, IEEE Computer Society, iJET, ACM Digital Library,
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Taylor & Francis Online, JEO, Sage Journals, J-STAGE, Inderscience Publishers, WIT Press, Science
Publications, EJER, and Wiley Online Library were some of the online databases consulted to extract
the corresponding literature.

We have excluded papers without enough quality or contribution. The journal papers without
an impact factor listed in the ISI Journal Citation Report or not peer-reviewed were excluded.
The conference papers corresponding with conferences not organized/supported/published by IEEE,
ACM, Springer or renowned organizations and editorials were excluded too. As a result, 35% of the
papers analyzed correspond to journal articles; of these, 64% have JCR impact factor and the rest
correspond to peer-reviewed journals indexed in other scientific lists.

For the search processes used for these databases we mainly considered the following descriptors:
“Predicting students’ performance”, “Predicting algorithm students”, “Machine learning prediction
students”, “Collaborative filtering prediction students”, “Recommender systems prediction students”,
“Artificial neural network prediction students”, “Algorithms analytics students” and “Students
analytics prediction performance”, among other similar terms.

The literature review provided throughout this article is mainly classified from two points of
view: techniques and objectives. We describe the techniques first in this article, since they are applied
to reach the objectives considered in each reference. These techniques, in turn, are implemented by
means of several algorithmic methods.

Table 1 summarizes the main features of the literature review, showing four groups of columns:
students’ level, objectives, techniques, and algorithms and methods.

• Students’ level: Each reference analyzes datasets built from students of a particular level.
We consider a classification of wide levels, corresponding to School (S), High School (HS) and
University (U).

• Objectives: The objectives are connected to the interests and risks in the students’ learning
processes.

• Techniques: The techniques consider the different algorithms, methods and tools that process the
data to analyze and predict the above objectives.

• Algorithms and methods: The main algorithms and computational methods applied in each case
are detailed in the Table 1. Other algorithms with related names or versions not shown in this
table could be also applied. The shadowed cells corresponds with the best algorithms found
when several methods were compared for the same purpose.

Figure 1 presents graphically the basic statistics about the techniques, objectives, type of students,
and algorithms considered in the literature review. These graphs are built from Table 1 in order to
understand better the impact of the literature review that is explained in the next sections.

A first consideration about predicting students’ performance by means of ML is the academic level
of the students. This information can be useful to know because the datasets built from the students’
behaviour imply latent factors that can be different according to the academic level. As we can see in
Figure 1, most of the cases correspond to the university level, followed by the high-school level.
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Figure 1. Basic statistics about the techniques, objectives and algorithms tackled in the literature review.

3. Techniques

The application of techniques such as ML, CF, RS, and ANN to predict students’ behavior take
into account different types of data, for example, demographic characteristics and the grades from
some tasks. A good starting point was the study conducted by the Hellenic Open University, where
several machine-supervised learning algorithms were applied to a particular dataset. This research
found that the Naïves Bayes (NB) algorithm was the most appropriate for predicting both performance
and probability of student dropout [2]. Nevertheless, each case study has its own characteristics and
nature, hence different techniques can be selected as the best option to predict students’ behaviour.

We have gathered the different techniques into main four groups: supervised ML, unsupervised
ML , CF and ANN. An additional group dealing with other DM techniques is added in order to include
some works where similar objectives were tackled. Figure 1 shows the weight amount of each of
these groups of techniques in the literature, which can indicate the number of problems and cases
where each technique is more suitable. In this sense, supervised ML makes up almost half of the cases,
followed by CF with a quarter. On the contrary, unsupervised ML has been applied in very few cases.

3.1. Machine Learning

Machine Learning is a set of techniques that gives computers the ability to learn without the
intervention of human programming [3]. ML has supported a wide range of applications such as
medical diagnostics, stock market analysis, DNA sequence classification, games, robotics, predictive
analysis, etc. We are particularly interested in the area of predictive analysis, where ML allows us to
implement complex models that are used for prediction purposes. These models can be of great help
to users by providing relevant data to facilitate decision-making.

ML algorithms are classified into two main streams: supervised and unsupervised.

3.1.1. Supervised Learning

Supervised Learning (SL) seeks algorithms able to reason from instances externally supplied in
order to produce general hypotheses, which then make predictions about future instances [66]. In other
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words, the goal of SL is to build a clear model of the distribution of class labels in terms of predictor
characteristics.

Rule Induction is an efficient SL method to make predictions, which was able to reach an accuracy
level of 94% when predicting dropout of new students in nursing courses, from 3978 records on 528
students [4].

When using classification techniques, it is necessary to be careful if there are unbalanced datasets,
since they can produce misleading predictive accuracy. For this purpose, several improvements
were proposed in [5] when predicting dropout, such as exploring a wide range of learning methods,
selecting attributes, evaluating the effectiveness of theory, and studying factors between dropout and
non-dropout students. The classifier algorithms explored in this study were One-R, C4.5, ADTrees, NB,
BN, and Radial Basis Networks (RBN). In this sense, applying several algorithms and comparing their
results will be always very useful, as in [6], where four classification algorithms (Logistic Regression
(LR) [67], DT, ANN, and SVM) were compared with three data balancing techniques: Over-Sampling,
Under-Sampling, and Synthetic Minority Over-Sampling (SMOTE). In this case, SVM with SMOTE
gave the best accuracy (90.24%) for retention prediction.

A promising technique was proposed in [7] for predicting the risk of dropout at early stages in
online courses, where high dropout rate is a serious problem for this kind of courses at university
level. This technique is based on a parallel combination of three ML techniques (K-Nearest Neighbor
(KNN), RBN, and SVM), which make use of 28 attributes per student. Considering students’ attributes,
in [8] a set of ML algorithms (ANN, DT, and BN) took into account the personal characteristics of
the students and their academic performance together with input attributes for building prediction
models. The effectiveness of the prediction was evaluated using indicators such as the accuracy rate,
recovery rate, overall accuracy rate and a particular measure. Moreover, if we take into account the
cognitive characteristics of the students, the prediction accuracy improves using DT [9].

An SA framework for early identification of at-risk students was compared to other ML
approaches [10], since more than 60% of dropouts occur in the first 2 years, especially in the areas of
Science, Technology, Engineering, and Mathematics. Other ML algorithms (DT, NB, KNN, Gradient
Boosted Tree (GBT), linear models, and Deep Learning (DL)) were proposed in [11] with similar
purposes. Among them, DL and GBT showed the best accuracy. Other studies highlight the quality of
SL techniques in predicting dropout: NB and SVM were proposed to predict of individual dropouts [12];
and Sequential Forward Selection (SFS), C4.5, RF, KNN and NB, among other classifiers, were proposed
to identify students with difficulties in the third week with 97% accuracy [13]. Along these lines, the
use of Random Forests (RF) showed excellent performance in predicting school dropout in terms of
various performance metrics for binary classification [14]. Finally, ANN, SVM, LR, NB, and DT were
analyzed in [15] for similar purposes by using the data recorded by e-learning tools. In this case, ANN
and SVM achieved the highest accuracies.

Several ML algorithms were compared in [2] to predict the performance of new students, where
NB showed the best behaviour in a web tool. SVM was the best of the four techniques analyzed
in [16] for predicting academic performance. Also Bayesian Belief Network (BNN) was used to predict
the students’ performance (grade point average) early [17]. Also LR and SVM were applied for this
purpose [18]. Nevertheless, the accuracy of the prediction systems can be improved through careful
study and implementing different algorithmic features. Thus, preprocessing techniques have been
applied together with classification algorithms (SVM, DT and NB) to improve prediction results [19].

A different focus on students’ performance can be found in [20], where the main characteristics
for observing performance are deduced from students’ daily interaction events with certain modules
of Moodle. For this purpose, RF and SVM developed the prediction models, and the best results were
obtained by RF. With a similar focus, other SL algorithms analyzed datasets directly from websites to
evaluate students’ performance [21]. Also software platforms in e-learning made it possible to analyze
and take advantage of the results of DM and ML algorithms in order to make decisions and justify
educational approaches [22].
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A data analysis approach to determine next trimester’s courses was proposed in [23]. Here,
different ML techniques predicted students’ performance, which was used to build transition
probabilities of a Markov Decision Process (MDP). The Jacobian Matrix-Based Learning Machine
(JMLM) was used to analyze the students’ learning performance [24], and AdaBoost assembly
algorithm was proposed to predict student classification and showed best performance against
techniques as DT, ANN, and SVM [25]. Adaboost was also the best meta-decision classifier for
predicting student results [26].

SL algorithms are useful for a wide variety of predicting purposes. Predicting whether a student
can successfully obtain a certificate was tackled by LR, SVM, NB, KNN, and BN [27]. Predicting
graduation grade point averages was tackled by ANN, SVM, and Extreme Learning Machine
(ELM) [28], where SVM gave the highest accurate prediction (97.98%). Student performance in
the previous semester along with test grades from the current semester were used as input attributes
for a series of algorithms (SVM, NB, RF and Gradient Boosting) that predict student grades [29].

Finally, other SL approaches were satisfactorily applied for predicting students’ performance.
Bayesian Additive Regressive Trees (BART) was used to predict the final grade of students in the sixth
week [30]. A model based on SVM weekly predicted the probability of each student belonging to
one of these three types: high, medium or low performance [31]. Latent Dirichlet Allocation (LDA)
predicted student grades according to how the students described their learning situations after each
lesson [32].

3.1.2. Unsupervised Learning

Unsupervised Learning (UL) is also known as class discovery. One of the main differences
between UL and SL is that there is no training dataset in UL. As a consequence, there is no obvious role
for cross validation [68]. Another important difference is that, although most clustering algorithms are
expressed in terms of an optimal criterion, there is generally no guarantee that the optimal solution
has been obtained.

A method based on a UL Sparse Auto-Encoder developed a classification model to predict
students’ performance by automatically learning multiple levels of representation [33]. Classification
and clustering algorithms such as K-means and Hierarchical Clustering can be applied to evaluate
students’ performance [34]. Along these lines, Recursive Clustering was applied in [35] to group
students from the programming course into performance-based groups.

3.2. Recommender Systems

Recommender systems collect information on the users’ preferences for a set of elements (e.g.,
books, applications, websites, travel destinations, e-learning material, etc.). In the context of students’
performance, the information can be acquired explicitly (by collecting users’ scores) or implicitly (by
monitoring users’ behaviour, such as visits to teaching materials, documents downloaded, etc) [69]. RS
consider different sources of information to provide predictions and recommendations. They try to
balance factors such as precision, novelty, dispersion and stability in recommendations.

Collaborative Filtering

Collaborative Filtering methods play an important role in recommendation, although they
are often used together with other filtering techniques such as content-based, knowledge-based
or social [69]. Just as humans base their decisions according to past experiences and knowledge, CF
acts in the same way to perform predictions.

Some studies predicted different issues with regard to students’ performance through CF
approaches. Thus, similarities among students were found in [36,37], where students’ knowledge was
represented as a set of grades from their previous courses. In this case, CF demonstrated a effectiveness
similar to ML. Personalized predictions of student grades in required courses were generated from CF
using improved similarities [38]. A typical CF method was compared to an article recommendation
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method based on student’s grade in order to recommend personalized articles in an online forum [39].
Students groups, defined by academic characteristics and course influenced matriculation patterns,
can be used to design predictive grade models for CF based on neighborhood and MF, and approaches
to classification based on popularity [40]. Most of these research studies for predicting students’
performance tackle large data matrices. This is the reason why prediction accuracy was not so good
when CF was applied for this purpose at small universities [41].

We can find some studies where CF inspires novel methods and tools that try to improve the
results in particular environments. A novel student performance prediction model called PSFK
combines user-based CF and the user modeling method called Bayesian Knowledge Tracing (BKT) [42].
A method called Hints-Model predicts students’ performance [43]. It is combined with a factorization
method called Regularized Single-Element-Based Non-Negative Matrix Factorization, achieving a
significant improvement in predicting performance. A tool called Grade Prediction Advisor (pGPA) is
based on CF and predicts grades in upcoming courses [44]. Two variants of the Low Range Matrix
Factorization (LRMF) problem as a predictive task, weighted standard LRMF and non-negative
weighted LRMF, were solved by applying the Expectation-Maximization procedure to solve it [45].
A CF technique (matrix decomposition) allows performance prediction of grades for combinations
of student courses not observed so far, allowing personalized study planning and orientation for
students [46]. A CF tool predicts the unknown performances by analyzing the database that contains
students’ performances for particular tasks [47]. The optimal parameters of this tool (learning rate
and regularization factor) were selected with different metaheuristics in order to improve prediction
accuracy. A prototype of RS for online courses improves the performance of new students. It uses CF
and knowledge-based techniques to make use of the experience and results of old students in order to
be able to suggest resources and activities to help new students [48].

Matrix factorization is a well-proven technique in this field. A study conducted at the University
of KwaZulu-Natal investigated the efficacy of MF in solving the prediction problem. In this study, an
MF technique called Singular Value Decomposition (SVD) was successfully applied [49]. This method
was compared with simple baselines (Uniform Random, Global Mean and Mean of Means) when
predicting retention [50]. MF and biased MF were compared with other CF methods when predicting
whether or not students would answer multiple choice questions: two reference methods (random
and global average), two memory-based algorithms (User-kNN and Item-kNN), and two Slope One
algorithms (Slope One and Bipolar Slope One) [51]. Probabilistic MF and Bayesian Probabilistic MF
using Markov Chain Monte Carlo were used for predicting grades for courses not yet matriculated in
by the students, which can help them to make decisions [52].

3.3. Artificial Neural Networks

An ANN consists of a set of highly interconnected entities, called Processing Elements.
The structure and function of the network is inspired by the biological central nervous system,
particularly the brain. Each Processing Element is designed to mimic its biological counterpart,
the neuron [53], which accepts a weighted set of inputs and responds with the corresponding output.

ANNs have been applied to different prediction approaches, basically by considering the
evaluation results of students, as the following cases show. A feedforward ANN was trained to predict
the scores of evaluation tests considering partial scores during the course [54]. An ANN that uses the
Cumulative Grade Point Average predicted the academic performance in the eighth semester [55]. Two
models of ANN (Multilayer Perceptron and Generalized Regression Neural Network) were compared
in order to identify the best model to predict academic performance of students [56]. Lastly, the
potential of ANNs to predict learning results was compared to the multivariate LR model in the area
of medical education [57].

Not only mere evaluation results, but also additional information from students can improve
prediction performed by ANNs. Thus, basic students’ information, along with cognitive and
non-cognitive measures, were used to design predictive models of students’ performance by using
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three ANN models [58]. The non-linear relationship between cognitive and psychological variables
that influence academic performance was analyzed by an ANN, which efficiently grouped students
into different categories according to their level of expected performance [53]. Finally, an ELM (which
is a particular type of ANN) predicted students’ performance by considering the value of the subjects
that focus on the final national exam [59].

3.4. Impact of the Techniques

The techniques described before had different efficiencies with regard to the students’ behaviour.
As shown in the bar graph of Figure 1, the different algorithms were not only applied to a greater or
lesser extent (blue bars), but also had different performance (green bars) when compared to others.
Thus, we check that ANN and SVM were more the most applied, followed by CF, DT, and NB.

On the other hand, SVM was the best method in performance terms. This conclusion should be
taken with caution, since it is necessary to consider which algorithms were involved in the comparison,
as well as the particular case where they were applied. However, these results may show some
guidance in making decisions about which techniques to use for particular scenarios.

4. Objectives

We have gathered the different objectives into four wide groups: student dropout, students’
performance, recommend recommended activities and resources, and students’ knowledge. Figure 1
shows the weight of each of these objectives in the literature, which can indicate their importance
or interest for research. In this sense, students’ performance collect the majority of the prediction
efforts (70%), followed by student dropout (21%). Students’ knowledge and recommend activities and
resources were low-demand objectives (6% and 3% respectively).

4.1. Student Dropout

Several studies focused on the dropout rate in nursing courses have tried to find the causes rather
than predicting the likelihood of students dropping out. A useful method for trying to make this type
of prediction is the induction of rules, using IBM SPSS Answer Tree (AT) software [4] for this purpose.
The authors [5] found that the following factors are highly informative in predicting school dropout:
family history, socioeconomic status of families, high school grade and exam results.

It was noticed that unbalanced class data was a common problem for prediction [6]. In addition,
classification techniques with unbalanced datasets can provide deceptively high prediction accuracy.
To solve this problem, the authors compared different data balancing techniques (including SMOTE) to
improve accuracy. All these techniques improved the accuracy of predictions, although Support Vector
Machine (SVM) combined with SMOTE data balancing technique achieved the best performance.

Nowadays, higher education institutions are attempting to use data collected in university systems
to identify students at risk of dropping out [64]. This study uses the data to validate the Moodle
Engagement Analytics Plugin learning analysis tool. High dropout rates are a very important problem
for e-learning. The authors propose a technique that considers a combination of multiple classifiers
to analyze a set of attributes of students’ activities over time [7]. Other authors [8] selected students’
personal characteristics and academic performance as input attributes. They developed prediction
models using ANN, Decision Trees (DT) and Bayesian Networks (BN). Along these lines, another
study [65] identified the most important factors for predicting school dropout risk: those that showed
student commitment and consistency in the use of online resources. For this purpose, Exploratory
Data Analysis was applied.

In particular, higher education institutions in the United States faced a problem of university
student attrition, especially in the areas of Science, Technology, Engineering and Mathematics. More
than 60% of the dropouts occurred in the first two years. One study develops and evaluates a Survival
Analysis (SA) framework for early identification of students at risk of dropping out of school and early
intervention to improve student retention [10].

353



Appl. Sci. 2020, 10, 1042

4.2. Student Performance

One of the essential and most challenging issues for educational institutions is the prediction
of students’ performance. Particularly, this issue could be very useful in e-learning environments at
university level. We can find several approaches in the literature for this purpose.

The demographic characteristics of the students and their grades in some tasks can build a good
training set for a machine-supervised learning algorithm [2]. Adding other characteristics such as the
cumulative grade point of the students, the grades obtained in other courses and the ratings of several
exams, can build accurate models. Pursuing this goal, four mathematical models were compared to
predict students’ performance in a basic course, a high-impact course and a high-enrollment course in
engineering dynamics [16]. In this sense, it is advisable to consider several more characteristics, since
a relationship among different factors may appear after a detailed analysis of the prediction results.
Thus, an analysis of different characteristics of the data obtained from the results of primary school
exams in Tamil Nadu (India) showed the relationship between ethnicity, geographic environment, and
students’ performance [3].

If we focus on the students’ history, in [36,37] the performance is predicted considering particular
first semester courses. Our goal was to represent the knowledge as a set of grades from their passed
courses and to be able to find similarity among students to predict their performance. In small
universities or in courses with few students [41], the research was carried out with large sparse matrices,
which represented students, assignments, and grades. The result obtained in this research showed
that prediction accuracy was not as good as expected; therefore more information from students or
homework was needed. Accuracy is important since it can be very useful in planning educational
interventions aimed at improving the results of the teaching-learning process, saving government
resources and educators’ time and effort [51]. Moreover, the additional use of pre-processing techniques
along with classification algorithms has improved performance prediction accuracy [19].

It is possible to predict final students’ performance beforehand thanks to behavioural data
supplemented with other more relevant data (related to learning results). The system proposed
in [31] obtained a weekly ranking of each student’s probability of belonging to one of these three
classification levels: high, medium or low performance. This performance could have something
to do with non-cognitive characteristics which can have a significant impact on the students [9].
This research concluded that the prediction mechanism improves by exploiting the cognitive and
non-cognitive characteristics of students, thereby increasing accuracy. In any case, the data obtained
from previous records seem to be important, even better than applying course-dependent formulas to
predict performance [26].

ML Clustering techniques have been satisfactorily applied in this field. For example, recursive
clustering groups the students into specific courses according to their performance. Each of these
groups receives a set of programs and notes automatically, depending on which group they belong to.
The goal of this technique is to move the majority of the students from lower to higher groups [35].
Nevertheless, each student has particular features to be taken into account. A personalized prediction
of the student’s performance will aid in finding the right specialization for each student. For example,
a method of personalized prediction is presented in [38], where specific characteristics such as basic
courses, prerequisites and course levels were analyzed for computer specialization courses.

4.3. Recommender Activities and Resources

Recommender systems have been used to improve the experience of students and teachers. Most
of the studies based on RS consider demographics, interests or preferences of the students to improve
their systems. For example, an RS was developed considering the experiences previously stored and
classified by former students, which were compared with the current students’ competencies [48].
Another example is an RS based on student’s performance, which recommends personalized articles to
students in an online forum, using a "Like" button similar to the one on Facebook for this purpose [39].
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4.4. Students’ Knowledge

The trend in the use of learning systems aims to analyse the information generated by students [60].
This approach seeks to improve the effectiveness of the education process through the recognition of
patterns in students’ performance. Along these lines, an automatic approach that detects students’
learning styles is proposed in [61] to offer adaptable courses in Moodle. It is based on students’
response to the learning style and the analysis of their behavior within Moodle.

In this context, it is very important to discover which students’ characteristics are associated with
test results, and which school characteristics are associated with the added value of the school [62].
For example, machine learning applications were proposed to acquire knowledge about students’
learning in computer science, develop optimal warning models, and discover behavioural indicators
from learning analytical reports [63].

5. Discussion

In this article, we have reviewed many papers aimed at predicting student behavior in the
academic environment. We can draw some conclusions from the analysis of these papers.

We have noted that there is a strong tendency to predict student performance at the university
level, as around 70% of the articles included in this review are intended for this purpose. This may
encourage us to consider complementary research efforts to fill gaps in other areas. Thus, we consider
that it would be interesting to promote working lines to apply these predictions at school level, which
would contribute to identify the low performance of students at early ages. The analysis of student
dropout during the early stages of their levels is very interesting, as there are still opportunities
to research about helpful predictive tools to enable prevention mechanisms. In this sense, a good
approach to research would be to apply the same predictive techniques used for academic performance
(and other novel ones) to this case, in addition to considering non-university levels.

Based on the data collected in this review, the most widely used technique for predicting students’
behavior was supervised learning, as it provides accurate and reliable results. In particular, the SVM
algorithm was the most used by the authors and provided the most accurate predictions. In addition
to SVM, DT, NB and RF have also been well-studied algorithmic proposals that generated good results.

Recommender systems, in particular collaborative filtering algorithms, have been the next
successful technique in this field. However, it should be clarified that success has been more in
recommending resources and activities than in predicting student behavior.

As for the neural networks, they are a less used technique, but they obtain a great precision in
predicting the students’ performance. We believe that a good line of research with these techniques
would be to apply them to other related types of predictions in the educational field, different from the
strict students’ performance.

We emphasize that unsupervised learning is an unattractive technique for researchers, due to
the low accuracy of predicting students’ behavior in the cases studied. However, this fact can be an
incentive for research, as it provides the opportunity to further improve these techniques in order to
obtain more reliable and accurate results.

This review can be useful to obtain a wide insight of the possibilities to apply ML for predicting
students’ performance and related problems. In this regard, Table 1 and Figure 1 may be useful
to researchers in planning how to approach the initial stages of their studies. Nevertheless, many
researchers will probably tackle this problem in the coming years considering other and new ML tools,
since this problem has attarcted a high degree of interest nowadays.
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The following abbreviations are used in this manuscript:

AB AdaBoost
ANN Artificial Neural Networks
AT Answer Tree
BART Bayesian Additive Regressive Trees
BBN Bayesian Belief Network
BKT Bayesian Knowledge Tracing
BMF Biased-Matrix Factorization
BN Bayesian Networks
BSLO Bipolar Slope One
CBN Combination of Multiple Classifiers
CF Collaborative Filtering
DL Deep Learning
DM Data Mining
DT Decision Tree
ELM Extreme Learning Machine
EM Expectation-Maximization
GBT Gradient Boosted Tree
JMLM Jacobian Matrix-Based Learning Machine
KNN K-Nearest Neighbor
LDA Latent Dirichlet Allocation
LR Logistic Regression
LRMF Low Range Matrix Factorization
LM Linear Models
MDP Markov Decision Process
MF Matrix Factorization
ML Machine Learning
MLP Multilayer Perception
MLR Multiple Linear Regression
NB Naïves Bayes
pGPA Grade Prediction Advisor
RBN Radial Basis Networks
RF Random Forests
RS Recommender Systems
SA Survival Analysis
SFS Sequential Forward Selection
SL Supervised Learning
SLO Slope One
SMOTE Synthetic Minority Over-Sampling
SVD Singular Value Decomposition
SVM Support Vector Machine
UL Unsupervised Learning
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